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Abstract

In the modern industry, data processing systems must be able to receive,
aggregate, and process information from different sources to achieve
complex tasks of production control and coordination. Examples are the
real-time monitoring of the quality and quantity of products, biometric
data acquisition in the rehabilitation procedures. Energy efficiency in
the data communication system is essential in wireless networks. Reduce
power consumption in the data exchange can prolong the operating life
of battery-powered devices and save energy on a global scale. In this
direction, a fundamental step is to accurately model the energy con-
sumption for data communication over a wireless link for the system of
interest. The first part concerns the application scenario of the Body
Sensor Network for motion reconstruction applications. Wireless sys-
tems that use wearable sensors have developed rapidly in recent years,
and the requirements in terms of throughput and timing accuracy are
challenging. This thesis presents a new general-purpose Inertial Measure
Unit that exploits a dual-core architecture. A core offers processing ca-
pability, and the other one is a radio interface IEEE 802.15.4. I propose
the whole system and a protocol to maximize the throughput, reduce the
packet loss, and improve the robustness of wireless sensor nodes com-
munication. In the second part of the thesis, I move the attention to the
Low Power Wide Area Network in the IoT scenario. Today, the most
promising long-range communication technologies are LoRaWAN and
Narrow Band IoT (NB-IoT), which are driving a vast IoT ecosystem. A
dedicated chapter evaluates the performance of LoRaWAN and NB-IoT
with accurate in-field measurements using the same monitoring applica-
tion for a comparison in terms of energy efficiency, lifetime, quality of
service (QoS), and coverage. Finally, the last part provides configuration
guidelines for future industrial applications with harsh requirements of
long-range and low power wireless connectivity.
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Chapter 1

Introduction

Internet of things (IoT) is a neologism related to the Internet extension to the
world of objects and places. The term "IoT" was initially introduced to refer to
uniquely identifiable interoperable connected objects with Radio-Frequency IDenti-
fication (RFID) technology [1]. Recently, researchers have described IoT in various
forms:

• "The Internet of Things (IoT), also called the Internet of Everything or the
Industrial Internet, is a new technology paradigm envisioned as a global net-
work of machines and devices capable of interacting with each other. The IoT
is recognized as one of the most important areas of future technology and is
gaining vast attention from a wide range of industries." ( [2])

• "The Internet of Things is a paradigm where everyday objects can be equipped
with identifying, sensing, networking and processing capabilities that will allow
them to communicate with one another and with other devices and services
over the Internet to accomplish some objective." ( [3])

• "The Internet of Things is a vision, which is currently under progress. The idea
to connect everything and anything and anytime is appealing. The dynamic
nature of IoT and the scale on which it will be functional is hard to imagine
and thus there will be huge responsibility to overcome the challenges." ( [4])

• "The IoT is a broadband network that uses standard communication protocols
while its convergence point is the Internet. The main concept of the IoT is the
universal presence of objects that can be measured, inferred, understood and
that can change the environment." ( [5])

The IoT technologies, considering the wide variety of uses and the diversity of
functionalities required to satisfy more innovative applications, are advancing at a
fast pace to meet this demand [6]. The IoT revolution arrives at its decisive moment,
the one in which it will change the institutions and operating companies. Business
Insider imagines this scenario Intelligence with the theme "The IoT Forecast Book
2018" [7]. As for corporate IoT, companies continue to invest dollars in connected
devices and automation. By 2023, the total installed base of industrial robotic sys-
tems will reach 6 million worldwide, while the annual expenditure for the production
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of IoT solutions will reach approximately 450 billion dollars. Services around the
world are introducing IoT systems for developing smart cities. Annual investments
in this sector are expected to reach nearly $ 900 billion by 2023. The main areas of
application of the IoT (both for end consumers and for companies) are represented
by those contexts in which there are "things" that can generate new information
such as: smart home, home automation, smart building, building automation, indus-
trial monitoring, robotics, collaborative robotics, automotive, self driving car, smart
health, healthcare, the biomedical world, smart city, smart mobility, new forms of
digital payment through objects, smart agrifood, wearable for animals [8].

The IoT potentials in the industrial world are huge: an interconnected system
makes it possible to speed up communication between different devices that perform
entirely different tasks and therefore allow better interaction between them, thus
optimizing the production process. Consider, for example, an assembly line where
different parts from other chains must be assembled. The IoT makes it possible
to easily pass all those pauses deriving from delays or unforeseen events that could
create significant problems, making the equipment communicate directly with each
other so that they can autonomously regulate their work cycle. Furthermore, in
addition to being physically interconnected, all the machines are joined to integrated
company systems, which manage the production, safety, and administrative aspects.

1.1 Objectives
The IoT development in society and everyday life draws at the same pace sen-
sor networks. In addition to applications, where mobility is an intrinsic feature of
the system, there are many other scenarios where wired connectivity is difficult to
achieve due to logistics and cost problems.

Wireless Sensor Network (WSN) is one of the critical parts of the IoT system [2,
9]. A WSN is a wireless network consisting of spatially distributed autonomous
devices using sensors to monitor physical or environmental conditions cooperatively.
In a typical scenario, users can retrieve information of interest from a WSN by
requesting queries from the base stations, which is the interface between users and
the network(Figure 1.1).

The onboard sensors on the wireless node collect information about the envi-
ronment and positioning data. The philosophy behind WSNs is that, while the
capability of each sensor node is limited, the aggregate power of the entire network
can perform the required mission. WSNs can be deployed on a global scale for en-
vironmental monitoring, over a battle-field for military surveillance, in factories for
smart Industry, in buildings for infrastructure health monitoring, or on bodies for
patient monitoring. Many examples of applications can be found in [6].
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Figure 1.1: WSN in IoT system. An extensive collection of wireless sensors can
be used to send data through a router to the internet. In these cases, WSN is an
integrated part of the IoT system.

Primarily energy efficiency, scalability, reliability, and robustness parameters are
examined when designing a WSN system. Therefore, considering the data expressed
in the first part, it is natural that the research of the various technologies in the
WSN world is an exciting theme in the industrial world. From this aspect comes the
aim of this industrial Phd., which is to be able to master the different aspects that
present themselves to a consulting company to decide which solution is best suited
for the realization of business and an entrepreneurial idea in the most diversified
fields.

1.2 Contributions
The Body Sensor Network (BSN) technology is one of the core technologies of IoT
developments in the healthcare system, where a patient can be observed using a col-
lection of wireless sensor nodes [10]. In the last decades, many BSNs have been real-
ized, for instance, with commercial architectures such as Xsens and Shimmer [11, 12]
or with customized solution [13, 14, 15, 16]. Even if the BSN sensors are exclusively
connected with a specific wireless technology, therefore not belonging to the purely
IoT world, they are usually connected to a particular node with an internet inter-
face. This node usually has the master functions of the BSN star network. Thus,
the overall system falls under the definition of an IoT object.

Motion capture (MoCap) is a way to record human movements digitally. The
recorded motion capture data is mapped on a digital model in 3D software, so
the people’s moves are recorded. The primary purpose of this technology is to
monitor people’s movements for rehabilitation or sporting purposes [17, 14]. MoCap
technology also is used in the entertainment industry for films and games to get more
realistic human movements. Clinical rehabilitation is one of the driving sectors for
the IoT world.

Wearable technology, which is in close contact with the user, is often used to
monitor a user’s performance. Wearable devices can be used to collect data on a
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user’s health, e.g., heart rate, steps walked, blood pressure. These functions are
often together in a single unit, like an activity tracker or a smartwatch like the
Apple Watch Series 2or Samsung Galaxy Gear Sport. Devices like these are used for
physical training and monitoring overall physical health. At the end of the session,
the data collected by the sensors and processed by the software are sent to the cloud.
The therapist can access it at any time to check the progress of the rehabilitation and,
if necessary, to adjust the exercises. The quantitative detection of the parameters
through the use of sensors also contributes to improving the objective measurement
of treatment results and supports the creation of a rehabilitative cloud database.
The database, in perspective, will be able to ensure an enormous predictive value,
thus making it possible to treat other patients more efficiently and effectively thanks
to the optimization of care.

This work presents a novel hardware-software architecture for a system motion
capture in Chapter 3. In detail, the main activities and contributions of this thesis
for this part are the following:

• development of inertial wireless sensors able to directly execute generic lo-
calization calculation algorithms based on data sampled by accelerometers,
magnetometers, and gyroscopes.;

• Implementation of a protocol to optimizing throughput, synchronization, and
scalability over BSNs.

• development of wearable network devices for motion capture application pur-
poses;

The developed platform is employed for the analysis of new magnetometer cal-
ibration algorithms [18]. Experimental results show the benefits of the proposed
solution in terms of throughput, scalability, power consumption, and percentage of
packets lost.

Another important key factor in the IoT and WSN world is the industrial one.
Industry 4.0 [19] is the term that describes a new generation of autonomous wireless
devices, which pervasively connect machines and objects, creating a new domain
called Industrial Internet of Things (IIoT) [20, 21]. More and more practical appli-
cations can be found today, whose types of communication architectures belong to
these three macro-categories [22]:

• XMBB: Xtreme Mobile Broadband Communications

• UMTC: Ultra-reliable Machine-Type Communications

• MMTC: Massive Machine-Type Communications

The XMBB provides high data rates in the range of Gbps. For example, consider
a crowded stadium where all users want to enjoy 3D streaming of the match on
their smartphone. The UMTC deals with ultra-reliable and time-efficient devices.
For example, think of the safety of a pedestrian concerning a vehicle. Another type
of UMTC is reliable communication for manufacturing in factories. The MMTC
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enables 5G services to lots of devices with energy efficiency [21]. For example, we can
think of security monitoring, smart home, smart building, and smart environment.

In the MMTC devices domain, Low-Power Wide-Area (LPWA) technologies are
targeting these emerging applications and markets. Consequently, different technolo-
gies are needed, thereby introducing new challenges in terms of energy efficiency [23].
Among them, low power consumption and communication range are crucial for IIoT
devices and are further exacerbated by battery lifetime requirements. Hence it is
not surprising that in recent years, many approaches have been proposed to improve
them [24, 25].

Following the rapid IoT market expansion, LPWAN became one of the faster-
growing areas in IoT.LPWAN is the common term to identify the wireless technolo-
gies that enable wide-area communication at low cost and low power consumption.
The LPWAN typical application scenario needs to transmit a few bytes for long
ranges. Many LPWAN technologies are emerging in both licensed and unlicensed
markets, such as LoRaWAN, LTE-M, SigFox, and Narrow-Band Internet of Things
(NB-IoT). Among them, LoRaWAN and NB-IoT are the two leading emergent tech-
nologies [24, 26]. TTo improve energy efficiency, NB-IoT combines the benefits of
the 4G mobile network, namely the global coverage and the long-range, with the en-
ergy efficiency typical of LPWANs. Moreover, NB-IoT is designed to provide better
indoor coverage and support of a massive number of low-throughput devices [27].
It is conceived to serve the high-value IoT market that pays for very low latency
and high quality of service [28, 29]. In contrast, LoRaWAN is targeted to lower-cost
devices, with very long-range (high coverage), occasional communication needs, and
very long battery lifetime requirements.

NB-IoT is carried out over so-called "licensed" frequencies. These licensed fre-
quencies refer to frequency bands in the overall spectrum that is regulated by a
government entity, for example, the Federal Communications Commission in the
United States. Examples of licensed frequency bands include those around 800
MHz for conventional mobile cellular telephony and those around 1.9 GHz for mo-
bile PCS (Personal Communication Services). The licensing of frequencies allows
those participants that have paid for the license rights to have private use of a
particular licensed frequency band within a geographical area. This licensing mini-
mizes the likelihood of interfering communications, permitting the exclusive licensee
to control traffic in that vicinity, and to have recourse against unauthorized trans-
mitters in those bands [30]. These license rights enable the license holders, such
as wireless telephone service providers, to invest in mobile wireless communication
infrastructures. Because of the license fees associated with licensed transmission
and the investment in infrastructure, the licensed companies generally charge their
customers for the use.

In the radio spectrum, unlicensed bands are also available. The "unlicensed"
radio transmission in the unlicensed bands involves no license fees, so long as the
transmitter respects specific regulations concerning the use of these allocated fre-
quencies. An example of an unlicensed band is the instrumentation, scientific, and
medical (ISM) band around 2.4 MHz. Current allocations of the unlicensed bands
permit a large amount of bandwidth with no license fee, resulting in the deployment
of many types of devices, such as wireless local area network (LAN) adapters and
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access points, that provide high data rates (on the order of Mbps) and large spectral
bandwidths (on the order of MHz). However, great plenty of interference from other
unlicensed band users must often be tolerated.

Today, both NB-IoT and LoRaWAN are offering long-range and low power con-
sumption with the primary aim of being employed as a wireless solution for IoT.
However, to the best of my knowledge, there is no detailed comparison helping to
select one of these two networking solutions given a specific application scenario.
Although some characteristics of the considered technologies, such as the maximum
range or the used bandwidth, are not directly comparable, there is a need for a
thorough comparison in terms of QoS, deployment cost, and energy consumption.

The main objective of the second part of this Ph.D. Thesis is an experimental
evaluation with in-field measurements of NB-IoT vs. LoRaWAN for IIoT applica-
tions. The comparison between the two protocols is performed in terms of power
consumption, energy per bit, battery lifetime, and deployment cost. To have a re-
alistic comparison, I use a WSN designed for Structural Health Monitoring (SHM).
SHM allows evaluating the challenges mentioned above that are considered the pri-
mary obstacles for LPWAN deployments [31, 28]. Recently, several SHM solutions
have been developed, such as crack meter based monitoring [32], and modal analy-
sis [33].

The contribution can be summarized as follows:

• I present an accurate comparison between NB-IoT and LoRaWAN using ex-
perimental data from a real application scenario in 4.3;

• I validate the performance declared by communication protocols developers in
realistic situations in 4.3;

• I provide guidelines for the selection and the deployment of the most suitable
technology, based on the collected measurements and the current knowledge
of the various solutions in Chapter 5.

The document is organized as follows. The primary MAC Layer Protocols for IoT
architectures are described in Chapter 2. In chapter 3 introduces NETWIS (Wire-
less Inertial Sensors Network), the proposed system for motion capture. The sensor
consumption patterns according to the different technologies presented and the life
expectancy of the battery for the two configurations are presented in Chapter 4.
Chapter 5 provides guidelines for the LPWANs deployment. Chapter 6 concludes
the thesis.
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Chapter 2

MAC Layer Protocols for WSN &
IoT

Communication Protocols are the heart of IoT systems and enable network connec-
tivity to high-level applications. Communication protocols allow devices to exchange
information and data over the network. The protocols define the data exchange for-
mats, data encoding, security mechanism, addressing schemes for devices, and rout-
ing of packets from source to destination. Other functions of the protocols include
flow control, sequence control, and retransmission of lost packets.

Features such as coverage area, network topology, scalability, data transmission
speed, installation costs, power consumption, transmission power efficiency, and
delays are important issues for choice for using specific technology for a particular
solution. In some circumstances, whenever we need to send big data over a wireless
network, we do not have constraints for energy consumption. In other situations, we
have small battery-powered devices that notify us of some occurrence, so the radio
modules have to be as energy-efficient as possible. These choices have an impact on
the whole project, especially on the Physical and Medium Access Control (MAC)
level.

The objective of MAC is the creation of the sensor network infrastructure. The
MAC scheme must establish a communication link between the sensor nodes and
efficiently share the communication medium. Energy efficiency is one of the main
aspects that must be considered. The sensor nodes are usually battery-powered, and
it is often complicated to recharge batteries. Sometimes it is advantageous to replace
the sensor node rather than recharging them. Energy efficiency can be increased by
reducing energy wastage. Significant sources of energy waste in WSN are described
in [34]. The throughput requirement varies with different applications. Some of the
sensor network application requires to sample the information with precise temporal
resolution. The latency requirement depends on the application. In some sensor
network applications, the detected events must be reported to the sink node in real-
time so that the appropriate action could be taken immediately. In many sensor
network applications, when bandwidth is limited, it is crucial to guarantee that the
sink node receives information from all sensor nodes fairly.

The purpose of this introductory chapter is to present an overview of the short
and long-distance MAC level protocols used by IoT solutions, discussing the MAC
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level features that define the behavior and applicability of each protocol. The section
2.1 presents two of the main MAC short-range coverage protocols, while long-range
MAC level protocols are presented in 2.2.

2.1 Short Range
Short-range coverage medium access control (MAC) protocols are defined by the
Institute of Electrical and Electronics Engineers (IEEE) as Wireless Personal Area
Networks (WPAN), which is the network established between components that sur-
round the human body.

2.1.1 Bluetooth IEEE 802.15.1

The IEEE 802.15.1 standard [35] is the basis for the Bluetooth wireless communi-
cation technology. Bluetooth is a low tier, ad hoc, terrestrial, wireless standard for
short-range communication [36]. It is designed for small and low-cost devices with
low power consumption. The technology works with three different classes of de-
vices: Class 1, Class 2, and Class 3, where the range is about 100 meters, 10 meters,
and 1 meter, respectively.

The main Bluetooth improvements, in the last release, include increased symbol
rate, higher efficiency in the use of transmission channels on the 2.4 GHz band, and
detection of interference and subsequent elimination.

The IEEE 802.15.1 MAC layer is composed of Logical Link Control, the Adap-
tation Protocol (L2CAP) layer, the Link Manager Protocol (LMP) layer, the Base-
band, and the Radio. The Radio and the Base-band sub-layers define the Bluetooth
physical layer. The Bluetooth MAC layer handles the communication types that can
be asynchronous connectionless (ACL) or synchronous connection-oriented commu-
nication (SCO). Figure2.1 shows the relationship between the IEEE 802.15.1 stack
components.

Figure 2.1: Bluetooth IEEE 802.15.1 Stack

The IEEE 802.15.1 radio operates in the 2.4-GHz Industrial Scientific and Med-
ical (ISM) band using a short-range radio link and a fast frequency-hopping (FFH)
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transceiver. The Bluetooth Radio layer provides the physical links among devices
with 79 different Radio Frequency (RF) channels separated of 1 MHz, using a fre-
quency hopping spread spectrum (FHSS) transmission method. This FHSS tech-
nique increases the robustness of the channel due to its capability to decrease the
interference in the same frequency range. A Time Division Duplex (TDD) trans-
mission scheme is specified to divide the channel into time slots of 625 µs each,
corresponding to a different hop frequency, simulating full-duplex communication in
the same transmission channel. A Link Management Protocol is a control protocol
responsible for establishing base-band and physical layer links. The Logical Link
Control and Adaptation Protocol (L2CAP) layer is a channel-based abstraction be-
tween the physical and service application layer. A pico-net cellular network is a
group of up to seven slave devices, connected to a master device, which regulates
the channel access. The master is responsible for managing the scheduling process
messages to authorize a slave device to obtain the data transmission authorization.

2.1.2 Bluetooth Low Energie

Bluetooth Low Energie (BLE) was first introduced in 2010 to expand the applica-
tion of Bluetooth for use in power-constrained devices such as wireless sensors and
wireless controls that require low power consumption, amount of data transmission
is small, and communication happens infrequently.

To address these different application requirements, BLE introduces a new radio,
which is a derivative of the conventional Bluetooth and new interfaces. For BLE,
the modulation scheme is GFSK with a raw data rate of 1 Msymbols/s with 2 MHz
channel bandwidth, twice respect Bluetooth Classic. Due to the increase in channel
bandwidth, there are a total of 40 channels in BLE: three advertising and 37 data
channels, respectively. Since the robustness of the advertising channels is essential
for setting up initial communications, they are chosen from channels that have less
interference with Wi-Fi standards. The advertising channels facilitate discovering
devices and establishing initial communication between two devices, which includes
required parameter exchanges. Typically, a smartphone listens on these advertising
channels, waiting for advertisement packets, sent by a device. Upon receiving an
advertisement, the scanning device initiates a connection with a connection request
packet. At this point, the advertising device becomes the slave, and the scanning
device the master. After the connection is built, communication takes place in
connection events, which occur at a period that can range from 7.5 ms to 4 s.
The periods, called connection interval, can be changed even after a connection is
established. At every connection event, the master transmits a packet to the slave,
which may or may not respond. A BLE system uses a frequency hopping transceiver
to combat interference between nearby devices.

15



Figure 2.2: BLE Stack

Figure 2.2 shows the BLE stack. The host controller interface (HCI) isolates the
controller part (link and physical layers) from the host part (Logical Link Control
and Adaptation Protocol (L2CAP), Attribute Protocol (ATT), Generic Attribute
Profile (GATT), and Generic Access Profile (GAP). The PHY block is responsible
for transmitting and receiving packets on the physical channel. The Link Manager
is responsible for creating, modifying, and releasing logical links, communicating
with other Link Managers on remote devices using the Link Layer Protocol (LL).
L2CAP is the primary protocol at the link level. It deals with the multiplexing of
data between different protocols of a higher level. Above the L2CAP layer, BLE is
the application layer that uses a set of functionalities, which are not present in the
Bluetooth Classic specifications. These blocks are the Attribute Protocol (ATT), the
Generic Attribute Profile (GATT), the Security Manager Protocol (SMP), and the
Generic Access Profile (GAP). SMP block provides the identification and encryption
keys used in authentication procedures during device association. The ATT block
implements the peer-to-peer protocol between an attribute server and an attribute
client. The client opens the communication to the server on a remote device through
an L2CAP channel. The Generic Access Profile block represents the basic features
common to all devices Bluetooth, such as device role rights, discovery devices, and
services, as well as establishing connections and security.

2.1.3 IEEE 802.15.4

The 802.15.4 standard includes the definition of the physical layer (PHY) and the
Medium Access Control (MAC) sublayer for wireless connectivity. The devices in-
volved can be mobile or fixed and often have stringent energy requirements. They
are equipped with a battery because usually without access to the electricity grid.

IEEE 802.15.4 has some advantages: it is a flexible protocol stack, low cost, low
energy consumption, reliable data transfer, and ease of operation [6]. The IEEE
802.15.4 standard architecture is defined through the concept of layers, which deal
with the implementation of a specific part of the standard. Figure 2.3) represents
these blocks graphically and how they are connected to the upper levels.
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Figure 2.3: IEEE 802.15.4 Stack

The PHY Data Service allows the transmission and reception of PHY level pack-
ets, known as PHY Protocol Data Units (PPDU), through the radio channel. The
access interface to the PHY Data Service is the PHY Data Service Access Point
(SAP PD). Some of the features of the PHY level are the activation and deactiva-
tion of the radio transceiver, channel selection, Clear Channel Assessment (CCA),
Energy Detection(ED), and Link Quality Indication (LQI). The access interface to
the PHY Management Service is the PHY Layer Management Entity Service Access
Point (PLME SAP).

Depending on the spectrum utilization of each region, according to the PHY
layer specifications, the distances between IEEE 802.15.4 nodes can be up to 100
m. This range depends on propagation environment obstacles and the maximum
transmission power levels defined by the IEEE 802.15.4 standard in the particular
region [37].

2.2 Long Range
By 2020, more than tens of billions billion devices will be connected through radio
communications in a big IoT world. In concomitance with the accelerated growth
of the IoT market, low power wide area networks (LPWAN) have become an ac-
cessible low-rate long-range radio communication technology. LoRa and NB-IoT
are two leading LPWAN technologies that compete for large-scale IoT deployment.
These chapters provide a comprehensive and comparative study of these technolo-
gies, which serve as efficient solutions to connect smart, autonomous, and heteroge-
neous devices.

2.2.1 LoRa and LoRaWAN

Long Range (LoRa ) is a proprietary spread spectrum modulation derived by Chirp
Spread Spectrum (CSS) technique with integrated Forward Error Correction (FEC)
developed by Semtech. The LoRa physical layer may be employed with any MAC
layer; however, LoRaWAN is the currently proposed MAC that manages a simple
star topology network. Long-range, high robustness, multipath resistance, Doppler
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resistance, low power are the most important LoRa features. LoRa works in the
lower ISM bands (EU: 868MHz and 433 MHz, USA: 915MHz and 433 MHz).

A LoRa radio transceiver has four configuration parameters: carrier frequency,
spreading factor, bandwidth, and coding rate. The choice of these parameters de-
fines energy consumption, transmission range, and robustness to noise [30]. A higher
spreading factor improves the Signal to Noise Ratio (SNR), and consequently, sensi-
tivity and range, despite also raises the air time of the packet. The number of chips
per symbol is calculated as 2SF . Each increase in SF divides the transmission rate
and, hence, doubles transmission duration and energy consumption. The spreading
factor can be selected from 6 to 12. Network separation using different SF is fea-
sible because radio communications with different SF are orthogonal to each other.
Bandwidth (BW) is the range of frequencies in the transmission band. Higher BW
gives a higher data rate and shorter time on-air, but a lower sensitivity due to the
integration of supplementary noise. A lower BW gives a higher sensitivity, but a
lower data rate. Data is sent out at a chip rate equal to the bandwidth; for example,
a bandwidth of 250 kHz corresponds to a chip rate of 250 kcps. Coding Rate (CR)
is the FEC rate used by the LoRa modem and offers protection against bursts of
interference. A higher CR offers more protection but grows time on air. Radios with
different CR, stored in the header of the packet, and the same CF/SF/BW can still
communicate with each other.

LoRa sensor network has some advantages. First, since the range is relatively
broad (hundreds of meters indoors, kilometers outdoors), networks can span vast
distances without routing over many hops. Moreover, transmission on the same
carrier frequency, but with different spreading factor, are orthogonal. This creates
the opportunity of dividing the channel into virtual subchannels. Finally, when
transmissions occur at the same time with the same parameters, the most reliable
transmission will be received with high probability. This feature is used by Lo-
RaWAN, where all gateways broadcast beacon at the same time, and an end device
can demodulate the most robust beacon.

Figure 2.4: LoRaWAN Topology.

18



A LoRaWAN network consists of a star-of-stars topology composed of three
fundamental elements: end-devices, gateways, and a central network server [38].
National standards regulate predefined channels. LoRaWAN specifications [38] es-
tablish ten different channels; the first nine have a bandwidth of 125KHz and support
data rates between 0.3-5kbps. Channel ten is used to exchange messages with FSK
(Frequency-Shift Keying) modulation and bandwidth of 250KHz.

ISO/IEC ISM regulations impose on each end-devices, working on ALOHAMAC
(Medium Access Control) protocol, a limitation about the maximum duty cycle,
which cannot exceed 1% of the channel time. However, as long as the restrictions for
each band are respected, end-devices can transmit on different channels to increase
their overall throughput [39]. They communicate with the network server through
one or more gateways, which are also used to send downlink messages (Fig. 2.4).

The end-device uses the LoRa physical layer to exchange packets with the gate-
way, which communicates with the network server via an IP-based protocol stack.

There are three classes of LoRaWAN devices, called A, B, and C. Class A and
Class B devices are usually battery-powered, while class C devices need to be sup-
plied by the main due to the high energy consumption. The main difference in the
three operating modes is the downlink connection, from the gateway to the device,
which can be asynchronous in Class C and synchronous after the uplink, in Class
A and B. Class A opens very short reception windows after sending a message, and
then the device goes in a sleep state to save energy. Class B opens additional receive
windows at scheduled intervals, using beacons sent from the gateway to synchronize
the reception periods. Class C keep the radio in the continuous reception mode, al-
lowing instant transmission of data. The different operating methods influence the
power consumption and, consequently, the battery life of this device. The different
operating methods influence the power consumption and, consequently, the battery
life of this device. For example, in [40], authors show that Class C needs 225× the
energy used by Class A with static Spreading Factor (SF) and output power.

2.2.2 Sigfox

SIGFOX is an LPWA telecommunications network currently present in Western Eu-
rope, San Francisco, that allows two-way communication to and from the device.
The SIGFOX network has been designed for sending small messages and only when
they are needed. It is not suitable for broadband use (multimedia streaming). En-
ergy efficiency features allow building network-connected devices that can last for
years with a standard battery.

SigFox protocol stack consists of three principal layers: Frame, MAC, and Phys-
ical layers. Figure 2.5 shows the SigFox stack. The purpose of the frame layer is
to receive the message originating from the upper layer, do the segmentation, and
deliver the MAC layer the fragments generated. The MAC layer can identify and
order the formation of the radio frames with a sequence number added. Moreover,
the MAC layer header adds a field for device identification and error-detecting codes.
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Figure 2.5: Sigfox protocol stack.

The SIGFOX network operates on sub-GHz frequencies, on the ISM bands:
868MHz in Europe and 915MHz in North America [41]. Sigfox is based on an
ultra-narrow band (UNB) physical layer, where the binary data are broadcast with
a differential binary phase-shift keying (DBPSK) modulation at 100 bps. Thus, the
transmitted signal occupies a band of approximatively Ws= 100Hz. The frequency
hopping ensures channel diversity and deep-fading protection because it is done
inside a bandwidth B » Ws [42].

Sigfox nodes use a Random Frequency and Time Division Multiple Access (RFT-
DMA) to transmit their signals. The RFTDMA protocol allows active nodes to ac-
cess randomly in time and frequency to the wireless medium without any contention-
based protocol. The carrier frequencies are not chosen in a predefined discrete set,
but inside a continuous interval B. Indeed, at the receiver side, the demodulator
listens on the whole bandwidth B without recognizing a priori the carrier frequency
used by the emitting device. The European legislation governing the 868 MHz
bands allows a transmission cycle of 1%. A single device will, therefore, not be able
to transmit for more than 1% of the time in an hour. Since the sending of a message
can take up to 6 seconds, it follows that a maximum of 6 messages per hour and,
therefore, 140 messages per day can be transmitted. Each message can be sent up
to 3 times on different frequencies to improve reliability. Each message can contain
up to 12 bytes for the application, also counting on a timestamp and a unique ID
present at the message header level [43]. The completed packet structure is given
below:

• a preamble (4 bytes)

• a frame synchronization part of 2 bytes

• a device identifier of 4 bytes

• a payload of up to 12 bytes

• a Hash code to authenticate the packet in Sigfox network (variable length)
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• a Cyclic Redundancy Check (CRC) syndromes of 2 bytes for security and error
detection

The bi-directional communication is performed when the transmitter asks it. In
this case, it can mention that it is in listening mode until it receives data. In real
propagation condition, Sigfox spans 50 to 100of km distances and ensures to manage
about 1 million devices per base station [44].

This claim is true until Sigfox does not coexist with other IoT technology. The
work presented in [42], shows that the capacity to manage a million devices fades
with the coexistence of a LoRa network.

Concerning the security aspects of SIGFOX networks, very few comments can
be made as the SIGFOX protocols are proprietary and therefore closed. However,
as a general approach, SIGFOX focuses on the network security itself, leaving the
payload security mechanisms to the end users at both the transmitting side, that
is, the SIGFOX node, and the receiving side, that is, the applications linked to the
SIGFOX cloud via application programming interfaces (APIs).

2.2.3 NB IoT

NB-IoT is a novel protocol standardized by 3GPP [45]. It is also known as LTE
Cat-NB1(NB2) and belongs to Low Power Wide Area (LPWA) technologies that
could work virtually anywhere when infrastructure is present.

NB-IoT can coexist with GSM (Global System for Mobile communications) and
LTE (Long-Term Evolution) under licensed frequency bands. NB-IoT occupies a
frequency band width of 200 KHz, which corresponds to one resource block in GSM
and LTE transmission [46]. It can operate in three different modes: stand-alone as
a dedicated carrier, in-band inside the occupied bandwidth of a wideband LTE, and
within the guard-band of an existing carrier (Fig. 2.6).

Figure 2.6: Operation modes for NB-IoT.

In the first deployment, NB-IoT can occupy one GSM channel (200 kHz) while
for in-band and guard-band deployment, it will use one Physical Resource Block of
LTE (180 kHz). NB-IoT uses the orthogonal FDMA in the downlink and single-
carrier FDMA (frequency division multiple access) in the uplink and applies the
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QPSK (quadrature phase-shift keying modulation) [46]. Each message can reach
1600 bytes of payload. The maximum data transmission rate is limited to 20 kbps
for uplink and 200 kbps for downlink.

As discussed in [47], NB-IoT is designed for long-life devices and targets a bat-
tery life of more than 10 years when transmitting 200 bytes per day. To achieve
these performances, NB-IoT uses the LTE energy-saving mechanisms, extending
the timers period to minimize energy consumption. The features to decrease energy
consumption are the connection release mechanism and the power optimization func-
tion, such as discontinuous reception and the power-saving mode. Communication
requires a connection between the device and the network. This connection can be
connected ord Idle and is called RRC (Radio Resource Connection). First of all,
when the device is woken up for the first time, the network connection is established,
and the UE device enters in the RRC connected state. After, when the base station
releases the connection, the device pass to the RRC idle state and stores the current
access context. The device may later resume the RRC connected state with that
context, thus avoiding considerable signaling overhead.

For devices with rarely uplink data transmission, and need to receive messages,
power consumption can be reduced significantly by the eDRX feature, shown in Fig-
ure 2.7. Unlike the PSM mode, sending a message can be skipped, and a reception
window is directly open. There are two ways for using this feature, Connected-eDRX
or Idle-eDRX according to the state of the devices. When a device is connected,
and there is no traffic, it alternates active listening and sleep periods. This behav-
ior is maintained for the duration of the Inactivity Timer (Fig. 2.7). Otherwise,
when a device is idle, new transmissions cannot be requested from the network, but
the downlink channel is tracked at Paging Window (PW) events, to keep network
synchronization and to discover if downlink data is pending. The time between two
PW is the duration of an Idle-eDRX cycle (Fig. 2.7). For detailed information on
eDRX see [48].

Figure 2.7: Extended Discontinuous Reception: the periodicity value of the recep-
tion windows can reach 10.24 s in Connected and 2.91 hours in Idle state, respec-
tively. Power Saving Mode: device remains registered with the network, and it is
not necessary to re-attach or re-establish the connection. The maximum duration
of the PSM mode is 310 hours.
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The PSM feature, shown in Figure 2.7 and defined in 3GPP Rel.12, is the deep
sleep operation state. It allows reduction of the current consumption maximizing
the amount of time that a device can remain in an extremely low power mode during
periods of inactivity. After a wake-up, where data transmission generally takes place,
it moves to the idle state, where reception windows are opened to allow downlink
communication from the base station. The reception phase lasts according to the
network policies agreed during registration. At the expiry of the timer T3324, the
device switches in PSM. In this state, any receiving communication is disabled, but
the device remains registered on the network, and re-joining is not necessary when
it switches back to transmit. The PSM mode disconnects the radio entirely so that
the device can enter deep-sleep. However, the device can resume the connection at
any time. In order to inform the network that the device is still alive, the T3412
timer is configured so that the device wakes up periodically to perform a tracking
area update (TAU). The TAU can be configured with a more extended period of up
to 413 days for NB-IoT.

2.3 Conclusion
There are many wireless technologies in the IoT network, each one has certain
specifications and benefits. Each application must be precisely defined at the design
stage, in order to understand which technology provides the most guarantees for
meeting the requirements.

Classic Bluetooth offers higher throughput and bandwidth, which makes it suit-
able for data stream applications ( audio and video streaming). Nevertheless, it
has several limitations, including a limited number of nodes in the network (up to
seven slaves) or topology. BLE is a significant improvement in respect to Bluetooth
classic for IoT application. The advantages include lower power consumption, lower
setup time, and supporting star network topology with an unlimited number of
nodes [49, 50]. The several comparisons between BLE and IEEE 802.15.4 clarify the
lower power consumption of BLE against IEEE 802.15.4. However, the PHY layer of
the standard IEEE 802.15.4 is used as a base for many other short-range protocols
citeoliveira2019mac. Moreover, it allows a wide transmission range, depending on
the output power.

Various factors have to be considered to choose an appropriate LPWAN technol-
ogy for an IoT application: QoS, range, device lifetime, payload length, deployment,
and cost.

Sigfox and LoRaWAN employ license-free sub-GHz bands and asynchronous
communication based on ALOHA protocol. NB-IoT employs licensed spectrum
and LTE-based synchronous protocol, which are optimal for QoS at the disadvan-
tage of cost. LoRaWAN has a lower range (range <20 Km) than Sigfox (range >40
km). NB-IoT has the lowest range (range <10 Km). The NB-IoT end-device spends
additional energy due to synchronous communication and QoS handling. This ad-
ditional energy consumption reduces the NB-IoT end-device lifetime compared to
Sigfox and LoRaWAN. The NB-IoT standardization was published in 2016 and is
actually under rollout to install its network over the world. On the contrary, Lo-
RaWAN and Sigfox technologies are mature and under commercialization in various
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countries and cities. Various cost factors should be considered, including spectrum
(license), deployment, and end-device costs.
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Chapter 3

Wireless Inertial Sensors Network

3.1 Body Sensor Networks
BSNs are WSNs that focus on the monitoring of the human body [17] using wearable
sensors nodes. Wearables, which can collect data in aggregate form, are used pri-
marily for information about general well-being but not for making decisions about
one’s health.

Although BSNs are a sub-family of WSN, the majority of BSNs adopts star
network topologies, where the central node is often the bridge to a wired system [51],
while WSNs are inherently multi-hop. The WSNs generally have a wider range of
operability and have a much higher number of nodes. The BSN number of nodes
is typically less than ten units because it would be disturbing for the user to wear
a higher amount [52]. Moreover, they have more stringent requirements in terms of
size and weight than WSN nodes. Those constraints reduce the energy availability
since the batteries of the BSN nodes need to be small. On the other hand, BSN
typically requires a higher variables sampling rate, in the order of dozens Hz, than
physical quantities of WSN, such as temperature, humidity [53].

Another challenge of a BSN, compared to traditional wireless systems, is that the
communication channel is strongly influenced by the proximity of the human body,
which attenuates the transmitted signal and affects the field distribution around
it, due to the scattering from different surfaces. Moreover, the presence of hu-
man tissues close to the antenna may cause detuning and pattern distortion effects.
Therefore, to design a reliable and efficient BSN, proper analysis and modeling of
the radio channel, including the human body and the plastic case of the devices are
required.

3.1.1 BSNs Applications and Open Issues

The most popular application for BSN is mainly e-health to monitor and support
patients with pathologies [53, 54, 55, 56] and for fitness/sports activities monitoring
[57, 58]. Applications related to body movement reconstruction, are the most critical
in terms of data rate and robustness, as the sampling rate of the various inertial/mo-
tion units (IMU) is in the range of 60 Hz, and must be precisely synchronized (error
less than 1 ms) for real-time reconstruction. In recent years, multisensor data fusion
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has received significant attention: in the BSNs, cooperative sensor fusion is the most
common. Multiple sensor signals are needed to obtain information that could not
be achieved by looking at any of these signals independently [59]. Data fusion tech-
niques combine data from multiple sensors, to achieve improved accuracies and more
specific inferences than could be achieved by the use of a single sensor alone [60].
In these applications, generally, all information is sent from the end devices to an
intelligent unit, which interprets the variables, calculates the data of interest, and
makes the necessary decisions. This approach congesting the communication band
when the number of nodes increases. For these reasons, the volume of collected data
has grown [60, 61].

Xsens MVN is a motion capture system available in specific versions to accom-
modate consumer needs. It uses wireless motion trackers (MTw) and body straps.
Data is transmitted wirelessly between each motion tracker at 60 Hz [62]. It has
been demonstrated that 60Hz frequency is sufficient for reliability scenarios [63, 64].
Each MTw (size 47 mm x 30 mm x 13mm), weighs 20 g [62].

3.1.2 Goals, Challenges and Insights

The majority of wearable devices were only collecting raw data from the sensors
without processing them. One of the technology challenges is information transport
from a multitude of elements present in the environment up to a gateway, which
makes this information available for aggregation and processing of the highest level.
This need to have all this information saturates the available band, typically limited,
due to the typically high number of devices. On the contrary, processing of the
quantities of interest directly in the local area decreases the bandwidth required on
the communication channel. These nodes must have the computational capacity
to perform sensor-fusion algorithms locally for the sensor orientation calculation
relative to a fixed reference system in space [65].

The goal is to create a BSN that exploits a dual-core Inertial Measurement Unit
(IMU) for sensor fusion. Local sensor fusion algorithms on IMUs can employ the
core at the highest computing power with ARM Cortex M4. The other core, used
for wireless transmission, implements a customized TDMA protocol IEEE 802.15.4
based, which is responsible for keeping the network synchronized. The objectives
of the protocol are to maximize throughput and minimize packet loss. Moreover,
onboard processing is energy efficient and enables a real-time decision given feedback
at the user with low latency [66, 67, 68, 69]. Furthermore, a customized gateway
unit has been designed to transfer network data via USB.

Finally, this scenario, with the power supply constraint, involves optimizing op-
erating modes by switching off units at non-use moments in order to conserve energy.
These features should not be to the detriment of user experience, so the final device
will have to be as compact as those currently on the market and have a time of
use sufficient to the task required. The goal is obtainable, thanks to the improve-
ments obtained in the microcontroller world regarding the dissipated power and the
miniaturization of packages. As the local performance increases, it will be possible
to do processing directly, reducing the bottle’s neck due to protocols and obtaining
more precise data thanks to the calculation performance of new architectures. The
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proposed system can be replaced with the one used in [56, 59, 16, 62].

3.2 System Architecture
NETWIS consists of several wearable Wireless Inertial Sensor devices (WIS) that
communicate to a single gateway (GW) connected to a central unit, in a star topol-
ogy network. The gateway, in addition to the wireless interface, can communicate
via USB to a high-level application. One of the primary goals of designing NETWIS
was to maximize the effective throughput of the whole system.

Fig. 3.1 shows the high-level system architecture of the proposed approach. The
various inertial units are placed in the points of interest of the patient’s body and
communicate with the GW unit connected to the computer. High-level applications
resident on a PC, e.g., multi-sensor fusion algorithms [60], can manage nodes in
real-time.

Figure 3.1: Overview NETWIS system: several WIS devices communicate the data
acquired to the high-level application via the GW, a central node in a star network.

The communication methods and transmission times are managed by the GW,
which is the master of the star network. The user is free to move around the
unconfined area for a radius of 30 meters in an open field. The system allows the
execution of motion tracking algorithms based on the data sampled by the gyroscope,
the magnetometer, and the accelerometers on WIS devices.

The developed system has been designed to satisfy the following main require-
ments:

• Computational capability: calculation of quantities such as quaternions and
spatial coordinates directly on the WIS, by the execution of Kalman filtering
on signals from accelerometers, gyroscopes, and 3D magnetometers. Many
Motion Capture solutions have been developed based on Kalman filters [70, 71].
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In the Kalman filter, the measurement equations are applied to improve the
estimation of the states with the aid of the sensor outputs. The Kalman filter
is an efficient recursive filter that evaluates the state of a dynamic system,
starting from a series of measurements subject to noise. Due to its intrinsic
characteristics, it is an excellent filter for noises and disturbances acting on
Gaussian systems with zero mean. The key practical issue in nonlinear filtering
is computational complexity [72]. The work [73] shows how the computational
complexity of the different Kalman filters implementation in terms of FLOPS
(FLoating-point Operations Per Second). Based on this, the system computes
units must have a Floating Point Unit available.

• Scalability: flexible nodes number according to the application, up to 20 units.
The proposed system must be flexible in terms of the number of nodes and
associated frequency respected other solutions [62].

• Data rate: sending of the filtered data of accelerometers, gyroscopes, and
magnetometers in radio packages with a frequency above 60 Hz.

• Synchronization: the synchronization error must be less than 1 ms to optimize
multi-sensor fusion on the high-level application.

• Lifetime: the battery should have dimensions less than 10 x 25 x 40 mm and
must last at least 3 hours; the battery charging is made via a wired connection.

3.3 Hardware Implementation
This section illustrates the hardware implementation of the proposed system. A
fundamental requirement for any wearable design will be the use of an "always
active and always aware" processor to manage the continuous monitoring of sensors
such as accelerometers and gyroscopes, global positioning devices. The processor
must handle increasingly sophisticated algorithms and perform "sensor fusion" by
filtering and interpreting the data of all these sensors to provide better information
to the user. A powerful 32-bit processor core will be needed to maintain all the
processing on the chip, thus reducing the amount of data transmitted and keeping
energy consumption to a minimum [74].

ARM is the world leader in developing advanced technologies for mobile and
wearable devices, providing an extensive assortment of processor and other SoC
(System-on-Chip) Intellectual Property (IP). Based on this IP, SoCs from ARM
partners have encouraged hardware developers to adopt wearable device platforms
based on ARM that can immediately address this massive base of consumers. In
conjunction with world-leading semiconductor partners, ARM is, therefore, well-
positioned to apply its expertise in low-power mobile technologies and play a leading
role in the creation and development of wearable products.

The Cortex-M series has become an industry standard, with more than five bil-
lion Cortex-M processors shipped to date. It ranges in terms of power consumption
from the ultra-low-power Cortex-M0+ up to the top-of-the-range, high-performance
Cortex-M4 core. This high-end core offers highly efficient signal processing features
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for digital signal control, as well as offering accelerated SIMD (Single Instruction,
Multiple Data) ranges in terms of power consumption from the ultra-low-power
Cortex-M0+ up to the top-of-the-range, high-performance Cortex-M4 core. This
high-end core offers highly efficient signal processing features for digital signal con-
trol, as well as offering accelerated SIMD (Single Instruction, Multiple Data) oper-
ations. One difference between the Cortex-M processors is instruction set support.
The Cortex-M0 and Cortex-M0+ have a small instruction set with only 56 instruc-
tions designed for high code density [75]. The more extensive instruction set of
the Cortex-M3 and Cortex-M4 is better suited to more complex data processing,
offering the hardware divide, for example. The Cortex-M4 also offers an optional
single-precision Floating Point Unit (FPU).

In particular subsection 3.3.1 presents the WIS node architecture and the sub-
section 3.3.2 the GW.

3.3.1 Wireless Inertial Sensor

The WIS unit is a dual-core platform that incorporates a dual standard 2.4GHz
wireless radio: 802.15.4 IEEE and Bluetooth Low Energy (BLE). Fig. 3.3 exposes
the block diagram of the WIS node, where a digital magnetometer, a gyroscope, and
two analog accelerometers are available.

The crucial part of the architecture is the dual-core system:

• NXP Kinetis K22 Microcontroller.

• NXP Kinetis KW41Z Microcontroller.

The characteristics of the two microcontrollers family are shown in Figure 3.3.1.

Figure 3.2: NXP Kinetis K22 Microcontroller and NXP Kinetis KW41Z Microcon-
troller family features.

Relative to the calculation processor, in order to achieve this global system per-
formance, it is necessary to have efficient algorithms on the end-devices. The smallest
ARM processor is the Cortex-M0. It has small silicon, minimum code size occupa-
tion, and consumes low power, at 12.5 µW/MHz. The Cortex M0+, which extends
M0 to increase performance to 2.46 CoreMark/MHz (3.1), optimize energy consump-
tion to make it the most energy-efficient ARM processor core available. Despite this,
in wearable and IoT applications, we need higher computational requirements [76].
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The Cortex-M4 raise performance to 3.40 CoreMark/MHz with powerful digital
signal processing (DSP) instruction set and floating point capability provides the
computing performance needed for the wearable and IoT worlds.

Table 3.1: CoreMark and Dhrystone per MHz performance benchmarks for the ARM
Cortex-M series (Courtesy of ARM).

Dhrystone Dhrystone (opt.) CoreMark
Cortex M0 0.87 1.27 2.33
Cortex M0+ 0.95 1.36 2.46
Cortex M3 1.25 1.89 3.32
Cortex M4 1.25 1.95 3.40
Cortex M7 2.14 3.23 5.01

For these reasons, considering the complexity of the algorithms used for motion
tracking, I believe that the choice of a microprocessor with an M4 core is essential.

The K22 MCUs family has been optimized for cost-sensitive applications re-
quiring low power flexibility and processing efficiency thanks ARM® Cortex®-M4
core + DSP at 120 MHz. Moreover, to minimize power consumption, it has ten
low-power modes and a Low-leakage wake-up unit [77].

The Kinetis KWx1Z MCUs family combines a 2.4 GHz transceiver supporting
FSK/GFSK and O-QPSK modulations, an Arm® Cortex®-M0+ CPU, up to 512
KB Flash and up to 128 KB SRAM. The KW41Z is a solution for single-chip designs
that need coexisting communication on both a Bluetooth Low Energy network and
an 802.15.4 based network. Initially used for automation and healthcare purposes,
these MCUs enable low-energy and long-range connectivity. Smaller size (7x7 QFN
package) and low component count reduces cost and areas [77]. In the Figure 3.4,
we see an image of the realized prototype.

Figure 3.3: Blocks diagram WIS unit: the dual-core platform incorporates a digital
magnetometer, a gyroscope, and two analog accelerometers.

30



Figure 3.4: WIS unit: the dimensions are 40 mm x 30 mm, the weight is 20 g.

3.3.2 Gateway

The GW unit, Kinetis KW24D wireless MCU based, provides a low-power, com-
pact device with integrated IEEE 802.15.4 radio, targeting control and monitoring
applications [77].

Figure 3.5: Blocks diagram GW unit.

The integrated USB Full Speed driver makes it ideal for high throughput to a
PC, while programmable power output up to + 8 dBm is useful for varying distances
in different indoor and outdoor applications.
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Figure 3.6: GW unit: the dimensions are 80 mm x 20 mm.

3.4 Antennas Analysis
There are several antenna types to choose from when deciding what kind of antenna
to use in a wireless IoT product. Area, cost, and performance are the most important
factors when choosing an antenna. The three most commonly used antenna types
for short-range devices are PCB antennas, chip antennas, and wire antennas. The
PCB antenna provides superior performance and reduced production costs. Fur-
thermore, the simulations allow evaluating the effects of detuning due to the case to
the patient’s body and the metal objects. A detailed study of the pros and cons of
the various solutions is available in [78].

An essential part of the project was an accurate analysis to find the best com-
promise between the costs, the spaces, and the performance of the antennas of the
two devices. In summary, I focused on applications such as instrumental analysis of
patients for rehabilitation purposes in indoor environments, in rooms without signif-
icant obstacles. A typical case could be short distances up to 15 meters to monitor
movements during a walk. Outdoor uses are sporadic but possible, however, con-
sidering maximum distances of 30 meters. The communication protocols taken into
consideration are IEEE Standard 802.15.4 and Bluetooth Low Energy (BLE).

In designing a wearable device, the main issues to be addressed are:

• Detuning effects of the antenna due to the patient’s body.

• Small size to reduce encumbrance (need to wear more devices).

• Possible interferences between different devices.

• Battery-powered: reduced power consumption to increase battery life.

• Minimized radiated power to reduce patient SAR (Specific Absorption Rate).

To sum up, the goal is to respect the range specifications (15 meters indoors, 30
meters outdoors) while simultaneously guaranteeing the minimization of transmitted
power and minimizing dimensions. Factors that influenced the choice are:

• Application frequency and bandwidth.

• Margin in the link budget.

• Antenna positioning: polarization, directivity, near-field interactions.
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• Simulation / optimization skills.

• Weight, cost, bulk.

3.4.1 Antenna Selection

Considering that wire, loop and whip antennas are to be excluded as they do not
bring advantages at 2.4 GHz, the PCB and antenna chip solutions remain. The
antenna chips are very compact, have a fast time to market and lower development
costs. However, they have less gain and less efficiency of the PCB antenna, little
possibility of tuning/optimization to the specific design. On the other hand, the
PCBs antenna has an almost negligible production cost, more significant gain (+
3dB) and higher efficiency (+ 20%) than the chip antenna. Moreover, they have
the possibility of tuning/optimization to the specific design. Both types have an
omnidirectional radiation pattern.

In conclusion, the PCB antenna was chosen. Having electromagnetic simulation
(EM) capabilities, this antenna type provides superior performance, reduced pro-
duction costs, and a more excellent uniformity of performance [78]. Furthermore,
EM simulations allow the antenna optimization in the function of the board in which
it is housed and the evaluation of detuning effects due to the envelope, to the patient
body, and metal objects present.

Figure 3.7: Omnidirectional antenna diagram except for two minima at theta near
+ 90 ° and -90 ° degrees. It is necessary to avoid the antennas orientation that
involves the direction of the connection in correspondence with these minima.

In particular, for the minimization of the space, it was chosen for a monopole
PCB antenna of the PIFA type (Planar Inverted F Antenna). In the simulation
phase, the jig was measured to evaluate the loading effects of the patient’s bbody
and to synthesize the best adaptation network (inductance and capacitance) between
RF transceiver and antenna. The best connection between the devices occurs when
the gateway and the sensor PCBs are on the same XY plane and perpendicular to
the XZ plane of the floor. On the contrary, the minimum range condition occurs
when the sensor PCB is on a plane perpendicular to that of the gateway PCB.
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3.4.2 Link Budget

The factors that mainly influence the range of the wireless system are the transmitted
power, the sensitivity of the receivers, the gains and the adaptation of the antenna,
the multipath/fading phenomena, and the possible interferents.

Table 3.2: Link Budget
USB-KW24D512 (GW) MKW41Z (WIS)

Pout max 8 dBm 3.5 dBm
Sensitivity (IEEE 802.15.4) -101 dBm -100 dBm

Sensitivity (BLE) - -95 dBm

The GW always operates at a power exceeding five dBm considering it is powered
by USB from a PC. Two communication scenarios are provided: IEEE 802.15.4 and
BLE (for each indoor and outdoor). In the BLE scenario case, since there are no
data on the operation of the gateway with this protocol, the sensitivity is considered
to be the same as the sensor node (-95 dBm). For the indoor scenario, two cases are
considered: poorly furnished office (indoor 1) and very furnished (indoor 2), which
correspond to additional losses 10 dB and 21 dB, respectively. Other hypotheses
considered are 1.5 meters high of the gateway, sensor positioning height variable
from 0.2 to 1.5 meters, absence of other interfering signals, and optimal orientation
between the antennas. With the term range, I identify the section from the sensor
to the gateway.

Table 3.3: IEEE 802.15.4 - Tx Power set = -15 dBm
H sensor (m) Outdoor(m) Indoor 1 (m) Indoor 2 (m)

0.2 84 40 15
0.4 100 49 15
0.6 114 54 14
0.8 127 54 15
1 139 54 15
1.2 149 54 15
1.5 163 42 16

Table 3.4: IEEE 802.15.4 - Tx Power set = -9 dBm
H sensor (m) Outdoor(m) Indoor 1 (m) Indoor 2 (m)

0.2 130 62 28
0.4 151 75 31
0.6 171 86 31
0.8 189 96 31
1 206 104 24
1.2 222 107 27
1.5 243 107 30
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Table 3.5: IEEE 802.15.4 - Tx Power set = -3 dBm
H sensor (m) Outdoor(m) Indoor 1 (m) Indoor 2 (m)

0.2 203 96 44
0.4 229 113 54
0.6 255 129 62
0.8 280 144 62
1 304 157 62
1.2 326 168 62
1.5 356 184 62

Table 3.6: IEEE 802.15.4 - Tx Power set = 0 dBm
H sensor (m) Outdoor(m) Indoor 1 (m) Indoor 2 (m)

0.2 253 119 55
0.4 282 139 66
0.6 313 158 76
0.8 342 175 85
1 369 190 87
1.2 395 205 87
1.5 432 225 87

3.5 Wireless Communication Protocol
In this section, I present NetWIS, the middleware developed in this work, positioned
between the application and the MAC layers. The firmware has been designed to
maximize the scalability and throughput and minimize the synchronization error
with several WIS nodes.

The SMAC stack implements the Medium Access Control (MAC) layer. The
participating agents will be of two types:

• 1 Gateway (GW)

• N Wireless Inertial Sensor (WIS)

The following parameters characterize a generic network: the WIS unit number (N),
the data update frequency requested by the GW (frefresh), the channel availability
time for every node (TSlot), the IEEE 802.15.4 channel selected, the operating mode
(Simplex, Medium, Raw).

In order to optimize the consumption of the network units, the communications
must take place at particular time intervals called Communication Rounds (Fig. 3.8).

TUpdate =
1

frefresh
(3.1)

TUpdate is linked to the required refresh frequency (frefresh), as shown in equation 3.1.
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Figure 3.8: Communication Round.

Each node of the network must be able independently to determine the time to
send its information content. The sending will be carried out through a periodic
interrupt routine. As shown in figure 3.9, the GW must transmit at the start of
each communication round, in slot 0, depending on the timer expiration. The time
that elapses between a sending and the following one must be less or equal to the
frequency of updating the data of the PC frefresh. After the GW, the other units of
the network will respond, each in its assigned slot.

Outside of these precise slots, the devices can turn off their radios, in order to
reduce energy consumption, as there are no messages on the network.

Figure 3.9: T slot.

The WIS units must configure themselves according to the transmission fre-
quency required by the GW and the total number of units in the network. The
synchronization of the nodes will be managed by the central host, which will coin-
cide with the GW. The slot assigned to the GW will always be the first, in which
it will send the synchronization information to all end-devices in a broadcast mode.
The other slots are pre-assigned according to the ID of the WIS saved in internal
flash. The GW, at global time 0, will send the first packet of the network.

In addition to the band, the project added value is to obtain the maximum
synchronization among the nodes, so that the data processed by the application is
aligned as much as possible for the overall movement reconstruction. The protocol
is based on this constraint, forcing the acquisition and calculation of units at the
same time.

There are several stages of operation. The preliminary phase of the system con-
cerns only the GW, which determines the channel according to appropriate policies.
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The GW may have arbitrarily chosen it, through an analysis of the frequency spec-
trum of the environment, or could be set by PC according to the user’s preference.
After that, every task managed by NETWIS splits into "Setup" and "Working"
phases.

• SETUP: the GW configures the individual units according to the parameters
received.

• WORKING: the units send the information calculated according to the set
mode.

3.5.1 Setup Phase

The nodes must be connected to the GW on an unknown channel a priori (Fig. 3.10).
Setup is divided into two sub-phases, which alternate consecutively until the config-
uration message reaches all the enabled nodes of the network.

• Channel Broadcasting.

• Channel Acknowledgement.

In the Channel Broadcasting phase, the GW sends a broadcast message with the
configuration information on the selected channel. The WIS cycle on all possible
channels until they receive the message. Only one WIS must reply to this message,
the one to which the address in the payload of this message refers.

Figure 3.10: Bootstrap: the nodes must be connected to the GW on an unknown
channel a priori.
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In the Channel Acknowledgement phase, the GW waits for the response of the
WIS that it had indicated in the last message transmitted. The WIS configured
correctly responds with an ACK, NAK, otherwise. The average configuration time
is 179,8 ms in the case of a network with a single WIS, while it rises to 219,8 ms
with five units.

3.5.2 Working Phase

In this phase, the units send the calculated information, using sensor fusion algo-
rithms (out of thesis), according to the operating mode set.

Figure 3.11: Scheduling in NETWIS with five nodes: the Tround is the reciprocal of
the WIS sampling rate set by the GW. The slot time Tslot can be set up to 5 ms.
For transmission of a 19 bytes message, 1.5 ms is sufficient in practice.

The protocol type is Time Division Multiple Access (TDMA). The NETWIS ba-
sic principles are mainly the "Shared Bus" infrastructure, where each node transmits
in a predetermined slot([79]), and the time-triggered communications. Each node
in the network must be able to determine the time it takes to send its information.
This mechanism uses a normal interrupt routine. The GW must always transmit in
the first slot, depending on the expiration of one of its timers. After that, the WIS
units send each one in the corresponding preassigned slot the same message type.
The message of the GW, sent in broadcast, synchronizes all the WIS. Thanks to the
Setup Phase information received, these know how to configure themselves to trans-
mit in the allocated round. The various processes described above are represented
in Fig. 3.11.

On-board operations must also be synchronized. In the example of Fig. 3.12, we
have a generic WISi during the working phase. Let us examine the moment where
a generic m-th acquisition of the data from the sensors is scheduled. The GW, via
broadcast request, synchronizes the micro KWi, which wakes up the micro Ki by

38



wake up command. Once active, the micro Ki sends the previously calculated data
for the next wireless transmission. The latency of the protocol for a given m-th data
is always smaller three times frefresh (equation 3.2).

2 × 1

frefresh
< Latency < 3 × 1

frefresh
(3.2)

The GW synchronizes the sampling of quantities and the following sensor fusion
algorithm. Once the algorithm is executed, the micro Ki returns to idle until the
subsequent request. Note that it is not necessary for the algorithm to have a fixed
duration, the only constraint is that it is less than the Tround (the needed time for
serial communication is negligible).

Figure 3.12: Dual-core operations: unit Ki is woken synchronously when the broad-
cast message is received on the KWi. In this way, all the network units remain
aligned.

3.6 Firmware Implementation

3.6.1 SMAC

SMAC is the lowest cost solution that can be used in NXP transceivers and systems-
in-package like MC1319x, MC1320x, and MC1321x. It supports star and peer-
to-peer networks, but more sophisticated approaches can be developed, creating
a network layer or adding repeater nodes. It is written in full ANSI C. SMAC
implements neither the full stack of ZigBee nor the full 802.15.4 level, but it is a
simple and easy to use protocol.
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Figure 3.13: SMAC Architecture

Low-cost applications that require basic primitives, like transmission, reception,
and power and channel selection, are good examples of what SMAC can do [80].
The typical uses of this stack are cable replacement and remote control. Mainly,
SMAC can be described as a driver between the transceiver and the MCU. It also
includes functions to initialize the MCU and peripherals, such as serial communi-
cation interface (SCI), plus the security and the over-the-air-programming (OTAP)
modules.

The SMAC layer is the connection between the application and the SMAC core.
Some of the most important primitives of the SMAC include:

• Transmission: MCPSDataRequest is a blocking function used to transmit
packages. The users must provide a pointer to a previously created packet.

• Reception: MLMERXEnableRequest and MLMERXDisableRequest are used
for enabling/disabling the transceiver for a reception. A timeout parameter
can be passed to this function to wait for a reception for a fixed time length.
MCPSDataIndication is a callback function executed each time a packet is suc-
cessfully received, or a timeout occurs. It is recommended that this is executed
as quickly as possible since this function is executed inside an interruption.

• Energy Measurement and Managemen: MLMEEnergyDetect and MLMELinkQual-
ity can be used to estimate the channel energy in decibels (dBm) before
and after packet transmission. The users can use these primitives to cre-
ate a clear channel assessment (CCA) algorithm and a procedure to effi-
ciently determine how many dBm is required to transmit to a nearby device.
MLMEMC13192PAOutputAdjust sets the power used by the transceiver to
transmit a packet. It can be changed at any moment.

The essential reason for choosing this solution is the maximum number of nodes,
compared to other stacks it provides significantly higher scalability [17] requested
by interested application [53].
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3.7 Experimental Results
To evaluate the functionality and the performance of the proposed system, in partic-
ular, the scalability and the maximum achievable throughput, I realized and devel-
oped both the WIS node and a GW, and I deployed them on the field. The following
subsection presents the gained experimental results.

3.7.1 Throughput and scalability

As a first step, I have empirically measured the data rate, with SMAC protocol,
of a generic end device that sequentially sends an identical message. This value
varies greatly depending on the length of the payload, considering that SMAC has
a constant overhead.

I measured that for small packages (19 B, including the 9 bytes of SMAC over-
head), it does not fall below 115 Kb/s. Regarding SIMPLEX mode, where each
message is 19 B, the send time is 1.32 ms. Setting a TSlot equivalent to 1.5 ms, I
increase the ideal transmission window of 12%, ensuring that I eliminate any over-
lapping between the nodes of the network due to synchronism errors.

Through this empirical assessment, I identify the condition of the existence of po-
tential instances of NETWIS networks. I indicate with TGW the maximum time to
send the GW message (and the complete WIS message processing), TWIS the maxi-
mum time to send WIS message (and the end GW message processing). By defining
a configuration such as the N, frefresh pair, under the Simplex mode hypothesis, I
have that:

TGW + TWis ×N <
1

frefresh
(3.3)

Figure 3.14: Throughput for several pairs N, frefresh with slot equivalent 1.5 ms and
Simplex mode configuration.
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For clearness, I assign a slot of the same duration to the GW, so that TGW is
equivalent to TWIS.

In Fig. 3.14 I have indicated the effective throughput of the pairs N, frefresh. For
pairs that do not respect equation ( 3.3), the throughput is 0.

In Table 3.7, I indicate the overall throughput in KB for the possible feasible
configurations of the system considering 1.5ms TSlot. For non-feasible configurations,
that is that do not respect the equation 3.3, the throughput is 0.

Table 3.7: Throughput TSlot 1.5 ms
N 50

Hz
60
Hz

70
Hz

80
Hz

90
Hz

100
Hz

110
Hz

120
Hz

130
Hz

140
Hz

150
Hz

160
Hz

170
Hz

180
Hz

190
Hz

200
Hz

1 950 1140 1330 1520 1710 1900 2090 2280 2470 2660 2850 3040 3230 3420 3610 3800
2 1900 2280 2660 3040 3420 3800 4180 4560 4940 5320 5700 6080 6460 6840 7220 7600
3 2850 3420 3990 4560 5130 5700 6270 6840 7410 7980 8550 9120 × × × ×
4 3800 4560 5320 6080 6840 7600 8360 9120 9880 × × × × × × ×
5 4750 5700 6650 7600 8550 9500 10450 × × × × × × × × ×
6 5700 6840 7980 9120 10260 × × × × × × × × × × ×
7 6650 7980 9310 10640 × × × × × × × × × × × ×
8 7600 9120 10640 × × × × × × × × × × × × ×
9 8550 10260 × × × × × × × × × × × × × ×
10 9500 11400 × × × × × × × × × × × × × ×

Obviously, with a lower TSlot, the overall throughput increases, since the higher
frequency and more unit configurations become feasible ( 3.8).

Table 3.8: Throughput TSlot 1.4 ms
N 50

Hz
60
Hz

70
Hz

80
Hz

90
Hz

100
Hz

110
Hz

120
Hz

130
Hz

140
Hz

150
Hz

160
Hz

170
Hz

180
Hz

190
Hz

200
Hz

1 950 1140 1330 1520 1710 1900 2090 2280 2470 2660 2850 3040 3230 3420 3610 3800
2 1900 2280 2660 3040 3420 3800 4180 4560 4940 5320 5700 6080 6460 6840 7220 7600
3 2850 3420 3990 4560 5130 5700 6270 6840 7410 7980 8550 9120 9690 × × ×
4 3800 4560 5320 6080 6840 7600 8360 9120 9880 10640 × × × × × ×
5 4750 5700 6650 7600 8550 9500 10450 × × × × × × × × ×
6 5700 6840 7980 9120 10260 11400 × × × × × × × × × ×
7 6650 7980 9310 10640 × × × × × × × × × × × ×
8 7600 9120 10640 × × × × × × × × × × × × ×
9 8550 10260 11970 × × × × × × × × × × × × ×
10 9500 11400 × × × × × × × × × × × × × ×

Considering a network of 10 WIS sampled at 60 Hz, the maximum throughput
reaches 11.40 KB/s. Moreover, with a single unit, the 200 Hz sampling is achieved.

As shown in 3.15, the maximum operating frequency, for the fixed number of
WIS devices, also depends on the operating mode.
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Figure 3.15: The maximum operating frequency according to the operating mode:
the payload is 19 B for Simplex, 25 B for Medium, and 49 B for Raw.

3.7.2 Packet Loss

In a TDMA network, it is imperative to keep slot synchronized to avoid overlapping
that would deteriorate packets and increase packet loss. In this section, I prove
that the constraints are respected through an analysis of network packet loss. The
parameter N, variable from 1 to 20, is related to the body segments and joints to
monitor, e.g., for shoulder three sensors are enough. To examine it bilaterally, N =
five is required, to monitor also elbows bilaterally N = seven [81]. By increasing the
sampling rate, I improve the accuracy of movement reconstruction and avoid losing
meaningful information.

For a possible acquisition of a bilateral shoulder, I examined different scenarios
for the level of interference. In the testbed scenario, I consider a 100 Hz sampling
time, and tests lasted 30 minutes; each experiment has been repeated five times.
First of all, I observed the ideal case, a building with moderate WiFi interference (4
networks with a power lower than -50 dBm) without any obstacle between the WIS
devices and the GW (Test #1). Later I tried to work in a real case with the WIS
units attached to the body (Test #2). Then I inserted a loudspeaker piloted via
Bluetooth from a smartphone (Test #3). In Table 3.9, I show the averages results
obtained for each WIS device and, in the last row, for the overall network. The
worst result is for WIS 2 because it was in a position where the body interfered
most. The total packet loss of the system is always less than 2% in all scenarios.
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Table 3.9: Packet Loss
Test #1 P.L. Test #2 P.L. Test #3 P.L.

WIS 0 0.10 [%] 0.38 [%] 0.60 [%]
WIS 1 0.10 [%] 0.38 [%] 0.53 [%]
WIS 2 0.20 [%] 0.45 [%] 4.15 [%]
WIS 3 0.50 [%] 0.43 [%] 1.65 [%]
WIS 4 0.60 [%] 0.40 [%] 1.23 [%]
NetWIS 0.28 [%] 0.41 [%] 1.63 [%]

3.7.3 Power Consumption

The two microcontrollers have various modes of operation, which affect their perfor-
mance. In Table 3.10, the main conditions have been evaluated. The measures were

Table 3.10: Power Consumption

MCUs State V Battery
[V]

I Battery
[mA]

LifeTime
[h]

VLPR 3.8 7 29
RUN 3.8 40,6 4,5

RUN+TX 4 66.1 3,1

implemented through 1,12 Ω shunt resistor. The capacity of the lithium polymer
battery is 290 mAh. In the first row, I have both the micro in Very Low Power
Mode @ 4 MHz (VLPR). In the second line, I have the MCUs respectively in Run
(RUN) @ 40 MHz for KW and RUN @ 80 MHz for K22. Finally, in the last line,
I have a possible condition of use: with the processors in the RUN conditions (line
2), sampling at 100 Hz of the sensors by K22, and relative sending of the acquired
data.

The value of 3 hours achieved with a 100 Hz transmission, is sufficient for
most sports and for clinical sessions, where the patient cannot be stressed for long
times [82, 83, 84].
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Chapter 4

NB-IoT vs. LoRaWAN

According to the prediction of Ericsson [85], the wireless transmission systems will
need to support more than twenty-five billion connected devices. Indeed, it is sup-
posed that the newest 5G wireless mobile communication will provide the technology
to support an all-connected world of humans and objects [19].

Today, both NB-IoT and LoRaWAN are offering long-range and low power con-
sumption with the primary aim of being employed as a wireless solution for IoT.
However, to the best of my knowledge, there is no detailed comparison helping to
select one of these two networking solutions given a specific application scenario.
Although some characteristics of the considered technologies, such as the maximum
range or the used bandwidth, are not directly comparable, there is a need for a
thorough comparison in terms of QoS, deployment cost, and energy consumption.

The main objective of this chapter is an experimental evaluation with in-field
measurements of NB-IoT vs. LoRaWAN for IIoT applications. The comparison
between the two protocols is performed in terms of power consumption, energy per
bit, battery lifetime, and deployment cost. To have a realistic comparison, I use a
WSN designed for Structural Health Monitoring (SHM). SHM allows evaluating the
aforementioned challenges that are considered the primary obstacles for LPWAN
deployments [31, 28].

I conclude that NB-IoT end-device can reach the estimated 10-year battery life
only by accumulating many samples in one single message.

4.1 Related Works
Recent literature on energy efficient [86, 87, 88] communication [87, 88], local area
network [89], and LPWAN has been very prolific, proposing novel communication
protocols and radio technologies. In the long-range communication domain, the
most popular protocols are Sigfox, LoRaWAN, and NB-IoT [28, 31, 90]. Sigfox
allows remote transfer between devices and an access point through Ultra-narrow
Band modulation, with uplink and payload size constraints. Sigfox is very similar to
LoRaWAN in terms of power consumption and range [91]. It is less used in IIoT due
to its limited payload size (12B) [41], and for the transmission restriction of 140B/-
day and 4 bytes/day for uplink and downlink respectively [31]. The LoRaWAN open
standard enables large scale deployments through LoRa, a chirp spread spectrum
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modulation, with a communication range up to 15km at low power operation. Many
scientific works describe and model the energy performance for LoRaWAN [92] and
the related scalability issues [87, 39]. Moreover, in [32, 93, 94] authors introduce
LoRaWAN end-devices with a battery life up to 10 years in real deployments, a
standard spec for industrial devices.

The NB-IoT [45] is a variant of LTE (4G Long Term Evolution) developed to
fulfill the IoT requirements in civil and industrial applications: coverage extension,
long battery lifetime, backward compatibility and user equipment cost reduction
are common objectives [46]. The energy performance of NB-IoT is dependent on
a multitude of parameters, related to the country’s settings and network operator
requirement, that can drastically change the end-device average power consumption.
In [95] the authors show the NB-IoT independence between the transport block size
and power consumption. In this paper, they vary the payload size between 50
and 100 bits, and the measured power consumption is 716mW on average. The
energy used to join the network is 11.1J, with a connection time of 36s. In my
experiments, I have confirmed the same independence, which is also compared with
the LoRaWAN protocol. Low power and lifetime are crucial for wireless end-devices
and sensor nodes in IIoT and other applications, as presented on many previous
works [20, 28, 96]. In [95] the authors present the NB-IoT power consumption model
and in [28] a LoRaWAN comparison analyzing several factors, such as QoS, latency,
network coverage, cost and, scalability. They compare both protocols in various
use cases, to ensure that LPWAN technologies can provide efficient connectivity
solutions across critical and massive IoT deployment, determining their feasibility
for specific applications.

Technical differences between NB-IoT and LoRaWAN are summarized in mul-
tiple scenarios, such as smart farming [97], manufacturing automation [98], smart
building, and logistics [99]. These studies show that both protocols can cooperate in
the IoT market: LoRaWAN will serve as the low-cost and very long-range deploy-
ments, with infrequent transmissions and heavy constraints in terms of battery life.
In contrast, applications requiring low latency and high quality of service, in addi-
tion to an international coverage [100], will make use of NB-IoT. The results, about
NB-IoT, in [95] and [28] show 13 years of operability with one transmission (TX) per
day and 250 days if a packet is sent every hour in power save mode. These numbers
decrease drastically, to 126 and 88 days, respectively, if the extended discontinuous
reception is enabled (see Section 2.2.3). Finally, [28] concludes that, despite the
cellular companies’ tests, the NB-IoT power profile currently leaves open questions
on the battery life in real deployments.

The primary goal of these previous works is to guide the designers in the difficult
task of evaluating the battery lifetime of smart sensors. This work, with a similar
intent of the earlier ones, will investigate on the comparison of the two wireless
communication protocols. Despite the previous works, I present accurate in-field
experimental measurements of LoRaWAN and NB-IoT at the same conditions.
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4.2 Experimental Setup

4.2.1 The SHM sensor node

For the comparison, I use a low power wireless sensor developed to measure the
cracks in reinforced concrete structures, such as bridges, dams, or skyscrapers [32].
This sensor has been designed to guarantee a high sensitivity, up to 1µm, combined
with an extended battery lifetime, which must be at least ten years measuring and
sending data ten times per day. The critical aspects of a wireless sensor node are
the radio budget link, power management, and analog front-end.

The sensor node embeds an STM32F373 microcontroller (MCU), an analog front
end, and two radio modules: LoRa and NB-IoT operated in a mutually exclusive
fashion. The MCU handles the analog and digital parts through the integrated
Sigma-Delta ADC converter and the serial peripheral interface. A smart power
supply circuit manages a Li-MnO2 lithium battery (4.2V - 1000mAh) with 80% of
efficiency. I select the SX1276 from Semtech [101] that controls the Lora Physical
layer and packet buffering. This component achieves a sensitivity of -148dBm with
output power up to 20dBm, enabling a 168dB maximum link budget. The NB-
IoT transceiver is the SARA-N211 from U-Blox [102]. It is a commercial product
provided in the small LGA form factor (16.0 × 26.0 mm, 96-pin). The module
offers data communication over an extended operating temperature with low power
consumption, 3µA in deep-sleep, and 220mA in transmission at 23dBm. With a
receive sensitivity of -135dBm, it offers a 158dBm of link budget. Finally, the
M41T82 from ST Microelectronics, an ultra-low-power real-time clock, wakes up
the sensor node only at the scheduled time, and it consumes only 365nA@3V.

Figure 4.1: Low power wireless crack-meter.

In the active mode, the sensor node draws an average of 23mA (@3V) per second,
used to sample, filter, and encrypt the data acquired; the corresponding energy is
70mJ (Esensor). Afterward, the MCU decides which radio protocol must be used de-
pending on the application and user’s request. Reducing the wireless communication
energy can be very valuable, since the radio transceiver is one of the components
with the highest power consumption, as shown in [103]. For each sample, the MCU
generates 12 bytes of data, which can be stacked in one buffer or sent immediately
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to the application server.

4.2.2 LoRaWAN End-Device Setup

To realistically define an energy profile of the sensor node, I develop a model based
on measurements from a real LoRaWAN testbed and previous works [104, 96]. I as-
sume a periodic behavior for each transmission, with a fixed time interval. Therefore
I studied the power consumption during one period, which includes the packet gen-
eration, the cryptography, the uplink transmission, the RX1 Delay, and, finally, the
downlink window used to receive the acknowledge (ACK). Each Datarate (DR) used
in this evaluation, from 0 to 5, generates several configurations that impact the LoRa
modulation. For example, the Equivalent Bit Rates (EBR) of DR0 and DR5 are
respectively 292 and 5469bps (Table 4.1); moreover, the transmission time of air can
fluctuate between 225ms to 4s with 100bytes of payload. Such variability impacts
the communication range and the power consumption; therefore, smart manage-
ment of these parameters is crucial to keep the node powered as long as possible.
The transmission time takes into account 13 bytes of overhead, LoRaWAN needs to
transmit the node’s MAC to identify the packet on the server-side correctly. The
Coding Rate (CR) and the preamble (Npre) symbols are 4/5, and 8 respectively, and
the CRC (Cyclic Redundancy Check) is disabled. Finally, the bandwidth is 125kHz.
Under ISO/IEC ISM European regulations, LoRaWAN limits the packet size with
a maximum of 51 bytes for DR0 and DR1, and up to 242 for DR5; moreover, since
there is a 13 bytes protocol overhead, the payload size is limited to 38 and 229 bytes.

In [104], a study on LoRa SFs assignment is presented. Overestimating the SF
may increase the packet error rate (PER) due to low SNR, and an overestimate can
significantly decrease the battery lifetime. Applying a PER strategy, where each
sensor node assigns the lowest SF for which the PER falls below a fixed threshold,
with a 0.01 PER lower limit [104], the SFs are allocated about 43% SF12, 20%
SF11, 12% SF10, 8% SF9, 6% SF8, and 11% SF7. Since most of the sensor nodes
are in high SF zone, in my work, I consider the maximum packet size of 51 bytes for
all the configurations; this allows a queue of three samples, corresponding to three
crack measurements in one single packet. In [105] and [92], the authors show the
correlation between network traffic and packet loss: they indicate a 10% packet loss
for architectures with 1000 nodes, 36% for 5000, 59% for 10000. Following, [104]
shows the effect of saturating the available airtime with one gateway and a large
number of nodes. They simulate an upstream scenario with a data period of 6000s
and 21B of payload. With the proposed SF assignment, the PER increases signif-
icantly when the number of devices exceeds 5000. Concerning the environments, a
recent study [106] evaluates the packet loss under challenging environments, such as
a data center facility and indoor industrial establishments. In these conditions, the
packets received with the wrong CRC vary between 0.5% and 6%. Hence in my SHM
testbed, the PER is not negligible and must be taken into account to estimate the
average energy consumption. The SX1276 [107], with the power amplifier enabled,
generates a current consumption of 87mA@17dBm in TX and 11.5mA in RX at 3V;
moreover, the overall energy per packet is highly correlated with the packet time of
air. The sensor node uses the Class A operating mode.
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4.2.3 NB-IoT End-Device Setup

U-Blox makes available only uplink, downlink, and sleep power details, which are
respectively 220mA (averaged current over 2 seconds @ 23 dBm), 46mA, and 6µA.
For this reason, it is difficult to estimate the energy used by the transceiver during
the entire sensor node life since the NB-IoT standard has a multitude of parameters,
such as the eDRX and PSM timers, the transmission power and the number of
repetitions requested by the network. It is not trivial to estimate the EPB from the
power consumption model without measurements in real deployment [95]. Thus, I
combine a model based on measurements from a real NB-IoT testbed, and previous
works [28, 95] to precisely derive the NB-IoT energy profile.

I tested the SHM sensor node, varying the payload and the RSSI that influences
the power consumption of the module. The testbed is deployed in Switzerland,
Europe, where the ISM (Industrial Scientific Medical) band is at 863-870MHz. Pre-
cisely, I define the -80dBm average RSSI as Good (G), -110dBm average RSSI as
Medium (M), and finally, -130 dBm average RSSI as Bad (B).

4.3 Experimental Results
This section presents the experimental evaluation of the SX1276 and SARA-N211
modules in the above mentioned experimental setup. In particular, I focus on the
energy performance of the SHM sensor node with multiple payload sizes and coverage
conditions to determine the battery lifetime. The sensor node periodically transmits
an uplink message, which can include a single sample or multiple acquisitions queued
in one packet.

4.3.1 LoRaWAN End-Device Analysis

Table 4.1 presents the measured payload Energy Per Bit (EPB) with different DRs
and sizes, considering the power used in TX, in RX and the energy used by the MCU
to encrypt and decrypt the data: EPB1 refers to 1 sample (12B), EPB2 contains 2
(24B) and EPB3 3 (36B). Moreover, Table 4.1 shows that the DR0 uses 22× more
energy in comparison with DR5. As expected, the EPB does not scale linearly with

Table 4.1: LoRaWAN EPB & EPP
DR SF EBR

[bps]
EPB 1
[mJ]

EBP 2
[mJ]

EPB 3
[mJ]

Packet 1
[mJ]

Packet 2
[mJ]

Packet 3
[mJ]

DR0 12 293 6.69 5.31 4.00 641.28 1017.60 1152.01
DR2 10 977 1.68 1.30 1.01 161.28 249.59 290.88
DR5 7 5469 0.30 0.23 0.16 28.32 43.2 46.08

the payload due to the high ratio between preamble and payload size. For example,
with 12 bytes and DR5, the preamble length is the 35% of the overall time of air,
and with 100 bytes, it is only the 6%. This result states that buffering the samples
in one placket increases the transmission energy performance.
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To carefully model the sensor node behavior, I measured the energy consumption
for the first connection and authentication with the LoRaWAN server; this proce-
dure exchanges the cryptography keys and establishes a secure connection between
devices. The values measured for DR0,2 and 5 are respectively 581.29mJ, 172.25mJ,
and 62.03mJ. In the last three columns, Table 4.1 presents the overall Energy Per
Packet (EPP) for a LoRaWAN transmission in the SHM application with different
DRs and queue lengths: Packet 1 includes only one crack measurement (12 bytes
of payload) whereas Packet 3 is composed of three. EPP values in Table 4.1, and
the equivalent TPacket in Eq. 4.1, take into account the uplink packet (Ttx - Eq. 4.2)
formed by the payload (PL), preamble and 13 bytes of LoRaWAN overhead, the
waiting period (Trx1) between the uplink and downlink windows and lastly, the
receive period used to detect the ACK ((Trxw). Equation 4.2 highlights that the
transmission time of a packet is a function of SF and BW.

TPacket = Ttx + Trx1 + Trxw (4.1)

Ttx =
2SF

BW
· (Npre + 4.25 +NPHY ) (4.2)

NPHY = 8 +max

[
ceil

[
28 + 8 · PL− 4 · SF

4 · SF

]
· (CR + 4), 0

]
(4.3)

Ttx expresses the time in seconds required to transmit both the preamble and the
payload; the latter is composed of the number of symbols calculated in Eq. 4.3. The
EPB presented in Table 4.1 provides the energy for a single bit in PL, hiding the
LoRa modulation behavior.

4.3.2 NB-IoT End-Device Analysis

This section focuses on the NB-IoT energy performance of the sensor node in the
same deployment conditions as the previous subsection. Table 4.2 shows the mea-
surements of energy per packet and Tactive with 10,50,100 and 400 bytes of payload,
depending on the 3 defined coverage levels. Column Emean is a result of 50 suc-
cessive measurements with the same RSSI condition to model the average energy
performance for each one of the presented 12 tests. The RSSI is the most relevant el-
ement to estimate the battery lifetime. Dividing the values in Table 4.2 for coverage
conditions, the absence of correlations between energy and payload size (Table 4.2
- N bytes) can be appreciated. Indeed, between (a) and (d) the Tactive and Emean

differences are respectively 2% and 10% sending 40× more bytes. Similar behaviour
can be detected in B coverage, between tests (i) and (n), where the Tactive ranges
between 37.2s in (m) and 46.6s in (i); the Emean is included in a 25% of variability.
These measurements have been carried out with the Swisscom network provider,
which releases the default 3 minutes period for T3324, whereas the T3412 can be
set up to 310 hours, avoiding TAU signaling between successive uplinks. The T3324
energy consumption must be added for each transmission because the SARA-N211
module is awake in listening mode. The overall value for 3 minutes timer is 844mJ,
equal for each coverage condition.
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Table 4.2: NB-IoT Energy Characterization

ID C N
bytes

Tact.

[s]
Imax

[mA]
Emean

[mJ]
Emax

[mJ]
Emin

[mJ]
RSSI
[dBm]

a G 10 11.9 138 2063 3007 517 -83
b G 50 11.9 146 1858 3111 486 -81
c G 100 12.0 135 1856 3240 499 -75
d G 400 12.2 138 2067 3232 550 -75
e M 10 13.7 245 2677 4549 1847 -112
f M 50 12.8 232 2453 4078 1890 -109
g M 100 12.6 219 2379 4150 1903 -110
h M 400 12.8 225 2386 3786 1972 -107
i B 10 46.6 151 9047 17072 5453 -130
l B 50 41.1 175 7641 16298 5579 -136
m B 100 37.2 169 6818 13264 5200 -135
n B 400 40.5 185 7552 17845 5745 -134

The maximum energy measured in G condition (test (a)) is 6× higher compared
to minimum, and the (n) test maximum energy is 37× the test (b). Studying the
Table 4.2 and the Figure 4.2, I detect a significant increase of the variance in B than
M and G coverage. These results disclose the high power consumption variability
of the NB-IoT, which is not under the direct control of the user. Indeed, each
network provider manages differently the network parameters, such as the number
of repetitions, the transmission power, TAU, and eDRX timers. For future designs,
Table 4.2 - Imax is a useful detail for the power management calculations.

Figure 4.2: NB-IoT characterization with median, 25th, and 75th percentiles. Good
(G) in green with an average RSSI of -80dBm, Medium (M) in orange with an
average RSSI of -110dBm and, Red (R) with an average RSSI of -130 dBm.
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The good coverage group, in green, has an average RSSI of -80dBm; this gener-
ates a mean Tactive of 12s; with these parameters, the average energy for each packet
is 1982mJ. In the M group, the Tactive slightly increases, with a mean of 13s, but
the resulting energy 2474mJ grows of about 25% in comparison with good coverage;
indeed, the maximum current is 100mA higher. This behavior means that the NB-
IoT cell increases the output power before raising the number of retransmissions. In
analogy with LoRa, the NB-IoT’s Tactive is highly correlated with the communica-
tion latency that for the latter reaches up to 46s in worst cases (Table 4.2). Tests
(i),(l),(m),(n) are close to the maximum sensitivity of the module, the resulting en-
ergy, and Tactive grow heavily: the average time is 41s with a maximum of 17845mJ
and, a medium of 7765mJ.

Figure 4.2 presents the statistical analysis of the Energy, Imax and Tactive fea-
tures showing the median, 25th, and 75th percentiles of all the data acquired (600
samples). The energy grows with respect to the received RSSI decrease, which is
the result of the Tactive and Imax combination depending on the coverage strength
and the network request. Indeed, the NB-IoT protocol raises the output power in
TX before increasing the number of retransmissions, and the correlated Tactive. The
packet time difference between G and M is negligible, but B’s Tactive is at least 3×
compared to G. Furthermore, in M the output power correlated with the Imax is 2×
and 1.3× compared with G and B respectively, but the Tactive is still comparable
with B.

To carefully model the sensor node behavior, I checked the energy used for the
first connection and authentication with the NB-IoT cell; this procedure subscribes
to the sensor node on the network. The values measured for G, M, and B are
respectively 15843, 17182, and 19124mJ, with an average connection time of 80 s.
NB-IoT enables a packet length up to 1600 bytes [108], but the used module (with
firmware version: 0.6.57, A07) is limited. Consequently, the queue is restricted to
33 samples, each consisting of 12 bytes. In Table 4.3, I present payload EPB with
different coverages and sizes:EPB 1: 12 bytes of payload (1 sensor samples); EPB
2: 24 bytes of payload (2 sensor samples); EPB 3: 36 bytes of payload (3 sensor
samples); EPB 8: 96 bytes of payload (8 sensor samples); EPB 33: 396 bytes of
payload (33 sensor samples).

Table 4.3: NB-IoT EPB
C EPB 1

[mJ]
EPB 2
[mJ]

EPB 3
[mJ]

EPB 8
[mJ]

EPB 33
[mJ]

G 29.4 14.8 9.8 3.6 0.9
M 34.5 17.2 11.5 4.2 1.0
B 89.6 44.9 29.9 11.2 2.7

The EPB in Table 4.3 takes into account the uplink energy used in Tactive and
T3324 periods: it is clear that the equivalent EPB decreases increasing the queue
size, as presented in the recent literature [95].

Compared to LoRaWAN, sending one sample per packet with NB-IoT reduces
the battery life drastically, as I will present in the following subsection. Moreover,
the Tactive does not depend from payload length but is strictly correlated with the
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Figure 4.3: Differences between single and multiple packet transmissions in a single
connection.

coverage condition, i.e., the average RSSI; in fact, the NB-IoT protocol increases
the number of retransmissions from 32 to 2048 when the RSSI is low. As expected,
power consumption is independent of the uplink and downlink data rate [95]. I
measured that the energy consumption between packets in static working conditions
varies respect to network parameters requested by the operator: the output power,
the number of retransmissions, and the Tactive can be modified between successive
uplinks, and are not under the direct control of the U-Blox module. To prove
the NB-IoT inefficiency for sporadic and tiny transfers, I performed the measures
presented in Figure 4.3. Taking as reference the Test (d), I evaluate the Tactive

and the Emean sending one to ten successive packets with 400 bytes of payload in
G coverage. In contrast to LoRaWAN, the energy does not grow linearly with the
number of uplinks in a single connection (Figure 2.7 - DATA), but it only increases
of 11% sending ten times more bytes. The outliers values showed in Figure 4.3 may
be motivated by the fact that the NB IoT network sometimes changes parameters
asynchronously. In this case, the higher energy measured for the procedure may
have been erroneously considered in the transmission. In the Pkt10 condition, the
EPB is about 0.1mJ, 9x less than the EPB 33 presented in Table 4.3. However,
a buffer of 330 samples could generate an excessive latency for many applications;
hence, in this chapter, I will compare the EPB considering only one transfer for each
connection, as well as commonly used in a deployment where sporadic transmissions
are required. Finally, the expected E∗

mean generated in a single connection where
multiple packets are transferred, is presented in Eq. 4.4. The C variable points at
the coverage condition energy in Table 4.2 - Emean and Npkt is the number of packets
transmitted together.

E∗
mean(C) = Emean(C) · (1 +Npkt · 0.01) (4.4)

4.3.3 Battery life and comparisons

This subsection focuses on the estimation of the battery life in the SHM applica-
tion scenario based on the above-presented power measurements. One of the most
challenging features of SHM applications is to achieve a lifetime of 10 years. In my
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evaluation, I assume each node equipped with a 1000 mAh lithium battery @3V,
which is a widely used type of battery for SHM nodes [32]. It is also a widely used
battery capacity value for evaluations of other WSN applications [109, 110, 111].
Thus, the energy consumption for each sensor’s sampling is constrained, and its
usage is regulated by the energy per packet and the queue length. For the estima-
tion, I consider the energy used for the initial connections (Econnection) calculated in
previous sections with 10 samples per day (Ntx) to fulfill the plots in Figure 4.4. In
particular, based on previous considerations, the average packet loss changes con-
siderably depending on every single deployment, varying between 0% to 60% due
to crowded radio channels or electromagnetic noisy environments. Hence it is mis-
leading to provide a single result for each configuration. I consider the packet loss
probability for energy estimation in the LoraWAN case study and, the Figure 4.4
takes into consideration the effective communication variability, providing a lower
and upper bound between 0-60% (PPktLoss). For a conservative parameter, it is
important to consider the integer bar to estimate the average sensor working span
depending on the queue and DR configurations. Eq. 4.5 and Eq. 4.6 show the formu-
las used to calculate the data in Figure 4.4 for LoRaWAN and NB-IoT respectively.
TLoRa and TNB−IoT provide the times in days, ESLEEP is the sleep energy calculated
with a 365nA current. Lastly, C and Q select the coverage and queue configurations
from Table 4.1 and Table 4.3. TLoRa =

(DCDCeff ·Ebatt)−Econnection(C)

[ELoRa+Esensor]·Ntx
Q

+ESLEEP
· 86400s

ELoRa =
(

12 ·Q · 8 · EPB(C,Q) · 1
1−PPktLoss

) (4.5)

TNB−IoT =
(DCDCeff · Ebatt) − Econnection(C)

[E∗
mean(C) + Esensor] · Ntx

Q
+ ESLEEP

· 86400s (4.6)

The resulting lifetime is less than ten years with Packets 1-8 for both protocols in
DR0/Bad coverage (Figure 4.4), but it is interesting to notice that with Packets 1-3
LoRaWAN reaches this threshold in DR2 and DR5. NB-IoT allows this duration
only with Packet 33, in all coverage conditions; on the other side, LoRaWAN reaches
the target from DR2 without queuing. If the application requires a transmission for
each sample, the expected lifetime is respectively 4.5 months and 3.5 years for NB-
IoT and LoRaWAN in the worst case. As shown in Figure 4.4, with equal coverage,
NB-IoT EPB is an order of magnitude higher than that measured with LoRaWAN.

The LoRaWAN EPB decreases more if coverage improves compared to the use of
buffering techniques, as opposed to NB-IoT, where the decrease is similar. Finally,
the only cases where EPB is advantageous for NB-IoT is when the coverage is at
least DR2/M and the message sent contains 33 samples (Packet 33).
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Figure 4.4: Expected battery lifetime and EPB with LoRaWAN and NB-IoT. End-
device coverage is divided into: DR0/Bad with an average RSSI of -130 dBm,
DR2/Medium with an average RSSI of -110dBm and, DR5/Good with an average
RSSI of -80dBm.
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Chapter 5

Long-Range Deployments Guidelines

Wireless communication energy consumption is the principal issue in IIoT applica-
tions. Nevertheless, many factors should be considered, including the QoS, the cost,
and the coverage. In this chapter, I provide guidelines for the selection and the
deployment of the most suitable technology, based on the collected measurements
of the previous chapter and the current knowledge of the two tested solutions.

5.1 Quality of Service and Coverage
The QoS benefits of using a licensed bandwidth technology have already been intro-
duced in the Chapter 2.3. This work highlights that LoRaWAN works on unlicensed
ISM channels with an asynchronous protocol, and, in crowded channels and indus-
trial environments, the packet loss cannot be considered as a negligible factor, given
that it can decrease the expected battery lifetime up to 37%. On the other hand,
NB-IoT offers an optimal QoS, with guaranteed data delivery, working on a licensed
spectrum, and an LTE-based synchronous protocol. However, its communication
latency is not optimal. Indeed, the maximum LoRaWAN packet time, which corre-
sponds to the transfer delay, is 2630ms with DR0. It is 17x lower than the NB-IoT’s
Tactive in B coverage (Table 4.2 - i).

Moreover, for national scale coverage applications, for example, in the monitoring
of transportable goods to determine the pallet locations on highways or railroads,
the use of NB-IoT is the only solution due to the infrastructure already provided
by the network operators. To cover limited areas or remote areas where network
operators do not offer good coverage, LoRaWAN devices with dedicated support
can instead be more efficient.

5.2 Cost and Time To Market
Cost and time to market (TTM) are two fundamental parameters when a company
wants to develop a business with a technology based on an LPWAN. Different param-
eters must be examined for the implementation costs. A generic NB-IoT module can
exceed 20e compared to 3-5e of a LoRa transceiver [28]. Moreover, it is important
to consider the cost related to traffic generated by each device (500MB of traffic are
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priced today at 10e.This amount of data is more than enough for the entire sensor
life in a typical monitoring application. On the other hand, a LoRaWAN network
must have at least one access point (300e/gateway) and the server (1000e/base
station). In the considered SHM application, the system generates 120 bytes daily,
allowing more than 100 years of hypothetical operation with a single subscription.

In summary, Eq. 5.1 quantifies the deployment cost of the two technologies.{
CostNB−IoT = (Costmodule + CostSIM) ·N

CostLoRa = Costmodule ·N + CostGateway + CostServer
(5.1)

Considering that Mobile Network Operators (MNOs) also take care of the mainte-
nance of the infrastructure, in the LoRaWAN terms CostGateway and CostServer must
be taken into account these added costs.

Whenever the number (N) of sensor nodes is a few tens, the NB-IoT is more
affordable due to the high installation cost of LoRaWAN gateway and server, as
shown by Eq. 5.1, enabling quicker TTM in regions where the LoRaWAN is not
deployed yet. On the other hand, LoRaWAN is today more affordable for large-
scale deployments, due to the higher cost of NB-IoT modules.

When the TTM is a concern, NB-IoT has an advantage because of the plug-and-
play service offered by network operators.

5.3 Security
Finally, ensuring security in IoT deployments is challenging. NB-IoT uses two secu-
rity levels inherited from LTE, access stratum (AS) and non-access stratum (NAS)
security. AS security is established between the device and the base station (BS),
whereas NAS security is constituted by the device and the mobility management
entity (MME). The 3GPP defines four ciphering algorithms, denoted as EPS en-
cryption algorithms (EEAs), and four integrity algorithms, known as EPS integrity
algorithm (EIA) applied for the communication between the devices and, respec-
tively, the BS or MME. The EEA0 algorithm shall be implemented such that it
has the same effect as if it generates an encryption ket of all zeroes; the 128-EEA1
algorithm is based on SNOW 3G; the 128-EEA2 is based on 128-bit AES in CTR
mode, the 128-EEA3 is based on ZUC. For more details, see Appendix B of [112].
These algorithms are chosen based on the security skills of the device.

The LoRaWAN security mechanisms rely on the AES cryptographic algorithm.
Mutual authentication is established between an end-device and the LoRaWAN
server as part of the network join procedure. It ensures that only authorized devices
can join the network. LoRaWAN MAC is origin authenticated, integrity protected,
replay protected, and encrypted. Moreover, it implements end-to-end encryption for
application payloads exchanged between the devices and the servers. Each device
is programmed with two AES Key: 128-bit AppKey and a 64-bit globally unique
identifier.

[112]
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Chapter 6

Conclusion

The Internet of Things is a concept, which is currently under progress. The idea to
connect everything and anything and anytime is appealing. The first part of this
study performed in this work explores the diverse characteristics of several MAC
layer protocols used in the IoT world. The aspects addressed here are mainly related
to physical and MAC layers bringing a comparative panorama to the range coverage,
data rates, and energy efficiency aspects. This starting point was preparatory to the
development of the Capture motion system designed in the company during the first
part of the Ph.D. A novel hardware-software solution for the body sensor network
has been presented. Multiple sensors node and a gateway compose the system, which
maximizes the throughput by a robust communication protocol and increases the
scalability. Experimental results in the field show the performance achieved. The
developed system offers higher performance as data throughput for configurations
below ten nodes, compared to the Xsens MVN Awinda sensors that transmit 60 Hz
frequency [62]. In terms of weight and size, the proposed system is equivalent. Each
network can be calibrated at a different frequency, making the system more flexible,
depending on the motion capture application.

The second contribution of this thesis was to evaluate two technologies in the
Long Range world of communications. From the business point of view, knowledge
has been acquired that can orient itself among the various stacks available based
not only on the data reported but also on experimental data that are not easy to
find in the literature. This work evaluates LoRaWAN and NB-IoT as wireless com-
munication technologies for industrial application scenarios that require to transfer
a few bytes per day. The evaluation is based on experimental results obtained
in-field expecting a sensor node for crack measurements in civil structures. We eval-
uate both technologies with experimental results in different coverage conditions,
intending to assess the energy consumption, the estimated battery lifetime, and the
packet loss. My assessment shows that LoRaWAN outperforms NB-IoT in terms
of energy consumption. In an application where stacked measurements are not al-
lowed, the LoRaWAN protocol increases the battery life up to 10× against NB-IoT.
For Packet 3 scenario (36 Bytes payload), DR2 / M Coverage, NB-IoT EPB is 10×
higher compared to LoRaWAN. However, NB-IoT is adequate for applications where
information can be buffered on the node because the energy for each transmission is
independent of the payload size. For example, in Packet 33 scenario (396 Bytes pay-
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load), DR2 / M Coverage, NB-IoT EPB is 11× lower compared to LoRaWAN, due
to its more messages sent. Moreover, I verify that Tactive in the NB-IoT is heavily
dependent on network coverage, as it grows up to 3× times passing from a "Good"
(average RSSI of -80dBm) coverage to a "Bad" one (average RSSI of -130dBm).
On the other hand, NB-IoT offers the highest QoS, which guarantees data delivery.
This feature makes it a potential replacement to LoRaWAN in all the applications
where energy is provided by the electricity grid or when communication reliability
is a crucial factor.
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