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Chapter 1

Introduction

Let (A, ·) be an associative algebra. Then the commutative product

a ◦ b =
1

2
(a · b+ b · a)

and the skew-commutative product

[a,b] =
1

2
(a · b− b · a)

define on A a Jordan algebra and a Lie algebra structure, respectively. A deep rela-
tionship between these two kinds of algebras is given by the so-called Tits-Kantor-
Koecher construction (TKK) [30, 35, 56], which establishes a bijection between iso-
morphism classes of Jordan algebras and isomorphism classes of Lie algebras en-
dowed with a short grading induced by an sl(2)-triple.

Motivated by the work of M. Koecher on bounded symmetric domains [36],
K. Meyberg extended the TKK correspondence to Jordan triple systems [42].

Definition 1.1. [25] A Jordan triple system (JTS) is a vector space V endowed with a
trilinear map (·, ·, ·) : ⊗3V → V satisfying the following axioms:

(u, v, (x,y, z)) = ((u, v, x),y, z) − (x, (v,u,y), z) + (x,y, (u, v, z)) principal identity

(x,y, z) = (z,y, x) commutativity

These are in fact particular examples of the so-called Kantor triple systems:

Definition 1.2. [31] A Kantor triple system (shortly, KTS) is a vector space V with a
trilinear product ( , , ) such that, in addition to the principal identity, it satisfies

KKu,v(x),y = K(yxu),v − K(yxv),u Kantor identity

where u, v, x,y, z ∈ V and Kx,y : V → V is defined by Kx,y(z) = (xzy) − (yzx).
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Kantor triple systems are also known as generalized Jordan triple systems of the
second kind or (−1, 1)-Freudenthal-Kantor triple systems. We will refer toKx,y as the
“Kantor tensor” associated to x,y ∈ V . Note that a Jordan triple system is precisely
a KTS all of whose associated Kantor tensors vanish.

Another class of triple systems, closely related to Jordan triple systems, is that of
N=6 3-algbras. They were introduced in J. Bagger and N. Lambert’s [7] as a model
for a particular case of superconformal Chern-Simons theories in three dimensions
and J. Palmkvist in [49] extended the TKK to N=6 3-algebras.

Definition 1.3. [7]An N=6 3-algebra is a vector space with a trilinear product ( , , )

which satisfies the principal identity and

(x,y, z) = −(z,y, x) anti-commutativity

In this work we will deal with linearly compact systems which may have infinite-
dimension. In this case we also assume that triple products are continuous.

Simple finite-dimensional Jordan triple systems over an algebraically closed field
were classified by O. Loos [39]. The first aim of this work is to systematically address
the case where not all Kantor tensors are trivial. On the other hand, simple finite-
dimensional N=6 3-algebras over an algebraically closed field were classified by
J. Palmkvist in [49], however, the classification for the infinite-dimensional linearly-
compact ones was obtained only later by N. Cantarini and V. Kac in [14]. The second
aim of this thesis is to embed JTS and N=6 3-algebras inside a new class of super-
symmetric triple systems, namely ε-super symmetric Jordan triple systems, in order
to unify the TKK construction for JTS and that for N=6 3-algebras and get a more
general version for sJTS.

Definition 1.4. Let ε ∈ Z2. An ε-super Jordan triple system ( ε-sJTS ) is a super vector
space V = V 0̄ ⊕ V 1̄ with a trilinear product compatible with the Z2-grading, i.e.
(V ī,V j̄,V k̄) ⊆ V ī+ j̄+ k̄, and satisfying the following identities:

(u, v, (x,y, z)) = −(−1)α(u,v,x)+ε|u|(x, (v,u,y), z)+

+((u, v, x),y, z) + (−1)β(u,v,x,y)(x,y, (u, v, z)) super-principal identity

(x,y, z) = (−1)α(x,y,z)(z,y, x) super-commutativity

(1.1)

where |x| = ī if x ∈ V ī,α(u, v, x) = |u||v|+ |v||x|+ |u||x|,β(u, v, x,y) = (|u|+ |v|)(|x|+ |y|).

S. Okubo and N. Kamiya in [45] introduced a notion of δ Jordan-super triple systems
which satisfies identities similar to our super-principal identity and
super-commutativity, anyway, their notion coincide with ours only in the case of
δ = 1 and ε = 0̄.
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Definition 1.5. A subspace I ⊂ V of a (super)triple system V is called:

(i) an ideal if (VVI) + (VIV) + (IVV) ⊂ I,

(ii) a K-ideal if (VVI) + (IVV) ⊂ I,

(iii) a left-ideal if (VVI) ⊂ I.

If V is linearly compact, we also assume that I is closed in V .

We say that V is simple (resp. K-simple, resp. irreducible) if it has no non-trivial
ideals (resp. K-ideals, resp. left-ideals).

We remark that such a triple system is either K-simple or it is polarized, i.e.,
it has a direct sum decomposition V = V+ ⊕ V− satisfying (V±V∓V±) ⊂ V± and
(V±V±V) = 0 (see, e.g., [2]). The classification problem is thus reduced to the study
of K-simple linearly compact KTS and ε-sJTS , that is the primary object of study of
our work.

Definition 1.6. Let V andW be two triple systems. A bijective linear mapϕ : V →W

is called:

(i) an isomorphism if ϕ(x,y, z) = (ϕ(x)ϕ(y)ϕ(z)) for all x,y, z ∈ V ,

(ii) a weak-isomorphism if there exists another bijective linear map ϕ ′ : V →W such
that ϕ(x,y, z) = (ϕ(x)ϕ ′(y)ϕ(z)) for all x,y, z ∈ V .

If V andW are linearly compact, we also assume that ϕ and ϕ ′ are continuous.

Starting from a (finite-dimensional) Kantor triple system V , I. Kantor construc-
ted a Z-graded Lie algebra g = g−2 ⊕ · · · ⊕ g2 with g−1 ' V and endowed with a
C-linear grade-reversing involution σ : g → g (see Section 4 for the definition). The
Lie algebra g is defined as an appropriate quotient of a subalgebra of the (infinite-
dimensional) universal graded Lie algebra generated by V (see also e.g. [29, §3]) and
if V is a Jordan triple system then g−2 = g2 = 0. Kantor then used this correspond-
ence to classify the K-simple finite-dimensional KTS, up to weak-isomorphisms [31].
Dealing with weak-isomorphisms instead of isomorphisms amounts to the fact that
triple systems associated to the same grading but with different involutions are ac-
tually regarded as equivalent. The structure theory of Kantor triple systems (up to
weak-isomorphisms) has been the subject of recent investigations, see [2, 21, 48, 19].

The classification problem of K-simple KTS up to isomorphisms has been com-
pletely solved only in the real classical case by H. Asano and S. Kaneyuki [6, 29]. The
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exceptional case is more intricate and an interesting class of models has been con-
structed in the compact real case by D. Mondoc in [44, 43], making use of the struc-
ture theory of tensor products of composition algebras pioneered by B. Allison in
[3]. Upon complexification, the finite-dimensional K-simple KTS obtained in [43]
correspond exactly to the class of KTS of extended Poincaré type that we introduce in
terms of spinors and Clifford algebras.

Although various examples of K-simple KTS are available in literature, a com-
plete list is still missing. Our work aims to fill this gap and it provides the classific-
ation of linearly compact complex K-simple KTS up to isomorphisms.

On the other hand, V. Kac in [26] extended Kantor ideas to Jordan superalgeb-
ras, the super generalization of Jordan algebras. He obtained a bijection between
finite-dimensional simple Z-graded Lie superalgebra g = g−1 ⊕ g0 ⊕ g1 with an
sl(2)-triple and finite-dimensional simple Jordan superalgebras. The classification
was later extended to infinite-dimensional linearly-compact Jordan superalgebras in
N. Cantarini and V. Kac’s [11]. The direct continuation of this work is given by the
TKK for N=6 3-algebras which gives an equivalence between simple N=6 3-algebras
and simple Z-graded Lie superalgebra g = g−1 ⊕ g0 ⊕ g1, with the constraint of con-
sistency between the Z and the Z2-grading: g 0̄ = g2k, and a graded conjugation. We
follow these lines to achieve the TKK for ε-sJTS .

In Chapter 3 we give the main examples of triple systems which will appear in the
final classification. Section 3.1 is devoted to the K-simple KTS which are associated
to the classical Lie algebras. They are the special linear KTS, series Ksl, with their or-
thogonal and symplectic subsystems Kso,Ksp and the peculiar case of anti-reflexive
matrices, Kar. We point out that some of them have different non-equivalent triple
products. In Section 3.2 we give the examples of finite-dimensional ε-sJTS which
appear in the classification of the K-simple finite-dimensional ones. A broad class
of examples is obtained starting from a superspace of rectangular matrices and con-
sidering the supercommutative product

(x,y, z) = xφ(y)z+ (−1)α(x,y, z)zφ(y)x ,

where φ generalizes the notion of superinvolution or superantinvolution (cf. Re-
mark 3.8). We also construct 3 different types of subsystems of the previous one.
The other examples of ε-sJTS consists of: a vectorial triple systems, which are a gen-
eralization of the N=6 3-algebras C3(2n) (see e.g. [14]); a family of 4-dimensional
ε-sJTS depending on a complex parameter αwhich are associated to the exceptional
Lie superalgebraD(2, 1;α); a 10-dimensonal ε-sJTS associated to the exceptional Lie
superalgebra F(4).
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In Section 4.1 we extend the TKK for N=6 3-algebras to the case of a non-consistent
grading and relax the requirement of graded conjugation. We thus obtain the TKK
for ε-sJTS , which associates bijectively K-simple ε-sJTS and simple 3-graded Lie
superalgebras with a grade-reversing ε-involution (see 4.3 for its definition). In Sec-
tion 4.2 we give a simplified version of Kantor’s original correspondence V ⇔ (g,σ),
which makes use of N. Tanaka’s approach to transitive Lie algebras of vector fields
[54, 55] and can easily be adapted to linearly compact KTS. We reduce the problem
of classifying KTS to the problem of classifying such pairs. Furthermore, in Section
5.2 we develop a structure theory of grade-reversing involutions which holds for all
finite-dimensional simple Z-graded complex Lie algebras and establish in this way
an intimate relation with real forms (see Theorem 5.8).

The isomorphism classes of finite-dimensional K-simple KTS can be deduced by
an analysis of the Satake diagrams, which is carried out in Section 5.3 and sum-
marized in Corollary 5.12. In Theorem 5.13 we show that also the Lie algebra of
derivations of any finite-dimensional K-simple KTS can be easily read off from the
associated Satake diagram as well.

It is worth pointing out that the results contained in Section 5.3 hold for gradings
of finite-dimensional simple Lie algebras of any depth and therefore provide an ab-
stract classification of all the so-called generalized Jordan triple systems of any kind
ν > 1 (ν = 1 are the Jordan triple systems, ν = 2 the Kantor triple systems).

A complete list of simple, linearly compact, infinite-dimensional Lie algebras
consists, up to isomorphisms, of the four simple Cartan algebras, namely, W(m),
S(m), H(m) and K(m), which are respectively the Lie algebra of all formal vector
fields in m indeterminates and its subalgebras of divergence free vector fields, of
vector fields annihilating a symplectic form (for m even), and of vector fields mul-
tiplying a contact form by a function (for m odd) [16, 22]. It can be easily shown
using [26, 28] that none of these algebras admits a non-trivial Z-grading of finite
length and hence, by the TKK construction for linearly compact KTS (Theorem 4.14
and Theorem 4.16), we immediately arrive at the following result.

Theorem 1.7. Any K-simple linearly compact Kantor triple system has finite-dimension.

Note that, consistently, a similar statement holds for simple linearly compact
Jordan algebras, see [52].

In the finite-dimensional case a complete list, up to isomorphisms, of K-simple
KTS consists of eight infinite series, corresponding to classical Lie algebras, and 23
exceptional cases, corresponding to exceptional Lie algebras.
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The classical KTS are described in Section 3.1 and they are the complexifications
of the compact K-simple KTS classified in [29] (see Theorem 6.1).

The KTS of exceptional type can be divided into three main classes, depending
on the graded component g−2 of the associated Tits-Kantor-Koecher algebra g =

g−2 ⊕ · · · ⊕ g2. (Some authors refer to this Lie algebra simply as the Kantor algebra.)
We say that V is:

(i) of contact type if dim g−2 = 1;

(ii) of extended Poincaré type if g−2 = U and g0 is the Lie algebra direct sum of so(U),
of the grading elementCE and of a reductive subalgebra acting trivially on g−2;

(iii) of special type otherwise.

We determine these KTS in Sections 6.2, 6.3 and 6.4 respectively; we start with those
of extended Poincaré type as this requires some preliminaries on Clifford algebras,
which turn out to be useful for some KTS of contact type too. Our description of the
products of extended Poincaré type in terms of spinors gives an alternative realiza-
tion of the KTS studied by D. Mondoc and it is inspired by the appearance of triple
systems in connection with different kinds of symmetries in supergravity theories
(see e.g. [23, 33]). In particular, we use some results from [4, 5] and rely on Fierz-like
identities which are deduced from the Lie bracket in the exceptional Lie algebras.
The KTS of contact type are all associated to the unique contact grading of a simple
complex Lie algebra and they are supported over S3C2, Λ3

0C6, Λ3C6, the semispinor
module S+ in dimension 12 and the 56-dimensional representation F of E7. We shall
stress again that a contact grading has usually more than one associated KTS; for
instance F admits two different products, with algebras of derivations E6 ⊕ C and
sl(8,C), respectively. Finally, there are two KTS of special type, which are supported
over V = Λ2(C5)∗ ⊗ C2 and V = Λ3(C7)∗, and associated to the Lie algebras E6 and
E7, respectively.

All details on products, including their explicit expressions, are contained in the
main results ranging from Theorem 6.9 in Subsection 6.2.1 to Theorem 6.31 in Sub-
section 6.4.2.

In Chapter 7 we recall the simple classical (see [27]) Lie superalgebras and study
their 3-gradings, starting from their classification given in [14]. We point out that
for the ”strange” series p(n) we changed its presentation slightly in order to get
a consistent embedding of all the 3-graded classical Lie superalgebras, except for
the ones which give rise to the vectorial ε-sJTS , in the same 3-grading of sl(m,n).
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The classical 3-graded simple Lie superalgebras corresponding to the vectorial ε-
sJTS , on the other hand, can be viewed as degenerations of series of 5-graded Lie
superalgebras, this is pointed out more precisely in Remark 7.6.

Finally, in Chapter 8 we carry out the classification of the grade-reversing ε-
involutions of the classical simple 3-graded Lie superalgebras introduced in Chapter
7, this amount to all the finite-dimensional cases except the Lie superalgebra of
Cartan type, H(0,n). To achieve our goal we focus on the action of the automorph-
isms on the even part of the Lie superalgebras. Depending on the irreducibility of
the odd part, in many cases this is enough to obtain the classification. In particular,
in the exceptional cases we start from the action on the even part and we reconstruct
the action on the whole Lie superalgebra.

We point out that the explicit description of the triple products of the ε-sJTS
corresponding to the exceptional Lie superalgebras, namely D(2, 1;α) and F(4), are
carried out in detail. The classification of the infinite-dimensional linearly-compact,
as well as the case ofH(0,n), is still in progress and, for completeness reasons, it will
not appear in this thesis but will be the subject of further studies by the author.



Chapter 2

Preliminary definitions

We begin with the classical algebraic structures and introduce their supersym-
metric generalization which will be studied in the rest of the work.

Definition 2.1. A Jordan triple system (JTS) is a vector space with a trilinear product
( , , ) such that:

(u, v, (x,y, z)) = ((u, v, x),y, z) − (x, (v,u,y), z) + (x,y, (u, v, z)) principal identity

(x,y, z) = (z,y, x) commutativity

Example 2.2. An example of JTS is given by the spaceMn(C) with product

(abc) = abtc+ cbta

where xt the usual transpose. We denote this JTS by J(n, t).

Definition 2.3. Let V be a vector space with a trilinear product ( , , ) and let Ku,v(x) =

(u, x, v) − (v, x,u). We say that V is a Kantor triple system, or simply KTS, if the fol-
lowing identities hold:

KKu,v(x),y = K(y,x,u),v − K(y,x,v),u auxiliar identity

(u, v, (x,y, z)) = ((u, v, x),y, z) − (x, (v,u,y), z) + (x,y, (u, v, z)) principal identity

The linear map Ku,v is called the Kantor tensor.

Remark 2.4. It follows at once that a JTS is a KTS for which the Kantor tensor is
trivial, i.e., Ku,v = 0. Moreover, it is possible to view JTS’s and KTS’s as special cases
of a more general type of triple systems introduced by I. L. Kantor in [32] and called
generalized Jordan triple systems of the ν-th kind (ν-GJTS), with ν ∈ N. In particular, JTS
are 1-GJTS, while KTS are 2-GJTS.

11
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Definition 2.5. An N=6 3-algebra is a vector space with a trilinear product ( , , ) such
that:

(u, v, (x,y, z)) = ((u, v, x),y, z) − (x, (v,u,y), z) + (x,y, (u, v, z)) principal identity

(x,y, z) = −(z,y, x) anti-commutativity

Example 2.6. We denote by N(n, t) the spaceMn(C) with the N=6 triple-product

(abc) = abtc− cbta .

Definition 2.7. A super vector space is a Z2-graded vector space V = V 0̄⊕V 1̄. If v ∈ V ī
then v is said to be homogeneous of parity ī and its parity is denoted by |v| ∈ Z2.
A homogeneous element is said to be even if v ∈ V 0̄ and odd if v ∈ V 1̄. We will
write dim(V) = (m|n) if dim(V 0̄) = m and dim(V 1̄) = n. A subspace of a super vector
space is a subspace of V as a vector space with the induced Z2-grading. We will
say that a multilinear product defined on a super vector space V is compatible with
the Z2-grading whenever (Vi1 , . . . ,Vik) ⊂ Vi1+...+ik . A super vector space with trivial
Z2-grading, i.e. V = V 0̄, is simply a vector space.

Moreover, we will write V = 〈v1, . . . , vn|w1, . . . ,wn〉 to denote the span of
the elements v1, . . . , vn,w1, . . . ,wn, with |vi| = 0̄ and |wj| = 1̄.

Definition 2.8. A super vector space V is said linearly-compact if V is a topological
super vector space which admits a fundamental system of neighbourhoods of zero
consisting of subspaces of finite codimension and V is complete.

We refer to [11], Chapter 2, for the details on linearly-compact spaces. Here we
simply recall that any finite-dimensional (super) vector space with the discrete to-
pology is linearly-compact.

In the following we will implicitly suppose linearly-compactness of all the su-
per vector spaces and if φ : V → W is a map of linearly-compact vector spaces we
suppose that φ is continuous.

Definition 2.9. Let ε ∈ Z2. An ε-super Jordan triple system (ε-sJTS) is a super vector
space J with a trilinear product compatible with the Z2-grading and satisfying the
following identities:

(u, v, (x,y, z)) = −(−1)α(u,v,x)+ε|u|(x, (v,u,y), z)+

+((u, v, x),y, z) + (−1)β(u,v,x,y)(x,y, (u, v, z)) super-principal identity

(x,y, z) = (−1)α(x,y,z)(z,y, x) super-commutativity

(2.1)

where α(u, v, x) = |u||v|+ |v||x|+ |u||x|, β(u, v, x,y) = (|u|+ |v|)(|x|+ |y|).
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The reason why ε is introduced is clarified by the following remark.

Remark 2.10. Let J be an ε-sJTS. Then J 0̄ is a JTS. On the other side, if ε = 1, J 1̄ is an
N=6 3-algebra. This follows form a simple check on the sign functions of Definition
2.9 when restricted to J 0̄ or J 1̄.

Definition 2.11. Let J, J ′ be a triple system. A homomorphism φ : J → J ′ is an even
linear map of superspaces such that

φ(x,y, z) = (φ(x),φ(y),φ(z)) ′

where ( , , ) and ( , , ) ′ are the triple products of J and J ′ respectively. The concepts
of endomorphism and isomorphism are the usual ones.

A closed subspace I ⊂ J is

• an ideal if (J, J, I) + (J, I, J) + (I, J, J) ⊆ I;

• a K-ideal if (J, J, I) + (I, J, J) ⊆ I;

We say that J is simple (resp. K-simple) if it has no non-trivial ideal (resp. K-ideal).
Note that an ideal is a K-ideal, hence if J is K-simple then it is also simple.

We call center of J its subspace Z(J) defined as follows

Z(J) = {x ∈ J | (a, x,b) = 0, ∀a,b ∈ J} .

Remark 2.12. Note that the center is an ideal. Indeed, if we denote the center byZ, by
definition Z is a closed subspace, (J,Z, J) = 0 ⊆ Z and, by the super-principal iden-
tity, (J, (Z, J, J), J) = (J,Z, (J, J, J))+ ((J,Z, J), J, J)+ (J, J, (J,Z, J)) = 0 hence (Z, J, J) ⊆ Z.

Proposition 2.13. Let J be a simple triple system. Then J is either K-simple or polarized,
i.e. there exist two K-ideals I+ and I− of J such that J = I+ ⊕ I−, (I±, I±, J) = 0 .

Proof. Let I be a nontrivial K-ideal which is not an ideal. Let I+ := I and I− :=

(J, I+, J) * I+. I− is a K-ideal: indeed (J, J, I−) = (J, J, (J, I+, J)) = ((J, J, J), I+, J) +

(J, (J, J, I+), J) + (J, I+, (J, J, J)) ⊆ I− and similarly it can be shown that (I−, J, J) ⊆ I−.
We have that V = I+ + I− is an ideal. In fact a sum of two K-ideals is still a K-ideal
and (J,V, J) = (J, I+ + I−, J) = (J, I+, J) + (J, I−, J), the first summand is by definition
I−, while the second summand is (J, (J, I+, J), J) = (I+, J, (J, J, J)) + ((I+, J, J), J, J) +

(J, J, (I+, J, J)) ⊆ I+. Since V 6= 0 is an ideal it must be V = J. We have that V ′ = I+∩I−

is an ideal of J too. Since V ′ is a K-ideal we just need to show that (J,V ′, J) ⊆ V ′. We
have that (J,V ′, J) ⊆ (J, I+, J) = I− and (J,V ′, J) ⊆ (J, I−, J) ⊆ I+ simultaneously. It
must be V ′ = 0 since V ′ ⊂ I+ 6= J is a proper ideal. We also have (I±, I±, J) ⊆ I+∩I− =

0 .



Chapter 3

Examples of triple systems

In this chapter we give the main examples of ε-sJTS and KTS. Before giving the
explicit examples of KTS and ε-sJTS we fix some notation which will be useful later
on. We denote by Sp the square matrix of order p with (Sp)i,j = δi,p+1−j and we set

J2p =

(
0 Sp

−Sp 0

)
. If x ∈ Mm,n(C) we denote by xR = Snx

tSm the reflex of x . We

set Sp,q =


0 0 Sp

0 Idq−2p 0

Sp 0 0

, Ip,q = Diag(Idp,−Idq), Î2p,2q = Diag(Ip,q,−Iq,p) and

H±4p =

(
0 Ip,p

±Ip,p 0

)
.

3.1 Examples of KTS

Example 3.1. Let A be an associative algebra and ∗ : A → A an antinvolution of A.
Then A⊕A with triple product((

x1

x2

)
,

(
y1

y2

)
,

(
z1

z2

))
K

=

(
x1y

∗
1z1 + z1y

∗
1x1 − y

∗
2x2z1

x2y
∗
2z2 + z2y

∗
2x2 − z2x1y

∗
1

)
(3.1)

is a KTS.
For instance, if A =Mn(C) and ∗ is the usual transposition, then A⊕A with the

triple product (3.1) is a KTS. The same holds if n = 2k is even and ∗ is the symplectic
transposition

st : x 7→ J2kx
tJ−1

2k . (3.2)

More generally, one can consider Mm,n(C) ⊕Mr,m(C) and an invertible linear
map

∗ :Mm,n(C)⊕Mr,m(C)→Mn,m(C)⊕Mm,r(C)

14
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which is compatible with the two direct sum decompositions and satisfies the prop-
erties:

(x1y
∗
1z1)

∗ = z∗1y1x
∗
1 , (x2y

∗
2z2)

∗ = z∗2y2x
∗
2 ,

(x∗2y2z1)
∗ = z∗1y

∗
2x2 , (z2y1x

∗
1)
∗ = x1y

∗
1z
∗
2 ,

(3.3)

for x1,y1, z1 ∈ Mm,n(C), x2,y2, z2 ∈ Mr,m(C). Then Mm,n(C) ⊕Mr,m(C) with triple
product (3.1) is a KTS. Note that ifm = n = r, then property (3.3) precisely says that
∗ is an antinvolution.

We introduce the triple systemsKsl(m,n, r; t), given by the vector spacesMm,n(C)⊕
Mr,m(C) with triple product (3.1) and

∗ :

(
x1

x2

)
7→

(
xt1

xt2

)
.

Likewise, ifm = 2h, n = 2k and r = 2l are even, it is easy to see that the map

∗ :

(
x1

x2

)
7→

(
J2k x

t
1 J

−1
2h

J2h x
t
2 J

−1
2l

)
,

satisfies (3.3) and we denote the corresponding KTS by Ksl(m,n, r; st).

Example 3.2. Let ϕ : Mm,n(C) → Mm,n(C) and ψ : Mn,m(C) → Mn,m(C) be any
invertible linear maps of the form

ϕ(x) = BxA , ψ(x) = AxB ,

for some A ∈ GLn(C) and B ∈ GLm(C) which satisfy B2 = ±Id. Then Mm,n(C) ⊕
Mn,m(C) with the triple product((

x1

x2

)
,

(
y1

y2

)
,

(
z1

z2

))
K

=

(
x1ψ(y2)z1 + z1ψ(y2)x1 −ϕ(y1)x2z1

x2ϕ(y1)z2 + z2ϕ(y1)x2 − z2x1ψ(y2)

)

is a KTS.
In particular, we will use the notationKsl(m,n;k) for the KTS associated toA = Id

and B = Diag(−Idk, Idm−k).

Example 3.3. Let A ∈ GLn(C), B ∈ GLm(C) be such that B2 = εId, ε = ±1, and let us
consider the associated KTS structure onMm,n(C)⊕Mn,m(C) described in Example
3.2.

For any x ∈Mm,n(C) we define

x ′ = Snx
tSm , (3.4)
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and set

M = {

(
x1

x2

)
∈Mm,n(C)⊕Mn,m(C) | x2 = x ′1} .

One can check thatM is a subsystem ofMm,n(C)⊕Mn,m(C) wheneverA ′ = εA, B ′ =
εB. (Note that A ′ = Ameans that A is reflexive while A ′ = −A anti-reflexive.) If this
is the case, projecting onto the first component yields a KTS structure on Mm,n(C)
with the triple product

(x,y, z) = xAy ′Bz+ zAy ′Bx− ByAx ′z ,

for all x,y, z ∈Mm,n(C).
The reflexive matrices

A = Id , B =


0 0 Sk

0 Idm−2k 0

Sk 0 0

 ,

give rise to a family of KTS over C which we denote by Kso(m,n;k). Another natural
class is obtained when n = 2j,m = 2l are both even and A,B anti-reflexive; we let

A = J2jS2j , B = iJ2lS2l ,

and denote the associated KTS by Kso(m,n; JS).

Example 3.4. Let A ∈ GLn(C), B ∈ GL2m(C) be such that B2 = εId, ε = ±1, and
consider the associated KTS structure onM2m,n(C)⊕Mn,2m(C) of Example 3.2.

We define ξ(x) = SnxtJ−1
2m for all matrices x ∈M2m,n(C) and set

M = {

(
x1

x2

)
∈M2m,n(C)⊕Mn,2m(C) | x2 = ξ(x1)} .

If A ′ = −εA and Bst = εB (recall (3.2), (3.4)), then M is a subsystem of M2m,n(C) ⊕
Mn,2m(C) and upon projecting onto the first factor M2m,n(C) one gets a KTS with
triple product

(x,y, z) = xAξ(y)Bz+ zAξ(y)Bx− ByAξ(x)z ,

for all x,y, z ∈M2m,n(C).
We note that the matrices A = Id and B = J2m satisfy the required conditions

with ε = −1 and denote the corresponding KTS over C = C by Ksp(2m,n; J).
Ifn = 2l is even, we may also considerA = J2lS2l andB = Diag(−Idk, Id2m−2k,−Idk),

as they satisfy the conditions with ε = 1. The associated KTS is denoted byKsp(2m,n;k).
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Example 3.5. We let Kar(n) = Cn ⊕Arefn(C) be the KTS with triple product((
x1

x2

)(
y1

y2

)(
z1

z2

))
=

(
x1y

t
1z1 + z1y

t
1x1 − y

t
2x2z1

x2y
t
2z2 + z2y

t
2x2 − z2x1y

t
1 − (y ′1)

t
x ′1z2

)

where Arefn(C) is the space of complex anti-reflexive n× nmatrices (see (3.4)) .

3.2 Examples of ε-sJTS

Definition 3.6. Let V,W be super vector spaces. The space of linear maps from W

to V , Hom(W,V) inherits a grading from the gradings of V and W in the follow-
ing way: Hom(W,V) ī = {φ ∈ Hom(W,V) | φ(W j̄) ⊆ V j̄+ ī}. If dim(V) = (m1|m2)

and dim(W) = (n1|n2) we identify Hom(W,V) with Mm1+m2,n1+n2(C) and we de-
note this superspace by M(m1|m2),(n1|n2)(C). When dealing with block matrices we
will use the following notation to denote the dimension of blocks. When we write

n1 n2( )
m1 a11 a12

m2 a21 a22

we mean that aij is an mi × nj block, i, j = 1, 2, and the horizontal

and vertical lines separate even elements from odd ones.
The Z2-grading ofM(m1|m2),(n1|n2)(C) is given by

(M(m1|m2),(n1|n2)(C)) 0̄ = {X ∈M(m1+m2,n1+n2)(C)|X =

n1 n2( )
m1 x 0

m2 0 y

}

(M(m1|m2),(n1|n2)(C)) 1̄ = {X ∈M(m1+m2,n1+n2)(C)|X =

n1 n2( )
m1 0 z

m2 w 0
}.

The particular case V =W gives rise to Hom(V,V) := End(V) and if dim(V) = (m|n)

we identify End(V) withM(m|n),(m|n)(C) :=M(m|n)(C). The superspace End(V) with
composition is an associative superalgebra, where the condition of associativity in the
super case is the usual one.

Proposition 3.7. Let ε ∈ Z2, let A be an associative superalgebra and let φ be an auto-
morphism of A satisfying one of the following conditions

φ((xφ(y)z)) = (−1)ε|y|φ(x)yφ(z) , (3.5)
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φ((xφ(y)z)) = (−1)α(x,y,z)+ε|y|φ(z)yφ(x) . (3.6)

Then A with triple product

(x,y, z) = xφ(y)z+ (−1)α(x,y,z)zφ(y)x (3.7)

is an ε-sJTS.

Proof. Let x,y, z,u, v be homogeneous elements of A. Expanding the triple product
and using the definition of the sign functions α and β one obtains

(u, v, (x,y, z)) − ((u, v, x),y, z) − (−1)β(u,v,x,y)(x,y, (u, v, z))+

+(−1)α(u,v,x)+ε|u|(x, (v,u,y), z) =

= −(−1)β(u,v,x,y)xφ(y)uφ(v)z− (−1)α(u,v,x)xφ(v)uφ(y)z−

+(−1)α(u,v,x)+ε|u|xφ(vφ(u)y)z+ (−1)(α(u,v,x)+ε|u|+α(v,u,y))xφ(yφ(u)v)z−

−(−1)α((u,v,x),y,z)zφ(y)uφ(v)x− (−1)(β(u,v,x,y)+α(u,v,z)+α(x,y,(u,v,z)))zφ(v)uφ(y)x+

+(−1)(α(u,v,x)+ε|u|+α(x,(v,u,y),z))zφ(vφ(u)y)x+

+(−1)(α(u,v,x)+ε|u|+α(v,u,y)+α(x,(v,u,y),z))zφ(yφ(u)v)x

(3.8)
By equation (3.8), the triple product satisfies the principal identity if the following
system holds

(−1)β(u,v,x,y)φ(y)uφ(v) + (−1)α(u,v,x)φ(v)uφ(y) =

= (−1)α(u,v,x)+ε|u|φ(vφ(u)y) + (−1)(α(u,v,x)+ε|u|+α(v,u,y))φ(yφ(u)v)−

(−1)α((u,v,x),y,z)φ(y)uφ(v) + (−1)(β(u,v,x,y)+α(u,v,z)+α(x,y,(u,v,z)))φ(v)uφ(y) =

= (−1)(α(u,v,x)+ε|u|+α(x,(v,u,y),z))φ(vφ(u)y)+

+(−1)(α(u,v,x)+ε|u|+α(v,u,y)+α(x,(v,u,y),z))φ(yφ(u)v)

A direct check shows that if φ satisfies either Equation (3.5) or (3.6) the system is
satisfied.

Remark 3.8. Recall that a superinvolution (resp. superantinvolution) of an associat-
ive superalgebra is an automorphism φ such that φ(ab) = φ(a)φ(b) (resp. φ(ab) =
(−1)|a||b|φ(b)φ(a)) andφ2(a) = a. Condition (3.5) (resp. (3.6)) extends the concept of
superinvolution (resp. superantinvolution). Indeed, if φ is a superinvolution (resp.
superantinvolution) then it satisfies Equation (3.5) (resp. Equation (3.6)) with ε = 0.
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Remark 3.9. Even though the space of homomorphisms is not an associative al-
gebra it is possible to use Proposition 3.7 to define on Hom(W,V) (and Hom(V,W))
a structure of sJTS.

Let us embed Hom(W,V) (resp. Hom(V,W)) into End(W ⊕ V) by

Hom(W,V) 3 f→ f̄ ∈ End(W ⊕ V) f̄(w, v) = (0, f(w))

(resp. Hom(V,W) 3 g→ ḡ ∈ End(W ⊕ V) ḡ(w, v) = (g(v), 0) )

LetΦ be an ε-superinvolution or an ε-superantinvolution of the associative superal-
gebraEnd(W⊕V) and suppose thatφ := Φ|Hom(W,V) mapsHom(W,V) toHom(V,W).
The composition of elements ofHom(W,V) with those ofHom(V,W) is well defined
and the subspace Hom(W,V) is closed under the triple product (3.7),
hence Hom(W,V) is a subsystem of End(W ⊕ V). In the finite-dimensional case this
yields a structure of ε-sJTS overM(m1|m2),(n1|n2)(C) where the associative product is
replaced with the usual product between (possibly rectangular) matrices.

It is also possible to prove an analogue of Proposition 3.7 forHom(W,V) but this
would result rather technical.

Example 3.10. Let M = M(m1|m2),(n1|n2)(C) and M ′ = M(m1|m2),(n1|n2)(C). We intro-
duce the following maps fromM toM ′:

τ :

 a b

c d

τ =
 at −ct

bt dt

 ;

sτ :

 a b

c d

sτ = (Jm1 0

0 Jm2

) a b

c d

τ(Jn1 0

0 Jn2

)−1

,

ifm1,m2,n1,n2 even;

osτ :

 a b

c d

osτ = (Sm1 0

0 Jm2

) a b

c d

τ(Sn1 0

0 Jn2

)−1

, ifm2,n2 even;

ι :

 a b

c d

→
 a −b

c −d

 , ifm1 = n1,m2 = n2;

Π :

 a b

c d

→
 d c

b a

 , ifm1 = n1 = m2 = n2;

Πτ :

 a b

c d

→
 dt −bt

ct at

 , ifm1 = n1 = m2 = n2.

Let δi be the map satisfying (δi)|M 0̄
= IdM 0̄

and (δi)|M 1̄
= iIdM 1̄

, with i the imaginary
unit. We denote by (M,φ) the spaceMwith triple product defined by

(x,y, z) = xφ(y)z+ (−1)α(x,y,z)zφ(y)x (3.9)
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where φ is either one of the maps just introduced or the identity map. We list which
one of them is an 0̄-sJTS and which is an 1̄-sJTS:

ε = 0̄ : (M(m|n)(C), Id), (M(m1|m2),(2n1|2n2)(C),osτ),

(M(m|m)(C),Π), (M(0|n)(n|0)(C), Id), (M(m|m)(C),Πτ) .

ε = 1̄ : (M(m|n)(C), ι), (M(m1|m2),(n1|n2)(C), τ),

(M(2m1|2m2),(2n1|2n2)(C), sτ), (M(m|m)(C),Πτ ◦ δi) .

(3.10)

We shall see in the following sections that these are all K-simple non-isomorphic
ε-sJTS and that they are all related to the Lie superalgebra psl.

Example 3.11. Let Vm|2n :=M(m|2n)(1|0)(C) and φ be one of the maps from
M(m|2n)(1|0)(C) toM(1|0)(m|2n)(C)

SÎp,m,q,n :

a
b

→
a
b

osτ Sp,m 0

0 Îq,2n−2q

 ;

SJp,m,n :

a
b

→
a
b

osτ Sp,m 0

0 J2n

 ;

with 0 < p < [m2 ], 0 < q < [n2 ]. Then Vm,2n with triple product

(x,y, z) = xφ(y)z+ (−1)α(x,y,z)zφ(y)x− (xφ(y))osτz . (3.11)

is an ε-sJTS , denoted (Vm,2n,φ). The super-principal identity and super-
commutativity can be checked directly using the properties of φ,osτ and noting
that the first two summands in the product satisfy already the axioms of ε-sJTS
since they give the product of Example 3.10. We instead will derive this fact from
Remark 7.6 and Chapter 8. We get the following 0̄ and 1̄-sJTS’s

ε = 0̄ : (Vm,2n,SÎp,m,q,n), 0 < p < [m2 ], 0 < q < [n2 ];

ε = 1̄ : (Vm,2n,SJp,m,n), 0 < p < [m2 ].
(3.12)

Different choices of p,q yield K-simple non-isomorphic ε-sJTS related to a particular
3-grading of the Lie superalgebra osp(m, 2n).

Example 3.12. LetM =M(m|n)(C) and consider the following subspaces ofM:

Nm,n = {x ∈M|x =

 a b

−bR d

 ,a = −aR,d = dR} ,

N ′m,n = {x ∈M|x =

 a b

bR d

 ,a = aR,d = dR} .
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Notice that these are the subspaces of matrices inM fixed by the maps f : x→ AxτB

and f ′ : x→ BxτA respectively, withA = Diag(Sm,−Sn),B = Diag(Sm,Sn). Suppose
thatφ :M→M is an automorphism which exchangesNm,n andN ′m,n and satisfying
condition (3.6) or (3.5) and let ( , , ) be the corresponding 3-product of (M,φ), cf.
Example 3.10. Using the fact that τ is a superantinvolution and that A2 = B2 = Id

one gets

f(xφ(y)z) = (−1)α(x,y,z)(Azτφ(y)τxτB) = (−1)α(x,y,z)(AzτBBφ(y)τAAxτB) =

= (−1)α(x,y,z)(f(z)f ′(φ(y))f(x)) .

It follows that f(x,y, z) = (x,y, z), henceNm,n is a sub ε-sJTS ofMwith product ( , , ).
We shall denote this ε-sJTS by (Nm,n,φ).

Notice that each of the following maps exchanges Nm,n and N ′m,n:

SI :

 a b

c d

→ AdDiag(Sm, Iq,q)

 a b

c d

 , if n = 2q;

IJ :

 a b

c d

→ AdDiag(Il,l,S)

 a b

c d

 , ifm = 2l;

SJ :

 a b

c d

→ AdDiag(Sm,Sn)

 a −b

c −d

 ;

II :

 a b

c d

→ AdDiag(Il,l, Iq,q)

 −a b

−c d

 , ifm = 2l,n = 2q.

Hence (Nm,n,φ) is an ε-sJTS . In particular, we get the following 0̄ and 1̄-sJTS’s:

ε = 0̄ : (Nm,2n,SI), (N2m,n, IJ);

ε = 1̄ : (Nm,n,SJ), (N2m,2n, II).
(3.13)

We will see that this are all K-simple non-isomorphic ε-sJTS related to a particular
3-grading of the Lie superalgebra osp(2m, 2n).

Example 3.13. Let M = M(m|n)(C), Qm,n = {x ∈ M|x =

 a b

b a

} and, if m = n,

Pn = {x ∈ M|x =

 a b

c −aR

 ,b = bR, c = −cR}. We have that Qm,n (resp. Pn) are

the spaces of matrices which are fixed by Π (resp. AdDiag(Sn,Sn) ◦ Πτ). With the
same arguments as in the previous example, it can be shown that Pn and Qm,n are
sub ε-sJTS of (M,φ) if φ is one of the following maps:

Pn : Id ; δi .

Qm,n : Id , m = n; τ ◦ δi ; sτ ◦ δi ,m,n ∈ 2N.
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We denote such ε-sJTS by (Pn,φ) and (Qm,n,φ) respectively. It follows that

ε = 0̄ : (Pn, Id), (Qn,n, Id);

ε = 1̄ : (Pn, δi), (Qm,n, τ ◦ δi), (Q2m,2n, sτ ◦ δi).
(3.14)

These are all K-simple non-isomorphic ε-sJTS related to the Lie superalgebras p(n)
and q(n) respectively.



Chapter 4

TKK construction

This chapter is devoted to the construction which relates ε-sJTS to Lie superal-
gebras and KTS to Lie algebras.

Definition 4.1. A Lie superalgebra g is a super vector space with a bilinear product,
[, ], compatible with the Z2-grading which satisfies the following identities

[x,y] = (−1)|x||y|[y, x] super anti-commutative
[x, [y, z]] = [[x,y], z] + (−1)|x||y|[y, [x, z]] super Jacobi identity

(4.1)

A Lie superalgebra is said Z-graded if g =
⊕
i∈Z gi and the bracket is compatible

with the Z-grading. Moreover, a Z-graded Lie superalgebra is said

• transitive if for a ∈ gi, i > 0, [a, g−1] = 0 implies a = 0;

• fundamental if g−k = gk−1;

• (2k+ 1)-graded if gi = 0 for |i| > k;

• consistent if g 0̄ =
∑
i∈Z g2i and, consequently, g 1̄ =

∑
i∈Z g2i+1;

• admissible if dim(gi) = dim(g−i) when the gi’s are finite-dimensional or if gi has
same growth and size of g−i whenever they are infinite-dimensional;

• of finite depth d if gp = 0 for all p < −d and g−d 6= 0, d ∈ N.

The negatively graded part is g− =
⊕
i<0 gi.

We refer to [10] for the definitions of growth and size.

Definition 4.2. Let g be a Z-graded Lie superalgebra and E ∈ g. If

[E, x] = ix, ∀x ∈ gi, ∀i ∈ Z (4.2)

we call E the grading element of g.

23
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Definition 4.3. Let ε ∈ Z2 and let g be a Z-graded Lie superalgebra. An automorph-
ism φ of g is said:

• grade-reversing if φ(gi) ⊆ g−i;

• grade-preserving if φ(gi) ⊆ gi;

• an ε-involution if φ2(x) = (−1)ε|x|x.

Remark 4.4. Let g be a Z-graded Lie superalgebra. A necessary condition for the
existence of a grade-reversing ε-involution is the grading being admissible.

Proposition 4.5. Let g be a 3-graded Lie superalgebra. g is simple if and only if the following
conditions are satisfied:

• g0 acts irreducibly on g−1;

• g is transitive;

• [g−1, g1] = g0 and [a, g1] = 0 with a ∈ g0 implies a = 0.

Proof. For a proof of a more general version see [27], Proposition 1.2.8.

We recall from [13] the definition of universal Lie superalgebra associated to a
superspace:

Definition 4.6. Let V be a superspace. We define W−1(V) = V and for k > 0 we let
Wk(V) be the space of (k + 1)-linear supersymmetric functions on V , i.e. f ∈ Wk(V)

if f : V⊗(k+1) → V satisfies the following property

f(· · · , x,y, · · · ) = (−1)|x||y|f(· · · ,y, x, · · · ).

Let W(V) =
⊕
k>−1Wk(V) and define on W(V) the following Lie bracket: for f ∈

Wp(V),g ∈Wq(V),

[f,g] = f�g− (−1)|f||g|g�f ∈Wp+q(V) ,

where the square product is defined by:

f�g(x0, . . . , xp+q) =
∑

i0<···<iq
iq+1<···<ip+q

s(τ)f(g(xi0 , . . . , xiq), xiq+1 , . . . , xiq+p),

with τ the permutation τ(j) = ij and s(τ) = (−1)N(τ), N being the number of inter-
changes of indices of odd xi’s in the permutation τ.

Note that for linear functions the box product is the usual composition of func-
tions and for any v ∈ V it is v�f = 0 for all f ∈W(V). FurthermoreW(V) is transitive,
indeed if f ∈ Wp(V),p > 0, [f, v] = 0, ∀v ∈ W−1(V) then f(v,w1, . . . ,wp) = 0 for all
wi ∈ V which implies f = 0.
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4.1 TKK construction for ε-sJTS

Proposition 4.7. Let (g,σ) be a pair consisting of a 3-graded Lie superalgebra g with a
grade-reversing ε-involution σ. Then J(g,σ) := g−1 with triple product

(x,y, z) = [ [x,σ(y)], z ]

is an ε-sJTS.

Proof. Due to the super Jacobi identity, the super anticommutativity and the the fact
that g is 3-graded we have, for u, v, x,y, z ∈ g−1:

(x,y, z) = [[x,σ(y)], z] = [x, [σ(y), z]] − (−1)|x||y|[σ(y), [x, z]] =

= −(−1)|x|(|y|+|z|)[[σ(y), z], x] = (−1)α(x,y,z)(z,y, x),

and

(u, v, (x,y, z)) = [[u,σ(v)], [[x,σ(y)], z]] = [[[u,σ(v)], [x,σ(y)]], z]+

+(−1)β(u,v,x,y)[[[x,σ(y)], [[u,σ(v)], z]] =

= [[[u,σ(v) ], x ],σ(y) ], z] + (−1)|x|(|u|+|v|)[[x, [[u,σ(v)],σ(y)]], z]

+(−1)β(u,v,x,y)(x,y, (u, v, z)) =

= ((u, v, x),y, z) − (−1)α(u,v,x)[[x, [[σ(v),u],σ(y)]], z]

+(−1)β(u,v,x,y)(x,y, (u, v, z)) =

= ((u, v, x),y, z) − (−1)α(u,v,x)+ε|u|(x, (v,u,y), z)

+(−1)β(u,v,x,y)(x,y, (u, v, z))

Definition 4.8. Let (g,σ) and (g ′,σ ′) be pairs consisting of a 3-graded Lie super-
algebra and a grade-reversing ε-involution. If there exists a grade-preserving iso-
morphismφ : g→ g ′ such thatφ◦σ = σ ′◦φwe say that (g,σ) and (g ′,σ ′) are equivalent
pairs and if, moreover, g = g ′ we say that σ and σ ′ are equivalent involutions.

Remark 4.9. It is straightforward to see that (g,σ) and (g ′,σ ′) are equivalent pairs if
and only if J(g,σ) ∼= J(g ′,σ ′).

Proposition 4.10. Let J be a centerless ε-sJTS. We define the following operators:

Lx,y(z) = (x,y, z), ϕx(y, z) = −(−1)|x||y|(y, x, z) (4.3)

and set |Lx,y| = |x|+ |y| and |ϕx| = |x|.
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Then the 3-graded superspace

Lie(J)−1 Lie(J)0 Lie(J)1

Lie(J) = J ⊕ 〈Lx,y|x,y ∈ J〉 ⊕ 〈ϕx|x ∈ J〉
(4.4)

with product

[x,y] = 0 , [Lx,y, z] = (x,y, z) , [ϕx,y] = −(−1)|x||y|Ly,x

[Lu,v,Lx,y] = L(u,v,x),y − (−1)β(u,v,x,y)+ε|u|Lx,(y,u,v) ,

[Lx,y,ϕz] = −(−1)|x||y|+ε|x|ϕ(y,x,z) , [ϕx,ϕy] = 0 ,

(4.5)

is a subsuperalgebra ofW(J). Moreover, the following map is a grade-reversing ε-involution
of Lie(J):

σ(x) = −ϕx , σ(Lx,y) = −(−1)|x||y|+ε|y|Ly,x , σ(ϕx) = −(−1)ε|x|x

Proof. The map ϕx ∈ W1(J): of course by supercommutativity of the triple product
we have ϕx(y, z) = −(−1)|x||y|(y, x, z) = −(−1)|x||z|+|z||y|(z, x,y) = (−1)|y||z|ϕx(z,y).
The fact that the product (4.5) is the one induced byW(J) is a direct consequence of
the defining identities of ε-sJTS, for example

[Lu,v,ϕy](x, z) = Lu,v�ϕy(x, z) − (−1)|y|(|u|+|v|)ϕy�Lu,v(x, z) =

= Lu,v(ϕy(x.z)) − (−1)|y|(|u|+|v|)ϕy(Lu,v(x), z)−

−(−1)|y|(|u|+|v|)+|x||z|ϕy(Lu,v(z), x) =

= −(−1)|x||y|( (u, v, (x,y, z)) − ((u, v, x),y, z)

−(−1)β(u,v,x,y)(x,y, (u, v, z)) ) =

= −(−1)|x||y|+α(u,v,x)+ε|u|(x, (v,u,y), z) =

= −(−1)|u||v|+ε|u|ϕ(v,u,y)(x, z)

[Lu,v,Lx,y](z) = Lu,v(Lx,y(z)) − (−1)β(u,v,x,y)Lx,y(Lu,v(z)) =

= (u, v, (x,y, z)) − (−1)β(u,v,x,y)(x,y, (u, v, z)) =

= ((u, v, x),y, z) − (−1)α(u,v,x)+ε|u|(x, (v,u,y), z) =

= (L(u,v,x),y − (−1)β(u,v,x,y)+ε|u|Lx,(y,u,v))(z)

[[ϕx,ϕy], z] = [ϕx, [ϕy, z]] + (−1)|z||y|[[ϕx, z],ϕy] = −(−1)|z||y|[ϕx,Lz,y]−

−(−1)|z||y|+|x||z|[Lz,x,ϕy] =

= −(−1)|x||z|+|x||y|+ε|z|ϕ(y,z,x) + (−1)|z||y|+ε|z|ϕ(x,z,y) = 0
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The fact that σ is a morphism is a straightforward check. Besides, σ is injective:
indeed if σ(x) = ϕx = 0 then [[y,ϕx], z] = (y, x, z) = 0 for any y, z ∈ J and this
means x is in the center of J, hence it must be 0, and similarly if σ(Lx,y) = ±Ly,x = 0

implies Ly,x(u, v, x) = (u, v, (Ly,x(z))) = (Ly,x(u), v, z) = 0 for all u, v, z ∈ J, hence
(u,Lx,y(v), z) = 0 implies Lx,y = 0. Surjectivity of σ follows from the definition of
Lie(J) at once.

Theorem 4.11. Let J be a centerless linearly-compact ε-sJTS and Lie(J) its associated Lie
superalgebra.

(a) Lie(J) is a 3-graded transitive Lie superalgebra and the product on J is given by
(x,y, z) = [[x,σ(y)], z];

(b) [Lie(J)−1,Lie(J)1] = Lie(J)0 and a ∈ Lie(J)0, [a,Lie(J)1] = 0 implies a = 0;

(c) J is K-simple (resp. finite-dimensional or linearly compact) if and only if Lie(J) is
simple (resp. finite-dimensional or linearly compact);

(d) two centerless ε-sJTS J, J ′ are isomorphic if and only if Lie(J) and Lie(J ′), with their
relative grade-reversing involutions, are isomorphic pairs.

Proof. (a) Lie(J) is transitive since is a subalgebra ofW(J) and Lie(J)−1 =W(J)−1 = J.
The second part is clear.

(b) The identity [Lie(J)−1,Lie(J)1] = Lie(J)0 is immediate. Suppose a ∈ Lie(J)0 and
[a,Lie(J)1] = 0. If we apply the grade reversing involution σwe get [σ(a),Lie(J)−1] =

0 and by transitivity σ(a) = 0 hence a = 0.
(c) Let Lie(J) be simple and I 6= 0 a K-ideal of J. We have (J, J, I) ⊆ I which in

terms of the Lie product is [[Lie(J)−1,Lie(J)1], I] = [Lie(J)0, I] ⊆ I. Since Lie(J)0 acts
irreducibly on Lie(J)−1 and I 6= 0, by Proposition 4.5, it necessarily is I = J.
Conversely, suppose J is K-simple and I 6= 0 is a reducible Lie(J)0-submodule of
Lie(J)−1 = J. Then (J, J, I) = [[Lie(J)−1,σ(Lie(J)−1)], I] = [Lie(J)0, I] ⊆ I and by com-
mutativity (I, J, J) ⊆ I. This shows that I is a non-zero K-ideal of J, hence I = J. The
fact that finite-dimensionality and linearly-compactness are preserved follows from
the fact that Lie(J) is a subalgebra ofW(J), cf. [11].

(d) If J, J ′ are isomorphic ε-sJTS and φ : J → J ′ is an isomorphism then Φ :

Lie(J) → Lie(J ′), with Φ(x) = φ(x) , Φ(Lx,y) = Lφ(x),φ(y) , Φ(ϕx) = ϕφ(x) , is an iso-
morphism of pairs.
On the other hand, if Φ is an isomorphism of pairs Φ : Lie(J) → Lie(J ′), then
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the restriction of Φ|J := φ : J → J ′ ( Φ is grade preserving and even) is an iso-
morphism of ε-sJTS. In fact φ((x,y, z)J) = φ([[x,σ(y)], z]) = [[φ(x),φ(σ(y))],φ(z)] =

[[φ(x),σ ′(φ(y))],φ(z)] = (φ(x),φ(y),φ(z))J ′ .

4.2 TKK construction for KTS

Proposition 4.12. Let (g,σ) be a pair consisting of a 5-graded Lie algebra g with grade-
reversing involution σ. Then K(g,σ) := g−1 with triple product

(x,y, z) = [ [x,σ(y)], z ]

is a KTS.

Proof. Let K = K(g,σ). The proof that K satisfies the principal identity (2.1) is the
same as the one for Proposition 4.7 with elements only in g 0̄.

Notice that in K we have the following relation

Kx,y(z) = (x, z,y) − (y, z, x) = [[x,σ(z)],y] − [[y,σ(z)], x]

= [[x,σ(z)],y] + [x, [y,σ(z)]]

= [[x,y],σ(z)] .

As a consequence we get

KKu,v(x),y(z) = [[[[u, v],σ(x)],y],σ(z)] = [[[u, v], [σ(x),y]],σ(z)] + [[[[u, v],y],σ(x)],σ(z)]

= [[[u, v], [σ(x),y]],σ(z)] = [[u, [v, [σ(x),y]]],σ(z)] + [[[u, [σ(x),y]], v],σ(z)]

= −[[[[y,σ(x)], v],u],σ(z)] + [[[[y,σ(x)],u], v],σ(z)]

= K(y,x,u),v(z) − K(y,x,v),u(z) .

Remark 4.13. As for ε-sJTS, if (g,σ) and (g ′,σ ′) are pairs consisting of 5-graded Lie
algebras with grade-reversing involution K(g,σ) ∼= K(g ′,σ ′) if and only if there exists
a grade-preserving isomorphism φ : g→ g such that φ ◦ g = g ′ ◦ φ.

We recall that the maximal transitive prolongation (in the sense of N. Tanaka) of a
negatively graded fundamental Lie algebram =

⊕
i<0 mi of finite depth is aZ-graded

Lie algebra
g∞ =

⊕
i∈Z

g∞i (4.6)

such that:
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(i) g∞− = m as Z-graded Lie algebras;

(ii) g∞ is transitive;

(iii) g∞ is maximal with these properties, i.e., if g is another Z-graded Lie algebra
which satisfies (i) and (ii), then g ⊂ g∞ as a Z-graded subalgebra.

The existence and uniqueness of g∞ is proved in [54] (the proof is for finite-
dimensional Lie algebras but it extends verbatim to the infinite-dimensional case).

The maximal transitive prolongation (4.6) can be described as follows. First g∞0 =

der0(m) is the Lie algebra of all 0-degree derivations of m and [D, x] := Dx for all
D ∈ g∞0 and x ∈ m. The spaces g∞i for all i > 0 are defined inductively: the component

g∞i =
{
D : m→ (m⊕ g∞0 ⊕ · · · ⊕ g∞i−1) s.t. (i) D[x,y] = [Dx,y] + [y,Dx] , ∀ x,y ∈ m

(ii) D(mq) ⊂ g∞j+i for all j < 0
}

(4.7)

is the space of i-degree derivations of m with values in the m-module m⊕ g∞0 ⊕ · · · ⊕
g∞i−1. Again [D, x] := Dx, for all D ∈ g∞i , i > 0, and x ∈ m. The brackets between non-
negative elements of (4.6) are determined uniquely by transitivity; for more details
and their explicit expression, we refer to the original source [54, §5].

In the infinite-dimensional linearly compact case the prolongation can be con-
structed in complete analogy, provided we take continuous derivations.

We shall now associate to a centerless Kantor triple system V , a 5-graded Lie
algebra

g = Lie(V) = g−2 ⊕ · · · ⊕ g2

with an involution σ : g→ g such that K(g,σ) = V .
We start with the negatively graded m = m−2 ⊕m−1 defined by

m−1 = V , m−2 = 〈Kx,y | x,y ∈ V〉 , (4.8)

where the only non-trivial bracket is [x,y] = Kx,y, for all x,y ∈ m−1 (if V is a Jordan
triple system, then m−2 = 0 and m = m−1 is trivially fundamental). The Lie algebra
g = g−2 ⊕ · · · ⊕ g2 we are interested is a subalgebra of the maximal prolongation g∞
of m.

We set gi = 0 for all |i| > 2, gi = mi for i = −1,−2, introduce linear maps Lx,y :

m→ m, ϕx : m→ m−1 ⊕ g∞0 and Dx,y : m→ g∞0 ⊕ g∞1 given by

[Lx,y, z] = (x,y, z) , [ϕx, z] = Lz,x , [Dx,y, z] = −ϕKx,y(z) ,

[Lx,y,Ku,v] = KKu,v(y),x , [ϕx,Ku,v] = Ku,v(x) , [Dx,y,Ku,v] = LKu,v(y)x − LKu,v(x)y ,

(4.9)
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where u, v, x,y, z ∈ V . Here g0 = 〈Lx,y | x,y ∈ V〉, g1 = 〈ϕx | x ∈ V〉 and
g2 = 〈Dx,y | x,y ∈ V〉.

Proposition 4.14. The vector space g = g−2 ⊕ · · · ⊕ g2 defined above is a fundamental
transitive subalgebra of g∞. It is finite-dimensional (resp. linearly compact) if and only if V
is finite-dimensional (resp. linearly compact).

Proof. By axiom (ii) of Definition 1.2, we have

[Lx,y, [u, v]] = [Lx,y,Ku,v] = KKu,v(y)x = K(x,y,u),v − K(x,y,v),u

= [[Lx,y,u], v] + [u, [Lx,y, v]] ,

hence Lx,y ∈ g∞0 . We also note that, by axiom (i) of Definition 1.2,

[[Lu,v,Lx,y], z] = [Lu,v, (x,y, z)] − [Lx,y, (u, v, z)] = (u, v, (x,y, z)) − (x,y, (u, v, z))

= ((u, v, x),y, z) − (x, (v,u,y), z) = [L(u,v,x),y − Lx,(v,u,y), z]

for all z ∈ V , hence, by transitivity,

[Lu,v,Lx,y] = L(u,v,x),y − Lx,(v,u,y) , (4.10)

for all u, v, x,y ∈ V and g0 is a subalgebra of g∞0 . In a similar way

[ϕx, [u, v]] = [ϕx,Ku,v] = Ku,v(x) = (u, x, v) − (v, x,u)

= [[ϕx,u], v] + [u, [ϕx, v]]

and ϕx ∈ g∞1 ; we note that the inclusion [g1, g−2] ⊂ g−1 and the equality [g1, g−1] = g0

hold by construction. Furthermore

[[Lu,v,ϕx], z] = [Lu,v,Lz,x] − [ϕx, (u, v, z)] = L(u,v,z),x − Lz,(v,u,x) − L(u,v,z),x

= −Lz,(v,u,x) = −[ϕ(v,u,x), z]

for all z ∈ V , hence
[Lu,v,ϕx] = −ϕ(v,u,x) , (4.11)

for all u, v, x ∈ V and [g1, g0] ⊂ g1 as well.
To prove Dx,y ∈ g∞2 , it is first convenient to observe that [ϕx,ϕy] ∈ g∞2 and then

compute

[[ϕx,ϕy], z] = [ϕx, [ϕy, z]] + [[ϕx, z],ϕy] = [ϕx,Lz,y] + [Lz,x,ϕy]

= ϕy,z,x −ϕx,z,y = −ϕKx,y(z)
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and

[[ϕx,ϕy],Ku,v] = [ϕx, [ϕy,Ku,v]] + [[ϕx,Ku,v],ϕy] = [ϕx,Ku,v(y)] + [Ku,v(x),ϕy]

= LKu,v(y),x − LKu,v(x),y ,

where u, v, x,y, z ∈ V . In other words

[ϕx,ϕy] = Dx,y , (4.12)

hence Dx,y ∈ g∞2 and [g1, g1] = g2. We also note that

[Lu,v,Dx,y] = [Lu,v, [ϕx,ϕy]] = [[Lu,v,ϕx],ϕy] + [ϕx, [Lu,v,ϕy]]

= −[ϕ(v,u,x),ϕy] − [ϕx,ϕ(v,u,y)] = −D(v,u,x),y −Dx,(v,u,y)

(4.13)

for all u, v, x,y ∈ V ; in particular [g0, g2] ⊂ g2.
Finally, we consider [ϕu,Dx,y] ∈ g∞3 and compute

[[ϕu,Dx,y], z] = [ϕu, [Dx,y, z]] + [[ϕu, z],Dx,y] = [ϕKx,y(z),ϕu] + [Lz,u,Dx,y]

= DKx,y(z),u −D(u,z,x),y −Dx,(u,z,y) ,

for all u, x,y, z ∈ V . Applying both sides to v ∈ V immediately yields
[[[ϕu,Dx,y], z], v] = ϕw, where

w = −KKx,y(z),u(v) + K(u,z,x),y(v) − K(u,z,y),x(v)

= 0 ,

by axiom (ii) of Definition 1.2. In summary [ϕu,Dx,y] = 0 by a repeated applica-
tion of transitivity, [g1, g2] = 0 and [g2, g2] = [g2, [g1, g1]] = 0. The first claim of the
proposition is proved.

The second claim is straightforward. We only note here that if V is linearly com-
pact then g is linearly compact too. This can be shown by the same arguments as
[12, Lemma 2.1].

Now we define σ : g→ g by

σ(Kx,y) = Dx,y , σ(x) = −ϕx ,

σ(Lx,y) = −Ly,x and

σ(ϕx) = −x , σ(Dx,y) = Kx,y ,

(4.14)

where x,y ∈ V . It can be easily checked that it is a well defined map as the center of
V is zero; using (4.8)-(4.9) one gets the following.
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Lemma 4.15. σ is a grade reversing involution of g.

Proposition 4.16. Two centerless KTS, V,V ′ are isomorphic if and only if Lie(V) and
Lie(V ′), with their relative grade-reversing involutions, are isomorphic pairs.

Proof. It is proved with the same arguments used in Theorem 4.11.



Chapter 5

Z-graded Lie algebras and
grade-reversing involutions

In this chapter we study the Z-gradings of simple Lie algebras and their grade-
reversing involutions. This will allow us to obtain the classification of KTS and will
also be used in the classification of ε-sJTS.

5.1 Preliminaries on real and complex Z-graded Lie al-
gebras

We recall the following relevant result, see e.g. [55, Lemma 1.5].

Proposition 5.1. A finite-dimensional simple Z-graded Lie algebra g =
⊕
p∈Z gp over F

(F = C or F = R) always admits a grade-reversing Cartan involution.

In other words, there exists a grade-reversing involution θ : g → g such that the
form

Bθ(x,y) = −B(x, θy) , x,y ∈ g , (5.1)

is positive-definite symmetric (F = R) or positive-definite Hermitian (F = C), where
B is the Killing form of g. Note that θ : g → g is antilinear when F = C — for
uniformity of exposition in this section, we will still refer to any R-linear involutive
automorphism of a complex Lie algebra as an “involution”.

Due to the results of Section 4.2, our interest is in a related but slightly different
problem, i.e., classifying grade-reversing C-linear involutions of Z-graded complex
simple Lie algebras, up to zero-degree automorphisms. We will shortly see that the
solution of this problem is tightly related to suitable real forms of complex Lie al-
gebras.

33



34 5. Z-graded Lie algebras and grade-reversing involutions

We begin with an auxiliary result – the Z-graded counterpart of a known fact in
the classification of real forms. Here and in the following section, we denote by (g,σ)

a pair consisting of a (finite-dimensional) Z-graded simple Lie algebra g =
⊕
p∈Z gp

over F = R or C and a grade-reversing involution σ : g → g. We let G0 be the
connected component of the group of inner automorphisms of g of degree zero.

Proposition 5.2. For any pair (g,σ) and a grade-reversing Cartan involution θ : g → g,
there exists φ ∈ G0 such that φ ◦ θ ◦ φ−1 commutes with σ.

This result is proved in a similar way as in [34, Lemma 6.15, Theorem 6.16] and
we omit details for the sake of brevity. The following corollary is proved as in [34,
Corollary 6.19].

Corollary 5.3. Any two grade-reversing Cartan involutions of a simple g =
⊕
p∈Z gp are

conjugate by some φ ∈ G0.

5.2 Grade-reversing involutions and aligned pairs

We now introduce the main source of grade-reversing C-linear involutions on
complex simple Lie algebras. Let

go =
⊕
p∈Z

gop (5.2)

be a real absolutely simple Z-graded Lie algebra and θ : go → go a grade-reversing
Cartan involution. The complexification g of go is a simple Z-graded Lie algebra
g =

⊕
p∈Z gp and the C-linear extension of θ a grade-reversing involution σ : g→ g.

Definition 5.4. The pair (g,σ) is the (complexified) pair aligned to go and θ.

Definition 5.5. Two aligned pairs (g,σ) and (g ′,σ ′) are isomorphic if there is a zero-
degree Lie algebra isomorphism φ : g→ g ′ such that φ ◦ σ = σ ′ ◦ φ.

Proposition 5.7 below says that the isomorphism class of an aligned pair does
not depend on the choice of the Cartan involution but only on the real Lie algebra.
To prove that, we first need a technical but useful result.

Lemma 5.6. Let go and g̃o be Z-graded real forms of a Z-graded simple complex Lie algebra
g. If the grade-reversing Cartan involutions

θ : go → go , θ̃ : g̃o → g̃o , (5.3)

have equal C-linear extensions σ, σ̃ : g → g then go and g̃o are isomorphic as Z-graded Lie
algebras.
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Proof. Let go = k⊕ p and g̃o = k̃⊕ p̃ be the Cartan decompositions associated to (5.3).
In other words, the real forms uo = k⊕ ip and ũo = k̃⊕ ip̃ are compact and

ϑgo = ϑuo ◦ σ = σ ◦ ϑuo ,

ϑg̃o = ϑũo ◦ σ̃ = σ̃ ◦ ϑũo ,
(5.4)

where ϑgo , . . . , ϑũo are the antilinear involutions of g associated to the real forms
go, . . . , ũo. It follows that ϑuo and ϑũo are grade-reversing Cartan involutions of g

and ϑũo = φ ◦ϑuo ◦φ−1 for some zero-degree automorphism φ of g, by Corollary 5.3.
We replace g̃o with the isomorphic Z-graded real Lie algebra

ĝo := φ−1(g̃o)

with grade-reversing Cartan involution θ̂ = φ−1◦ θ̃◦φ : ĝo → ĝo. By construction the
compact real form ûo = φ−1(ũo) coincides with uo and it is therefore stable under the
action of both σ and the C-linear extension σ̂ of θ̂. We also note that σ̂ = φ−1 ◦ σ̃◦φ =

φ−1 ◦ σ ◦ φ, where the last identity follows from our hypothesis σ̃ = σ.
The Lie algebra g0 = Lie(G0) of the connected component G0 of the group of

zero-degree inner automorphisms of g decomposes into

g0 = (g0 ∩ uo)⊕ (g0 ∩ iuo) ,

as ϑuo(g0) = g0. We denote by U the analytic subgroup of G0 with Lie algebra
Lie(U) = g0 ∩ uo and note that the mapping

Φ : (g0 ∩ iuo)×U→ G0 , Φ(X,u) = (expX)u ,

where X ∈ g0 ∩ iuo, u ∈ U, is a diffeomorphism, cf. [24, Theorem 1.1, p. 252] and
[34, Theorem 6.31]. In particular φ−1 = p ◦ u, for some u ∈ U and an element
p ∈ exp(g0 ∩ iuo) which commutes with u ◦ σ ◦ u−1, cf. a standard argument in the
proof of [24, Proposition 1.4, p. 442]. It follows that

σ̂ = u ◦ σ ◦ u−1

and u|go : go → ĝo is the required isomorphism of Z-graded real Lie algebras.

We now deal with the isomorphism classes of aligned pairs.

Proposition 5.7. Let (g = go⊗C,σ) and (g ′ = g ′o⊗C,σ ′) be aligned pairs with underlying
real Lie algebras

go =
⊕
p∈Z

gop , g ′o =
⊕
p∈Z

g ′op . (5.5)

Then (g,σ) and (g ′,σ ′) are isomorphic if and only if go and g ′o are isomorphic as Z-graded
Lie algebras.
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Proof. (⇐=) If theZ-graded real Lie algebras go and g ′o are isomorphic, then, without
any loss of generality, we may assume that they coincide. Hence σ,σ ′ : g → g are
the C-linear extensions of grade-reversing Cartan involutions θ, θ ′ : go → go and,
by Corollary 5.3, there exists a zero-degree automorphism ψ : go → go such that
ψ ◦ θ = θ ′ ◦ψ. The C-linear extension φ : g→ g of ψ is the required isomorphism of
aligned pairs.

(=⇒) Let φ : g → g ′ be a zero-degree Lie algebra isomorphism such that φ ◦ σ =

σ ′ ◦ φ. We replace g ′o by the isomorphic Z-graded real Lie algebra g̃o := φ−1(g ′o)

with grade-reversing Cartan involution θ̃ = φ−1 ◦ θ ′ ◦ φ|g̃o : g̃o → g̃o. The C-linear
extension of θ̃ is σ = φ−1 ◦σ ′ ◦φ : g→ g, hence Lemma 5.6 applies and go and g̃o are
isomorphic.

In summary, we have proved most of the following.

Theorem 5.8. Let (g,σ) be a pair consisting of a Z-graded simple complex Lie algebra
g =

⊕
p∈Z gp and a grade-reversing involution σ : g → g. Then (g,σ) is the aligned pair

associated to a Z-graded real form go =
⊕
p∈Z g

o
p of g. Isomorphic pairs correspond exactly

to isomorphic Z-graded real forms.

Proof. In view of Proposition 5.7, it remains only to show that (g,σ) is an aligned
pair. By Proposition 5.2, there exists a grade-reversing Cartan involution ϑ : g → g

which commutes with σ, we denote by uo the associated compact real form of g. We
note that σ(uo) = uo and let uo = k⊕ ip be the ±1-eigenspace decomposition of σ|uo .

Let go = k⊕ p be the real form of g with Cartan involution θ = σ|go : g
o → go and

E the grading element of g, that is, the unique element E ∈ g satisfying [E, x] = px for
all x ∈ gp. We have

σE = −E =⇒ E ∈ p⊕ ip,

ϑE = −E =⇒ E ∈ ik⊕ p,

hence E ∈ p ⊂ go. It follows that go is a Z-graded real form of g and σ is the C-linear
extension of the grade-reversing Cartan involution θ : go → go.

5.3 Classification of finite-dimensional Kantor triple sys-
tems

In this section, we describe all fundamental 5-gradings g = g−2⊕· · ·⊕g2 of finite-
dimensional complex simple Lie algebras and their real forms. When dim g±2 = 1,
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such gradings are usually called of contact type; in the general case we call them
admissible. Admissible real gradings are in one-to-one correspondence with finite-
dimensional K-simple complex KTS, cf. Theorems 4.14, 4.16, 5.8.

We first recall the description of Z-gradings of complex simple Lie algebras (see
e.g. [46]). Let g be a complex simple Lie algebra. Fix a Cartan subalgebra h ⊂ g,
denote by ∆ = ∆(g, h) the root system and by

gα =
{
X ∈ g | [H,X] = α(H)X for all H ∈ h

}
the associated root space of α ∈ ∆. Let hR ⊂ h be the real subspace where all the
roots are real valued; any element λ ∈ (h∗R)

∗ ' hR with λ(α) ∈ Z for all α ∈ ∆ defines
a Z-grading g =

⊕
p∈Z

gp on g by setting:

g0 = h⊕
⊕
α∈∆
λ(α)=0

gα , gp =
⊕
α∈∆
λ(α)=p

gα , for all p ∈ Z×,

and all possible gradings of g are of this form, for some choice of h and λ. We refer
to λ(α) as the degree of the root α.

There exists a set of positive roots ∆+ ⊂ ∆ such that λ is dominant, i.e., λ(α) > 0

for all α ∈ ∆+. Let Π = {α1, . . . ,α`} be the set of positive simple roots, which we
identify with the nodes of the Dynkin diagram. The depth of g is the degree d =

λ(αmax) of the maximal root αmax =
∑`
i=1miαi. A grading is fundamental if and only

if λ(α) ∈ {0, 1} for all simple roots α ∈ Π. Fundamental gradings on g are denoted by
marking with a cross the nodes of the Dynkin diagram of g corresponding to simple
roots αwith λ(α) = 1.

The previous arguments prove to the following result:

Proposition 5.9. There exists a bijection between isomorphic simple Lie algebras with a
fundamental (2k+ 1)-grading and Dynkin diagrams with marked nodes. In particular

(i) 3-gradings correspond to Dynkin diagrams with one marked node αi with label 1;

(ii) 5-gradings correspond to Dynkin diagrams with either one marked node αi with label
2 or two marked nodes αi,αj with label 1.

The Lie subalgebra g0 is reductive; the Dynkin diagram of its semisimple ideal
is obtained from the Dynkin diagram of g by removing all crossed nodes, and any
line issuing from them.

We now recall the description of Z-gradings of real simple Lie algebras, cf. [18].
Let go be a real simple Lie algebra. Fix a Cartan decomposition go = k⊕p, a maximal
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abelian subspace h◦ ⊂ p and a maximal torus h• in the centralizer of h◦ in k. Then
ho = h• ⊕ h◦ is a maximally noncompact Cartan subalgebra of go.

Denote by ∆ = ∆(g, h) the root system of g = go ⊗ C with respect to h = ho ⊗ C
and by hR = ih• ⊕ h◦ ⊂ h the real subspace where all the roots have real values.
Conjugation ϑ : g −→ g of g with respect to the real form go leaves h invariant and
induces an involution α 7→ ᾱ on h∗R, transforming roots into roots. We say that a root
α is compact if ᾱ = −α and denote by ∆• the set of compact roots. There exists a
set of positive roots ∆+ ⊂ ∆, with corresponding system of simple roots Π, and an
involutive automorphism ε : Π→ Π of the Dynkin diagram of g such that ᾱ = −α for
all α ∈ Π ∩ ∆•, ε(Π \ ∆•) ⊆ Π \ ∆• and

ᾱ = ε(α) +
∑

β∈Π∩∆•

bα,ββ for all α ∈ Π \ ∆• .

The Satake diagram of go is the Dynkin diagram of g with the following additional
data:

1. nodes in Π ∩ ∆• are painted black;

2. if α ∈ Π \ ∆• and ε(α) 6= α then α and ε(α) are joined by a curved arrow.

A list of Satake diagrams can be found in e.g. [46].
Let λ ∈ (h∗R)

∗ ' hR be an element such that the induced grading on g is funda-
mental. Then the grading on g induces a grading on go if and only if λ̄ = λ [18,
Theorem 3], or equivalently the following two conditions on the set
Φ =

{
α ∈ Π | λ(α) = 1

}
are satisfied:

1) Φ ∩ ∆• = ∅ ; 2) if α ∈ Φ then ε(α) ∈ Φ .

There exists a bijection from the isomorphism classes of fundamental Z-gradings
of real simple Lie algebras and the isomorphism classes of marked Satake diagrams.
In the real case too, the Lie subalgebra g0 is reductive and the Satake diagram of its
semisimple ideal is the Satake diagram of go with all crossed nodes and any line
issuing from them removed. A grading of go is admissible if and only if the induced
grading on g is admissible.

We have just proved the following result:

Theorem 5.10. Let g be a (2k + 1)-graded Lie algebra and let Π1 = {αi1 , . . . ,αim} be the
simple roots of degree 1. There is a bijection between grade-reversing involutions of g, up to
equivalence, and Satake diagrams for which

• the nodes corresponding to simple roots in Π1 are not black;
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• if α ∈ Π1 and there is an arrow between α and β, then β ∈ Π1.

When in the situation of the previous proposition we will call the grade-reversing
involution with the name of the real form corresponding to the Satake diagram. The
list of Satake diagrams can be found in [47].

To better fix the ideas we give an explicit example .

Example 5.11. Let g = so(7,C). The Dynkin diagram of g is
1 2 2

. By Propos-
ition 5.9 the following (2k+ 1)-gradings are defined on g:

k = 1 ×
1 2 2

k = 2
1

×
2 2 1 2

×
2

The Satake diagrams corresponding to the real forms of g are

so(1, 6) so(2, 5) so(3, 4)
1 2 2 1 2 2 1 2 2

By Proposition 5.10 we can conclude that the 3-grading of g has 3 non-equivalent
grade-reversing involutions corresponding to the real forms so(p, 7 − p), p = 1, 2, 3

while the 5-grading of g given by marking the second node (resp. third node), has
the 2 involutions corresponding to so(2, 5) and so(3, 4) (resp. the involution corres-
ponding to so(3, 4)).

Theorem 5.10 and a simple computation using the tables of Satake diagrams
gives the enumeration of the finite-dimensional KTS with given Tits-Kantor-Koecher
Lie algebra.

Corollary 5.12. Let g be a complex simple Lie algebra. Then the numberK(g) of the K-simple
KTS up to isomorphism with associated Tits-Kantor-Koecher Lie algebra g is:

(1) g = sl(`+ 1,C) with ` > 1:

- if ` = 2m+ 1 is odd with m even then K(g) = 7m2+10m
4 ;

- if ` = 2m+ 1 is odd with m odd then K(g) = 7m2+10m−1
4 ;

- if ` = 2m is even then K(g) = 3m2+m
2 ;

(2) g = so(2`+ 1,C) with ` > 2 then K(g) = `(`−1)
2 ;
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(3) g = sp(`,C) with ` > 3:

- if ` = 2m+ 1 is odd then K(g) = m2+5m
2 ;

- if ` = 2m is even then K(g) = m2+5m−4
2 ;

(4) g = so(2`,C) with ` > 4:

- if ` = 2m+ 1 is odd then K(g) = 2m2 + 2m;

- if ` = 4 then K(g) = 5;

- if ` = 2m is even with m > 2 then K(g) = 2m2 − 1;

(5) if g = G2 then K(g) = 1;

(6) if g = F4 then K(g) = 3;

(7) if g = E6 then K(g) = 8;

(8) if g = E7 then K(g) = 7;

(9) if g = E8 then K(g) = 4.

5.4 The algebra of derivations

In this section we study the Lie algebra

der(V) = {δ : V → V | δ(xyz) = ((δx)yz) + (x(δy)z) + (xy(δz))}

of derivations of a KTS V . This is an important invariant of a K-simple KTS and, as
we will shortly prove, it can easily be described a priori by means of Theorem 5.8.

In Chapter 4 we saw that isomorphisms of V correspond to those of (g,σ). It fol-
lows that der(V) consists of (the restriction to V = g−1 of) the 0-degree derivations of
g commuting with σ. If V is K-simple, then g is simple, any derivation is inner and
der(V) = {D ∈ g0 | σ(D) = D}. Now note that g0 is σ-stable reductive with the center
which is at most 2-dimensional. When the grading corresponds to a positive subal-
gebra that is maximal parabolic, the center of g0 is 1-dimensional and generated by
the grading element E. Clearly σ(E) = −E. Otherwise, the marked Dynkin diagram
of g has two crossed nodes, this happens for all admissible gradings of sl(` + 1,C),
two of so(2`,C) and one of E6.

In summary, both the center and the semisimple part gss0 = [g0, g0] of g0 decom-
pose into the direct sum of ±1-eigenspaces of σ and

der(V) = {D ∈ gss0 | σ(D) = D} ,
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possibly up to a 1-dimensional central subalgebra.
Let go be a real form of g compatible with the grading and (go0 )

ss = k0 ⊕ p0 the
Cartan decomposition of the semisimple part of go0 . The following result holds since
σ : g → g is the C-linear extension of the Cartan involution θ : go → go of go, whose
restriction

θ|(go0)ss : (g
o
0 )
ss → (go0 )

ss

to (go0 )
ss is still a Cartan involution, see e.g. [8, Lemma 1.5].

Theorem 5.13. Let V be a K-simple KTS and (g = go ⊗ C,σ) the associated aligned pair.
Then

der(V) = k0 ⊗ C

possibly up to a 1-dimensional central subalgebra.

The list of Cartan decompositions of real semisimple Lie algebras can be found
in [46]. Theorem 5.13 and an a priori identification of the algebra of derivations
as the following example shows will be crucial ingredients to classify the KTS of
exceptional type.

Example 5.14. By Corollary 5.12, there is just one KTSV with associated Tits-Kantor-
Koecher algebra g = G2. The aligned real form go is the split form with marked
Satake diagram

×

From the list of Dynkin diagrams and Satake diagrams one obtains that (go0 )ss '
sl(2,R), the maximal compact subalgebra k0 ' so(2,R), hence der(V) ' so(2,C).



Chapter 6

The classification of KTS

6.1 The classification of classical Kantor triple systems

The list, up to isomorphism, of all K-simple classical KTS over R is due to Kaneyuki
and Asano, see [29, 6]. We give here the classification over C, written accordingly to
the examples and conventions of Section 3.1.

Theorem 6.1. A K-simple KTS over C with classical Tits-Kantor-Koecher Lie algebra is
isomorphic to one of the following list:

• Ksl(r,m,n−m− r; t), n > 3, 1 6 m 6 [(n− 1)/2], 1 6 r 6 n−m− 1;

• Ksl(2r, 2m, 2(n−m− r); st), n > 3, 1 6 m 6 [(n− 1)/2], 1 6 r 6 n−m− 1;

• Ksl(n− 2m,m;k), n > 3; 1 6 m 6 [(n− 1)/2], 0 6 k 6 [(n− 2m)/2];

• Kso(n− 2m,m;k), n > 7, 2 6 m 6 [(n− 1)/2], 0 6 k 6 [(n− 2m)/2];

• Kso(2(n− 2m), 2m; JS), n > 4; 2 6 2m 6 n− 1;

• Ksp(2(n−m),m; J), n > 3, 1 6 m 6 n− 1;

• Ksp(2(n− 2m), 2m;k), n > 3, 2 6 2m 6 n− 1, 0 6 k 6 [(n− 2m)/2];

• Kar(n), n > 4 .

The ranges of natural numbers are chosen so that there are no isomorphic KTS in the above
list.

Proof. By Theorem 5.10 specialized to 5-gradings, complexification of the classical
KTS of compact type classified in [29] exactly gives the classification of all classical
KTS over C.

42
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Remark 6.2. We remark that the Lie algebras associated to the KTS Ksl(m,n, r; t),
Ksl(m,n, r; st) and Ksl(m,n;k) are all isomorphic to sl(N,C), for some N, but with
different gradings and involutions. In particular the involution is outer in the first
two cases and inner in the last one. We also point out that Lie algebras associated to
the KTS’s of type Kso, resp. Ksp, are all orthogonal, respectively, symplectic.

On the other hand, the Lie algebra associated to the triple systemKar(n) is so(2n+
2,C) with the grading given by marking the first and last node. The grade-reversing
involution is the Chevalley involution.

Remark 6.3. From the description of classical KTS in Section 3.1, there are natural
embeddings of triple systems

Kso(m,n) ⊂ Ksl(m,n) ,

Ksp(2m,n) ⊂ Ksl(2m,n) .

The system Kar(n) has a different interesting embedding, which is dealt with in the
final remark of this section.

We recall that the so-called generalized Jordan triple systems of the ν-th kind
are those systems with associated Tits-Kantor-Koecher Lie algebra that is (2ν + 1)-
graded. In particular those of the 1-st and 2-nd kind are the usual Jordan and, re-
spectively, Kantor triple systems.

An interesting phenomenon happens for some JTS. The 3-graded Lie algebras
associated to the JTS 4, 5, 11, 13 of Table III, of [29, p. 110], i.e., the orthogonal Lie
algebras with only the first node marked, are in a natural way graded subalgebras
of some sl(N,C) with a 5-grading. This gives rise to an embedding of the associated
JTS in a special KTS. In other words, simple KTS admit suitable subsystems which
are of the 1-st kind and yet simple.

A similar fact holds for Kar(n), which admits a natural embedding in a simple
generalized Jordan triple system of higher kind.

Remark 6.4. Let A =Mn2,n1(C)⊕Mn3,n2(C)⊕Mn4,n3(C) with the 3-product

x1

x2

x3



y1

y2

y3



z1

z2

z3


 =


x1y

t
1z1 + z1y

t
1x1 − y

t
2x2z1

x2y
t
2z2 + z2y

t
2x2 − z2x1y

t
1 − y

t
3x3z2

x3y
t
3z3 + z3y

t
3x3 − z3x2y

t
2

 .

It can be shown that the product satisfies only condition (i) of Definition 1.2 and
that it is a generalized JTS of the 3-rd kind. We are interested in the case

n1 = n4 = 1 , n2 = n3 = n , (6.1)
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for which the associated Tits-Kantor-Koecher Lie algebra is sl(2n + 2,C) with the
7-grading given by marking the nodes {1,n+ 1, 2n+ 1}.

Let n1, . . . ,n4 as above and consider the subspace of A given by

M =
{

x1

x2

x3

 ∈ A | x3 = −x ′1, x ′2 = −x2

}
.

The space M is a simple subsystem of A of the 2-nd kind and it is isomorphic to
Kar(n).

To see this, it is sufficient to consider the subalgebra so(2n+2,C) of anti-reflexive
matrices of sl(2n+2,C) and note that so(2n+2,C) inherits a grading from sl(2n+2,C)
that is actually a 5-grading, the one mentioned in Example 3.5. Finally, the Chevalley
involution of sl(2n + 2,C) restricts to the Chevalley involution of so(2n + 2,C) and
our claim follows.

6.2 The exceptional Kantor triple systems of extended
Poincaré type

This section relies on the so-called gradings of extended Poincaré type, see [5, The-
orem 3.1], which have been extensively investigated by third author both in the com-
plex and real case. We recall here only the facts that we need and refer to [4, 5] for
more details.

Let (U,η) be a finite-dimensional complex vector space U endowed with a non-
degenerate symmetric bilinear form η and C`(U) = C`(U)0̄ ⊕ C`(U)1̄ the associated
Clifford algebra with its natural parity decomposition. We will make use of the
notation of [38] and also of [1]; in particular, we adopt the following conventions:

• the product in C`(U) satisfies uv+ vu = −2η(u, v)1 for all u, v ∈ U.

• the symbol S denotes the complex spinor representation, i.e., an irreducible
complex C`(U)-module, and Clifford multiplication on S is denoted by “◦”.

• the cover with fiber Z4 = {±1,±i} of the orthogonal group O(U) is the Pin
group Pin(U), with covering map given by the twisted adjoint action Ãd :

Pin(U)→ O(U).

• if dimU is even, then S is so(U)-reducible and we denote by S+ and S− its irre-
ducible so(U)-submodules (the semispinor representations).
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• we identify Λ•Uwith C`(U) (as vector spaces) via the isomorphism

u1 ∧ · · ·∧ uk 7→
1

k!

∑
π∈Sk

sgn(π)uπ(1) · · ·uπ(k)

and let any α ∈ Λ•U act on S via Clifford multiplication, i.e. α ◦ s for all s ∈ S.

• we identify so(U) withΛ2U via (u∧v)(w) = η(u,w)v−η(v,w)u, where u, v,w ∈
U. We recall that the spin representation of so(U) on S is half its action as a 2-
form:

(u∧ v) · s = 1

2
(u∧ v) ◦ s

for all s ∈ S.

We will sometimes need the usual concrete realization of the representation of the
Clifford algebra on the spinor module in terms of Kronecker products of matrices.
Let us consider the 2× 2 matrices

E =

(
1 0

0 1

)
, T =

(
0 −i

i 0

)
, g1 =

(
i 0

0 −i

)
, g2 =

(
0 i

i 0

)
,

and set

α(j) =

1 if j is odd;

2 if j is even.

If dimU = 2k is even then a Clifford representation is given by the action of

C`(U) 'M2(C)⊗ · · · ⊗M2(C)︸ ︷︷ ︸
k−times

= End(S)

on S = C2 ⊗ · · · ⊗ C2︸ ︷︷ ︸
k−times

with the elements of a fixed orthonormal basis (ej)
2k
j=1 of U

realized as
ej 7→ E⊗ · · · ⊗ E⊗ gα(j) ⊗ T ⊗ · · · ⊗ T︸ ︷︷ ︸

[ j−1
2 ]−times

, (6.2)

for all j = 1, . . . , 2k. Note that the basis elements satisfy e2
j = −1 as η(ei, ej) = δij for

all i, j. It follows that the volume vol = e1 · · · e2k squares to (−1)k so that S± are the
±1-eigenspaces of the involution ik vol. In this paper, we will not need a concrete
realization for dimU odd.

Definition 6.5. [1] A nondegenerate bilinear form β : S ⊗ S → C is called admissible
if there exist τ,σ ∈ {±1} such that β(u ◦ s, t) = τβ(s,u ◦ t) and β(s, t) = σβ(t, s) for all
u ∈ U, s, t ∈ S.
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Admissible forms are automatically so(U)-equivariant. If S = S+ ⊕ S−, we also
require S+ and S− to be either isotropic or mutually orthogonal w.r.t. β (in the former
case we set ı = −1, in the latter ı = 1). The numbers (τ,σ), or (τ,σ, ı), are the invariants
associated with β.

Set m−2 = U , m−1 = S, m = m−2 ⊕ m−1. If τσ = −1 we define on m a structure of
graded Lie algebra with Lie bracket given by the so-called “Dirac current”

η([s, t],u) = β(u ◦ s, t) ,

for s, t ∈ S, u ∈ U.

Definition 6.6. Any graded Lie algebra as defined above is called an extended trans-
lation algebra.

The main result of [4, 5] is the classification of maximal transitive prolongations

g∞ =
⊕
p∈Z

gp

of extended translation algebras. The following result is also important.

Proposition 6.7. [5, Theorem 2.3] If dimU > 3 then for all p > 0 andX ∈ gp, if [X, g−2] = 0

then X = 0. In other words, elements of gp, p > 0, are uniquely determined by their action
on g−2.

6.2.1 The case g = F4

There are 3 inequivalent KTS with Tits-Kantor-Koecher pair (g = F4,σ), cf. Co-
rollary 5.12. In particular the grading of F4 with marked Dynkin diagram

×

has two grade-reversing involutions, corresponding to real forms FI and FII, cf. Table
9 of [47, p.312-317].

In this case (U,η) is 7-dimensional and S is the 8-dimensional spinor module.
(There are two such modules up to isomorphism, and they are equivalent as so(V)-
representations. We have chosen the module for which the action of the volume
element vol ∈ C`(U) is vol ◦s = s for all s ∈ S.)

More explicitly the graded components of the 5-grading of g = F4 are g0 ' so(U)⊕
CE and g±2 ' U, g±1 ' S as so(U)-modules. The negatively graded partm = g−2⊕g−1
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is an extended translation algebra w.r.t. a bilinear form β : S ⊗ S → C with the
invariants (τ,σ) = (−1, 1).

For any s ∈ S we introduce a linear map ŝ : m→ g−1 ⊕ g0 of degree 1 by

[ŝ, t] = −Γ (2)(s, t) +
1

2
β(s, t)E ,

[ŝ,u] = u ◦ s ,
(6.3)

where t ∈ S, u ∈ U and

Γ (2) : S⊗ S→ so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) .

Using Proposition 6.7 (see also [5, Lemma 2.5]) one can directly check that g1 =

〈ŝ | s ∈ S〉. Similarly we define a map û : m→ g0 ⊕ g1 of degree 2 for any u ∈ U by

[û, s] = −û ◦ s ,

[û, v] = λ(u∧ v) + µη(u, v)E ,
(6.4)

where s ∈ S, v ∈ U and where λ,µ ∈ C are constants to be determined.

Lemma 6.8. If λ = 2 and µ = −1 then û ∈ g2 for all u ∈ U.

Proof. By so(U)-equivariance and transitivity, the action of g2 on m is necessarily of
the above form for some λ,µ. We then compute

0 = [û, [s, v]] = [[û, s], v] + [s, [û, v]]

= −[û ◦ s, v] − λ[u∧ v, s] + µη(u, v)s

= (−1 +
λ

4
−
µ

2
)v ◦ u ◦ s− (

λ

4
+
µ

2
)u ◦ v ◦ s ,

for u, v ∈ U, s ∈ S. The claim follows from the fact that the two terms vanish separ-
ately.

The Lie brackets between elements of non-negative degrees are directly com-
puted using transitivity and (6.3)-(6.4). They are given by the natural structure of
Lie algebra of g0 and

[A, ŝ] = Âs , [A, û] = Âu ,

[E, ŝ] = ŝ , [E, û] = 2û , [ŝ, t̂] = [̂s, t] ,
(6.5)

where A ∈ so(U), ŝ, t̂ ∈ g1 and û ∈ g2. We give details only for the third and last
bracket. First compute

[[A, û], v] = [A, [û, v]] − [û,Av]

= 2[A,u∧ v] − [û,Av]

= 2Au∧ v− η(Au, v)E

= [Âu, v]
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and

[[ŝ, t̂],u] = [ŝ,u ◦ t] − [̂t,u ◦ s]

≡ 1

2
β(s,u ◦ t)E−

1

2
β(t,u ◦ s)E mod so(U)

≡ β(s,u ◦ t)E = −η([s, t],u)E mod so(U)

≡ [[̂s, t],u] mod so(U) ,

for allA ∈ so(U), s, t ∈ S, u, v ∈ U. The brackets follow from these identities, Propos-
ition 6.7 and the fact that the action of û on g−2 is fully determined by its component
on E, cf. (6.4).

The algebras of derivations of the two KTS on S are the complexifications of the
maximal compact subalgebras of so(7,R) and so(3, 4), respectively (see Table 9 of [47,
p.312-317] and Theorem 5.13):

der(S) ' so(7,C) for FII ,

der(S) ' so(3,C)⊕ so(4,C) for FI .

The following main result describes both triple systems in a uniform fashion.

Theorem 6.9. Let U be a 7-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and S the associated 8-dimensional spinor C`(U)-module. Let β : S⊗
S→ C be the unique (up to constant) admissible bilinear form on S and Γ (2) : S⊗S→ so(U)

the operator given by
η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U. Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 7 (i.e. with W⊥ = 0, W = U) or dimW = 3 and let I = volW ∈ C`(U)
be the volume ofW. (I acts on S as the identity if dimW = 7 and as a paracomplex structure
if dimW = 3).

Then S with the triple product

(rst) = −Γ (2)(r, I ◦ s) · t+ 1

2
β(r, I ◦ s)t , r, s, t ∈ S , (6.6)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = F4 and deriva-
tion algebra

der(S) = stabso(U)(I) =

so(U) if dimW = 7 ,

so(W)⊕ so(W⊥) if dimW = 3 .
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Proof. It is immediate to see that I ∈ Pin(U) covers the opposite of the orthogonal
reflection rW : U→ U acrossW, that is ÃdI = −rW , and that β(I ◦ s, t) = β(s, I ◦ t) for
all s, t ∈ S.

Let σ : g→ g be the grade-reversing map defined by

σ(u) = r̂Wu , σ(s) = Î ◦ s ,

σ(A) = rWArW , σ(E) = −E ,

σ(ŝ) = I ◦ s , σ(û) = rWu ,

(6.7)

where u ∈ U, s ∈ S and A ∈ so(U). Clearly σ2 = 1 and we now show that σ is a Lie
algebra morphism. First note that σ[A, s] = Î ◦As and [σ(A),σ(s)] = t̂,

t = [rWArW , I ◦ s]

= I ◦A(I ◦ I ◦ s)

= I ◦As ,

hence σ[A, s] = [σ(A),σ(s)] for all A ∈ so(U), s ∈ S. Identity σ[A, ŝ] = [σ(A),σ(ŝ)] is
analogous. Similarly σ[û, s] = −σ(û ◦ s) = −I ◦ u ◦ swhile

[σ(û),σ(s)] = −[Î ◦ s, rWu]

= −(rWu) ◦ I ◦ s = ÃdI(u) ◦ I ◦ s

= −I ◦ u ◦ s ,

proving σ[û, s] = [σ(û),σ(s)] and, in the same way, σ[u, ŝ] = [σ(u),σ(ŝ)] for all u ∈ U,
s ∈ S. The remaining identities are straightforward, except for σ[ŝ, t] = [σ(ŝ),σ(t)],
s, t ∈ S, which we now show. We have

η(σ[ŝ, t]u, v) = −η(σ(Γ (2)(s, t))u, v) + β(s, t)η(u, v)

= −η(Γ (2)(s, t)rWu, rWv) + β(s, t)η(u, v)

= −β((rWu)∧ (rWv) ◦ s, t) + β(s, t)η(u, v)

and

η([σ(ŝ),σ(t)]u, v) = −η([Î ◦ t, I ◦ s]u, v)

= +η(Γ (2)(I ◦ t, I ◦ s)u, v) + β(I ◦ t, I ◦ s)η(u, v)

= β(I ◦ u∧ v ◦ I ◦ t, s) + β(s, t)η(u, v)

= β((rWu)∧ (rWv) ◦ t, s) + β(s, t)η(u, v)

= η(σ[ŝ, t]u, v)

for all u, v ∈ U so that σ[ŝ, t] = [σ(ŝ),σ(t)].
The triple product (6.6) is the usual formula (rst) = [[r,σ(s)], t] and the rest is

clear.
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6.2.2 The case g = E6

The grading of g = E6 associated to

× ×

is of extended Poincaré type and all the 4 real forms of E6 are compatible with this
grading, leading to 4 non-isomorphic KTS with algebra of derivations equal to

der(S) ∼=


so(4,C)⊕ so(4,C) for EI ,

so(5,C)⊕ so(3,C) for EII ,

so(7,C) for EIII ,

so(8,C) for EIV ,

(6.8)

possibly up to a 1-dimensional center. We note that this is the unique 5-grading
of a simple exceptional Lie algebra whose associated parabolic subalgebra is not
maximal. The fact that the center of g0 is 2-dimensional makes our previous (and
usual) approach to describe KTS practically inconvenient. In this subsection, we will
use another approach and exploit the root space decomposition of E6 to describe the
KTS associated to EIV . The remaining products will be reduced to this case by a
direct argument.

Let U be an 8-dimensional complex vector space, η a non-degenerate symmetric
bilinear form on U and S = S+ ⊕ S− the spinor module, where each semispinor
representation S± is 8-dimensional. Let E be the grading element and F the operator
acting as the volume vol ∈ C`(U) on S and trivially on U. It clearly commutes with
E and so(U). The grading of g = E6 is then given by

g±1 = S , g0 = so(U)⊕ CE⊕ CF , g±2 = U .

We shall fix an isotropic decomposition of U = W ⊕W∗ and consider the natural
so(U)-equivariant isomorphisms S+ ∼= ΛevenW∗ and S− ∼= ΛoddW∗. With these con-
ventions, the action of the Clifford algebra on S reads as

w ◦ α = −2ıwα ,

w∗ ◦ α = w∗ ∧ α ,
(6.9)

for allw ∈W,w∗ ∈W∗ and α ∈ S. There is an admissible bilinear form on S with the
invariants (τ,σ, ı) = (+,+,+); to avoid confusion with the elements of S we simply
denote it by

α • β = (−1)[
1
2 (deg(α)+1)]iω(α∧ β) ,
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where α,β ∈ S, [·] is the ”ceiling” of a rational number, i.e., its upper integer part,
deg(α) the degree of α as a differential form and ω ∈ Λ4W a fixed volume.

We depart with the KTS of type EIV. Throughout the section, we denote the unit
constant in S by 1 and consider a basis ( ∂

∂x1 , . . . , ∂
∂x4 ) ofW, with associated dual basis

(dx1, . . . ,dx4) ofW∗ and induced Hodge star operator ? : S→ S.

Theorem 6.10. LetU be an 8-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and fix an isotropic decomposition U =W⊕W∗. Then the associated
16-dimensional spinor representation S ∼= Λ•W∗ is a K-simple Kantor triple system with the
triple product given by

(S±, S∓,S) = 0 ,

(1,dx1234,dxi) = (dx1234,1,dxjkl) = (dxjkl,dxi,dx1234) = (dxi,dxjkl,1) = 0 ,
(6.10)

and, for all other homogeneous differential forms, by

(α,β,γ) =



(α • β)γ+ (β • γ)α− (α • γ)β if α,β,γ ∈ S±

(−1)[
1
2 (deg(α)+2)] ? (?(α∧ γ)∧ ?β) if α,β ∈ S±, γ ∈ S∓,

deg(α) + deg(γ) 6 4,

(−1)[
1
2 (deg(α)+1)] ? (?α∧ ?γ)∧ β if α,β ∈ S±, γ ∈ S∓,

deg(α) + deg(γ) > 4.

(6.11)

The product is so(U)-equivariant and its associated Tits-Kantor-Koecher Lie algebra is E6.

Proof. Identities (i) and (ii) of Definition 1.2 can be checked by tedious but straight-
forward computations, using the root space decomposition of E6 and so(U)-
equivariance of (6.10)-(6.11). We here simply record that so(U) is generated by the
two abelian parabolic subalgebras which exchangeW andW∗ so that so(U)-equivariance
follows from the equivariance under the action of these subalgebras. The latter can
be directly checked using (6.9).

To proceed further, we first note that any KTS of type EI, EII, EIII is a modification,
in Asano’s sense [6], of the KTS of type EIV . In other words, we consider new triple
products of the form

(α,β,γ)Φ = (α,Φ(β),γ) , (6.12)

where the product on the r.h.s. is the EIV product described in Theorem 6.10 and
Φ : S→ S an involutive automorphism of it. It is known that a modification of a KTS
is still a KTS.
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Note that Φ has to be der(S)-equivariant, where der(S) is detailed in (6.8) for all
cases. Furthermore, since any endomorphism of S is realized by the action of some
element in the Clifford algebra, we are led to consider der(S)-equivariant elements
in C`(U), which are also involutive automorphisms of the triple product of type EIV.

We introduce the required maps

Φ(α) =



?̃α for EI ,

i(dx1 ∧ (?̃α) − ı ∂
∂x1

(?̃α)) for EII ,

i(dx1 ∧ α− ı ∂
∂x1

α) for EIII ,

(6.13)

where ?̃ is the modified Hodge star operator given by ?̃α = ε(α) ? αwith ε(α) = −α

when deg(α) = 1, 2 and ε(α) = αwhen deg(α) = 0, 3, 4. It is easy to see that any Φ is
the volume, up to some constant, of a non-degenerate subspace of U of appropriate
dimension and hence realized as the action of an involutive and der(S)-equivariant
element of the Pin group. As an aside, we note that conjugation by Φ in case EIII
is nothing but the outer automorphism of so(U) associated to the symmetry of the
Dynkin diagram exchanging S+ and S−.

Theorem 6.11. LetU be an 8-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and fix an isotropic decomposition U =W⊕W∗. Then the associated
16-dimensional spinor representation S ∼= Λ•W∗ is a K-simple Kantor triple system with the
modification

(α,β,γ)Φ = (α,Φ(β),γ) , α,β,γ ∈ S , (6.14)

of the triple product described in Theorem 6.10 by any of the three endomorphisms (6.13) of
S. Each product is der(S)-equivariant, see (6.8), and its associated Tits-Kantor-Koecher Lie
algebra is E6.

Proof. The KTS described in Theorem 6.10 is so(U)-equivariant, hence equivariant
under the action of the connected component of the identity of Pin(U). It immedi-
ately follows that the map Φ in case EI is an automorphism of the KTS. A similar
statement is directly checked for EIII and, consequently, for EII too. Hence, general
properties of modifications apply.

6.2.3 The case g = E7
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The grading

×

of g = E7 is of extended Poincaré type. Let (U,η) be a 10-dimensional complex
vector space with a non-degenerate symmetric bilinear form and S = S+ ⊕ S− the
decomposition into semispinors of the 32-dimensional spinor so(U)-module S. We
have g0 ' so(U)⊕ sl(2,C)⊕ CE, where E is the grading element, and

g−1 = S+ � C2, g1 = S− � C2 ,

g−2 = U , g2 = U ,

with their natural structure of g0-modules. There are 3 compatible real forms EV ,
EVI, EVII, and the derivation algebras of the corresponding triple systems are re-
spectively given by so(5,C) ⊕ so(5,C) ⊕ so(2,C), so(3,C) ⊕ so(7,C) ⊕ sl(2,C) and
so(9,C)⊕ so(2,C).

We recall that in our convention (6.2) the Clifford algebra C`(U) acts on

S = C2 ⊗ · · · ⊗ C2︸ ︷︷ ︸
k−times

, k = 5 ,

and that S± are the ±1-eigenspaces of the involution i vol = T ⊗ · · · ⊗ T . There is a
unique (up to constant) admissible bilinear form β : S⊗ S→ C on S with invariants
(τ,σ, ı) = (−1,−1,−1). It is given by

β(x1 ⊗ · · · ⊗ x5,y1 ⊗ · · · ⊗ y5) = ω(x1,y1) < x2,y2 > · · ·ω(x5,y5) , (6.15)

where < −,− > (resp. ω) is the standard C-linear product (resp. symplectic form)
on C2 and xi,yi ∈ C2, i = 1, . . . , 5. We note that semispinors S± are isotropic and
(S±)∗ ' S∓.

We consider so(U)-equivariant operators

Γ : S⊗ S→ U ,

η(Γ(s, t),u) = β(u ◦ s, t) ,
(6.16)

and
Γ (2) : S⊗ S→ so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,
(6.17)

where s, t ∈ S, u, v ∈ U. They are symmetric and satisfy Γ(S±, S∓) = Γ (2)(S±,S±) = 0.

The structure of graded Lie algebra on m = g−2 ⊕ g−1 is a mild variation of the
usual Dirac current:

[s⊗ c, t⊗ d] = Γ(s, t)ω(c,d) ,
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where s, t ∈ S+, c,d ∈ C2. The Lie algebra g0 acts naturally on m by 0-degree deriva-
tions and we now in turn describe g1 and g2. The general form of the adjoint action
on m of positive degree elements of g is constrained due to g0-equivariance: for any
r ∈ S−, c ∈ C2 and u ∈ U, we have that r⊗ c ∈ g1 and û ∈ g2 act as

[r⊗ c, t⊗ d] = c1 Γ
(2)(r, t)ω(c,d)︸ ︷︷ ︸
element of so(U)

+ c2 β(r, t)ω(c,d)E︸ ︷︷ ︸
element of CE

+ c3β(r, t)c� d︸ ︷︷ ︸
element of sl(2,C)

,

[r⊗ c, v] = v ◦ r⊗ c ,

(6.18)

and respectively

[û, t⊗ d] = −u ◦ t⊗ d ,

[û, v] = c4 u∧ v︸ ︷︷ ︸
element of so(U)

+ c5 η(u, v)E︸ ︷︷ ︸
element of CE

, (6.19)

for all t ∈ S+, d ∈ C2 and v ∈ U. The values of the constants c1, . . . , c5 are now
determined.

Proposition 6.12. c1 = −1, c2 = 1
2 , c3 = −1 and c4 = 2, c5 = −1.

Proof. We let r ∈ S−, t ∈ S+, u ∈ U, c,d ∈ C2 as above and depart with

0 = [r⊗ c, [t⊗ d,u]]

= [[r⊗ c, t⊗ d],u] + [t⊗ d, [r⊗ c,u]]

= ω(c,d)(c1Γ
(2)(r, t)u− 2c2β(r, t)u− Γ(t,u ◦ r)) .

Abstracting ω(c,d) and taking the inner product with any v ∈ U yields

0 = c1β(u∧ v ◦ r, t) − 2c2β(r, t)η(u, v) + β(u ◦ v ◦ t, r)

= (c1 + 1)β(u∧ v ◦ r, t) + (−2c2 + 1)β(r, t)η(u, v) ,

where we usedu◦v = u∧v−η(u, v). Since S+ ' (S−)∗ and End(S−) ' Λ4U⊕Λ2U⊕Λ0U

acts faithfully on S−, the two terms vanish separately and the values of c1 and c2

follow.
The proof of c3 = −1 relies on the explicit realization (6.2) of the Clifford algebra.

Let r ∈ S−, t ∈ S+ and choose c,d ∈ C2 satisfying ω(c,d) = 1, then

[r⊗ d, [t⊗ c, t⊗ d]] = Γ(t, t) ◦ r⊗ d

and

[r⊗ d, [t⊗ c, t⊗ d]] = [[r⊗ d, t⊗ c], t⊗ d] + [t⊗ c, [r⊗ d, t⊗ d]]

= −c1Γ
(2)(r, t) · t⊗ d+ c2β(r, t)t⊗ d+ 3c3β(r, t)t⊗ d .
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Abstracting d, substituting the values of c1 and c2 already determined and rearran-
ging terms, we are left with the Fierz-like identity

Γ(t, t) ◦ r = Γ (2)(r, t) · t+ β(r, t)(1
2 + 3c3)t . (6.20)

We now choose suitable spinors

t =

(
1

+i

)⊗5

, r =

(
1

−i

)⊗5

and use (6.2) and (6.15) to get β(r, t) = 32i and Γ(t, t) = 0. A similar but longer
computation says that

Γ (2)(r, t) = −
1

2

∑
l,m

β(r, el ∧ em ◦ t)el ∧ em

= −
∑
l odd

β(r, el ∧ el+1 ◦ t)el ∧ el+1

= i
∑
l odd

β(r, t)el ∧ el+1

= −32
∑
l odd

el ∧ el+1 ,

from which Γ (2)(r, t)·t = i80t. In summary, identity (6.20) turns into 0 = i80t+i32(1
2+

3c3)t, so that c3 = −1. The values of the constants c4, c5 relative to the adjoint action
of g2 on m are determined by similar but easier computations, which we omit.

The description of the Lie brackets of g = E7 is completed, with the exception of
the Lie bracket of two elements r⊗ c, s⊗ d ∈ g1 = S− � C2, which is

[r⊗ c, s⊗ d] = ω(c,d)Γ̂(r, s) .

To prove this identity, it is sufficient to note that elements of g2 are fully determined
by their adjoint action on g−2 by (6.19) and check that the l.h.s. and r.h.s. yield the
same result there.

Theorem 6.13 gives 3 different KTS associated with the graded Lie algebra just
described.

Theorem 6.13. LetU be a 10-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and S = S+ ⊕ S− the associated 32-dimensional spinor module. Let
β : S⊗ S→ C be the admissible bilinear form on S with invariants (τ,σ, ı) = (−1,−1,−1)

and
Γ : S⊗ S→ U , Γ (2) : S⊗ S→ so(U) ,
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the so(U)-equivariant operators defined in (6.16)-(6.17). Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 1, dimW = 3 or dimW = 5 and let I = volW ∈ C`(U) be the volume
of W. (I acts on S as a complex structure if dimW = 1, 5 and as a paracomplex structure
when dimW = 3.) Let J : C2 → C2 be the standard complex structure on C2, except for
dimW = 3 where we set J := Id.

Then S+ ⊗ C2 with the triple product

(xyz) = (−Γ (2)(r, I ◦ s) · t+ 1
2β(r, I ◦ s)t)⊗ω(b, Jc)d

− β(r, I ◦ s)t⊗ (ω(b,d)Jc+ω(Jc,d)b) ,
(6.21)

for all elements x = r⊗ b, y = s⊗ c and z = t⊗ d of S+ ⊗ C2, is a K-simple Kantor triple
system with Tits-Kantor-Koecher Lie algebra g = E7 and derivation algebra

der(S+ ⊗ C2) = stabg0(I, J) '


so(9,C)⊕ so(2,C) if dimW = 1 ,

so(3,C)⊕ so(7,C)⊕ sl(2,C) if dimW = 3 ,

so(5,C)⊕ so(5,C)⊕ so(2,C) if dimW = 5 .

Proof. It follows from the fact that the involution

σ(û) = rWu , σ(r⊗ d) = I ◦ r⊗ Jd ,

σ(A) =

{
rWArW if A ∈ so(U)

JAJ−1 if A ∈ sl(2,C)
, σ(E) = −E ,

σ(s⊗ c) = I ◦ s⊗ Jd , σ(u) = r̂Wu ,

(6.22)

where u ∈ U, r ⊗ d ∈ S− � C2, s ⊗ c ∈ S+ � C2, is a Lie algebra morphism. The
proof is analogous to that of Theorem 6.9, making use of the explicit expressions
of the Lie brackets of g = E7, the fact that I ∈ Pin(U) covers the opposite of the
orthogonal reflection rW : U→ U acrossW and the identity β(I ◦ s, I ◦ t) = β(s, t) for
all s, t ∈ S.

6.2.4 The case g = E8

The grading

×
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of g = E8 is of extended Poincaré type, with g0 = so(U) ⊕ CE and the other graded
components given by g±1 = S∓, g±2 = U. Here (U,η) is a 14-dimensional complex
vector space with a non-degenerate symmetric bilinear form and S = S+ ⊕ S− the
decomposition into semispinors of the corresponding 128-dimensional spinor so(U)-
module S.

There is an admissible bilinear form β : S ⊗ S → C with invariants (τ,σ, ı) =

(−1,+1,−1) and usual operators

Γ : S⊗ S→ U ,

η(Γ(s, t),u) = β(u ◦ s, t) ,
(6.23)

and
Γ (2) : S⊗ S→ so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,
(6.24)

s, t ∈ S, u, v ∈ U. We note that (S±)∗ ' S∓ and that (6.23)-(6.24) are both so(U)-
equivariant and skewsymmetric. They also satisfy Γ(S±,S∓) = Γ (2)(S±, S±) = 0.

The arguments used in Subsection 6.2.1 for F4 extend almost verbatim to E8. In
particular the non-trivial Lie brackets of g = E8 are given by the natural action of g0

on each graded component and

[s1, s2] = Γ(s1, s2) , [t1, v] = v ◦ t1 , [t1, s1] = −Γ (2)(t1, s1) +
1
2β(t1, s1)E ,

[û, v] = 2u∧ v− η(u, v)E , [û, s1] = −u ◦ s1 , [t1, t2] = ̂Γ(t1, t2) ,

for all s1, s2 ∈ g−1 ' S+, t1, t2 ∈ g+1 ' S−, v ∈ g−2 ' U and û ∈ g2 ' U. The proof of
the following result is similar to the proof of Theorem 6.9 and therefore omitted.

Theorem 6.14. LetU be a 14-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and S = S+ ⊕ S− the associated 128-dimensional spinor module. Let
β : S ⊗ S → C be the unique (up to constant) admissible bilinear form on S with invari-
ants (τ,σ, ı) = (−1,+1,−1) and (6.23)-(6.24) the naturally associated operators. Fix an
orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 3 or dimW = 7 and let I = volW ∈ C`(U) be the volume of W. (I acts
on S as a paracomplex structure.) Then S+ with the triple product

(rst) = −Γ (2)(r, I ◦ s) · t+ 1

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (6.25)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E8 and deriva-
tion algebra

der(S+) = stabso(U)(I) '

so(3,C)⊕ so(11,C) if dimW = 3 ,

so(7,C)⊕ so(7,C) if dimW = 7 .
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6.3 The exceptional Kantor triple systems of contact type

6.3.1 The case g = G2

We now determine the Kantor triple system V with Tits-Kantor-Koecher pair
(g = G2,σ), see also Example 5.14. To this aim, we consider a symplectic form ω on
C2 and a compatible complex structure J : C2 → C2, i.e., such thatω(Jx, Jy) = ω(x,y)

for all x,y ∈ C2.

Theorem 6.15. The vector space S3C2 with the triple product given by

(x3y3z3) = −
3

2
(ω(x, Jy))2(ω(x, z)Jy� z2 +ω(Jy, z)x� z2) +

1

2
(ω(x, Jy))3z3

for all x,y, z ∈ C2 is a K-simple Kantor triple system. Its associated Tits-Kantor-Koecher
pair (g,σ) is the unique pair with g = G2 and its derivation algebra is der(S3C2) = so(2,C).

The proof of Theorem 6.15 will occupy the remaining part of the section. We first
recall that the unique fundamental 5-grading of G2 is associated with the marked
Dynkin diagram

×
, with g0 ' sl(2,C)⊕CE, where E is the grading element, and

g±2 ' C , g±1 ' S3C2 ,

as sl(2,C)-modules, by a routine examination of the roots of G2. We fix a basis 1
of g−2 and denote decomposable elements of g−1 by x3, y3, where x,y ∈ C2. The
negatively graded part m = g−2 ⊕ g−1 of g has non-trivial Lie brackets

[x3,y3] = (ω(x,y))3
1 , (6.26)

and g0 acts naturally on m by 0-degree derivations. In particular m can be extended
to the non-positively Z-graded Lie algebra g60 = m⊕ g0 and it is well known that G2

is precisely the maximal transitive prolongation of g60, see e.g. [57].
For any x3 ∈ S3C2 we introduce a linear map x̂3 : m→ g−1 ⊕ g0 of degree 1 by

[x̂3,y3] = 1
2(ω(x,y))2 (x⊗ω(y,−) + y⊗ω(x,−))︸ ︷︷ ︸

element of sl(2,C)

−1
2(ω(x,y))3E ,

[x̂3,1] = x3 ,

(6.27)

where y3 ∈ g−1. A straightforward computation tells us that x̂3 is an element of the
first prolongation g1 of g60 for all x3 ∈ S3C2, therefore g1 =

〈
x̂3 | x3 ∈ S3C2

〉
. Similarly

g2 = C1̂, where 1̂ : m→ g0 ⊕ g1 is given by

[1̂,y3] = ŷ3 , [1̂,1] = −E , (6.28)
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where y3 ∈ g−1. The remaining Lie brackets of G2 can be directly computed using
transitivity and (6.27)-(6.28). They are given by the natural structure of Lie algebra
of g0 and

[A, ŷ3] = [̂A,y3] , [E, ŷ3] = ŷ3 , [x̂3, ŷ3] = (ω(x,y))3
1̂ ,

[A, 1̂] = 0 , [E, 1̂] = 21̂ ,
(6.29)

where A ∈ sl(2,C) and x̂3, ŷ3 ∈ g1.
Now we define a linear map σ : g→ g by

σ(1) = 1̂ , σ(x3) = Ĵx3 ,

σ(A) = −At , σ(E) = −E ,

σ(x̂3) = −Jx3 , σ(1̂) = 1 ,

(6.30)

where we denoted the natural extension of J to a complex structure on S3C2 by the
same symbol. Using (6.26)-(6.29), one sees that (6.30) is a Lie algebra morphism,
therefore a grade-reversing involution of G2.

The associated triple product is given by the usual formula and it is invariant
under the action of the stabilizer stabsl(2,C)(J) = so(2,C) of J in sl(2,C) – this is indeed
the associated algebra of derivations, see Example 5.14.

6.3.2 The case g = F4

The grading with marked Dynkin diagram × admits one grade-
reversing involution, the complexification of the Cartan involution of the split real
form, see Table 9 of [47, p.312-317]. By Theorem 5.13, the derivation algebra of the
associated KTS is the complexification of the maximal compact subalgebra u(3) of
sp(6,R), i.e. gl(3,C).

To describe the triple system, we consider a symplectic form ω on C6 and set
V = Λ3

0C6 to be the space of primitive 3-forms (kernel of natural contraction ıω :

Λ3C6 → C6 by ω). Let J : C6 → C6 be a complex structure on C6 compatible with ω
and denote the natural extension to a complex structure on V by the same symbol.

We will tacitly identify S2C6 with sp(6,C) by means of the symplectic form

x� y : z 7→ ω(x, z)y+ω(y, z)x ,

where x,y, z ∈ C6, and introduce sp(6,C)-equivariant operators

• : Λ2V → C , (6.31)

∨ : S2V → sp(6,C) , (6.32)
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on V . The first operator is the non-degenerate skewsymmetric bilinear form on V
given by

α∧ β = (α • β) vol ,

where α,β ∈ V and vol = 1
3!ω

3 ∈ Λ6C6 is the normalized volume. The second
operator is symmetric on V and given by (a multiple of) the projection to S2C6 w.r.t.
the decomposition

S2V ' (V } V)⊕ S2C6

into sp(6,C)-irreducible submodules of S2V . In our conventions this operator is nor-
malized so that

α∨ β =

3∑
i=1

pi � qi

when α = p1 ∧ p2 ∧ p3 and β = q1 ∧ q2 ∧ q3, where {pi,qi | i = 1, 2, 3} is a fixed basis
of C6 satisfying ω(pi,pj) = ω(qi,qj) = 0, ω(pi,qj) = δij.

Theorem 6.16. The vector space V = Λ3
0C6 with the triple product given by

(αβγ) =
1

2
(α • Jβ)γ+

1

2
(α∨ Jβ) · γ

for all α,β,γ ∈ V is a K-simple Kantor triple system with derivation algebra der(V) =

stabsp(6,C)(J) ' gl(3,C) and Tits-Kantor-Koecher Lie algebra g = F4.

Proof. The graded components of the 5-grading of g = F4 are g0 ' sp(6,C)⊕ CE and
g±2 ' C, g±1 ' V as sp(6,C)-modules. The negatively graded part m = g−2 ⊕ g−1 of
g has non-trivial Lie brackets

[α,β] = (α • β)1 , (6.33)

where 1 is a fixed basis of g−2. In particular m can be extended to the non-positively
Z-graded Lie algebra g60 = m ⊕ g0 and F4 is the maximal transitive prolongation of
g60 [57].

For any α ∈ V we introduce a linear map α̂ : m→ g−1 ⊕ g0 by

[α̂,β] = λα∨ β+ µ(α • β)E ,

[α̂,1] = α ,
(6.34)

for all β ∈ g−1, where λ,µ ∈ C are constants to be determined imposing α̂ ∈ g1:

0 = [α̂, [β,1]] = [[α̂,β],1] + [β, [α̂,1]]

= µ(α • β)[E,1] + [β,α]

= (−2µ− 1)(α • β)1 .
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Hence µ = −1
2 and a similar computation with α̂ acting on g−2 = [g−1, g−1] yields

λ = −1
2 . In other words we just showed that g1 = 〈α̂ |α ∈ V〉 when µ = λ = −1

2 ;
similarly g2 = C1̂, where 1̂ : m→ g0 ⊕ g1 is given by

[1̂,β] = β̂ , [1̂,1] = −E , (6.35)

for all β ∈ g−1. The remaining Lie brackets of F4 can be directly computed using
transitivity and (6.34)-(6.35). They are given by the natural structure of Lie algebra
of g0 and

[A, α̂] = [̂A,α] , [E, α̂] = α̂ , [α̂, β̂] = (α • β)1̂ ,

[A, 1̂] = 0 , [E, 1̂] = 21̂ ,
(6.36)

where A ∈ sp(6,C) and α̂, β̂ ∈ g1.
Using (6.33)-(6.36), one can directly check that the map σ : g→ g defined by

σ(1) = 1̂ , σ(α) = Ĵα ,

σ(A) = −At , σ(E) = −E ,

σ(α̂) = −Jα , σ(1̂) = 1 ,

(6.37)

is a grade-reversing involution of F4.

6.3.3 The case g = E6

The KTS with Tits-Kantor-Koecher pair (g = E6,σ) are 8, associated with 3 grad-
ings. We already saw 4 of them in Subsection 6.2.2 and we study here those associ-
ated with the grading of contact type

×

There are 3 non-equivalent grade-reversing involutions, related to the real forms
EI,EII and EIII, with derivation algebras respectively so(6,C), (sl(3,C)⊕sl(3,C))⊕C
and sl(5,C)⊕ C.

Let V = Λ3C6 and vol ∈ Λ6C6 a fixed volume. As for the case F4 in Subsection
6.3.2 we introduce the sl(6,C)-equivariant operators

• : Λ2V → C ,

∨ : S2V → sl(6,C)

with the • defined via wedge product as in Subsection 6.3.2 and ∨ defined by

(α∨ β)(x) = iα•(β∧ x) + iβ•(α∧ x),
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for all α,β ∈ V , where iα• is the contraction by α• ∈ V∗ ∼= Λ3(C6)∗. We denote by
M1,M2, the endomorphism of C6 represented by the matrices

M1 =



0 0 0 0 0 1

0 0 0 0 −1 0

0 0 0 1 0 0

0 0 1 0 0 0

0 −1 0 0 0 0

1 0 0 0 0 0


, M2 =



0 0 0 0 0 −1

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

−1 0 0 0 0 0


(6.38)

and by η the scalar product on C6 of signature (+ − + − +−). We let ? : ΛpC6 →
Λ6−pC6 be the corresponding Hodge star operator.

Theorem 6.17. The vector space V = Λ3C6 with triple product

(αβγ) =
1

2
(α • ?β)γ−

1

2
(α∨ ?β) · γ

for all α,β,γ ∈ V is a K-simple Kantor triple system with derivation algebra der(V) =

stabsl(6,C)(η) ' so(6,C) and Tits-Kantor-Koecher Lie algebra g = E6.

Proof. The graded components of g are g0 ' sl(6,C) ⊕ CE, g±1 ' V and g±2 ' C.
Direct arguments similar to those made for the contact grading of F4 show that the
Lie brackets are given by the natural action of the Lie algebra g0 and

[α,β] = (α • β)1 , [α̂, β̂] = (α • β)1̂ ,

[α̂,β] = 1
2α∨ β− 1

2(α • β)E , [α̂,1] = α ,

[1̂,β] = β̂ , [1̂,1] = −E ,

[A, α̂] = [̂A,α] , [A, 1̂] = 0 ,

with α,β ∈ g−1, α̂, β̂ ∈ g1, 1 ∈ g−2, 1̂ ∈ g2 and A ∈ sl(6,C). The grade reversing
involution is given by

σ(1) = 1̂ , σ(α) = ?̂α ,

σ(A) = −At , σ(E) = −E ,

σ(α̂) = ?α , σ(1̂) = 1 .

(6.39)

and the triple product follows at once.

Theorem 6.18. The vector space V = Λ3C6 with triple product

(αβγ) =
1

2
(α •Mβ)γ−

1

2
(α∨Mβ) · γ

for all α,β,γ ∈ V and M =M1 or M2 as in (6.38) is a K-simple Kantor triple system with

der(V) = stabsl(6,C)(M) '

sl(3,C)⊕ sl(3,C)⊕ C if M =M1

sl(5,C)⊕ C if M =M2

and Tits-Kantor-Koecher Lie algebra g = E6.
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Proof. The restriction of the involution σ to sl(6,C) is either the complexification of
the Cartan involution of su(3, 3) or su(1, 5). By [46], one has that σ(A) = MAM−1

for any A ∈ sl(6,C), where M ∈ GL(6,C) is conjugated to either Diag(Id3,−Id3) or
Diag(Id5,−1). In the first case we setM =M1 and in the secondM =M2.

If we extend the natural action of M on g±1 to a grade-reversing involution of g
then necessarily

σ[α̂,β] = [σ(α̂),σ(β)] = [Mα, M̂β] = −1
2(Mα •Mβ)E− 1

2(Mα∨Mβ)

= 1
2(α • β)E+ 1

2M(α∨ β)M ,

where we used that (Mα •Mβ) = −(α • β) and (Mα ∨Mβ) = −M(α ∨ β)M. In
particular σ(α ∨ β) = M(α ∨ β)M−1, hence σ(A) = MAM−1 for all A ∈ sl(6,C) and
we arrive at the involution

σ(1) = −1̂ , σ(α) = M̂α ,

σ(A) =MAM−1 , σ(E) = −E ,

σ(α̂) =Mα , σ(1̂) = −1 ,

(6.40)

The claim on the algebra of derivations follows from stabsl(6,C)(M) ' sl(k,C)⊕ sl(6−

k,C)⊕ C where k = 3, 1 forM is conjugate toM1 andM2, respectively.

6.3.4 The case g = E7

The Kantor triple systems with Tits-Kantor-Koecher pair (g = E7,σ) are 7, asso-
ciated to 3 different 5-gradings. The contact grading

×

of E7 admits 3 grade-reversing involutions, corresponding to the real forms EV ,
EVI and EVII, with derivation algebras respectively so(6,C) ⊕ so(6,C), gl(6,C) and
so(2,C)⊕ so(10,C).

The corresponding systems are close to those of extended Poincaré type studied
in Section 6.2. Indeed g0 ' so(U)⊕CE and g±2 ' C, g±1 ' S+ as so(U)-modules. Here
(U,η) is a 12-dimensional complex vector spaceUwith a non-degenerate symmetric
bilinear form η and

S = S+ ⊕ S−

the decomposition into semispinors of the 64-dimensional spinor so(U)-module S.
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In this section, we will make extensive use of the explicit realization (6.2) of the
Clifford algebra C`(U) as endomorphisms of

S = C2 ⊗ · · · ⊗ C2︸ ︷︷ ︸
k−times

, k = 6 .

We note that in our conventions S± are the ±1-eigenspaces of the involution

ik vol = T ⊗ · · · ⊗ T ,

that is the opposite of vol, as k = 6. There exists an admissible bilinear form β :

S⊗ S → C with the invariants (τ,σ, ı) = (−1,−1, 1). It can be easily described using
(6.2): if < −,− > (resp. ω) is the standard C-linear product (resp. symplectic form)
on C2, then

β(x1 ⊗ · · · ⊗ x6,y1 ⊗ · · · ⊗ y6) =< x1,y1 > ω(x2,y2) < x3,y3 > · · ·ω(x6,y6) , (6.41)

where xi,yi ∈ C2, i = 1, . . . , 6. In particular S± are orthogonal. As in Subsection
6.2.1, there exists an operator

Γ (2) : S⊗ S→ so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U. It is a symmetric so(U)-equivariant operator.

We fix a basis 1 of g−2 and write the graded Lie algebra structure on m = g−2⊕g−1

as
[s, t] = β(s, t)1 ,

for all s, t ∈ S+. We now turn to describe the positively-graded elements of g. For
any s ∈ S+ we introduce the linear map ŝ : m→ g−1 ⊕ g0 of degree 1 by

[ŝ, t] = λΓ (2)(s, t) + µβ(s, t)E ,

[ŝ,1] = s ,
(6.42)

where t ∈ S+ and λ,µ ∈ C are constants to be determined. We note that the equations
(6.42) are not identical to those encountered in the extended Poincaré case, see e.g.
(6.3), as here there is no Clifford multiplication of elements from g−2 with g−1.

Proposition 6.19. The map ŝ ∈ g1 for all s ∈ S+ if and only if λ = 1
2 , µ = −1

2 .

Proof. We compute
0 = [ŝ, [t,1]] = [[ŝ, t],1] + [t, [ŝ,1]]

= −2µβ(s, t)1+ β(t, s)1
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for all s, t ∈ S+ and directly infer µ = −1
2 . The proof of λ = 1

2 is more involved and it
relies on the explicit realization (6.2). We depart with

[ŝ, [t, r]] = β(t, r)s

and note that
[ŝ, [t, r]] = [[ŝ, t], r] + [t, [ŝ, r]]

= λΓ (2)(s, t) · r− λΓ (2)(s, r) · t

+ 1
2β(s, t)r−

1
2β(s, r)t

for all s, t, r ∈ S+. We now choose suitable spinors

s = r =

(
1

+i

)⊗6

, t =

(
1

−i

)⊗6

and use (6.41) to get β(s, r) = 0, β(s, t) = 64i. Longer but straightforward computa-
tions similar to those of Proposition 6.12 yield

Γ (2)(s, t) = 64
∑
l odd

el ∧ el+1

and Γ (2)(s, s) = 0.
We are therefore left with the identity

−64is = λΓ (2)(s, t) · s+ 32is

= 64λ
∑
l odd

el ∧ el+1 · s+ 32is

= −
6i

2
64λs+ 32is ,

from which λ = 1
2 follows.

Finally we consider the generator 1̂ : m→ g0⊕g1 of the 1-dimensional component
g2 of g defined by

[1̂, t] = t̂ , [1̂,1] = −E , (6.43)

and note that [ŝ, t̂] = β(s, t)1̂ for all s, t ∈ S+. This completes the description of Lie
brackets of g = E7. We now turn to the KTS associated with the 3 different grade-
reversing involutions.

The proof of Theorem 6.20 is similar but not identical to that of Theorem 6.9 and
we therefore outline its main steps.
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Theorem 6.20. LetU be a 12-dimensional complex vector space with a non-degenerate sym-
metric bilinear form η and S = S+ ⊕ S− the associated 64-dimensional spinor module. Let
β : S ⊗ S → C be the admissible bilinear form on S with invariants (τ,σ, ı) = (−1,−1, 1)

and Γ (2) : S⊗ S→ so(U) the operator given by

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U.

(1) Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 6 or dimW = 2 and let I = i volW , where volW ∈ C`(U) is
the volume of W. (I acts on S as a paracomplex structure in both cases.) Then the
semispinor module S+ with the triple product

(rst) = −
1

2
Γ (2)(r, I ◦ s) · t+ 1

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (6.44)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E7 and

der(S+) = stabso(U)(I) '

so(6,C)⊕ so(6,C) if dimW = 6 ,

so(2,C)⊕ so(10,C) if dimW = 2 .

(2) Fix a split decomposition U = W ⊕ W∗ of U into the direct sum of two isotropic
6-dimensional subspaces and let

It = exp(tX) ∈ Spin(U) , X =

(
IdW 0

0 −IdW∗

)
,

be the complex 1-parameter subgroup of the spin group generated by X ∈ so(U) '
spin(U). If we set I = It for t = iπ2 then the semispinor module S+ with the triple
product

(rst) = −
i

2
Γ (2)(r, I ◦ s) · t+ i

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (6.45)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E7 and

der(S+) = stabso(U)(I) ' gl(W) .

Proof. (1) Let σ : g→ g be the grade-reversing map defined by

σ(1) = −1̂ , σ(s) = Î ◦ s ,

σ(A) = rWArW , σ(E) = −E ,

σ(ŝ) = I ◦ s , σ(1̂) = −1 ,

(6.46)
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where s ∈ S+ and A ∈ so(U). It is a Lie algebra involution, as I ∈ Spin(U) covers
the opposite of the orthogonal reflection rW : U → U across W, i.e., ÃdI = −rW and
β(I ◦ s, t) = −β(s, I ◦ t) for all s, t ∈ S.

(2) First note that I acts as a complex structure onU via the spin cover Ãd : Spin(U)→
SO(U). In particular I2 ∈ Spin(U) sits in the twisted center

twcenC`(U) = {a ∈ C`(U) | a ◦ v = −v ◦ a for all v ∈ V}

of C`(U), which is known to be generated by vol, as dimU is even. It follows that
I2 = α vol for some fourth root of unityα and a direct computation with exponentials
reveals that I2 ◦ s = −s for the positive-chirality spinor

s =

(
1

+i

)⊗6

∈ S+ .

In other words, I2 = vol in the Clifford algebra (recall that S+ = +1-eigenspace of
− vol) and I acts as a complex structure both on U and S+.

Let σ : g→ g be the grade-reversing map defined by

σ(1) = −1̂ , σ(s) = iÎ ◦ s ,

σ(A) = IAI−1 , σ(E) = −E ,

σ(ŝ) = iI ◦ s , σ(1̂) = −1 ,

(6.47)

and note that σ2 = 1 by the above arguments. Using the expressions of the Lie
brackets of g = E7 and the equivariance properties

β(I ◦ s, I ◦ t) = β(s, t) , Γ (2)(I ◦ s, I ◦ t) = IΓ (2)(s, t)I−1

for all s, t ∈ S, we get that σ is a Lie algebra involution, with associated KTS (6.45).

6.3.5 The case g = E8

Let

×
(6.48)

be the contact grading of g = E8, with even graded components g0 = CE⊕E7, g±2 = C
and where g±1 is given by the defining 56-dimensional representation of E7.
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There are two inequivalent associated KTS, which correspond to the split real
form EVIII and the real form EIX. The first has derivation algebra the (complexi-
fication of the) maximal compact subalgebra su(8) of EV , the second the maximal
compact subalgebra of EVII:

der(V) '

sl(8,C) or

E6 ⊕ C .
(6.49)

We anticipate that the KTS with der(V) = E6 ⊕ C is a variation of the triple system
historically first introduced by Freudenthal to describe the defining representation
of E7 [20]. We will introduce a paracomplex structure I : V → V which relates the
triple system of Freudenthal with ours, making evident that the KTS product is not
equivariant under the whole E7 (as for the Freudenthal product).

We note that g = E8 with the grading (6.48) is the only 5-graded simple Lie al-
gebra with g0 of exceptional type. Due to this, instead of looking for a uniform
description of g and in particular of the adjoint action of g0 on g−1, we shall use two
different presentations, for each one of the two KTS. We begin with some introduct-
ory background on Jordan algebras.

Preliminaries on cubic Jordan algebras and associated structures

We recall that a Jordan algebra J is a complex vector space equipped with a bi-
linear product satisfying

A ◦ B = B ◦A , (A ◦ B) ◦A2 = A ◦ (B ◦A2) ,

for all A,B ∈ J. An important class of Jordan algebras is given by the cubic Jordan al-
gebras developed in [53, 40]; we here sketch their construction, following the present-
ation of [41].

Definition 6.21. A cubic norm on a complex vector space V is a homogeneous map
of degree three N : V → C such that its full symmetrization

N(A,B,C) :=
1

6
(N(A+B+C)−N(A+B)−N(A+C)−N(B+C)+N(A)+N(B)+N(C))

is trilinear.

We say that c ∈ V is a basepoint if N(c) = 1. If V is a vector space equipped with
a cubic norm and a fixed base point, one can define the following three maps:

1. the trace form,
Tr(A) = 3N(c, c,A), (6.50a)
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2. a bilinear map,

S(A,B) = 6N(A,B, c), (6.50b)

3. a trace bilinear form,

(A,B) = Tr(A)Tr(B) − S(A,B). (6.50c)

A Jordan algebra Jwith multiplicative identity 1 = cmay be derived from any such
vector space V if N is Jordan.

Definition 6.22. A cubic norm is Jordan if

1. the trace bilinear form (6.50c) is non-degenerate;

2. the quadratic adjoint map ] : J→ J defined by

(A],B) = 3N(A,A,B)

satisfies (A])] = N(A)A for all A ∈ J.

We define the linearization of the adjoint map by

A× B := (A+ B)] −A] − B] (6.51)

and note that A × A = 2A]. (We remark that other authors define A × B with an
additional factor 1

2 , in their conventions A × A = A].) Every vector space with a
Jordan cubic norm gives rise to a Jordan algebra with unit 1 = c and Jordan product

A ◦ B :=
1

2
(A× B+ Tr(A)B+ Tr(B)A− S(A,B)1). (6.52)

We conclude with the definition of reduced structure group; for more details on
cubic Jordan algebras, we refer the reader to the original sources [53, 40, 41], see
also e.g. [37, §2].

Definition 6.23. The reduced structure group of a cubic Jordan algebra Jwith product
(6.52) is the group

Str0(J) = {τ : J→ J | N(τA) = N(A) for all A ∈ J}

of linear invertible transformations of J preserving the cubic norm.
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It is well known that over the field of complex numbers, there is a unique simple
finite-dimensional exceptional Jordan algebra, called Albert algebra. It is a cubic
Jordan algebra of dimension 27. The underlying vector space V is the space H3(U) of
3 × 3 Hermitian matrices over the complex Cayley algebra U (=complex octonions)
and the cubic norm N : H3(U) → C the usual determinant of a matrix A ∈ H3(U),
the only proviso being that the order of the factors and the position of the brackets
in multiplying elements from U is important. The interested reader may find the
explicit expression of N in e.g. [37, eq. (16)]. The trace forms (6.50a) and (6.50c)
associated to the identity matrix as basepoint coincide in this case with the regular
trace,

(A,B) =
1

2
Tr(AB+ BA) ,

whereas the adjoint A] of A ∈ H3(U) is the transpose of the cofactor matrix [37, pag.
934].

The reduced structure group Str0(H3(U)) of J = H3(U) is a simply connected
simple Lie group of type E6 and the natural action on J its 27-dimensional defin-
ing representation. Elements τ ∈ Str0(H3(U)) can be equally characterized by the
following identity

τ(A)× τ(B) = (τ∗)−1(A× B) ,

for all A,B ∈ H3(U), where τ∗ is the transposed of τ relative to the trace bilinear
form (6.50c). We recall that the defining representation J of E6 and its dual J∗ are
not equivalent; in our conventions J∗ is still represented by the set J but the action of
Str0(H3(U)) is τ 7→ (τ∗)−1. We will not distinguish between J and J∗ if the action of
Str0(H3(U)) is clear from the context.

We now turn to recall Freudenthal’s construction of the 56-dimensional defining
representation of the Lie algebra E7 from the 27-dimensional Albert algebra [20]. It
is a special case of a more general construction by Brown in [9] which departs from
any cubic Jordan algebra, but for our purposes it is enough to assume J = H3(U) from
now on.

We consider a vector space F = F(J) constructed from J in the following way

F(J) = C⊕ C⊕ J⊕ J∗

and write an arbitrary element x ∈ F as a “2× 2 matrix”

x =

(
α A

B β

)
, where α,β ∈ C and A ∈ J,B ∈ J∗ . (6.53)
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We note that the Lie algebra E7 admits a 3-grading of the form

E7 = J⊕ (E6 ⊕ CG)⊕ J∗ ,

deg(J) = −1 , deg(E6 ⊕ CG) = 0 , deg(J∗) = 1 ,
(6.54)

where G is the corresponding grading element, and following [51] we will use the
shortcut

Φ = Φ(φ,X, Y,ν) ∈ E7

(φ ∈ E6, X ∈ J, Y ∈ J∗, ν ∈ C) ,

to denote elements of E7. The action of E7 on F is as follows, see [20] and also [51,
§2.1].

Proposition 6.24. The representation of the Lie algebra E7 on F is given by

Φ(φ,X, Y,ν)

(
α A

B β

)
=

(
αν+ (X,B) φA− 1

3νA+ Y × B+ βX

−φ∗B+ 1
3νB+ X×A+ αY −βν+ (Y,A)

)
.

In particular the grading element of (6.54) is given by G = Φ(0, 0, 0,−3
2).

Decomposing the tensor product F⊗F into irreducible representation of E7, one
readily sees that there exist unique (up to multiples) E7-equivariant maps

{·, ·} : F⊗ F→ C

and
× : F⊗ F→ E7.

The first map is the standard symplectic form

{x,y} = αδ− βγ+ (A,D) − (B,C) , (6.55)

where

x =

(
α A

B β

)
, y =

(
γ C

D δ

)
, (6.56)

are elements of F. The second is the so-called Freudenthal product, an appropriate
extension of the operation (6.51) on J to the whole F, see e.g. [51, §2].

Proposition 6.25. For x,y ∈ F as in (6.56), the Freudenthal product is given by x × y :=

Φ(φ,X, Y,ν), where
φ = −1

2(A∨D+ C∨ B)

X = −1
4(B×D− αC− γA)

Y = 1
4(A× C− βD− δB)

ν = 1
8((A,D) + (C,B) − 3(αδ+ βγ)),

(6.57)

and A∨B ∈ E6 is defined by (A∨B)C = 1
2(B,C)A+ 1

6(A,B)C− 1
2B× (A×C). The group

of automorphism of the Freudenthal product is a connected simple Lie group of type E7.
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We are now ready to describe the KTS with derivation algebra E6 ⊕ C.

The first product

In the following, we denote by I : F→ F the paracomplex structure on F defined
by

I

(
α A

B β

)
=

(
α A

−B −β

)
.

Note that I is invariant under the subalgebra E6 ⊕ CG of E7 (6.54).

Theorem 6.26. The vector space F with the triple product given by

(xyz) = −4x× Iy(z) + 1

2
{x, Iy} z

for all x,y, z ∈ F is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra E8

and derivation algebra der(F) = E6 ⊕ CG.

Proof. The Lie algebra g = E8 with the 5-grading (6.48) has negatively graded part

m = g−2 ⊕ g−1

= C1⊕ F

with Lie brackets [x,y] = {x,y}1 for all x,y ∈ F. Clearly g0 = E7 ⊕ CE acts on m by
0-degree derivations and it is known that E8 is the maximal transitive prolongation
of g60 [57].

We will denote elements of g1 ' F by x̂, ŷ : m → g−1 ⊕ g0 and fix a generator
1̂ : m→ g0⊕g1 of g2. By E7-equivariance, the adjoint action on m is necessarily of the
following form:

[x̂,y] = c1(x× y) + c2 {x,y}E , [x̂,1] = x ,

and

[1̂,y] = ŷ , [1̂,1] = c3E ,

for some constants c1, c2, c3 to be determined. First of all

0 = [1̂, [x,1]] = [[1̂, x],1] + [x, [1̂,1]]

= [x̂,1] + c3[x,E] = x+ c3x ,

and similarly
0 = [x̂, [y,1]] = [c2 {x,y}E,1] − {x,y}1

= −(2c2 + 1) {x,y}1 ,
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for all x,y ∈ F, whence c3 = −1, c2 = −1
2 . On the other hand

[x̂, [y, z]] = {y, z} x (6.58)

and

[[x̂,y], z] + [y, [x̂, z]] = [c1(x× y) + c2 {x,y}E, z] − [c1(x× z) + c2 {x, z}E,y]

= c1x× y(z) +
1

2
{x,y} z− c1x× z(y) −

1

2
{x, z}y .

(6.59)

Choose x = y =

(
1 0

0 1

)
and z =

(
1 0

0 −1

)
so that x×y = Φ(0, 0, 0,−3

4), {x,y} = x×z =

0, {x, z} = {y, z} = −2 and get c1 = 4 equating (6.58) with (6.59). The adjoint action of
the positively-graded part of g on m has been described. The remaining non-trivial
Lie brackets of g are given by the natural adjoint action of g0 and [x̂, ŷ] = {x,y} 1̂ for
all x,y ∈ F.

Using the explicit expressions of the Lie brackets, it is a straightforward task to
check that

σ(1) = −1̂ , σ(x) = Îx ,

σ(Φ(φ,A,B,ν)) = Φ(φ,−A,−B,ν) , σ(E) = −E ,

σ(x̂) = Ix , σ(1̂) = −1 ,

is a grade-reversing involution of g and compute the triple product.

The second product

To get the second KTS associated to the contact grading of E8, we employ a de-
scription of E7 dating back to Cartan [17].

The Lie algebra E7 admits a symmetric irreducible decomposition

E7 = sl(8,C)⊕Λ4(C8)∗ ,

where the Lie subalgebra sl(8,C) acts in the natural way on Λ4(C8)∗. To describe the
brackets of two elements in Λ4(C8)∗, it is convenient to fix a volume vol ∈ Λ8(C8), let
] : Λk(C8)∗ → Λ8−k(C8) be the map which sends any ξ to iξ(vol) and [ : Λ8−k(C8) →
Λk(C8)∗ its inverse. The maps ] and [ are sl(8,C)-equivariant and can be thought as
the analogues of the usual musical isomorphisms when only a volume is assigned.
Let also

• : Λk(C8)⊗Λk(C8)∗ → sl(8,C)

be the unique sl(8,C)-equivariant map for any k = 1, . . . , 7, which in our conventions
is normalized so that

e1···k • e1···k =
8 − k

8

k∑
i=1

ei ⊗ ei −
k

8

8∑
j=k+1

ej ⊗ ej ,
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where (ei) is the standard basis of C8 and (ei) the dual basis of (C8)∗. With this in
mind, the Lie bracket of α,β ∈ Λ4(C8)∗ is the element

[α,β] = α] • β

of sl(8,C).
The contact grading of g = E8 is given by g0 = E7 ⊕ CE, g±2 ' C and

g±1 ' Λ2(C8)⊕Λ2(C8)∗ ,

where the negatively graded part m = g−2 ⊕ g−1 of g has the Lie brackets

[X, Y] = (x∗(y) − y∗(x))1

for allX = (x, x∗), Y = (y,y∗) in g−1 = Λ2(C8)⊕Λ2(C8)∗. The action of g0 as derivations
of m is the natural one of sl(8,C)⊕ CE together with

[α,X] = ((α∧ x∗)], ix(α)) ,

where α ∈ Λ4(C8)∗ and X ∈ g−1.
The next result follows from the fact that g = E8 is the maximal prolongation of

m⊕ g0 [57] and from direct computations using sl(8,C)-equivariance.

Proposition 6.27. For all X = (x, x∗) ∈ Λ2(C8)⊕Λ2(C8)∗, the operator X̂ : m→ g−1 ⊕ g0

given by

[X̂, Y] = (x • y∗ + y • x∗)︸ ︷︷ ︸
element of sl(8,C)

+(x∗ ∧ y∗ − (x∧ y)[)︸ ︷︷ ︸
element of Λ4(C8)∗

−
1

2
(x∗(y) − y∗(x))E︸ ︷︷ ︸

element of CE

,

[X̂,1] = X ,

where Y ∈ g−1, is an element of the first prolongation g1. Similarly 1̂ : m→ g0⊕g1 given by

[1̂, Y] = Ŷ , [1̂,1] = −E ,

is a generator of g2.

It is not difficult to see that the remaining Lie brackets of g are given by the action
of E and

[A, X̂] = [̂A,X] , [α, X̂] = [̂α,X] , [X̂, Ŷ] = [̂X, Y] (6.60)

where A ∈ sl(8,C), α ∈ Λ4(C8)∗ and X, Y ∈ Λ2(C8)⊕Λ2(C8)∗.
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Theorem 6.28. The vector space Λ2(C8)⊕Λ2(C8)∗ with the triple product

(XYZ) = i

(
ız∗(x∧ y) +

1
2(x
∗(y) + y∗(x))z+ (x • y∗ − y • x∗) · z+ (x∗ +∧y∗ ∧ z∗)]

ız(x
∗ ∧ y∗) + 1

2(x
∗(y) + y∗(x))z∗ + (x • y∗ − y • x∗) · z∗ + (x∧ y∧ z)[

)

for all X = (x, x∗), Y = (y,y∗), Z = (z, z∗) in Λ2(C8)⊕Λ2(C8)∗ is a K-simple Kantor triple
system with Tits-Kantor-Koecher Lie algebra E8 and derivation algebra sl(8,C).

Proof. The map defined by

σ(1) = 1̂ , σ(X) = ̂(ix,−ix∗) ,

σ(A) = A , σ(α) = −α , σ(E) = −E ,

σ(X̂) = (−ix, ix∗) , σ(1̂) = 1 ,

for all X = (x, x∗), A ∈ sl(8,C), α ∈ Λ4(C8)∗, is a grade-reversing involution of E8.

6.4 The exceptional Kantor triple systems of special type

6.4.1 The case g = E6

The Lie algebra E6 admits a special 5-grading which is not of contact or of exten-
ded Poincaré type. It is described by the crossed Dynkin diagram

×

and its graded components are g0 = sl(5,C) ⊕ sl(2,C) ⊕ CE, where E is the grading
element, and

g−1 = Λ2(C5)∗ � C2 , g1 = Λ2C5 � C2 ,

g−2 = Λ4(C5)∗ , g2 = Λ4C5 ,

with their natural structure of g0-modules. In the following, we denote forms in
Λ2(C5)∗ (resp. Λ4(C5)∗) by α,β,γ (resp. ξ,φ,ψ) and polyvectors by α̃ ∈ Λ2C5, ξ̃ ∈
Λ4C5, etc. Finally a,b, c ∈ C2 and we use the standard symplectic form ω on C2 to
identify sl(2,C) with S2C2.

In order to describe the Lie brackets of E6, we note that for k = 1, . . . , 4 there exists
a (unique up to constant) sl(5,C)-equivariant map

• : ΛkC5 ⊗Λk(C5)∗ → sl(5,C) .
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In our conventions, it is normalized so that

e1···k • e1···k =
5 − k

5

k∑
i=1

ei ⊗ ei −
k

5

5∑
j=k+1

ej ⊗ ej ,

where (ei) is the standard basis of C5 and (ei) the dual basis of (C5)∗. The structure
of graded Lie algebra on m = g−2 ⊕ g−1 is given by

[α⊗ a,β⊗ b] = ω(a,b)α∧ β ,

while the adjoint action on m of positive-degree elements is of the form

[α̃⊗ a,β⊗ b] = c1ıα̃βa� b︸ ︷︷ ︸
element of sl(2,C)

+ c2 ıα̃βω(a,b)E︸ ︷︷ ︸
element of CE

+ c3ω(a,b)α̃ • β︸ ︷︷ ︸
element of sl(5,C)

,

[α̃⊗ a,ψ] = ıα̃ψ⊗ a ,

(6.61)

and

[ξ̃,β⊗ b] = −ıβξ̃⊗ b ,

[ξ̃,ψ] = c4 ıξ̃ψE︸ ︷︷ ︸
element of CE

+ c5 ξ̃ •ψ︸ ︷︷ ︸
element of sl(5,C)

, (6.62)

for some constants c1, . . . , c5 to be determined.

Proposition 6.29. The constants in (6.61)-(6.62) are c1 = 1
2 , c2 = − 3

10 , c3 = −1, c4 = 3
5

and c5 = 1.

Proof. As usual, elements of the first and second prolongation act as derivations on
m.

First, let us choose a,b ∈ C2 such that ω(a,b) = 1 and compute

0 = [α̃⊗ a, [β⊗ b, ξ]] = [[α̃⊗ a,β⊗ b], ξ] + [β⊗ b, [α̃⊗ a, ξ]]

= −2c2(ıα̃β)ξ+ c3(α̃ • β) · ξ− β∧ ıα̃ξ

for all α̃ ∈ Λ2C5, β ∈ Λ2(C5)∗, ξ ∈ Λ4(C5)∗. Choosing suitable forms and polyvectors
yields a regular non-homogeneous linear system in c2, c3. For instance if α̃ = e12,
β = e12 one gets

−2c2 −
2
5c3 = 1 , −2c2 +

3
5c3 = 0 ,

taking ξ = e1234 and ξ = e2345, respectively. In other words c2 = − 3
10 , c3 = −1. The

adjoint action of g1 on g−2 = [g−1, g−1] gives c1 = 1
2 with an analogous computation.

We now note that

0 =[ξ̃, [β⊗ b,ψ]] = [[ξ̃,β⊗ b],ψ] + [β⊗ b, [ξ̃,ψ]]

= −[ıβξ̃⊗ b,ψ] + c5[β⊗ b, ξ̃ •ψ] + c4(ıξ̃ψ)β⊗ b

= −ı(ıβξ̃)ψ⊗ b− c5(ξ̃ •ψ) · β⊗ b+ c4(ıξ̃ψ)β⊗ b
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holds for all b ∈ C2. Choosing ξ̃ = e1234, ψ = e1234 and, in turn, β = e12 and then
β = e45, yields a system of linear equations

2
5c5 + c4 = 1 , −3

5c5 + c4 = 0 ,

whose unique solution is c4 = 3
5 , c5 = 1.

The remaining Lie brackets follows easily, as g = E6 is the maximal prolongation
of m = g−2 ⊕ g−1. They are given by the natural action of g0 on gp, p > 0, and by

[α̃⊗ a, β̃⊗ b] = −ω(a,b)α̃∧ β̃

for all α̃, β̃ ∈ Λ2C5 and a,b ∈ C2.
By the results of Section 5.3 there is only one grade-reversing involution, namely

the Chevalley involution with derivation algebra so(5,C)⊕ so(2,C). To describe the
associated KTS, we denote by η the standard non-degenerate symmetric bilinear
form on Cp for p = 2, 5 and extend the musical isomorphisms

[ : Cp → (Cp)∗ , \ : (Cp)∗ → Cp ,

to forms and polyvectors in the obvious way. When p = 2 we also consider the
compatible complex structure J : C2 → C2 given by η(a,b) = ω(a, Jb) for all a,b ∈ C2.

Theorem 6.30. The vector space V = Λ2(C5)∗ ⊗ C2 with triple product

((α⊗ a) (β⊗ b) (γ⊗ c)) = −
1

2
η(α,β)(ω(a, c)γ⊗ Jb+ω(Jb, c)γ⊗ a)

+
3

10
η(α,β)η(a,b)γ⊗ c− η(a,b)(β] • α) · γ⊗ c

for all α,β,γ ∈ Λ2(C5)∗, a,b, c ∈ C2, is a K-simple Kantor triple system with derivation
algebra der(V) = so(5,C)⊕ so(2,C) and Tits-Kantor-Koecher Lie algebra g = E6.

Proof. Let σ : g→ g be the grade-reversing map defined by

σ(ξ) = −ξ\ , σ(α⊗ a) = α\ ⊗ Ja ,

σ(A) = −At , σ(E) = −E ,

σ(α̃⊗ a) = −α̃[ ⊗ Ja , σ(ξ̃) = −ξ̃[ ,

(6.63)

for all A ∈ sl(2,C) ⊕ sl(5,C) and forms ξ,α, polyvectors ξ̃, α̃, a ∈ C2. Clearly σ2 = 1

and by the explicit expressions of the Lie brackets of E6, one checks that σ is a Lie
algebra morphism.
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6.4.2 The case g = E7

The Lie algebra g = E7 admits a special grading similar to that of E6 in Subsection
6.4.1, i.e.,

×

with graded components g0 ' sl(7,C) ⊕ CE, g−1 ' Λ3(C7)∗, g1 ' Λ3C7, g−2 '
Λ6(C7)∗ and g2 ' Λ6C7. There is only one grade-reversing involution, i.e., the Che-
valley involution. The symmetry algebra of the associated KTS is so(7,C).

Let η be the standard non-degenerate symmetric bilinear form on C7, which we
extend naturally to any ΛkC7, k > 0. As in Subsection 6.4.1 we consider the sl(7,C)-
equivariant projection

• : ΛkC7 ⊗Λk(C7)∗ → sl(7,C)

normalized so that

e1···k • e1···k =
7 − k

7

k∑
i=1

ei ⊗ ei −
k

7

5∑
j=k+1

ej ⊗ ej ,

where (ei) is the standard basis of C7 and (ei) the dual basis of (C7)∗. We denote by
\ and [ the musical isomorphisms, inverse to each other, associated to η.

Theorem 6.31. The vector space V = Λ3(C7)∗ with triple product

(αβγ) =
2

7
η(α,β)γ− (β] • α) · γ

for all α, β, γ ∈ V is a K-simple Kantor triple system with symmetry algebra der(V) =

stabsl(7,C)(η) ' so(7,C) and Tits-Kantor-Koecher Lie algebra g = E7.

Proof. The Lie brackets are given by the natural action of the grading element E, the
standard action (resp. dual action) of the Lie algebra sl(7,C) onΛkC7 (resp. Λk(C7)∗)
for k = 3, 6 and

[α,β] = α∧ β , [α̃, β̃] = −α̃∧ β̃ ,

[α̃,β] = −2
7 ıα̃βE− (α̃ • β) , [α̃, ξ] = iα̃ξ ,

[ξ̃,α] = iαξ̃ , [ξ̃,ψ] = −4
7 ıξ̃ψE+ (ξ̃ •ψ) ,

with α,β ∈ g−1, α̃, β̃ ∈ g1, ξ,ψ ∈ g−2, ξ̃, ψ̃ ∈ g2. The grade reversing involution is

σ(ξ) = −ξ\ , σ(α) = −α\ ,

σ(A) = −At , σ(E) = −E ,

σ(α̃) = −α̃[ , σ(ξ̃) = −ξ̃[

(6.64)

and the triple product follows as usual.



Chapter 7

3-graded Lie superalgebras

In this chapter we introduce the simple finite-dimensional Lie superalgebras and
their 3-gradings.

Let g be a classical simple Lie superalgebra, ∆ = ∆ 0̄ + ∆ 1̄ its root system and h

a Cartan subalgebra. Any Z-grading of g is given by a degree function f on ∆ and
setting

h ⊆ g0, eα ∈ gj, e−α ∈ g−j if f(α) = j, (7.1)

where eα is a root vector associated to the root α. Whenever g is a matrix algebra h

will be a subspace ofD, the set of diagonal matrices, and the roots will be expressed
in terms of εi the elements of the standard basis of D∗.

When dealing with Z-gradings of matrix superalgebras we will write
0 1 0̄ 0 1 1̄

−1 0̄ 0 −1 1̄ 0

0 1 1̄ 0 1 0̄

−1 1̄ −1 0̄ 0



to denote that, for example, the elements of the form


0 x 0 0

0 0 0 0

0 0 0 0

0 0 0 0

 are in (g1) 0̄,

while the places left empty remark that there are no elements of g with non-zero
entries in those positions.

The classification of 3-graded simple linearly-compact Lie superalgebras g with
admissible grading is given in [14]. The notation for the simple Lie superalgebras
follows [27].

79
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Proposition 7.1 (N. Cantarini, V. G. Kac [14]). A complete list of simple finite-dimensional
3-graded Lie superalgebras such that g−1 and g1 have the same dimension, is, up to isomorph-
ism, as follows:

1. Am, Bm, Cm, Dm, E6, E7 with the Z-gradings, defined for each s such that as = 1 by
f(αs) = 1, f(αi) = 0 for all i 6= s, where

∑
i aiαi is the highest root;

2. psl(m,n) with the Z-gradings defined by: f(ε1) = · · · = f(εk) = 1, f(εk+1) = · · · =
f(εm) = 0, f(δ1) = · · · = f(δh) = 1, f(δh+1) = · · · = f(δn) = 0, for each k = 1, . . . ,m

and h = 0, . . . ,n− 1;

3. osp(2m + 1, 2n) with the Z-grading defined by: f(ε1) = 1, f(εi) = 0 for all i 6= 1,
f(δj) = 0 for all j;

4. osp(2, 2n) with the Z-grading defined by: f(ε1) = 1, f(δj) = 0 for all j;

5. osp(2, 2n) with the Z-grading defined by: f(ε1) = 1/2, f(δj) = 1/2 for all j;

6. osp(2m, 2n),m > 2, with the Z-grading defined by: f(ε1) = 1, f(εi) = 0 for all i 6= 1,
f(δj) = 0 for all j;

7. osp(2m, 2n), m > 2, with the Z-grading defined by: f(εi) = 1/2, f(δj) = 1/2 for all
i, j;

8. D(2, 1;α) with the Z-grading defined by: f(ε1) = f(ε2) = 1/2, f(ε3) = 0;

9. F(4) with the Z-grading defined by: f(ε1) = 1, f(εi) = 0 for all i 6= 1, f(δ) = 1;

10. q(n) with the gradings defined by: f(ei) = f(ēi) = −f(fi) = −f(f̄i) = ki, with ks = 1

for some s and ki = 0 for all i 6= s;

11. p(n) with n = 2h > 2 and the grading defined by: deg(eh) = 1 on the even part and
on the odd part the one induced by the even part;

12. H(0,n) with the grading of type (|1, 0, . . . , 0,−1).

Remark 7.2. We point out that in the previous list all Lie superalgebras are classical
except H(0,n). The simple Lie superalgebra H(0,n) is a special case of the infinite-
dimensional Lie superalgebra of Cartan type H(m,n). For this reason we will not
deal with it in this work.
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Definition 7.3. The Lie superalgebra gl(m,n) is the Lie superalgebra of supermatrices,
i.e.

gl(m,n) =

x ∈Mm+n(C)| x =

m n( )
m a b

n c d

 ,

the Z2-grading being

gl(m,n) 0̄ =

x ∈ gl(m,n)| x =

( )
a 0

0 d

 ,

gl(m,n) 1̄ =

x ∈ gl(m,n)| x =

( )
0 b

c 0

 .

Here the bracket is given by the supercommutator [x,y] = xy − (−1)|x||y|yx. We
denote by sl(m,n) the subsuperalgebra of gl(m,n) consisting of supermatrices with
zero supertrace, i.e.

sl(m,n) =

x ∈ gl(m,n)| x =

m n( )
m a b

n c d

, str(x) := tr(a) − tr(d) = 0

 ,

The simple Lie superalgebra g = psl(m,n) is defined by psl(m,n) = sl(m,n),m 6= n
and psl(n,n) = sl(n,n)/Id2n.

Ifm 6= n (resp. m = n) the even part is isomorphic to sl(m,C)⊕sl(n,C)⊕C (resp.
sl(n,C)⊕ sl(n,C)) while the odd part is the sum of two irreducible representations
of g 0̄, namely g 1̄ = V ⊕ V∗, V ∼= Cm ⊗ Cn ⊗ C (resp. V ∼= Cn ⊗ Cn) where Ck is the
standard module for sl(k,C). We denote by a1 (resp. a2) the copy of sl(m,C), resp.

sl(n,C), consisting of the elements of g of the form

 a 0

0 0

 resp.

 0 0

0 d

 .

The root system of psl(m,n) is given in terms of linear functions ε1, . . . , εm and
δ1 = εm+1, . . . , δn = εm+n. The roots are

∆ 0̄ = {εi − εj, δi − δj, i 6= j}, ∆ 1̄ = {±(εi − δj), i 6= j}.

The grading of Proposition 7.1.2, denoted psl(m,n)k,h, can be visualized with
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the following matrix

k m− k h n− h


k 0 1 0̄ 0 1 1̄

m− k −1 0̄ 0 −1 1̄ 0

h 0 1 1̄ 0 1 0̄

n− h −1 1̄ 0 −1 0̄ 0

Ifm 6= n the grading element is E = Diag(xIdk, (x−1)Idm−k, xIdh, (x−1)Idn−h), with
x = 1 − k−h

m−n
. If m = n the element E with E = Diag(xIdk, (x − 1)Idm−k, xIdh, (x −

1)Idn−h), and x = 1 − k+h
m+h

satisfies Equation (4.2), hence it acts as the grading ele-
ment, and str(E) = (h − k), hence E /∈ psl(n,n), unless k = h in which case we have
E ∈ g. Note that, in general,

dim g−1 = ( k(m− k) + h(n− h) | k(n− h) + h(m− k) ) =

= dim M( (m−k|n−h) , (k|h) ).

Remark 7.4. Notice that if g = psl(m,n)k,h and x, z ∈ g−1,y ∈ g1, then [[x,y], z] =

xyz+(−)α(x,y,z)zyx. Indeed, we have [[x,y], z] = xyz−(−1)|x||y|yxz−(−1)|z|(|x|+|y|)zxy+

(−1)α(x,y,z)zyx and

yxz =


0 y11

0 0

0 y12

0 0

0 y21

0 0

0 y22

0 0




0 0

x11 0

0 0

x12 0

0 0

x21 0

0 0

x22 0

 z =

=


y11x11 + y12x21 0

0 0

y11x12 + y12x22 0

0 0

y21x11 + y22x21 0

0 0

y21x12 + y22x22 0

0 0




0 0

z11 0

0 0

z12 0

0 0

z21 0

0 0

z22 0

 = 0 .

Similarly, it can be shown that zxy = 0.
Moreover, if we project g−1 toM (m−k|n−h) , (k|h)(C), by

0 0

x11 0

0 0

x12 0

0 0

x21 0

0 0

x22 0

→
 x11 x12

x21 x22



and, in a similar way, g1 to M (k|h) , (m−k|n−h)(C), we get an isomorphism of ε-sJTS
between the one associated to g, with a grade-reversing ε-involution σ, and
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M (m−k|n−h) , (k|h)(C) with triple product defined by Equation (3.7), as explained in
Remark 3.9, and with the map φσ = σ|g−1

. The fact that φσ satisfies the conditions
given in Remark 3.9 follows from σ being a grade-reversing ε-involution.

Definition 7.5. Let V be a finite-dimensional super vector space and b an even non-
degenerate bilinear superform on V , i.e. a non-degenerate bilinear form which is
symmetric on V 0̄, antisymmetric on V 1̄ and such that b(V 0̄,V 1̄) = b(V 1̄,V 0̄) = 0.
Notice that in this case dim(V 1̄) is necessarily even.

The orthosymplectic Lie superalgebra, denoted by osp(b,V), is the Lie subal-
gebra consisting of endomorphisms which annihilate the superform b, x ∈ gl(m,n)

satisfying b(x(v),w) = −(−1)|x||v|b(v, x(w)), ∀v,w ∈ V . If dim(V) = (m, 2n), then
there is an obvious embedding of osp(b,V) in sl(m,n). In what follows we will con-

sider b associated to the matrix
(
Sm 0

0 J2n

)
and will denote this Lie superalgebra by

osp(m, 2n).

Let g = osp(2m + 1, 2n), m > 0, be the odd orthosymplectic Lie superalgebra.
Then the elements of g are of the form

X =





a u b x1 x2

v 0 −uR y1 y2

c −vR −aR z1 z2

zR2 yR2 xR2 d e

−zR1 −yR1 −xR1 f −dR

with a,b, c ∈Mm, b = −bR, c = −cR, u, vt ∈Mm,1(C), d, e, f ∈Mn, e = eR, f = fR,

x1, x2, z1, z2 ∈Mm,n(C), y1,y2 ∈M1,n(C).

The even part of g is isomorphic to so(2m+ 1,C)⊕ sp(2n,C) while the odd part
is the irreducible g 0̄-module C2m+1 ⊗ C2n, where C2m+1, resp. C2n, is the standard
module of so(2m + 1), resp. sp(2n,C). Its root system is given in term of linear
functions ε1, . . . , εm and δ1 = ε2m+1, . . . , δn = ε2m+n and the roots are

∆ 0̄ = {±εi ± εj, ±εi, ±2δi, ±δi ± δj, i 6= j}, ∆ 1̄ = {±δi,±εi ± δj}.

The only 3-grading of g, up to isomorphism, is the one given by Proposition 7.1.3.
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The grading can be represented by the following grading matrix:

1 2m− 1 1 2n


1 0 1 0̄ 1 1̄

2m− 1 −1 0̄ 1 0̄ 0

1 −1 0̄ 0 −1 1̄

2n −1 1̄ 0 1 1̄ 0

The grading element is E = Diag( 1 , 02m−1 , −1 , 02n ).
Let g = osp(2, 2n) be the symplectic Lie superalgebra, whose elements are of the

form

X =




a 0 x1 x2

0 −a y1 y2

yR2 xR2 d e

−yR1 −xR1 f −dR

with a ∈ C, d, e, f ∈Mn, e = eR, f = fR, x1, x2,y1,y2 ∈M1,n(C)
The even part is isomorphic to C⊕sp(2n,C) while the odd part is the sum of two

irreducible g 0̄-modules V(ω1) ⊕ V(ω1)
∗, namely the first fundamental module and

its dual. The root system is given in terms of linear functions ε1 and δ1 = ε3, . . . , δn =

εn+1 and the roots are

∆ 0̄ = {±2δi, ±δi ± δj, i 6= j}, ∆ 1̄ = {±ε1 ± δj}.

The grading of Proposition 7.1.4 is of the form:

1 1 2n
1 0 1 1̄

1 0 −1 1̄

2n −1 1̄ 1 1̄ 0

and the grading element is E = 1
2Diag(1,−1, 02n).

The grading of Proposition 7.1.5 can be visualized as follows:

1 1 n− 1 n− 1


1 0 0 1 1̄

1 0 −1 1̄ 0

n− 1 0 1 1̄ 0 1 0̄

n− 1 −1 1̄ 0 −1 0̄ 0
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The grading element is E = 1
2Diag(1,−1, Idn,−Idn).

Let g = osp(2m, 2n) be the even orthosymplectic Lie superalgebra. We have that
the elements of g are of the form

X =




a b x1 x2

c −aR y1 y2

yR2 xR2 d e

−yR1 −xR1 f −dR

with a,b, c ∈Mm, b = −bR, c = −cR, d, e, f ∈Mn, e = eR, f = fR,

x1, x2,y1,y2 ∈Mm,n(C).
The even part is isomorphic to so(2m,C) ⊕ sp(2n,C) while the odd part is the

irreducible g 0̄-module C2m ⊗ C2n, where C2m is the standard module of so(2m,C)
and C2n is the standard module of sp(2n,C). The root system is given in terms of
linear functions ε1, . . . , εm and δ1 = ε2m+1, . . . , δn = ε2m+n. The roots are

∆ 0̄ = {±εi ± εj, ±2δi, ±δi ± δj, i 6= j}, ∆ 1̄ = {±εi ± δj}.

The 3-grading given in Proposition 7.1.6 can be treated in a similar way to the
one of osp(2m + 1, 2n) and the grading element is the same without the (m + 1)-th
row and column.

The 3-grading of Proposition 7.1.7 is of the form

m m n n


m 0 1 0̄ 0 1 1̄

m −1 0̄ 0 −1 1̄ 0

n 0 1 1̄ 0 1 0̄

n −1 1̄ 0 −1 0̄ 0

and the grading element is E = 1
2Diag(Idm,−Idm, Idn,−Idn).

Remark 7.6. Let g = osp(m+2, 2n)with one of the 3-gradings of Proposition 7.1.3 , 4 , 6.
If we identify g−1 withM(m|2n)(1|0)(C) and g1 withM(1|0)(m|2n)(C) by setting




0 0 0 0

x1 0 0 0

0 −xR1 0 x ′2

x2 0 0 0

→

( )
x1

x2
and




0 y1 0 y2

0 0 −yR1 0

0 0 0 0

0 0 y ′′2 0

→
( )
y1 y2



86 7. 3-graded Lie superalgebras

with x ′2 = xt2J2n,y ′′2 = J2ny
t
2. By a straightforward calculation it follows that the triple

product induced by (g,σ) onM(m|n)(1|0)(C) is the one given in Example 3.11 and the
triple product is

(x,y, z) = xφ(y)z+ (−1)α(x,y,z)zφ(y)x− (xφ(y))osτz

whereφ :M(m|2n)(1|0)(C)→M(1|0)(m|2n)(C) is determined by σ|g−1
and osτ is the map

defined in Example 3.10.
It can be easily shown that this grading is induced in a natural way by the 5-

grading of sl(m+ 2, 2n) defined by f(ε1) = −f(εm+2) = 1.

Definition 7.7. The simple Lie superalgebra g = p(n) ,n > 2 is the Lie subalgebra of
sl(n,n) given by

p(n) = {x ∈ psl(n,n), x =

 a b

c −at

 | a ∈ sl(n,C), b = bt, c = −ct}

We have that g 0̄
∼= sl(n,C) and g 1̄ is the sum of the two irreducible sl(n,C)-modules

Λ2(Cn)∗ and S2Cn.
The 3-grading of p(n),n ∈ 2N, of Proposition 7.1.11 is not induced by psl(n,n)k,h.

It is convenient for our purposes to consider instead of p(n) its image under the
isomorphism AdDiag(Id,Sn), which we still denote p(n), with

p(n) = {x ∈ psl(n,n), x =

 a b

c −aR

 | a ∈ sl(n,C), b = bR, c = −cR}.

With this identification, the 3-grading of p(n) is the one induced by psl(n,n)h,h,n =

2h.

Definition 7.8. The simple Lie superalgebra g = q(n) ,n > 2 is the Lie subalgebra of
psl(n,n) given by

q(n) = {x ∈ psl(n,n), x =

 a b

b a

 | tr(b) = 0 }

In q(n) we consider the two copies of sl(n,C) given by q(n) 0̄ and q(n) 1̄, and denote
by eα and ēα, respectively, the root vectors of the even sl(n,C) and of the odd sl(n,C).

The 3-grading of q(n) of Proposition 7.1.10, denoted q(n)s, is that induced by
psl(n,n)s,s and the grading element is the same of psl(n,n)s,s.

Remark 7.9. Notice that in all of the preceding cases, except for so(m, 2n) with
the 3-gradings of Proposition 7.1.3,4,6, if x, z ∈ g−1,y ∈ g1, then [[x,y], z] = xyz +
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(−)α(x,y,z)zyx. This follows from Remark 7.4 and the fact that all the Lie superalgeb-
ras are subalgebras of psl(m,n) with the induced 3-grading. As a consequence we
can view g−1 as a sub ε-sJTS of M (m−k|n−h) , (k|h)(C) . We list all the corresponding
subspaces

g g−1

osp(2m, 2n) {x ∈M(m|n)(C)|x =

 a b

−bR d

 ,a = −aR,d = dR}

p(n) {x ∈M(n|n)(C)|x =

 a b

c −aR

 ,b = bR, c = −cR}

q(n) {x ∈M(m|n)(C)|x =

 a b

b a

}

In the first case the projection of g1 is

{x ∈M(m|n)(C)|x =

 a b

bR d

 ,a = −aR,d = dR}

while in the other cases is equal to that of g−1.

Definition 7.10. Let α ∈ C\{0,−1}. The simple Lie superalgebra D(α) = D(2, 1;α) is

the classical Lie superalgebra with Cartan matrix


0 1 α

−1 2 0

−1 0 2

, see [27]. It has even

part isomorphic to sl(2,C)⊕sl(2,C)⊕sl(2,C), odd part isomorphic to the irreducible
g 0̄-module C2 ⊗ C2 ⊗ C2 , where C2 is the standard sl(2,C)-module. We will denote
by ai = 〈hi, ei, fi〉, i = 1, 2, 3, the i-th copy of sl(2,C) in g 0̄ and we letC2 = 〈w+,w−〉 be
the standard sl(2,C)-module, with [hi,w±] = ±w±. We will writew(++)⊗w instead
of w+ ⊗w+ ⊗w ∈ g1, w ∈ C2.

The root system of g is given by

∆ 0̄ = {±2εi}, ∆ 1̄ = {±ε1 ± ε2 ± ε3},

where ±2εi are the corresponding roots of the i-th copy of sl(2,C). The product
between odd elements is given by:

[u1 ⊗ u2 ⊗ u3, v1 ⊗ v2 ⊗ v3] =
∑
σ∈S3

σ3=Id

(uσ(1), vσ(1))J(uσ(2), vσ(2))JΨσ(3)(uσ(3), vσ(3)) , (7.2)

where (, )J is the standard symplectic form on C2 and Ψi is the map from C2 ⊗ C2

to the i-th copy of sl(2,C) defined by Ψi(ui, vi)(w) = λi((vi,w)Jui − (w,ui)Jvi) and
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λ1 = α
2 , λ2 = 1

2 , λ3 = −1+α
2 . Recall that D(α) ∼= so(4, 2) if α ∈ {1,−2,−1

2 } and that
D(α) ∼= D(β) if α = {(1 + β)±1,β−1,−( β

1+β)
±1}, see e.g. [27].

Let α ∈ C− {0,−1, 1,−2,−1
2 }. The 3-grading of Proposition 7.1.8 is given by

D(α)i = 〈ei(2ε1), ei(2ε2)|ei(ε1+ε2±ε3)〉, i = ±1, D(α)0 = sl(1, 2)⊕ CE . (7.3)

In particular, D(α) 0̄ consists of the direct sum of two copies of sl(2,C) with the fun-
damental 3-grading and one with trivial grading. In terms of ai we have

D(α)±1 = 〈e(1±), e(2±)|w(±±) ⊗w〉 .

The purpose of the next remark is to calculate the triple commutator [[g−1, g1], g−1]

of g = D(α).

Remark 7.11. Let α ∈ C − {0,−1, 1,−2,−1
2 } and let g denote D(α), as introduced in

Definition 7.10. Let x, z ∈ g−1, and y ∈ g1,

x = axe(1−) + bxe(2−) +w(−−) ⊗wx ,

y = −aye(1+) − bye(2+) +w(++) ⊗wy ,

z = aze(1−) + bze(2−) +w(−−) ⊗wz ,

with ax,ay,az,bx,by,bz ∈ C and wx,wy,wz ∈ C2. We have

[x,y] = [axe(1−) + bxe(2−) +w(−−) ⊗wx,−aye(1+) − bye(2+) +w(++) ⊗wy] =
= axayh1 + axw(−+) ⊗wy

+bxbyh2 + bxw(+−) ⊗wy
+ayw(+−) ⊗wx + byw(−+) ⊗wx
+(w−,w+)J(w−,w+)JΨ3(wx,wy)

+(w−,w+)J(wx,wy)J(Ψ1(w−,w+) + Ψ2(w−,w+))

= axayh1 + bxbyh2

+(wx,wy)J(λ1h1 + λ2h2) + Ψ3(wx,wy)

+w(−+) ⊗ (axwy + bywx)

+w(+−) ⊗ (bxwy + aywx)
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Hence, using the definitions of the bracket of g and since λ1 + λ2 + λ3 = 0, we get

[[x,y], z] = [[x,y],aze(1−) + bze(2−) +w(−−) ⊗wz]
= −2axayaze(1−) − 2λ1az(wx,wy)Je(1−)

−w(−−) ⊗ az(bxwy + aywx)
−2bxbybze(2−) − 2λ2bz(wx,wy)Je(2−)

−w(−−) ⊗ bz(axwy + bywx)
−(axay + bxby)w(−−) ⊗wz
−(λ1 + λ2)(wx,wy)Jw(−−) ⊗wz
+w(−−) ⊗ (λ3((wy,wz)Jwx − (wz,wx)Jwy))

+(w+,w−)J((axwy + bywx),wz)JΨ1(w−,w−)

+((bxwy + aywx),wz)J(w+,w−)JΨ2(w−,w−)

= −2(axayaz + λ1((wx,wy)Jaz − (wz,wy)Jax + (wx,wz)Jby))e(1−)

−2(bxbybz + λ2((wx,wy)Jbz − (wz,wy)Jbx + (wx,wz)Jay))e(2−)

−w(−−) ⊗ ((axay + bxby)wz + (azay + bzby)wx + (axbz + bxaz)wy)

−w(−−) ⊗ (λ1 + λ2)((wx,wy)Jwz − (wz,wy)Jwx + (wx,wy)Jwy) .

(7.4)

Definition 7.12. The exceptional simple Lie superalgebra g = F(4) is the classical Lie

superalgebra with Cartan matrix


0 1 0 0

−1 2 −2 0

0 −1 2 −1

0 0 −1 2

 . The even part is isomorphic

to sl(2,C)⊕so(7,C), the odd part is isomorphic to the irreducible module C2⊗Spin7,
where Spin7 is the highest-weight module with highest weightω3, the third funda-
mental weight of so(7,C). The root system of g is given by

∆ 0̄ = {±εi ± εj,±εi,±δ, i 6= j}, ∆ 1̄ = {
1

2
(±ε1 ± ε2 ± ε3 ± δ)},

where δ is the simple root of sl(2,C) and εi, i = 1, 2, 3 generate the root system of
so(7,C).

Let (, )A be the standard symplectic form on C2, (, )B be the, unique up to a scalar,
invariant symmetric form on Spin7, B a basis of so(7,C) and

ΨA : S2C2 → sl(2,C) : ΨA(v1, v2)(v) = (v2, v)v1 − (v, v1)v2 , v ∈ C2

ΨB : Λ2Spin7 → so(7,C) : ΨB(s1, s2) =
∑
x∈B(s1,−xt · s2)Bx .

The product of odd elements, vi ⊗ si ∈ C2 ⊗ Spin7, is given by (cf. [50])

[v1 ⊗ s1, v2 ⊗ s2] = −
4

3
(v1, v2)AΨB(s1, s2) + (s1, s2)BΨA(v1, v2) ,
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The simple Lie superalgebra of type F(4) has, up to equivalence, the 3-grading of
Proposition 7.1.9. We have

gi, i = ±1, g0

〈eiδ, eiε1 , ei(ε1±ε2), ei(ε1±ε3)|e i2 (δ+ε1±ε2±ε3)
〉 osp(2, 4)⊕ CE.

(7.5)

In particular, g 0̄ is the direct sum of sl(2,C) with the fundamental 3-grading and
so(7,C)with the 3-grading corresponding to the Dynkin diagram with the first node
marked.

In the next remark we give an explicit realization of g = F(4) and compute the
triple commutator [[g−1, g1], g−1] which will be needed in the next chapter.

Remark 7.13. Let U denote C7 with the bilinear form (·, ·) with matrix S7, let C`(U)
denote the Clifford algebra, whose product we denote by juxtaposition, with defin-
ing relation v2 = (v, v)1, where 1 denotes the identity element of C`(U). Let C be
the basis of U consisting of up = ep, 1 6 i 6 4,u∗p = e8−p,p = 1, 2, 3, where {ep}

is the standard basis of C7 and consider the isotropic decomposition of U given by
U = W ⊕ Cu4 ⊕W∗, with W = 〈ui, i = 1, 2, 3〉,W∗ = 〈u∗i , i = 1, 2, 3〉. We define the
action of u = w+ cu4 +w

∗ ∈ U on s ∈ Λ•W by

u ◦ s =
√

2(w∧ s+ iw∗(s)) + (−1)deg(s)cs ,

where deg(s) is the degree of s as an element of the exterior algebra and iw∗ denotes
the interior product induced by the dual pairing betweenW andW∗. Since the action
of U satisfies the defining relation of C`(U), it extends to an action of C`(U), thus we
can identify Spin7 withΛ•W as C`(U)-modules. Moreover, we identify so(7,C) with
Λ2U ⊂ C`(U),u∧ v = 1

2(uv− vu), by setting

(u∧ v)(w) = (v,w)u− (w,u)v, u, v,w ∈ U,

and let Λ2U acts on Λ•W by

(u∧ v) · s = 1

2
u∧ v ◦ s = 1

4
(uv− vu) ◦ s .

In this way we get the isomorphism Spin7
∼= Λ•W as so(7,C)-modules.

Let U ′ be the subspace of U with basis C ′ = {u2,u3,u4,u∗3,u∗2}, with the induced
scalar product. Let so(5,C) be embedded in so(7,C) via the embedding induced
by Λ2U ′ in Λ2U. The restricted representation of Spin7 = Λ•W to so(5,C) splits in
two irreducible representations isomorphic to Spin5, namely Spin7 = S1 ⊕ S2, S1 =

Λ•W ′, S2 = u1 ∧ Λ•W ′, with W ′ = 〈u2,u3〉 ⊂ W. The actions of C`(U ′) on U ′ and
S1, S2 are the restricted ones.
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Let g denote F(4) with the 3-grading of Proposition 7.1.9, f,h, e ∈ g 0̄ be the stand-
ard basis of sl(2,C) and let C2 = 〈v+, v−〉 denote the standard sl(2,C)-module with
[h, v±] = ±v±. If we take as basis of the Cartan subalgebra of so(7,C) the set {hi =
ui ∧ u

∗
i |i = 1, 2, 3} we have that, for example, u1 ∧ u2 is a weight vector with weight

(1
2 , 1

2 ,−1
2). Indeed, [hi,u1 ∧u2] =

1
2(ui∧u

∗
i ) ◦ (u1 ∧u2) =

1
4(uiu

∗
i −u

∗
iui) ◦ (u1 ∧u2) =

±1
2(u1 ∧u2), with the minus sign only if k = 3. Similar calculations yield the follow-

ing identifications:

(g−1) 0̄
∼= Cf⊕U ′ ∧ u∗1 , (g−1) 1̄

∼= Cv− ⊗ S1 ,

(g0) 0̄
∼= Ch⊕Λ2U ′ ⊕ CE , (g0) 1̄

∼= Cv+ ⊗ S1 ⊕ Cv− ⊗ S2 ,

(g1) 0̄
∼= Ce⊕ u1 ∧U

′ , (g1) 1̄
∼= Cv+ ⊗ S2 ,

with E = 1
2h+ u1 ∧ u

∗
1. Note that g0

∼= osp(2, 4)⊕ CE in a non-canonical way, due to
the exceptional isomorphism sp(4,C) ∼= so(5,C).

Let x, z ∈ g−1, x = axf + ux ∧ u
∗
1 + v− ⊗ sx, z = azf + uz ∧ u

∗
1 + v− ⊗ sz and y ∈

g1, y = −aye−u1∧uy+v+⊗sy with ax,ay,az ∈ C, ux,uy,uz ∈ U ′, sx, sy, sz ∈ Λ•W ′.
We have

[x,y] = [axf+ ux ∧ u
∗
1 + v− ⊗ sx,−aye− u1 ∧ uy + v+ ⊗ u1 ∧ sy] =

= axayh+ axv− ⊗ u1 ∧ sy − [ux ∧ u
∗
1,u1 ∧ uy]+

+v+ ⊗ (ux ∧ u
∗
1 · (u1 ∧ sy)) + ayv+ ⊗ sx+

+v− ⊗ ((u1 ∧ uy) · (sx)) + [v− ⊗ sx, v+ ⊗ u1 ∧ sy] =

= axayh+ axv− ⊗ u1 ∧ sy − ux ∧ uy + (ux,uy)u1 ∧ u
∗
1+

+v+ ⊗ (
1√
2
ux ◦ sy) + ayv+ ⊗ sx + v− ⊗ (

1√
2
u1 ∧ (uy ◦ (sx)))−

+[v− ⊗ sx, v+ ⊗ u1 ∧ sy] ,

where we used [v1 ∧ v2, v3 ∧ v4] = (v2, v3)v1 ∧ v4 − (v4, v1)v3 ∧ v2 − (v1, v3)v2 ∧ v4 +

(v2, v4)v1 ∧ v3, vi ∈ U, 1 6 i 6 4.
Using the invariance of the form (, )B, i.e. (x · s, t)B = −(s, x · t)B, x ∈ Λ2U, s, t ∈

Λ•W, if we fix (1,ω)B = 1, ω = u1 ∧ u2 ∧ u3 ∈ Λ3W, we get

(s, t)B = (−1)[
deg(s)+1

2 ]iω∗(s∧ t) ,

where the square bracket in the exponent denotes the integer part. We claim that
(, )B is admissible with invariants (−1, 1) (see Definition 6.5). Let s, t be elements of
the standard basis ofΛ•W and k = 1, 2, 3. If (uk ◦s, t)B = 0 then (s,uk ◦t)B = 0, while
if (uk ◦ s, t)B 6= 0, we have

(s,uk ◦ t)B =
√

2(−1)[
deg(s)+1

2 ]iω∗(s∧ uk ∧ t)√
2(−1)[

deg(s)+1
2 ]+deg(s)iω∗(uk ∧ s∧ t)

(−1)[
deg(s)+2

1 ]+deg(s)+[
deg(s)+1

1 ](uk ◦ s, t) .
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A case by case check shows that (−1)[
deg(s)+2

1 ]+deg(s)+[
deg(s)+1

1 ] = −1. Similarly, the same
relation can be proved for u∗k, whereas for u4 it is an immediate check.

In order to compute ΨB we consider the standard basis of Λ2U (resp. of Λ2U ′),
denoted B (resp. B ′), consisting of the elements vi ∧ vj, where vi, vj are elements of
C (resp. C ′). Note that, in particular, u1 ∧ u

∗
1 ∈ B and B ⊃ B ′. Moreover, in term of

Λ2U the map x → −xt corresponds to u ∧ v → u∗ ∧ v∗, if x is identified with u ∧ v.
Let ΨB ′(s, t) denote the map from Spin5 ⊗ Spin5 to Λ2U ′ given by

ΨB ′(s, t) =
∑

(u∧v)∈B ′
(s, (u∗ ∧ v∗) · (u1 ∧ t))B(u∧ v) .

We have

[v− ⊗ sx, v+ ⊗ u1 ∧ sy] =

= −4
3ΨB(sx,u1 ∧ sy) − (sx,u1 ∧ sy)Bh =

= −4
3ΨB ′(sx,u1 ∧ sy) +

2
3(sx,u1 ∧ sy)u1 ∧ u

∗
1

−(sx,u1 ∧ sy)Bh ,

(7.6)

since (sx, (u∗ ∧ v∗) · (u1 ∧ sy)) = 0, if (u∧ v) ∈ u1 ∧U
′ ⊕U ′ ∧ u∗1.

Summing up, we have

[x,y] = (axay − (sx,u1 ∧ sy)B)h−

−ux ∧ uy −
4
3ΨB(sx,u1 ∧ sy)+

+((ux,uy))u1 ∧ u
∗
1+

+v+ ⊗ ((
1√
2
ux ◦ sy) + aysx)+

+v− ⊗ ((
1√
2
u1 ∧ (uy ◦ (sx))) + axu1 ∧ sy) ,
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hence
[[x,y], z] = −2az(axay − (sx,u1 ∧ sy)B)f+

+v− ⊗ (−(axay − (sx,u1 ∧ sy)B)sz)−

−(uy,uz)ux ∧ u∗1 + (ux,uz)uy ∧ u∗1−

+v− ⊗−1
2(ux ∧ uy) ◦ sz−

−4
3 [ΨB(sx,u1 ∧ sy),uz ∧ u∗1]−

+v− ⊗ (−4
3ΨB(sx,u1 ∧ sy) · sz)+

−((ux,uy))uz ∧ u∗1+

+v− ⊗ (−1
2(ux,uy)sz)−

+v− ⊗−az((
1√
2
ux ◦ sy) + aysx)+

+4
3ΨB(((

1√
2
ux ◦ sy) + aysx), sz)+

+v− ⊗ (−(1
2uz ◦ (uy ◦ (sx)) +

1√
2
axuz ◦ sy))−

−2(( 1√
2
u1 ∧ (uy ◦ (sx))) + axu1 ∧ sy, sz)Bf =

= −2azaxayf−

−2(axsz − azsx,u1 ∧ sy)Bf−

−
√

2(sz,u1 ∧ (uy ◦ (sx)))Bf−
+4

3ayΨB(sx, sz)+

−((ux,uy)uz + (uz,uy)ux)∧ u∗1+

+(ux,uz)uy ∧ u∗1+

+2
√

2
3 (ΨB(sx,uz ◦ sy) − ΨB(sz,ux ◦ sy))+

+v− ⊗−(axaysz + azaysx)+

+v− ⊗ (− 1√
2
(azux + axuz) ◦ sy)+

+v− ⊗ (−1
2((uxuy) ◦ sz + (uzuy) ◦ sx))+

+v− ⊗ (−4
3ΨB ′(sx, sy) · sz +

2
3(sx,u1 ∧ sy)Bsz)

(7.7)

Note that in deriving Equation 7.7 we used the identities

(ux,uy)1+ (ux ∧ uy) = (ux,uy)1+ 1
2(uxuy − uyux)

= (ux,uy)1+ uxuy − (ux,uy)1

= (uxuy) ;

−4
3 [ΨB(sx,u1 ∧ sy),uz ∧ u∗1] = 4

3 [uz ∧ u
∗
1,ΨB(sx,u1 ∧ sy)]

= 4
3ΨB(sx, (uz ∧ u

∗
1) · u1 ∧ sy)

= 2
√

2
3 ΨB(sx,uz ◦ sy)

Note that [[x,y], z] = (−1)|x||y|+|y||z|+|x||z|[[z,y], x] can be easily checked using Equa-
tion 7.7. In particular, in the last expression for the triple commutator the terms are
rearranged such that the summands of each row satisfy super-commutativity on
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their own, e.g.

−
√

2(sz,u1 ∧ (uy ◦ (sx)))Bf = −2(sz, (u1 ∧ uy) · sx))Bf =
= 2((u1 ∧ uy) · sz, sx)Bf =

√
2(u1 ∧ (uy ◦ (sz)), sx)Bf =

=
√

2(sx,u1 ∧ (uy ◦ (sz)))Bf ,

where we used the fact that (, )B is invariant and symmetric.

Let s, t ∈ Λ•W ′. We define (s, t)B ′ = (s,u1 ∧ t)B. We have that (, )B ′ is admiss-
ible with invariants (1,−1). The fact that (, )B is admissible is transferred to the
form (, )B ′ and to check the invariants is immediate. As a consequence we have
that the form (, )B ′ is invariant with respect to the action of Λ2U ′. Moreover, setting
ω ′ = u2 ∧ u3 ∈ Λ2W ′, we have

(s, t)B ′ = (s,u1 ∧ t) = (s, t)B = (−1)[
deg(s)+1

2 ]iω∗(s∧ u1 ∧ t)

= (−1)[
deg(s)+1

2 ]+deg(s)i(ω ′)∗iu∗1(u1 ∧ s∧ t)

= (−1)[
deg(s)

2 ]i(ω ′)∗(s∧ t) ,

where the identity (−1)[
deg(s)

2 ] = (−1)[
deg(s)+1

2 ]+deg(s) follows from a direct check.

Let s, t ∈ Λ•W ′, then

ΨB(s, t) = −
∑
u∈C ′(s, (u1 ∧ u

∗) · t)Bu∧ u∗1

= −
∑
u∈C ′(s, (u1 ∧ u

∗) · t)Bu∧ u∗1

= (− 1√
2

∑
u∈C ′(s,u1 ∧ (u∗ ◦ t))Bu)∧ u∗1

= (− 1√
2

∑
u∈C ′(s,u

∗ ◦ t)B ′u)∧ u∗1 .

We set

ΨU ′(s, t) := −
1√
2

∑
u∈C ′

(s,u∗ ◦ t)B ′u .

Note that
√

2ΨU ′ satisfies the equation (
√

2ΨU ′(s, t), v) = (v ◦ s, t)B ′ (cf. Section 6.2).
Furthermore, since u1 anticommutes with the elements of C`(U ′), the following
identity holds

ΨB ′(s, t) =
∑

(u∧v)∈B ′(s, (u
∗ ∧ v∗) · (u1 ∧ t))B(u∧ v)

=
∑

(u∧v)∈B ′(s,u1 ∧ ((u∗ ∧ v∗) · t))B(u∧ v)

=
∑

(u∧v)∈B ′(s, (u
∗ ∧ v∗) · t)B ′(u∧ v) .

We, thus, get the following expression for the triple commutator of Equation 7.7
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[[x,y], z] = −2(axayaz + (axsz − azsx, sy)B ′)f+

+
√

2(sz,uy ◦ (sx))B ′f+
+(4

3ayΨU ′(sx, sz))∧ u
∗
1−

−(((ux,uy)uz + (uz,uy)ux − (ux,uz)uy))∧ u∗1+

+(2
√

2
3 (ΨU ′(sx,uz ◦ sy) − ΨU ′(sz,ux ◦ sy)))∧ u∗1+

+v− ⊗ (−ay(axsz + azsx) −
1√
2
(azux + axuz) ◦ sy)+

+v− ⊗ (−1
2((uxuy) ◦ sz + (uzuy) ◦ sx)+

+v− ⊗ (−4
3ΨB ′(sx, sy) · sz +

2
3(sx, sy)B ′)sz) .

(7.8)



Chapter 8

Involutions of Lie superalgebras

In this chapter we classify the grade-reversing ε-involutions of the classical simple
3-graded Lie superalgebras, we distinguish between the special and the exceptional
case. To do this, we will make use of the description of the group of automorphisms
of the simple Lie superalgebras obtained in [50]. Throughout the chapter we will
make use of the notations introduced in Chapter 7.

Lemma 8.1. Let g be a finite-dimensional simple Lie superalgebra, σ an automorphism of
g and let σ ī denote the restriction of σ to g ī. Suppose τ is another automorphism of g such
that σ 0̄ = τ 0̄. Then σ = τ ◦ δλ, where δλ is the automorphism defined by (δλ) 0̄ = Id 0̄ and
(δλ) 1̄ = λId 1̄, λ = ±1 if g 1̄ is irreducible, while if g 1̄ = g− ⊕ g+ is a sum of two irreducible
g 0̄-modules then (δλ) 0̄ = Id 0̄ , (δλ)|g+

= λIdg+
and (δλ)|g−

= λ−1Idg−
, λ ∈ C×.

Proof. Let g,σ, τ be as in the hypotheses. We have that δ = τ−1 ◦ σ is the identity on
g 0̄ and δ 1̄ is an isomorphism of the g 0̄-module g 1̄. Indeed δ([A, v]) = [A, δ(v)], ∀A ∈
g 0̄, v ∈ g 1̄. By Schur’s lemma δ acts as a scalar on each irreducible component.
Suppose g 1̄ is irreducible and δ(v) = λv then 0 6= [v,w] = δ([v,w]) = λ2[v,w], v,w ∈ g 1̄

thus λ = ±1. If g = g− ⊕ g 0̄ ⊕ g+, withg± two irreducible representations of g 0̄, then
δ(v±) = λ±, v± ∈ g±, for some λ± ∈ C×. In particular 0 6= [v+, v−] = δ([v+, v−]) =

λ−λ+[v+, v−] and the rest follows.

Remark 8.2. Notice that if (g,σ) gives rise to an ε-sJTS and σ commutes with δλ, then
σ ◦ δλ is an ε ′-involution, ε ′ ∈ Z2, if and only if λ4 = 1 and if λ = ±i then ε 6= ε ′ since
(δ2
±i) 1̄ = −Idg 1̄

.

Lemma 8.3. Let g be a 3-graded Lie superalgebra, σ an automorphism of g and let E be the
grading element. Then σ is grade-reversing (resp. preserving), if and only if σ(E) = −E

(resp. σ(E) = E).

96
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Proof. The proof for the grade-preserving case is similar to the grade-reversing one
so we only treat the latter. Let σ be a grade-reversing automorphism. We have, for
any x ∈ gi,

−iσ(x) = [E,σ(x)] = σ([σ−1(E), x]) ,

which implies that σ−1(E) = −E, hence σ(E) = −E.
Conversely, suppose σ(E) = −E. Then

[E,σ(x)] = σ[−E, x] = −iσ(x) ,

which implies σ(x) ∈ g−i.

8.1 ε-involutions of special Lie superalgebras

In this subsection we give the grade-reversing ε-involutions of the special simple
3-graded Lie superalgebras, i.e. all the classical ones except for D(α) and F(4).

Proposition 8.4. Let g = psl(m,n)k,h. If m 6= n, a complete list, up to equivalence, of
grade-reversing ε-involutions of g is the following:

ιε,k,h := AdDiag(

(
0 Idk

Idk 0

)
,

(
0 Idh

(−1)εIdh 0

)
) , if m = 2k, n = 2h ;

ε = 0 : osτm,h,n := AdDiag(Sm, Jh, Jn−h) ◦ τ , if h,n ∈ 2N ;

ε = 1 : τ; sτk,m,h,n := AdDiag(Jk, Jm−k, Jh, Jn−h) , if k,m,h,n ∈ 2N.

Ifm = n, a complete list, up to equivalence, of grade-reversing ε-involutions of g consists of
the previous ones together with the following:

ε = 0 : ι 0̄,h,h ◦ Π , if n = 2h = 2k ;

τ ◦ Π , if k = h ;

Π , if k = n, h = 0 ;

ε = 1 : τ ◦ Π ◦ δi , if k = h .

Proof. Let m 6= n . An automorphism of g is either of the form Ad(Diag(A,B)) or
Ad(Diag(A,B)) ◦ τ, see [50], with

τ

(
a b

c d

)
=

 −a −b

c −d

t =
 −at ct

−bt −dt

 ,
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A ∈ GL(m,C) and B ∈ GL(n,C).
Let σ = Ad(Diag(A,B)) be a grade-reversing ε-involution. Then a b

c d

 =

 AaA−1 AbB−1

BcA−1 BdB−1

 . (8.1)

In particular, if E is the grading element,

σ(E) = −E ⇐⇒

 A 0

0 B

E = −E

 A 0

0 B

 ⇐⇒

⇐⇒

 A 0

0 B




(
xIdk 0

0 (x− 1)Idm−k

)
0

0

(
xIdh 0

0 (x− 1)Idn−h

)
 =

= −



(
xIdk 0

0 (x− 1)Idm−k

)
0

0

(
xIdh 0

0 (x− 1)Idn−h

)

 A 0

0 B



Thus, σ is grade-reversing if and only if m = 2k,n = 2h,A =

(
0 A1

A2 0

)
,B =(

0 B1

B2 0

)
, A1,A2 ∈ GL(k,C),B1,B2 ∈ GL(h,C). The condition σ2

0̄ = Id implies A2 =

αA−1
1 and B2 = βB−1

1 , α,β = ±1. As a consequence one computes σ2
1̄ = δα

β
. In

particular, ιε,k,h is a grade-reversing ε-involution of g.
The restriction of σ to a1 (see Definition 7.3), resp. a2, acts by the inner auto-

morphism Ad(A), resp. Ad(B) and g induces a 3-grading on a1, resp. a2, which is
the one corresponding to the Dynkin diagram with the middle node marked, i.e. the
k-th, resp. the h-th. By Proposition 5.10, the only possibility is thatAd(A) andAd(B)
are involutions corresponding to the real forms su(k,k) and su(h,h) respectively. We
can conclude that ιε,k,h is the only grade-reversing ε-involution up to equivalence
of the form AdDiag(A,B).

Now suppose σ = Ad(Diag(A,B)) ◦ τ. We have

σ

(
a b

c d

)
=

 −AatA−1 ActB−1

−BbtA−1 −BdtB−1

 . (8.2)

In this case, the restrictionsσi = σ|ai , i = 1, 2, act as the outer automorphismsσ1 =

−Ad(A)◦t of a1 and σ2 = −Ad(B)◦t of a2 respectively, with t the usual transposition.
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Since on a1 we have the 3-grading given by marking the k-th node and the trivial
grading if k = m and on a2 we have the 3-grading given by marking the h-th node or
the trivial one if h = 0, by 5.10, one concludes that σ1 can be either of type sl(m,R)
or sl(m,H) if m,k ∈ 2N and σ2 can be either of type sl(n,R) or sl(n,H) if n,h ∈ 2N.
As a consequence, see e.g. [47] for the classification of involutions, we have that
the matrices A,B must be either symmetric or antisymmetric. Hence, we set At =

αA,Bt = βB,α,β = ±1. Moreover, σ(E) = −E is equivalent to AdDiag(A,B) being
grade-preserving, since τ is grade-reversing. It follows from the description of E,

that A =

(
A1 0

0 A2

)
and B =

(
B1 0

0 B2

)
, with A1 ∈ GL(k,C),A2 ∈ GL(m− k,C),B1 ∈

GL(h,C),B2 ∈ GL(n− h,C) with Ati = αAi and Bti = βBi, i = 1, 2. We calculate

σ2

(
0 b

c 0

)
=

(
0 −A(A−1)tbBtB−1

−B(B−1)tcAtA−1 0

)
= −αβ

(
0 b

c 0

)

The conditions derived for σ are satisfied if ε = 0̄ and σ is osτm,h,n, or if ε = 1̄

and σ is either τ or sτk,m,h,n. Since they correspond to the real forms sl(m,R) ⊕
sl(n,H), sl(m,R)⊕sl(n,R) and sl(n,H)⊕sl(n,H) respectively, they cover all possible
grade-reversing ε-involutions, up to equivalence.

Letm = n . In addition to the preceding cases, we also have the automorphisms
of the form Ad(Diag(A,B)) ◦ Π, Ad(Diag(A,B)) ◦ Π ◦ τ and their composition with
δλ, λ ∈ C×, defined in Lemma 8.1.

Recall that unless h = k there is no grading element, however we can still con-
sider the element E introduced in Chapter 7. Since E ∈ gl(n,n) the action of an auto-
morphism of psl(n,n) naturally extends to E and Lemma 8.3 still holds for E since it
satisfies Equation (4.2). It is convenient to split E as the following sum: E = E1+E2+

E ′, with E1 = Diag(aIdh, (a − 1)Idn−k, 0n),E2 = Diag(0n,bIdh, (b − 1)Idn−k),E ′ =

c(Idn,−Idn),a = 1 − k
n

,b = 1 − h
n

, c = k−h
2n . We have E1,E2 ∈ g and E ′ /∈ g (note

that E1 and E2 are the grading-elements for the induced 3-grading on a1 and a2 re-
spectively). Simple calculations show that AdDiag(A,B)(E) = AdDiag(A,B)(E1) +

AdDiag(A,B)(E2) + E
′, τ(E) = −E, Π(E) = Π(E1 + E2) − E

′ and δλ(E) = E.
Let σ be of the form Ad(Diag(A,B)). If σ is a grade-reversing ε-involution then

E ′ = 0, since AdDiag(A,B)(E) = AdDiag(E1) + AdDiag(E2) + E
′ = −(E1 + E2 + E

′)

and h = k. Arguments similar to the case m 6= n let us conclude that ιε,k,k is a
grade-reversing ε-involution. Since there is only one equivalence class, this part of
the statement is proved.

Similarly, for the case σ = Ad(Diag(A,B)) ◦ τ one obtains the grade-reversing
ε-involution of the case with m 6= n and we only have to check if τ and sτ are equi-
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valent under the action of the outer automorphisms one gets in addition to the case
m 6= n. Let h = k,h,n ∈ 2N. If φ is a grade-preserving automorphism of the form
AdDiag(P,Q) ◦ Π then φ(E) = E yields P = Diag(P1,P2),Q = Diag(Q1,Q2),P1,Q1 ∈
GL(h,C),P2,Q2 ∈ GL(n− h,C). We have

φ ◦ sτ ◦ φ−1 = AdDiag(P,Q) ◦ Π ◦AdDiag(Jh, Jn−h, Jh, Jn−h)◦
◦τ ◦ Π ◦AdDiag(P,Q)−1 =

= AdDiag(P,Q) ◦AdDiag(Jh, Jn−h, Jh, Jn−h)◦
◦(Π ◦ τ ◦ Π) ◦AdDiag(P,Q)−1 =

= AdDiag(P,Q) ◦AdDiag(Jh, Jn−h, Jh, Jn−h)◦
◦τ ◦ δ−1 ◦AdDiag(P,Q)−1 =

= AdDiag(P,Q) ◦AdDiag(Jh, Jn−h, Jh, Jn−h)◦
◦AdDiag(Pt,Qt) ◦ τ ◦ δ−1 =

= AdDiag(P1JhP
t
1,P2Jn−hP

t
2,Q1JhQ

t
1,Q2Jn−hQ

t
2) ◦ τ ◦ δ−1 .

The class of congruence for the matrix Ji, i ∈ 2N does not contain the identity, hence
τ and sτ are not equivalent underφ. In the same way one checks thatAdDiag(P,Q)◦
τ◦Π does not give an equivalence of τ and sτ. The case (k,h) = (n, 0) follows as well.

Let σ = Ad(Diag(A,B)) ◦ Π be a grade-reversing ε-involution. Then

σ

(
a b

c d

)
=

(
AdA−1 AcB−1

BbA−1 BaB−1

)
(8.3)

Since σ exchanges a1 and a2 they need to have the same grading, hence they are
either both 3-graded and h = k or trivially graded, case (k,h) = (n, 0). We compute

σ2

(
a b

c d

)
=

(
ABa(AB)−1 ABb(AB)−1

BAc(BA)−1 BAd(BA)−1

)
.

It is clear that σ can only be a 0̄-involution and that B = ±A−1.
Suppose h 6= 0. Then Π(E) = E, hence Ad(A,±A−1) is grade-reversing, which im-

plies n = 2h, A =

(
0 A1

A2 0

)
. Let φ = Ad(Diag(P,Q)) be a grade-preserving in-

volution, P = Diag(P1,P2), Q = Diag(Q1,Q2) with P1,P2,Q1,Q2 ∈ GL(h,C). Since
Π ◦Ad(Diag(P,Q)) = Ad(Diag(Q,P)) ◦ Π, we have

φ ◦ σ ◦ φ−1 = Ad(Diag(P,Q)) ◦Ad(Diag(A,±A−1)) ◦Ad(Diag(Q−1,P−1)) ◦ Π =

= Ad(Diag(PAQ−1,±QA−1P−1)) ◦ Π ;

By the generality of P,Q and the fact that PAQ−1 =

(
0 P1A1Q

−1
2

P2A2Q
−1
1 0

)
we can

choose Pi = A−1
i and thus obtain that σ is equivalent to the involution ι 0̄,h,h ◦ Π. On
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the other hand, if h = 0, Π(E) = −E and Ad(A,±A−1) is grade-preserving. One gets
that σ is equivalent to AdDiag(PAQ−1,QAP−1) ◦ Π for any invertible matrices P,Q.
Setting P = A−1,Q = Idwe get the 0̄-involution Π. We note also that Π◦δλ = δλ−1 ◦Π
and as a result (σ ◦ δλ)2 = σ2.

Let σ = Ad(Diag(A,B)) ◦ Π ◦ τ be a grade-reversing ε-involution. Similarly to
the previous case one derives that only the case k = h occurs, that AdDiag(A,B)

is grade-preserving which implies B = (A−1)t and A = Diag(A1,A2) with A1 ∈
GL(h,C),A2 ∈ GL(n − h,C). Studying the equivalence class of σ we get that it is
equivalent to any involution of the same form with Ai = PiAiQ

−1
i , i = 1, 2,P1,Q1 ∈

GL(h,C),P2,Q2 ∈ GL(n−h,C). We conclude that in this case the only grade-reversing
ε-involution is τ ◦ Π. Finally, σ ◦ δλ = δλ ◦ σ, hence σ ◦ δλ is a 1̄-involution, if
λ =
√
−1.

Proposition 8.5. Let g = osp(2m + 1, 2n) with the 3-grading of Proposition 7.1.3. A
complete list, up to equivalence, of grade-reversing ε-involutions of g is the following:

ε = 0 : SÎp,2m+1,q,n = AdDiag(Sp,2m+1, Î2q,2n) , 1 6 p 6 m− 1 , 1 6 q 6 [
n

2
] ;

ε = 1 : SJp,2m+1,n = AdDiag(Sp,2m+1, J2n) , 1 6 p 6 m− 1 .

Proof. The automorphisms of g are all inner, henceAut(g) = SO(2m+1,C)×SP(2n,C).
Let σ = Ad(Diag(A,B)) with A ∈ SO(2m+ 1,C), B ∈ SP(2n,C) be a grade-reversing
ε-involution. Then σ 0̄ induces grade-reversing involutions σo,σsp on so(2n + 1,C)
and sp(2n,C) respectively. Due to Proposition 5.10, σo can be of type so(p, 2m+ 1−

p), 1 < p 6 l, since so(2m + 1,C) has the 3-grading with the first node marked and,
since sp(2n,C) is trivially graded, σsp can be of type sp(2n,R) or sp(2q, 2(n−q)), 1 6

q 6 [n2 ]. Let φ = AdDiag(P,Q) be a grade-preserving homomorphism. Then
φ ◦ τ ◦ φ−1 = AdDiag(PAP−1,QBQ−1), hence matrices A,B with different spectrum
yield inequivalent grade-reversing ε-involution.

Condition σ(E) = −E implies that A =


0 0 1

0 A1 0

1 0 0

 with A1 ∈ SO(2m − 1,C). If

we set A1 = Sk,2m−1, 0 6 k 6 m − 1, and B = J2n or B = Î2k,2n, 1 6 k 6 [n2 ], we get
inequivalent grade-reversing ε-involution since the choices for A1 and for B all have
different spectrum and, by our argument on the real forms, these are also the only

grade-reversing ε-involution. Since σ(
(

0 b

c 0

)
) =

(
0 AbB−1

BcA−1 0

)
we have that if

B = J2n then σ is a 1̄-involution, while in all the other cases is a 0̄-involution.
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Proposition 8.6. Let g be osp(2, 2n) with the 3-grading of Proposition 7.1.4 and let g ′ be
osp(2, 2n) with the 3-grading of Proposition 7.1.5. Any grade-reversing ε-involution of g
is equivalent to one of the following

ε = 0 : SÎ2,q,n = AdDiag(S2, Î2q,2n) , 1 6 q 6 [
n

2
] ;

ε = 1 : SJ2,n = AdDiag(S2, J2n) .

Any grade-reversing ε-involution of g ′ is equivalent to one of the following

ε = 0 : SH+
2,l = AdDiag (S2,H+

4l) , n = 2l ;

ε = 1 : SJ2,n = AdDiag(S2, J2n) .

Proof. The automorphism group of osp(2, 2n) is the semidirect product of the inner
automorphisms and the outer involution, i.e. Aut(osp(2, 2n)) = SO(2) × SP(2n) o
Ad(Diag(S2, Id2n)). We first consider the case of g. Let σ = Ad(Diag(A,B)) withA ∈

SO(2,C), B ∈ SP(2n,C). Since A is of the form
(
a 0

0 a−1

)
we see immediately that

σ(g1) * g−1. Suppose σ = Ad(Diag(AS2,B)),A ∈ SO(2,C), B ∈ SP(2n,C) is a grade-
reversing ε-involution. Similarly to the case osp(2m + 1, 2n) one gets that Ad(B) is
an involution of sp(2n,C), which is trivially graded, hence it is of type sp(2n,R) or
sp(2q, 2(n − q)), 1 6 q 6 [n2 ]. Since g 1̄ is the sum of two irreducible g 0̄-modules, by
Lemma 8.1, we also have to consider σ◦δµ,µ4 = 1, however, sinceAd(AS2) exchanges
the irreducible components of g 1̄, σ◦δµ = δµ−1 ◦σ, and δλ ◦σ◦δλ−1 = σ◦δµ, if λ2 = µ.
If A = Id and B = J2n or B = Î2k,2n, 1 6 k 6 [n2 ] we get inequivalent grade-reversing
ε-involutions and by the real forms argument they are all, up to equivalence. In
particular σ is a 0̄-involution if B = Î2k,2n, 1 6 k 6 [n2 ] and a 1̄-involution if B = J2n.

We consider the case of g ′. As it happened in the case of g, the inner automorph-
isms are not grade-reversing, hence we only need to consider the case of a grade-
reversing ε-involutionσ = Ad(Diag(AS2,B)),A ∈ SO(2), B ∈ SP(2n). Since the copy
of sp(2n,C) is 3-graded, the one corresponding with the last node marked in the
Dynkin diagram,Ad(B) is an involution of type sp(2n,R) or sp(n,n) ifn ∈ 2N. These
are the only possibilities, since σ and σ ◦ δλ are equivalent. In particular, σ(E) = −E

implies B =

(
0 B1

B2 0

)
, B ∈ SP(2n,C) implies B2 = −(SnB

t
1Sn)

−1 and B2 = ±Id yield

B1 = ∓SBt1S. We conclude that B = J2n is the only 1̄-involution up to equivalence,
resp. B1 = B2 = Diag(Idn

2
,−Idn

2
) is the only 0̄-involution.
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Proposition 8.7. Let g be osp(2m, 2n) with the 3-grading of Proposition 7.1.6 and let g ′

be osp(2m, 2n) with the 3-grading of Proposition 7.1.7. A complete list, up to equivalence,
of grade-reversing ε-involutions of g is the following:

ε = 0 : SÎp,2m,q,n = AdDiag(Sp,2m, Î2q,2n) , 1 6 p 6 m− 1 , 1 6 q 6 [
n

2
] ;

ε = 1 : SJp,2m,n = AdDiag(Sp,2m, J2n) , 1 6 p 6 m− 1 .

A complete list, up to equivalence, of grade-reversing ε-involutions of g ′ is the following:

ε = 0 : SH+
2m,l = AdDiag(S2m,H+

4l) , n = 2l ;

H−Jl,n = AdDiag(H−
4l, J2n) , m = 2l ;

ε = 1 : SJ2m,n = AdDiag(S2m, J2n) ;

H−H+
l,q = AdDiag(H−

4l,H
+
4q) , m = 2l,n = 2q .

Proof. The automorphism group of g is the semidirect product of the inner auto-
morphisms and the outer involution T , Aut(g) = SO(2m,C)×SP(2n,C)o T , or equi-
valently O(2m,C)× SP(2n,C).

Case g: Let σ = Ad(Diag(A,B))withA ∈ O(2m,C), B ∈ SP(2n,C). Since the copy
of so(2m,C) in g 0̄ has the 3-grading represented by the Dynkin diagram with the first
node marked, the only involutions compatible are those of type so(k, 2m − k) , 1 <

k 6 m, and since sp(2n,C) is trivially graded any involution is compatible, hence
Ad(B) can be either of type sp(2n,R) or sp(2q, 2(n − q)) , 1 < q 6 [n2 ]. The same
arguments made for so(2m+ 1, 2n) let us conclude this case.

Case g ′: Let σ = Ad(Diag(A,B)) be a grade-reversing ε-involution of g ′. In
this case, since both so(2m,C) and sp(2n,C) are 3-graded, the 3-grading being in
both case the one corresponding to the respective Dyinkin diagram with the last
node marked, by Proposition 5.10, the only compatible involutions are those of type
so(m,m) and, if m = 2l, so∗(2l) of so(2m,C) and sp(2n,R) and, if n ∈ 2N, sp(n,n)

of sp(2n,C). The same arguments used for osp(2, 2n) lead us to B = J2n or, if
n = 2l, B = H+

4l. We have that Ad(A) is a grade-reversing involution of so(2m,C)

if A =

(
0 A1

±A−1
1 0

)
with AR1 = ±A1. Thus, A = S2m and, if n = 2p, A = H−

4p are

two inequivalent grade-reversing involutions of so(2m,C), since they satisfy all the
requirements. The rest follows by Lemma 8.1, together with the fact that g 1̄ is irredu-
cible, and by evaluating the action of σ2 on g 1̄ in each of the 4 cases we obtained.
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Proposition 8.8. Let g be p(n) with the 3-grading of Proposition 7.1.11, n = 2h. A com-
plete list, up to equivalence, of grade-reversing ε-involutions of g is the following:

ε = 0 : ι 0̄,h,h .

ε = 1 : ι 0̄,h,h ◦ δi .

Proof. The group of automorphisms of g is Aut(g) = GL(n,C) o C∗ with GL(n,C)
generated by Ad(Diag(A,AR)) and C∗ generated by {δλ}/{δλ|λ

2n = 1}. Recall that in
this case g 1̄ is the direct sum of two irreducible g 0̄ modules.

Let σ = AdDiag(A,AR) be a grade-reversing ε-involution. We have that σ 0̄ acts
on g 0̄

∼= sl(n,C) by the inner automorphism Ad(A,AR). Since sl(n,C) has 3-grading
the one with the h-th node marked and n = 2h, we have that Ad(A,AR) is of type
su(n,n). We conclude that the map ι 0̄,h,h is a 0̄-involution of p(n) and is also the
only one, up to equivalence. Since δλ commutes with ι 0̄,h,h, we have that (ι 0̄,h,h ◦
δi)

2 = δ−1, i.e. ι 0̄,h,h ◦ δi is a grade-reversing 1̄-involution, and since there is only
one equivalence class, the proof is complete.

Proposition 8.9. Let g = q(n)s. A complete list, up to equivalence, of grade-reversing
ε-involutions of g is the following:

ε = 0 : ι 0̄,s,s , n = 2s ;

ε = 1 : τ ◦ δi; sτ2s,2n,2s,2n ◦ δi , s,n ∈ 2N .

Proof. The automorphisms of g are of the form Ad(Diag(A,A)) or Ad(Diag(A,A)) ◦
τ ◦ δi, A ∈ GL(n,C). Let σ = Ad(Diag(A,A)). Since the g 0̄

∼= sl(n,C) has the 3-
grading given by the Dynkin diagram with the s-th node marked and σ 0̄ is an inner
grade-reversing involution of g 0̄, we have that σ 0̄ is of type su(n,n) and n = 2s.
Thus, the automorphism ι 0̄,s,s is the only 0̄-involution of g, up to equivalence.

Let Ad(Diag(A,A)) ◦ τ ◦ δi. In this case we get that the σ 0̄ is an outer grade-
reversing involution of sl(n,C), hence either of type sl(n,R) or, if n ∈ 2N , sl(n,H).
Since, as it was shown previously, (τ ◦ δi)2 = δ−1, we have that σ = τ ◦ δi and σ =

sτ2s,2n,2s,2n ◦ δi are grade-reversing 1̄-involutions of q(n). The rest follows.

8.2 ε-involutions of exceptional Lie superalgebras

In this subsection we give the grade-reversing ε-involutions of the exceptional
Lie superalgebras in terms of their action on the even part, whereas the action on
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the odd part is explicitly described in the proofs.

Proposition 8.10. Let α ∈ C − {0,−1, 1,−2,−1
2 } and g = D(α) with the 3-grading of

Proposition 7.1.8. A complete list, up to equivalence, of grade-reversing ε-involutions of g
is the following:

ε = 0 : JJId2,2,2 = Ad(J2)×Ad(J2)×Ad(Id2) ;

ε = 1 : JJJ2,2,2 = Ad(J2)×Ad(J2)×Ad(J2) .

Proof. Let α ∈ C− {0,−1, 1,−2,−1
2 } and suppose α 6= 1

2(−1 +
√
−3). The automorph-

ism group of g is Aut(g) = SL(2,C)× SL(2,C)× SL(2,C) with the action on g 0̄ given
by the i-th SL(2,C) acting on ai ∼= sl(2,C), i = 1, 2, 3.

Let σ 0̄ = Ad(A1)×Ad(A2)×Ad(A3) be a grade-reversing involution of g 0̄. Since
ai , i = 1, 2 is 3-graded, Ad(A1) and Ad(A2) are grade-reversing involutions of type
sl(2,R), while Ad(A3) can be either of type sl(2,R) or the identity. Let A1 = A2 = J2

and A3 = Id2 or A3 = J2.
We define the extension of σ 0̄ to g by setting

σ 1̄(v1 ⊗ v2 ⊗ v3) = A1(v1)⊗A2(v2)⊗A3(v3) .

We show that σ is, in fact, an automorphism of g. Let ai ∈ ai, vi,wi ∈ Vi , i = 1, 2, 3.
Indeed we have [σ(a1 +a2 +a3),σ(v1⊗ v2⊗ v3)] = σ([a1 +a2 +a3, v1⊗ v2⊗ v3]). Note
that each Ai is an isometry of the symplectic product (, )J, since AtiJ2Ai = J2, and
that

Ψi(Ai(vi),Ai(wi))(u) = λi( (Ai(wi),u)JAi(vi) − (u,Ai(vi))JAi(wi) )

= λiAi( ((wi,A
−1
i (u))Jvi − (A−1

i (u), vi)Jwi )

= Ai(Ψi(vi,wi))A
−1
i (u) .

From this fact and the definition of the product of odd elements, e.g. Equation (7.2),
it follows that [σ 1̄(v1 ⊗ v2 ⊗ v3),σ 1̄(w1 ⊗w2 ⊗w3)] = σ 0̄([v1 ⊗ v2 ⊗ v3,w1 ⊗w2 ⊗w3].
Finally, we have that JJId2,2,2 = Ad(J2) × Ad(J2) × Ad(Id2), resp. JJJ2,2,2 = Ad(J2) ×
Ad(J2) × Ad(J2), is a 0̄-involution, resp. 1̄-involution. They are also the only ones,
up to equivalence, by the real form argument, Lemma 8.1 and the fact that g 1̄ is
irreducible.

If α = 1
2(−1+

√
−3) we also have to consider the outer automorphisms generated

by d3 which acts as the permutation (1 2 3) on the simple components of g 0̄ (see [50]).
Since d3 is not grade-reversing nor grade-preserving the equivalence classes of the
grade-reversing ε-involutions are left unchanged.
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Theorem 8.11. LetV = V 0̄⊕V 1̄, withV 0̄ = C⊕C,V 1̄ = C2 and letα ∈ C−{0,−1, 1,−2,−1
2 }.

We define
σ ′p : V → V, p = 1, 2, (σ ′p) 0̄ = −Id, (σ ′p) 1̄(w) = J

p−1
2 w .

Let x,y, z ∈ V , x = (ax,bx,wx),y = (ay,by,wy), z = (az,bz,wz), with
ax,ay,az,bx,by,bz ∈ C, wx,wy,wz ∈ C2 and set w ′y = (σ ′p) 1̄(wy).

The super space V with triple product

(x,y, z)p = ( −2axayaz − α((wx,w ′y)Jaz − (wz,w ′y)Jax + (wx,wz)Jby) ,

−2bxbybz − ((wx,w ′y)Jbz − (wz,w ′y)Jbx + (wx,wz)Jay) ,

−(axay + bxby)wz + (azay + bzby)wx + (axbz + bxaz)w
′
y−

−1+α
2 ((wx,w ′y)Jwz − (wz,w ′y)Jwx + (wx,w ′y)Jw

′
y) )

(8.4)
is a K-simple 0̄-sJTS if p = 1 and 1̄-sJTS if p = 2 with associated Lie superalgebra D(α).

Proof. Let σp,p = 1, 2, be the grade-reversing ε-involutions of g = D(α) defined in
Proposition 8.10, namely σ1 = JJId2,2,2,σ2 = JJJ222. If we identify g±1 with V via

ae(1±) + be(2±) +w(±±) ⊗w→ (a,b,w) ,

we have that, under this identification, σp acts on the elements of g−1 by σ ′p. The
triple product of Equation 8.4 is the triple commutator of [[x,σp(y)], z], by our iden-
tification of g−1 with V and Equation 7.4. Hence, by Theorem 4.11, the statement
follows.

Proposition 8.12. Let g = F(4) with the 3-grading of Proposition 7.1.9. A complete list, up
to equivalence, of grade-reversing ε-involutions of g is the following:

ε = 0 : JSp = Ad(J2)×Ad(Sp,7) ,p = 1, 2 ;

ε = 1 : JSp = Ad(J2)×Ad(S7) .

Proof. The automorphism group of g is Aut(g) = SL(2,C) × SO(7,C). Let σ 0̄ =

Ad(A) × Ad(B) be a grade-reversing involution of g 0̄. Since the simple subalgebras
sl(2,C) and so(7,C) are both 3-graded (see Definition 7.12) ,Ad(A) is of type sl(2,R),
while Ad(B) is of type so(p, 7 − p) ,p = 1, 2, 3. Thus, A = J2 and B = Sp,7,p = 1, 2, 3,

are all the inequivalent grade-reversing involutions of g 0̄, up to equivalence in g 0̄

(i.e. conjugation by grade-preserving automorphisms of g 0̄), since the choices for B
have different spectrum.

Let σ be the extension of σ 0̄ to g (cf. [27, Proposition 1.1.1]), which, by Lemma
8.1 and the fact that g 1̄ is irreducible, is unique up to composition with δ±1. Let E be
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the grading element of g and consider the adjoint action of E to g 0̄.It follows at once
that E is also the grading element for the 3-grading of g 0̄. As a consequence, σ(E) =
σ 0̄(E) = −E, which proves that σ is grade-reversing. Furthermore, (σ2) 0̄ = σ2

0̄ = Id

implies that (σ2) 1̄ = σ2
1̄ is a g 0̄-modules isomorphism. With the same arguments

used in the proof of Lemma 8.1, we conclude that σ2
1̄ = ±Id. This proves that any

extension σ of g 0̄ is a grade-reversing ε-involution. Together with our arguments on
the equivalence classes of σ 0̄, these facts conclude the proof, since, in this case, equi-
valence in g is completely determined by equivalence in g 0̄, as previously discussed.
The following part is devolved to the explicit description of the extensions of σ.

Let volp ∈ C`(U), volp =
1
√

2
p (u1 − u

∗
1) · · · (up−1 − u

∗
p−1)(up − u

∗
p),p = 1, 2, 3. We

define the extension of (σp) 0̄ to g by setting

(σp) 1̄(v⊗ s) = J2v⊗ volp ◦ s , if (σp) 0̄ = Ad(J2)×Ad(Sp,7), (8.5)

where v⊗ s ∈ C2 ⊗ Spin7.
We prove that (σp) 1̄([g 0̄, g 1̄]) = [(σp) 0̄(g 0̄), (σp) 1̄(g 1̄)]. Let (X, Y) ∈ g 0̄ and v ⊗ s ∈

C2 ⊗ Spin7, then

(σp) 1̄([(X, Y), v⊗ s]) = (σp) 1̄(Xv⊗ Y(s)) = J2Xv⊗ volp ◦(Y(s)) .

It follows immediately that J2Xv = J2XJ
−1
2 J2v = (Ad(J2)(X))J2v. Hence, we need to

prove
volp ◦(Y(s)) = Ad(Sp,7)(Y)(volp ◦ s).

Notice that the twisted adjoint of volp covers Sp,7. Indeed, if k 6 p, we have

Ãdvolp(uk) = (−1)p volp uk vol−1
p =

= (−1)p+
p(p+1)

2 1
2p (u1 − u

∗
1) · · · (uk − u∗k) · · · (up − u∗p)uk

(u1 − u
∗
1) · · · (uk − u∗k) · · · (up − u∗p) =

= (−1)
p(p+3)

2 1
2p (uk − u

∗
k)uk(uk − u

∗
k)

((u1 − u
∗
1) · · · (uk−1 − u

∗
k−1)(uk+1 − u

∗
k+1) · · · (up − u∗p))2 =

= (−1)
p(p+3)

2 +
(p−1)p

2 1
2(uk − u

∗
k)uk(uk − u

∗
k) =

= (−1)2(p(p+1)
2 ) 1

2u
∗
kuku

∗
k =

= u∗k,

where we used the fact that (uj − u∗j )2 = −21 and vol2p = (−1)
p(p+1)

2 1. Similarly one
gets that, if k 6 p, Ãdvolp(u∗k) = uk. If k > p, then Ãdvolp(uk) = uk and Ãdvolp(u∗k) =
u∗k, by anticommutativity. Note that via our identification of so(7,C) with Λ2(U),
the adjoint action of Sp,7 on Λ2(U) is given by Ad(Sp,7)(x) = Sp,7(u1) ∧ Sp,7(u2), if
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x ∈ so(7,C) corresponds to u1 ∧ u2 ∈ Λ2(U). It follows that

(σp) 1̄[u∧ v, s] = volp ◦(1
4(uv− vu) ◦ s)

= 1
4(volp(uv− vu)) ◦ s

= 1
4(((−1)p volp u vol−1

p )((−1)p volp v vol−1
p volp)) ◦ s

−1
4(((−1)p volp v vol−1

p )((−1)p volp u vol−1
p volp)) ◦ s

= 1
2(Sp,7(u))∧ (Sp,7(v)) ◦ volp ◦s =

= [(σp) 0̄(u∧ v), (σp) 1̄(s)] .

We turn our attention to [(σp) 1̄(g 1̄), (σp) 1̄(g 1̄)]. Suppose volp is an isometry of
(, )B. Then

[(σp) 1̄(v⊗ s), (σp) 1̄(w⊗ t)] = (volp ◦s, volp ◦t)BΨA(J2v, J2w)+
−4

3(J2v, J2w)AΨB(volp ◦s, volp ◦t) =
= Ad(J2)((s, t)BΨA(v,w)) −

4
3(v,w)AΨB(volp ◦s, volp ◦t)

and

ΨB(volp ◦s, volp ◦t) =
∑
x∈B(volp ◦s,−xt · (volp ◦t))Bx =

=
∑
x∈B(s, (volp)−1 ◦ (−xt · (volp ◦t)))Bx =

=
∑
x∈B(s, (Ad(Sp,7)(−x

t)).t)Bx =

=
∑
y∈B ′′(s,−y

t · t)BAd(Sp,7)(y) = Ad(Sp,7)(ΨB(s, t)) ,

with B ′′ the basis of so(7,C) consisting of the images of elements of the basis B

under the action of Ad(Sp,7). Hence if volp is an isometry σp is a grade-reversing ε-
involution. The fact that volp is an isometry follows since ()B is an admissible form
with invariants (−1, 1) on Spin7.

Since vol2p = (−1)
p(p+1)

2 and J22 = −1 we obtain that (σp) is a 0̄-involution if p = 1, 2

and a 1̄-involution if p = 3.

Theorem 8.13. Let U ′ denote C5 with the scalar product with matrix S5, S denote Λ•W ′

and let V = V 0̄ ⊕ V 1̄, with V 0̄ = C ⊕ U ′, V 1̄ = S, vol ′1 = 1, vol ′2 =
(u2−u

∗
2)√

2
, vol ′3 =

(u2−u
∗
2)√

2

(u3−u
∗
3)√

2
, vol ′p ∈ C`(U ′),p = 1, 2, 3, with the notation introduced in Remark 7.13. Let

x,y, z ∈ V, x = (ax,ux, sx),y = (ay,uy, sy), z = (az,uz, sz), ax,aya,z ∈ C,ux,uy,uz ∈
U ′, sx, sy, sz ∈ S and let

σ ′p(y) = (−ay,−Sp−1,5(uy), vol ′p ◦sy) .
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The super space V with triple product

(x,y, z)p = ( −2(axayaz + (axsz − azsx, (vol ′p ◦sy))B ′)+
+
√

2(sz, (Sp−1,5(uy)) ◦ (sx))B ′ ,
−((ux, (Sp−1,5(uy)))uz + (uz, (Sp−1,5(uy)))ux−

−(ux,uz)(Sp−1,5(uy)))+

+4
3ayΨU ′(sx, sz)+

+2
√

2
3 (ΨU ′(sx,uz ◦ (vol ′p ◦sy)) − ΨU ′(sz,ux ◦ (vol ′p ◦sy))) ,

−ay(axsz + azsx) −
1√
2
(azux + axuz) ◦ (vol ′p ◦sy)−

−1
2((ux(Sp−1,5(uy))) ◦ sz + (uz(Sp−1,5(uy))) ◦ sx)−
−4

3ΨB ′(sx, (vol ′p ◦sy)) · sz + 2
3(sx, (vol ′p ◦sy))B ′sz )

(8.6)

is a K-simple 0̄-sJTS if p = 1, 2 and 1̄-sJTS if p = 3 with associated Lie superalgebra F(4).

Proof. It follows from the realization of g = F(4) given in Remark 7.13 and the fact
that the grade-reversing ε-involutions of F(4) defined in Proposition 8.12, namely
σp,p = 1, 2, 3, act on the generic element y ∈ g−1,y = ayf+ uy ∧ u

∗
1 + v− ⊗ sy, by

g1 3 σp(y) = Ad(J2)(ayf) +Ad(Sp,7)(uy ∧ u
∗
1) + J2(v−)⊗ volp ◦ sy

= −aye− u1 ∧ Sp−1,5(uy) + v+ ⊗ u1 ∧ vol ′p ◦sy .

If we identify g±1 with C ⊕ U ′ ⊕ Λ•W ′, via af + u ∧ u∗1 + v− ⊗ s → (a,u, s) and
ae+u1∧u+v+⊗u1∧s→ (a,u, s), then, in these new coordinates, σp corresponds to
σ ′p. Exchanging ywith σ ′p(y) in Equation 7.8 we obtain the triple product of Equation
8.6 and, due to Theorem 4.11, the statement follows.
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[21] Esther Garcı́a, Miguel Gómez Lozano, and Erhard Neher. Nondegeneracy for
Lie triple systems and Kantor pairs. Canad. Math. Bull., 54(3):442–455, 2011.

[22] Victor Guillemin. Infinite dimensional primitive Lie algebras. J. Differential
Geometry, 4:257–282, 1970.

[23] M. Günaydin, K. Koepsell, and H. Nicolai. Conformal and quasiconformal
realizations of exceptional Lie groups. Comm. Math. Phys., 221(1):57–76, 2001.

[24] Sigurdur Helgason. Differential geometry, Lie groups, and symmetric spaces,
volume 34 of Graduate Studies in Mathematics. American Mathematical Society,
Providence, RI, 2001. Corrected reprint of the 1978 original.



112 BIBLIOGRAPHY

[25] Nathan Jacobson. Lie and Jordan triple systems. Amer. J. Math., 71:149–170,
1949.

[26] Victor G. Kac. Classification of simple z-graded lie superalgebras and simple
jordan superalgebras. Communications in Algebra, 5(13):1375–1400, 1977.

[27] Victor G. Kac. Lie superalgebras. Advances in Math., 26(1):8–96, 1977.

[28] Victor G. Kac. Classification of infinite-dimensional simple linearly compact
Lie superalgebras. Adv. Math., 139:1–55, 1998.

[29] Soji Kaneyuki and Hiroshi Asano. Graded Lie algebras and generalized Jordan
triple systems. Nagoya Math. J., 112:81–115, 1988.

[30] Issai L. Kantor. Transitive differential groups and invariant connections in ho-
mogeneous spaces. Trudy Sem. Vektor. Tenzor. Anal., 13:310–398, 1966.

[31] Issai L. Kantor. Certain generalizations of Jordan algebras. Trudy Sem. Vektor.
Tenzor. Anal., 16:407–499, 1972.

[32] Issai L. Kantor. Certain generalizations of Jordan algebras. Trudy Sem. Vektor.
Tenzor. Anal., 16:407–499, 1972.

[33] Sung-Soo Kim and Jakob Palmkvist. N = 5 three-algebras and 5-graded Lie
superalgebras. J. Math. Phys., 52(8):083502, 9, 2011.

[34] Anthony W. Knapp. Lie groups beyond an introduction, volume 140 of Progress in
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