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Preface

Neuromathematics and neurogeometry are disciplines which harmonize different scien-
tific and philosophical fields. They are the formalized expressions of the effort of un-
derstanding the concept of perception and in particular visual perception. They are
related to philosophy in the exact sense because they find their constructive norms in
phenomenology. In fact they are the scientific disciplines which naturalize the phe-
nomenology. In other words they put the phenomenology on a rigorous scientific basis
in a formal way.

In this thesis we try to understand the relations between phenomenology and neu-
rosciences by using the precise language of mathematics. I hope that this modest con-
tribution here will lead to new questions and perspectives. This study has been a joyful
and stimulating adventure for me. I hope that the reader will share this joy with me.

Bologna
April 2018

Emre Baspinar





Notation

• C0: The space of continuous functions

• Cp: The space of p−order differentiable functions

• C∞: The space of smooth functions

• Lp: The space of p−integrable functions

• L∞: The space of bounded measurable functions

• Rn: n−dimensional Euclidean space

• S1: Real numbers in [0, 2π]

• N+: Positive integers

• C: Complex numbers

• rank(F ): Rank of set of vectors F

• span{X}: The span of the vector fields X

• R(f) Range of map f

• inf f : Infimum of f

• max f : Maximum of f

• det(f): Determinant of f

• ker f : Kernel of operator f

• Re{f}: Real part of f

• Im{f}: Imaginary part of f

• f
∣∣
q

or f|q : Operator f at point q

• 〈. , .〉: Standard inner product

•
⋃

: Union of sets
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NOTATION

• ⊕: Direct sum

• ⊗: Tensor product

• i: Imaginary unit if it is not an index number
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Chapter 1

Introduction

The objective of this thesis is to develop geometrical models of vision consistent with
the characteristics of the visual cortex and study geometric evolutions in the relevant
geometry arising from the models for visual processing. The models rely on empirical
data existing in phenomenology of perception and neurophysiology. The focus of the
models are on the first stage visual perception tasks. The main problem is the identifi-
cation of visual features for the organization of visual forms based on certain symmetry
and invariance principles suggested by the empirical data. This study could be seen
as a part of the effort for understanding phenomenology in terms of natural sciences,
towards a more complete theory of cognition. The models are described with instru-
ments of sub-Riemannian differential geometry and partial differential equations. These
equations are governed by differential constraints in the tangent plane, and they seem
totally degenerate from a Riemannian point of view. Hence classical theory of geometric
evolution equations does not apply and the properties of solutions to such equations are
still largely unknown.

1.1 The problem of perception in neural sense

The question of how we perceive has been an intriguing topic since the ancient times.
For example we can consider the philosophical effort around the concept of entelechy,
which started with the early attempts of the Aristotelian school to answer the ques-
tion. We can think Husserl in phenomenology and its relation to natural sciences. We
may consider Berlin school of experimental psychology formulating perception based on
Gestalt psychology (or theory) [170], [112], [111], which is closely related to our present
work here.

Gestalt psychology is a theory for understanding the principles underlying the con-
figuration of local forms which gives rise to a meaningful global perception. It focuses
on perception in a general way. The main idea of Gestalt psychology is that the mind
constructs the global whole by rather grouping similar fragments than simply summing
the fragments as if they are indifferent. In terms of visual perception, those similar frag-
ments are the point stimuli with the same (or closely) valued features of the same type.
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CHAPTER 1. INTRODUCTION

For example, we tend to group the same colored objects in an image and to perceive
them as an ensemble rather than the differently colored ones.

There have been many psychophysical studies which attempted to provide quanti-
tative parameters describing the tendencies of the mind in visual perception based on
Gestalt psychology. A particularly important one for our study here is the pioneering
work of Field et. al. [64] where they propose a representation, association field, which
models certain Gestalt principles and shows that it is more likely that the brain perceives
the fragments which are similary oriented and aligned along a curvilinear path together
than that it perceives the fragments with rapidly changing orientations and without any
alignment.

We have known that the neurons (simple cells) in the primary visual cortex (V1) per-
form boundary detection since the neurophysiological experiments of Hubel and Wiesel
[87], [88], [86]. Furthermore recent imaging technologies such as optical imaging, func-
tional MRI and diffusion tensor MRI have made it possible to make neurophysiological
observations at a wide range of scales. As a result, now we know that V1 is capable of
detecting and grouping different features. It confirms the aforementioned psychophysical
results. Moreover those perceptual procedures are dependent on the functional architec-
ture of V1 [20].

Several models which attempted to harmonize this empirical framework based on
the association fields and the functional architecture of V1 with different mathematical
instruments were proposed. Koenderink et. al. [109], [110] focused on differential ge-
ometric approaches in order to study the visual spaces. They modeled the invariance
of the simple cells with respect to certain symmetries in terms of a family of Gaus-
sian functions. Hoffman [83], [84] provided the basic framework of the models of vision
and interpreted the functional architecture of V1 as a fiber bundle. Following a sim-
ilar reasoning, Petitot and Tondut [132] developed further the fiber bundle structure
proposed by Hoffman and provided a model which was coherent with both orientation
sensitive simple cell behavior and the long-range horizontal connectivity between the
simple cells within V1. They started from that the simple cell orientation selectivity
induces a contact geometry (associated to the first Heisenberg group) rendered by the
fibers of orientations. They showed that a specific family of curves found via a constraint
minimization in the contact geometry coincides almost completely with the association
fields reported by Field et. al. [64]. Zucker [174] presented a differential geometric model
which employed a fiber bundle structure in order to explain the neural connectivity from
a point of view based on Frenet frames.

1.2 Sub-Riemannian geometric analysis instruments

New mathematical instruments have been developed independently and they were aimed
to describe anisotropic problems. Sub-Riemannian (also known as Carnot-Carathéodory)
space is a space whose metric structure may be considered as a constrained geometry,
where motion is possible only along a given set of directions changing from point to
point. More precisely a sub-Riemannian structure can be described by a choice of vector
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CHAPTER 1. INTRODUCTION

fields, which are the analogues of the directional derivatives.
The development of this theory began with a celebrated paper of Hörmander [85], who

studied for the first time the operators represented as a sum of squares of smooth vector
fields. He proved that although these operators seem totally degenerate from an elliptic
point of view, the solution of associated partial differential equations can be regular in
any direction. Two years later, Bony [17] proved a maximum principle for Hörmander
type operators by showing that the maxima of the solutions propagate along the integral
curves of the vector fields and their commutators. In 1975 Folland [68], and immediately
after Rothschild and Stein [138], provided estimates of the fundamental solutions of these
type of operators. One of the closely related problems is the problem of the estimates
associated to the distance in these spaces. Main results in these directions are due to
Chow [33], Nagel Stein and Weinger [126]. These results opened a new direction of
research in sub-Riemannian geometric analysis, which is able to confront with strongly
anisotropic structures such as the geometry of the visual cortex. Nowadays the theory
of linear operators in sub-Riemannian structures is well-established (see for example
[14]). Much less is known in the theory of non-linear differential equations, for example
geometric evolution equations or minimal surfaces. We refer to Chapter 6 and Chapter
7 for a review of state of the art results related to the geometric evolutions and minimal
surfaces within this context. Here we mention only the fact that the notion of surface
has been given in 2001 by Franchi, Serapioni, Serra Cassano [72] in sub-Riemannian
settings.

1.3 Sub-Riemannian models of the visual cortex

Citti and Sarti [35] observed that the group of roto-translations (SE(2)) with a sub-
Riemannian metric was providing a precise geometrical framework for the functional
architecture of V1. They introduced in [145], [35] the vector fields associated to the sub-
Riemannian geometry of SE(2) in order to model the long-range horizontal connectivity
characterizing the association fields. Furthermore they proposed an algorithm of surface
reconstruction via a subelliptic mean curvature flow generating a minimal surface in the
limit. It was performing completion of missing level sets of an image, along the SE(2)
horizontal curves, which were the curves coinciding with the association fields of Field
et. al. [64]. The algorithm of Citti-Sarti [35] poses interesting questions from a purely
analytic point of view, since, as we mentioned before, the theory of geometric evolution
equations and of minimal surfaces in this setting are not completely known.

Furthermore Sarti, Citti and Petitot [146] provided a generalized version of the model
to an orientation-scale selective framework.

The interpretation of V1 based on SE(2) inspired new image processing algorithms.
Duits and Franken [50], [51] proposed image enhancement and completion algorithms in
the SE(2) framework arising from a specific invertible wavelet transform. We refer also
to Sanguinetti et. al. [140], [141], Boscain et. al. [19], [18] and Franceschiello et. al. [34]
for some examples of image reconstruction algorithms using sub-Riemannian evolution
equations in the same model framework.

3



CHAPTER 1. INTRODUCTION

Apart from those, some algorithms were proposed for the construction of feature
preference maps of the simple cells in the model framework based on SE(2). We refer
to the works of Barbieri et. al. [4], [5], where they constructed orientation preference
maps using the spectral space associated to SE(2).

Finally, perceptual grouping of spatial visual features was modeled in the SE(2)
framework by Sarti and Citti in [144] and by Favali et. al. in [61], [62]. Furthermore in
[37], Cocci et. al. proposed a model for the grouping of spatio-temporal visual features
in a generalized framework inspired by the one proposed in [35].

Our study considers the model of Citti and Sarti [35] and its generalized version by
Sarti, Citti and Petitot [146] as the point of departure. Our original contributions are
both theoretical and applied:

• A novel sub-Riemannian model of the functional architecture of V1, which mod-
els the orientation-frequency selective phase shifted simple cell behavior and the
associated horizontal connectivity (see Chapter 5),

• The proof of the convergence in the Euclidean setting of the cortical based comple-
tion algorithm proposed by Citti-Sarti [35], where they indeed conjectured that it-
erative diffusion of a function followed by a maximum selection procedure tends to a
sub-Riemannian mean curvature flow (see Chapter 6 and our submitted manuscript
[9]),

• Uniqueness of viscosity solution to sub-Riemannian mean curvature flow in the
Heisenberg group and asymptotic behavior of the vanishing viscosity solutions to
sub-Riemannian mean curvature flow in step 2 Carnot groups and SE(2) which
are generated by the above mentioned neural model (submitted manuscript, see
Chapter 7),

• A novel image enhancement algorithm based on sub-Riemannian diffusion and
Laplace-Beltrami flow in the sub-Riemannian geometry associated to our neural
model with frequency and phase (see Chapter 8),

• Multi-scale orientation map and scale preference map construction by using the
Bargmann transform in the reducible representation (see Chapter 9 and our pub-
lished article [8]),

• Multi-frequency orientation map and frequency preference map construction by
using the Bargmann transform in the reducible representation associated to the
spatial frequency space, and their statistical comparisons to the corresponding
neurophysiologically observed maps (see Chapter 10).

1.4 Outline of the thesis

The thesis is organized in three parts. Part I is dedicated to the modeling of V1. Part
II explains the analytical results related to a diffusion driven motion, sub-Riemannian

4



CHAPTER 1. INTRODUCTION

mean curvature flow and an image enhancement algorithm. It contains a first proof of
convergence of the model provided in [35], the proof of uniqueness of viscosity solution
to the sub-Riemannian mean curvature flow equation in the Heisenberg group. Then it
presents a new surface evolution algorithm for image enhancement. Part III presents two
geometrical models for constructing orientation, scale and frequency preference maps of
the simple cells. Those models rely on our extended sub-Riemannian model framework
and on the framework provided in [146].

Part I: Geometry of the visual cortex

In this part Chapter 2, Chapter 3 and Chapter 4 give the fundamentals which we use
throughout the thesis while Chapter 5 presents our extended V1 model with frequency
and phase.

In Chapter 2 we consider first the phenomenology of perception and start with the
explanation of Gestalt psychology. We explain the Gestalt principles and how they are
related to a specific visual problem: the problem of perceptual completion. We will de-
scribe the problem in terms of the studies of Kanizsa [104], [105] and the psychophysical
results of Field et. al. [64]. Then we will continue with the neurophysiology of the
perception and provide a description of the visual cortex. In particular we will explain
the behavioral characteristics of the simple cells, the hypercolumnar architecture of V1
and the concept of pinwheels.

In Chapter 3 we will give a presentation of the main definitions and notions of sub-
Riemannian geometry. We will present the notions of fiber bundles, integral curves, Lie
groups and algebras, and horizontality. Finally, we will present the Gabor functions
which we use as the mathematical interpretation of simple cell receptive profiles and the
reasoning behind this choice based on Gabor functions.

In Chapter 4 we provide our reference models which employ different sub-Riemannian
geometries. We first give the intuition behind feature selectivity and a description of
the Gabor transform together with the inverse transform. Then we present the model
of Petitot and Tondut [132] and the model given in [35]. Those two models are based on
orientation selectivity alone. We continue with a generalization, proposed by Sarti, Citti
and Petitot [146], of the model given in [35]. In this case also scale selectivity is taken into
account. We present the hypercolumnar structure of the visual cortex, starting from the
concepts related to simple cell receptive profiles. We explain the hypercolumnar geome-
try in terms of Lie group theory, sub-Riemannian geometry and fiber bundles. Then we
give information about a particular mechanism: lifting of visual stimulus in combination
with maximum selection. This mechanism inspires us in our feature map construction
models which will be presented in Part III. Finally we explain the horizontal connectivity
and how the simple cells propagate their activity along the horizontal connectivity in
this setting, relating those concepts to the surface reconstruction algorithm proposed in
[35].

Chapter 5 contains our first original contribution. We present our sub-Riemannian
orientation-frequency selective V1 model with shifted phase simple cell behavior. We
provide the simple cell receptive profile in this setting and the transformation law through

5



CHAPTER 1. INTRODUCTION

which we obtain the set of all receptive profiles in V1. This set is associated to the
hypercolumnar architecture of V1 which can be considered as a Lie group or as a sub-
Riemannian structure. All those concepts are equivalent, yet they provide different
understandings of the hypercolumnar architecture. Each simple cell receptive profile
in the set of receptive profiles renders an output resulting from the filtering of a given
visual stimulus with Gabor functions. This output represents the response of the simple
cell to the stimulus. This part until here is mostly about visual feature extraction
and the geometric representation of the extracted features. We will continue with the
horizontal connectivity which endows the sub-Riemannian setting with the horizontal
integral curves modeling the simple cell connectivity in V1. Then we will show a specific
case of the coherent state condition related to Gabor functions in this setting, justifying
our choice of Gabor function as the mathematical representation of a simple cell receptive
profile in our extended framework. Finally we will give the relation of our model to
curvatured detection based on the technique proposed by Dobbins et. al. [49].

Part II: Geometric evolutions in Lie groups for visual completion and
enhancement

In Part II, Chapter 6 and Chapter 7 provide the theoretical results in relation to some
geometric evolutions in Lie groups associated to the models of vision and Chapter 8 con-
tains our image enhancement algorithm which performs in the sub-Riemannian frame-
work of our extended visual cortex model presented in Chapter 5. The results in Chapter
6 and Chapter 7 provide the proofs related to the surface reconstruction algorithm pro-
posed in the model framework of [35] and the proof of uniqueness of the solution to
sub-Riemannian mean curvature flow in the Heisenberg group.

We give in Chapter 6 first a description of the surface reconstruction algorithm
proposed in [35] and its relation to our result. Then we give an overview of necessary
tools from non-linear semigroup theory and evolving graphs by curvature. We prove
certain properties of the iterative operator describing each evolution step of the surface
reconstruction algorithm. Then we provide the main result of the chapter: Evolution of a
function via Laplace-Beltrami flow induces mean curvature flow of the surface underlying
the function.

In Chapter 7 we present the formulation of the problem of uniqueness of viscosity
solution to sub-Riemannian mean curvature flow. Then we give an overview of the
literature related to the problem and the relevant definitions. Afterwards we provide
some geometric properties of the solutions to sub-Riemannian mean curvature flow.
Finally we prove the uniqueness of the viscosity solution to the sub-Riemannian mean
curvature flow in the Heisenberg group setting. The result is generic for any level set so
equivalently applies to surfaces as well and it is closely related to the mean curvature
flow of a surface in the geometries associated to the models of the primary visual cortex.
Finally we give the core idea of the uniqueness proof which allows us to generalize the
proof to Carnot groups of step 2.

In Chapter 8 we propose an image enhancement algorithm employing our sub-
Riemannian model framework. The algorithm uses sub-Riemannian diffusion or Laplace-

6



CHAPTER 1. INTRODUCTION

Beltrami flow in a reduced version of the 5-dimensional sub-Riemannian geometry asso-
ciated to our model with frequency and phase. We describe the evolution equations that
we use for the enhancement. We provide the algorithmic steps and the corresponding
discrete scheme employing central finite differences. Finally we present our experimental
results.

Part III: Feature map construction via a Bargmann transform

In this part we focus on our geometrical models proposed for orientation map con-
struction at both single and multi-scale levels, scale map construction, orientation map
construction at multi-frequency level and frequency map construction.

The model in Chapter 9 employs the orientation-scale selective model framework
[146] presented in Chapter 4. We start directly with the neurally inspired procedure
constructing the orientation and scale maps using the Bargmann transforms performing
on a noise stimulus. Then we provide a comparison of our model to previously proposed
models for orientation map construction. In the end we give our simulation results
showing the orientation maps produced through the model.

In Chapter 10 we rely on an analogous procedure to the one presented in Chapter 9.
However this time the model is proposed for multi-frequency orientation map construc-
tion and it uses the geometrical framework of the extended model presented in Chapter
5. The constructed orientation and frequency maps introduce a new type of configura-
tion based on the structures which are called pinwheels and dipoles. We first describe
those two structures and their interrelations to each other. Then we summarize the
neurophysiological procedure which is used for obtaining the orientation and frequency
maps from the visual cortex of a cat as explained by Ribot et. al. [134], [135]. We
continue with our model procedure which we use in order to construct the orientation
and frequency maps. Finally we provide our model simulations and compare our results
statistically to the experimental results reported by Ribot et. al. in [134] and [135]
in order to show up to which level our model is consistent with the neurophysiological
evidence.

Chapter 11 is dedicated to the conclusion of the thesis.

7



CHAPTER 1. INTRODUCTION
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Chapter 2

Phenomenology of perception and
neurophysiology of the visual
cortex

Perceptual organization is an operation performed by our visual systems. It is the process
of grouping visual elements in such a way to obtain a coherent interpretation of a visual
scene. The principles underlying such organization have been first expressed by Gestalt
psychology at the phenomenological level, that is, using only subjective experience,
without any neurophysiological evidence. According to Gestalt psychology, the whole is
different from the sum of its parts, and the principles which can explain the perceptual
organization are often referred to as the laws of perceptual organization [169], [170].

The visual cortex is the main unit of the mammalian brain which is responsible for the
perceptual organization of local visual features. It is known based on neurophysiological
evidence that the visual cortex contains neurons (simple cells) which are locally sensitive
to several visual features such as orientation, frequency, scale, color, ocular dominance
and so on. Moreover those cells are organized in a particular way giving rise to the
modular structure of the visual cortex, which is called hypercolumnar architecture.

Our goal in this chapter is to provide the fundamentals of Gestalt psychology and
explain the neurophysiology of the visual cortex, in particular the primary visual cortex
(V1). We will first summarize the laws of perceptual organization and explain the
problem of perceptual completion within the context of the works of Kanizsa [104],
[105]. This problem is particularly important because it formulates the question of
how certain laws of perceptual organization should be mathematically interpreted in
order that we can provide a geometrical framework for the perceptual organization of
local visual features. Afterwards we will explain the neurophysiological properties of
V1. Finally we will give some information about feature maps and in particular about
orientation maps.

11



CHAPTER 2. PHENOMENOLOGY AND NEUROPHYSIOLOGY OF PERCEPTION

2.1 The laws of perceptual organization

Gestalt psychology is a philosophical, psychological and biological theory which attempts
to provide the principles explaining the mental process which produces meaningful and
structured global perceptions by employing the local properties of visual information
acquired by the individual. Underlying idea is that the perception of global whole
within a structured environment is a product of multi-feature interactions stimulated
by the visual information corresponding to several local pieces in the whole. Recent
neurophysiological studies confirm that Gestalt psychology plays a central role in the
visual tasks that the brain performs by exploiting the local properties of visual data,
namely spatial position, orientation, frequency and scale (see [167] for a review).

The perception according to Gestalt psychology is realized based on the notion of
prägnanz, which means that full perception from ambiguous stimuli is formed in a simple,
ordered, regular and symmetrical way. Prägnanz is recognized through the laws of
perceptual organization [169], [170]:

• Law of good continuity: We group rather the aligned pieces than those with
sharp abrupt directional changes when we perceive an object as a whole formed
by the pieces (see Figure 2.1).

• Law of proximity: We tend to perceive the parts spatially or temporally close
to each other in an image as they belong to the same perceptual unit (see Figure
2.2).

• Law of similarity: We perceive rather similar pieces as grouped together (see
Figure 2.2).

• Law of closure: We perceive forms and figures in their complete appearance
despite the absence of some of their parts (we see for example the triangle in
Figure 2.2 although there are some missing parts of the edges).

• Law of symmetry: Spatially symmetric pieces are more likely to be perceived
as together than the non-symmetric ones.

• Law of common fate: We tend to group the pieces which are subjected to the
same spatial or temporal change instead of the pieces experiencing different spatial
or temporal change.

2.2 The question of perceptual completion

The visual system is able to perceive a curve even if some parts are missing, as we
see in Figure 2.1. This is a particular example of a general phenomena called perceptual
completion which can lead to the perception of contours or figures which are not actually
present in the visual stimulus. Such contours are called subjective contours.

12
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Figure 2.1: An example of the law of good continuity. We can recognize a curve on the
left while we cannot on the right since the directions of the pieces change abruptly.

Figure 2.2: Examples of the law of proximity (left), the law of similarity (middle) and
the law of closure (right).
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Kanizsa [104], [105] classified two types of completion as modal completion and
amodal completion. The first type is the completion with the modality of the vision.
That is, we really see the completed object as a result of that the object has a different
brightness with respect to the background. We recognize the occluding object in an im-
age as a result of the modal completion. In the second type, the completion is without
the modality of vision. In other words, we do not experience the completion visually
but we know it. In this case the occluded object is perceived as a whole although only
some specific fragments of the object evoke our sensory receptors. Kanizsa triangle and
Ehrenstein’s illusion (see Figure 2.3) provide clear examples of both completion types
resulting in subjective contours.

Figure 2.3: Left: Kanizsa triangle. There is no direct stimulus but we see a bright
triangle on the top level (modal completion). We see also another triangular which is
behind the bright one (amodal completion). Right: Ehrenstein illusion. We see a white
circle at the center although there is no direct stimulus (modal completion) while we
have the impression of that each vertical, horizontal or diagonal line fragment constitutes
a whole line occluded by the white circle (amodal completion).

In particular Field et. al. in [64], studied the law of good continuity from a psy-
chophysical point of view. They focused on the ability of the visual system to recognize
the coherently aligned patches constituting curves or lines in a background of randomly
oriented patches. In their experiments they considered many test images with coherently
aligned patches with different distances and/or angles between each other (see Figure
2.4, which shows some examples of such test images). Consequently they introduced
the notion of the association fields, as a characterization of all possible contours in good
continuity with aligned fragments (see Figure 2.5). The association fields are considered
as the geometrical representations of the law of good continuity.

Several mathematical models relying on Gestalt psychology can be found in the
literature in relation to perceptual completion. Classical point of view of those models
for the reconstruction of subjective contours is based on the minimization of the elastica
functional given by ∫

γ

(1 + k2) ds,
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with respect to a distance function of an appropriate metric, where k represents the
curvature of the missing boundary (subjective contour) γ to be reconstructed (see [128],
[125] for details). As mentioned in [121] and [2] the same idea can be extended to the
level sets of an image I : R2 ' M → R and in this case reconstruction of surfaces can
be achieved by minimizing ∫

M

|∇I|
(

1 +
∣∣∣div

( ∇I
|∇I|

)∣∣∣) dx dy.
So each level set can be reconstructed as an elastica curve.

Figure 2.4: Two stimuli which were used in the experiments of Field et. al. [64]. The
stimuli with aligned patches which we detect (left) and the stimuli plus the background
with randomly oriented patches (right) are shown. It was reported that the stimulus at
the bottom was more difficult to be detected by the subjects.
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Figure 2.5: Top: All possible association fields passing through a horizontally aligned
patch as shown by Fields et. al. [64]. Bottom: An illustration of the association fields.
The solid curves represent the association fields between strongly associated patches
while the dashed curves represent the fields between weakly associated patches.

2.3 Between phenomenology and neurophysiology of vi-
sion

Certain psychological experiments suggest that the principles underlying association
fields are implemented within the mammalian primary visual cortex (see for example
[20]). Those results show that the neural connectivity between the simple cells of the
primary visual cortex has an anisotropic behavior which links preferentially the simple
cells which are stimulated by similarly oriented contours having a colinear alignment. It
is deduced from those results that perceptual grouping is closely related to the neural
connectivity within the primary visual cortex [66], [20], [148]. Those connections artic-
ulate the saliency of distributed cortical responses, resulting in a perceptual grouping in
accordance with the geometrical structure underlying the visual stimulus.

2.4 Neurophysiology of the visual cortex

The perceptual organization mechanisms relying on the laws of perceptual organization
are neurophysiologically implemented in the visual cortex. The visual cortex is a part
of the cerebral cortex and it is located in the occipital lobe which is the section of the
brain towards the back of the head.

The cerebral cortex is the outermost layer of the gray matter of the brain. It is
responsible for perceptual and cognitive tasks. The perceptual tasks employ the sensory
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inputs such as visual inputs. The visual cortex is the particular part which processes the
visual inputs received from the retina in order to provide a complete visual perception.

The light arrives at the retina and the photoreceptor cells (rods and cones) on the
retinal layer respond to it by producing neural impulses which are called action potentials.
These impulses are transmitted to the visual cortex V1 via the retino-geniculo-cortical
paths illustrated in Figure 2.6.

In particular we will focus on the simple cells in V1, which are the first cells that
process the retinal input.

Figure 2.6: Left: An illustration of the visual pathway from the eyes to the primary
visual cortex (taken from [131]). Right: An illustration of the axons from the lateral
geniculate nucleus (LGN) to V1. The majority of the axons comes to the layer 4C.

2.4.1 The simple cells in V1

The simple cells in V1 are sensitive to several visual features, in particular to orientation,
spatial frequency and scale. Each simple cell receives input from a different region of the
retina, called receptive field (RF). In classical sense a RF contains ON (excitatory) and
OFF (inhibitory) regions. The decomposition of RF into those regions depends on the
nature of the cell response given to light and dark luminance stimulation. More precisely
the response to a stimulation is modeled by the simple cell receptive profile (RP).

A receptive profile can be interpreted as a function defined on the 2-dimensional
retinal plane M ' R2, and vanishing outside the receptive field. The receptive profile
of a cell will depend on the position q and on the selected feature(s) p, which can be
orientation, frequency, scale and so on. Moreover the simple cells are coupled, in the
sense that their RPs can be odd or even functions. Therefore they are represented as
functions with complex values:

Ψ(q,p) : M → C.

The function Ψ(q,p) is usually chosen as a Gabor function or a function of Gaus-
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sian derivatives since those function types are capable of encoding the above mentioned
features (see Figure 2.7).

The response OIp(q) of a simple cell to a stimulus I at the point q with feature p can
be written as an integral:

OIp(q) =

∫
M
I(x)Ψ(q,p)(x)dx. (2.1)

Figure 2.7: Left: Experimentally observed receptive profile of an odd cell with ON
(green) and OFF (red) regions (taken from DeAngelis et. al. [45]). Middle left: An
idealized illustration of the receptive profile. Middle right: Odd part of a Gabor function.
Right: A first order Gaussian derivative.

The pioneering experiments of Hubel and Wiesel [87], [88], [86], which brought to
them the Nobel prize, showed that the simple cells are organized in a particular way
based on columnar modules, which are called hypercolumns, in V1. The hypercolumns
are the main structures characterizing the functional geometry of V1.

2.4.2 Functional organization of V1

The functional organization of V1 is characterized by its layers, retinotopy, hypercolumns
and neural connectivity.

Layered structure

The primary visual cortex (as well as the entire cerebral cortex) consists of six parallel
layers to the surface of the cortex. Those layers are numbered from 1 to 6. We are
interested in rather layer 4 and in particular its sublayer 4C to which major part of the
neural paths from the lateral geniculate nucleus (LGN) is connected (see Figure 2.6).

Retinotopy

The visual stimulus on the retina is not represented in V1 exactly in the same way as
on the retina, but it is subjected to a deformation. The retinotopy (or retinotopic map)
is the map which represents this deformation and it is a diffeomorphism from the retina
to a subset of the cortical space, called the retinotopic plane. The retinotopic map is a
conformal logarithmic map, i.e., it preserves the angles (see Figure 2.8).
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Figure 2.8: Retinotopic map of a macaque (taken from Tootell [160]). The highlighted
points are mapped from the retina (left) to V1 (right).

Throughout the thesis we will systematically ignore the retinotopic map in modeling
procedures and represent the stimulus detected by the simple cells with no deformation.

Hypercolumns and neural connectivity

In the early 60’s, Hubel and Wiesel [86] observed that along an electrode penetration
parallel to the cortical surface preferred orientation angles of the simple cells change
from 0 to π, while they remain the same along the orthogonal electrode penetrations
(see Figure 2.9).

Figure 2.9: Hypercolumns contain the simple cells selective to all possible orientation
angles at every point on the retina. Along vertical electrode penetrations the orienta-
tion preference angles vary smoothly while along horizontal electrode penetrations they
remain the same.
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In this case a parallel electrode penetration takes place along a hypercolumn which
contains the simple cells sensitive to all possible values of the considered feature and
responding to visual stimulus activating RFs at the specific retinal point q.

Similar experiments have been made subsequently for other visual features, in par-
ticular for scale and spatial frequency (see, e.g., [15], [46], [90], [149], [96], [154], [137],
[135], which provide results related to the organization of frequency preference map of
V1 and its interrelation with orientation map) and possibly with shifted phases (see for
example the results of Tsao et. al. [162]).

Human psychophysical experiments provide evidence for a certain organization of
spatial frequency preference maps in V1 based on the results suggesting that spatial
frequencies are continuously distributed on the frequency map. In the literature (see
for example [12] for spatial frequency adaptation and [168] providing results related to
spatial frequency discrimination tasks) it is suggested that the visual cortex has multiple
processing channels of which each one is tuned to one single spatial frequency among a
variety of spatial frequencies. In the light of those results several studies using optical
imaging on the cat visual cortex were conducted (see for example the analysis of Hübener
et. al. [90], Issa et. al. [96], and the recent works of Ribot et. al. [134], [135]) and it was
shown that each simple cell in V1 responds preferentially to visual stimuli with specific
orientation and spatial frequency. Earlier studies related to the cat primary visual cortex
proposed laminar [119], clustered [159], or columnar [161], [150], [16] organizations of
spatial frequency maps. Those studies together with [124] and [158] suggest that across
the cortical surface the cortical cells vary tangentially while they vary radially through
the cortical lamenae. However although the neurophysiological organization and the
functional architecture of orientation preference maps are well explained (see, e.g., [88],
[157], [15]), the cortical organization of spatial frequency preference maps of the simple
cells and the interrelations between the frequency maps and other maps are still not
well-understood.

The preferred orientation angles, and more generally the considered feature of the
simple cells change smoothly inside a hypercolumn, along a direction called vertical
while they remain the same between the simple cells located along the directions trans-
verse (which are also called horizontal) to hypercolumns. The vertical connections are
called intracolumnar short-range connections while the horizontal connections are called
long-range horizontal connections (see the works of Das and Gilbert [43], Bosking et.al.
[20] for neurophysiological explanations related to those connections). The neural con-
nectivity refers to the system of those connections.

Neural connectivity, feature selection and completion

The vertical connections play role in feature selection of the simple cells in presence of
a visual stimulus.

Once a visual stimulus I activate the RFs corresponding to the simple cells in the
hypercolumn at the point q, the hypercolumn fires and every simple cell inside responds
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to the stimulus, giving rise (according to the formula given in (2.1)) to an output

OIp(q),

which depends on the position and the considered feature.
A specific one among them, the simple cell selective to the same feature p as the

stimulus has, is selected via a cortical mechanism (which takes into account all the
output values in the hypercolumn), and which can be for example the cell which gives
the highest response magnitude:

OIp̄(q)(q) = max
p
OIp(q), where p(q) = p. (2.2)

However we will see that this selection mechanism can be modeled also by a different
operator. In this way, a single value of the considered feature at the point q is detected.

The horizontal connections are important in the interactions and communication
between the simple cells for neural activity propagation within V1, during the processing
of the extracted features from the stimulus. The activity propagation is restricted to the
horizontal connectivity and it is involved notably in the perceptual completion process
mentioned in Section 2.2. Indeed the association fields studied by Field et. al. [64],
which describes this phenomena from a purely phenomenological point of view, can be
considered as the psychophysical counterpart of the neural activity propagation along
the long-range horizontal connections.

2.4.3 Pinwheels

The hypercolumnar structure of V1 can be represented on a 2-dimensional plane in
terms of so-called feature preference maps (or feature maps). A feature map shows the
preferred value of each simple cell for the feature extracted from the visual stimulus at
every point on the retina.

In particular orientation map has been a topic of interest and studied extensively.
An orientation map shows the orientation angle preferences of the simple cells at every
point on the 2-dimensional retinal plane. It was first obtained by Bosking et. al. [20]
from V1 of a tree shrew. They first projected a stimulus with an object having a certain
orientation angle on a screen in front of the animal. During the projection they measured
the activation pattern of the tree shrew V1. Then they repeated the same procedure
with the same types of stimuli but each time with a different orientation angle. At the
end they obtained the preferred orientation angles at each point on the retinotopic plane
of the tree shrew by combining the measurements through a vector sum. Finally they
assigned a certain color to each orientation angle value and represented the orientation
preference map on a 2-dimensional plane (see the left column of Figure 2.10).

Orientation maps are largely continuous, i.e., the preferred orientation angles vary
smoothly across the map. However we notice certain singularities interrupting period-
ically the continuity. Those singularities are called pinwheels. They can be described
as the centers of a circular region where we can find all possible orientation preference
angles as we walk around the center in clockwise or counterclockwise direction (see the
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Figure 2.10: Orientation maps and pinwheels adapted from Bosking et. al. [20] and Pe-
titot et. al. [131]. Left top: Responses of a tree shrew V1 to stimuli with four different
orientations. Black and white correspond to low and high response magnitudes, respec-
tively. Left bottom: The orientation map obtained from the responses and represented
in terms of a color map. Two pinwheels are highlighted. Right: An illustration of an
orientation map with iso-orientation lines (white lines) and a highlighted pinwheel as
the representation of a hypercolumn on the orientation map.

right column of Figure 2.10). Note also that the pinwheels are the idealizations of the
hypercolumns on an orientation map. In other words, they are the 2-dimensional repre-
sentations of the hypercolumns, which are actually located in the 3-dimensional cortical
space.

As one passes through V1-V2-V3 areas of the cortex, the sizes of the simple cells
increase and the lattice of the orientation map extends while the pinwheels are preserved,
as visualized in Figure 2.11 (see also the experimental results of Kennedy et. al. [106]
and Levitt et. al. [114], which show the size differences between the simple cells in V1
and V2 of baboons).

Finally we note that feature maps have been observed also with frequency, scale and
ocular dominance. In particular the functional organization and characteristics of spatial
frequency preferences have been topics of interest in the neurophysiology community
recently (see for example [96], [151], [164], [156], [127] and [134], which report several
results related to spatial frequency maps). The interrelations between orientation and
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Figure 2.11: Orientation maps of V1, V2 and V3 of the cortex as shown by Petitot [131].
The sizes of the simple cells increase as one goes from V1 to V3 and the lattice structure
of the map extends.

spatial frequency preference maps of the simple cells in the visual cortex have been
studied in the pioneering works of Shoham et. al. [149], Issa et. al. [96], [95], and
more recently by Ribot et. al. [134], [135]. We will study frequency maps extensively in
Chapter 10.
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Chapter 3

Sub-Riemannian geometry

In this chapter we give the necessary mathematical definitions and instruments which are
required in the framework of our study. We give basic definitions related to differential
geometry such as manifolds, smooth manifolds and provide the notions of tangent space,
fiber bundle and vector fields in Section 3.1. Then in Section 3.2 we provide the notion of
integral curves, which model the cortical long-range horizontal connections characterized
by association fields. The functional architecture of the cortex induces a sub-Riemannian
geometry. In Section 3.3 we provide a description of sub-Riemannian manifolds and their
basic properties. Group structures underlying the model geometries are of the family of
Lie groups. Therefore we give basic notions of Lie groups and algebras in Section 3.4
and introduce a specific Lie group family: Carnot groups. Finally in Section 3.5 we show
some sub-Riemannian differential operators and in Section 3.6 provide an uncertainty
principle with its minimizing (coherent state) condition describing the operators which
minimize the uncertainty.

We refer to [14], [101], [165] and [27] for the details of definitions and explanations
provided in the chapter.

3.1 Definition of fiber bundles

Definition 3.1. (Manifold) A topological space M is a manifold of dimension d if
every point on M has a neighborhood U homeomorphic to an open subset of Rd. The
homeomorphism

ϕ : U → Rd,

is called coordinate system or chart. If m ∈ U and ϕ(m) = 0 then it is said that the
coordinate system is centered at m.

Definition 3.2. (Smooth structure) A smooth structure F on manifold M is defined as
a collection

{ϕα : α ∈ A},

of coordinate systems
ϕα : Uα → Rd,
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and it satisfies the followings:

•
⋃
α∈A

Uα = M .

• Coordinate transition ϕα ◦ ϕ−1
β : ϕβ(Uα ∩ Uβ) → ϕα(Uα ∩ Uβ) between local coor-

dinate systems is C∞ for every α, β ∈ A.

• If a coordinate system ϕ satisfies that ϕ ◦ ϕ−1
α and ϕα ◦ ϕ−1 are C∞ for every

α ∈ A, then ϕ ∈ F .

Definition 3.3. (Differentiable manifold) A manifold M with the smooth structure F
is called differentiable or smooth manifold.

Consider two differentiable manifolds M and M ′ with dimensions d and d′, respec-
tively. Consider also a function f : M →M ′. The function f is C∞ at m ∈M if for every
coordinate system ϕ : M → Rd of M and for every coordinate system ϕ′ : M ′ → Rd′ of
M ′ with m ∈ U and f(m) ∈ U ′, the function φ′ ◦ f ◦ φ−1 : φ(U) ⊂ Rd → φ′(U ′) ⊂ Rd′

is C∞ in a neighborhood of ϕ(m). Such a function f is called differential map between
M and M ′. Now more specifically consider a C∞ function γ : I →M where I is a real
interval. Function γ(t) is called a curve passing through m ∈M at time t0 if γ(t0) = m.
Furthermore a C∞ function f which is defined in some neighborhood of m is horizontal

at m if
df(γ(t))

dt
= 0 for every curve passing through m at time t = 0.

Definition 3.4. (Fiber and vector bundles) A fiber bundle is a structure (E,M, π, F )
with fiber F , a projection map π : E → M where topological spaces E and M denote
the total space and the base space, respectively. Condition for a fiber bundle is that the
projection map must satisfy that for every m ∈ M an open neighborhood U ⊂ M exists
such that there is a homeomorphism φ : π−1(U)→ U × F . Furthermore if

projU φ = π|π−1(U),

where projU : U × F → U denotes the natural projection onto the U component, the
homeomorphism φ is called local trivialization. Note that if the fiber F constitutes a real
vector space and the local trivialization is a bijective linear map, then the fiber bundle is
called vector bundle.

Fiber bundles are particularly important in our study since they are the basic geo-
metric structures that we use in order to model the hypercolumnar architecture of the
primary visual cortex.

A specific type of vector bundle is tangent bundle:

Definition 3.5. (Tangent vector, space and bundle) Let M be a differentiable manifold
with dimension d. A linear functional v at m ∈M is called tangent vector at m if it is
defined on C∞ real-valued functions in a neighborhood of m in such a way that v(f) = 0
for any f which is horizontal at m.
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The set TmM denotes the set of of all tangent vectors at m ∈M and it is called the
tangent space to M at m. The tangent bundle TM of M is defined as

TM :=
⋃
m∈M

{(m, v) : m ∈M, v ∈ TmM}.

Definition 3.6. (Differential at a point) Consider a C∞ map ψ : M → M ′ where
M and M ′ are two differentiable manifolds. Let m ∈ M and v ∈ TmM . Linear map
dmψ : TmM → Tψ(m)M

′ is called differential of ψ and it is defined as

(dmψ(v))(f) := v(f ◦ ψ),

where f is a C∞ function in the neighborhood ψ(m) and dmψ(v) ∈M ′ψ(m) is the tangent

vector in Tψ(m)M
′, associated to v.

The differential at a point is needed in fact for the differential between tangent
bundles. In this case, differently from the case of dmψ (which maps from TmM to
Tψ(m)M

′) the differential dψ between tangent bundles is realized as a map from the
tangent bundle TM to TM ′ and it is defined as follows:

Definition 3.7. (Differential as a map between tangent bundles) Consider two dif-
ferentiable manifolds M, M ′ and their corresponding tangent bundles TM, TM ′. Let
ψ : M → M ′ be a C∞ map. Then the differential dψ : TM → TM ′ is defined with
m ∈M and v ∈ TmM as

dψ(m, v) := (ψ(m), dmψ(v)).

Definition 3.8. (Section) Consider a vector bundle (E,M, π, F ). A section of E is
defined as the differential map ς : M → E with π ◦ ς = idM where idM denotes the
identity map on M .

A vector field can be considered as an assignment of a tangent vector to every point
on the differentiable manifold M .

Definition 3.9. (Vector field) A vector field on M is defined as a section of the tangent
bundle TM .

Additionally a smooth vector field X : C∞(M) → C∞(M) on a manifold M is
defined for all f, h ∈ C∞(M) as a linear map such that

X(fh) := fX(h) +X(f)h.

We define a bilinear map: Lie bracket (or the commutator).

Definition 3.10. (Lie bracket) Let X and Y be two vector fields on a differentiable
manifold M . The Lie bracket [X,Y ] is a bilinear antisymmetric map and it is defined
as

[X,Y ](f) = X(Y (f))− Y (X(f)),
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for all f being a C∞ function defined on M . Furthermore the Jacobi identity holds:

[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0,

for any vector fields X,Y, Z on M .

Additionally if [X,Y ] = 0, it is said that X and Y commute with each other. In
other words Lie bracket gives a measurement of non-commutativity of vector fields.

Recall that an abstract Lie algebra is defined as follows:

Definition 3.11. (Lie algebra) A Lie algebra g over R is a real vector space together
with a bilinear operation [. , .] : g × g → g, called the Lie bracket, which satisfies anti-
commutativity and Jacobi identity.

Definition 3.12. It is said that the Lie algebra Lie(X1, X2, . . . , Xk) = g is generated
by vector fields X1, X2, . . . , Xk if the smallest subalgebra of g containing X1, X2, . . . , Xk

is g itself. It is equivalently defined as the closure of the given set with respect to the
operations of sum, scalar product and bracket.

3.2 Integral curves of vector fields

Let us consider a d−dimensional differentiable manifold M , its tangent bundle TM and
a smooth section (i.e., smooth vector field) X of TM . Consider also a C∞ function
γm : I →M where I is an open interval (real). Then the following system of differential
equations can be written:

dγm
dt

(t) =X(γm(t)), t ∈ I,

γm(0) =m ∈M.

Thanks to the Picard-Lindelöf theorem [117] there is indeed a unique solution γm for
each m ∈M , defined on an open interval I = I0 around 0 and correspond to the given
initial condition γm(0) = m. The solution depends on the initial point γm(0) = m
smoothly so the following holds:

Lemma 3.1. For each m ∈ M there exists an open neighborhood U of m and an open
interval I around 0 which satisfies that for every n ∈ U the curve γn solving

dγn
dt

(t) =X(γn(t)), t ∈ I,

γn(0) =n ∈M,

is defined on I. The map (t, n) 7→ γn(t) is smooth.

We refer to [101, Chapter 1] for details.
Finally the integral curves can be defined.

Definition 3.13. The smooth map (t, n) 7→ γn(t) is the local flow of the vector field X.
The integral curve of X through n is the curve γn.

Note that a specific family of the integral curves are interpreted as the mathematical
counterparts of the long-range horizontal connections between simple cells.
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3.3 Sub-Riemannian manifolds

In order to describe sub-Riemannian manifolds and their basic properties, measurement
of length and angle on a manifold is required. The notion of measurement in a vector
space is usually given by a scalar product.

Definition 3.14. (Riemannian metric and manifold) A Riemannian metric on a differ-
entiable manifold M with dimension d is a scalar product defined on each tangent space
TpM where p ∈M .

If we consider local coordinates x = (x1, x2, . . . , xd), then the metric (gij)x is a
positive definite, symmetric matrix with components gij where i, j ∈ {1, 2, . . . , d}. In
terms of the metric components, the product of two vectors

V =
∑
i

vi
∂

∂xi
, W =

∑
j

wj
∂

∂xj
∈ TpM,

with coordinate representations (v1, v2, . . . , vd) and (w1, w2, . . . , wd) is defined as

〈V,W 〉 :=
∑
i,j

gij(x(p))viwi =
∑
i,j

〈 ∂
∂xi

,
∂

∂xj
〉viwi.

Generalization of Riemannian manifolds leads to sub-Riemannian manifolds. An
important notion related to the sub-Riemannian manifolds is distribution.

A differentiable distribution D on a d-dimensional differentiable manifold M assigns
k−dimensional subspace Dp ⊂ TpM to each point p ∈M . Every point p has a neighbor-
hood Bp and k differentiable linearly independent vector fields X1, X2, . . . , Xk defined
on Bp which form a basis of Dq, i.e., Dq = span{X1, X2, . . . , Xk}(q) for all q ∈ Bp. The
collection of all Dp is the distribution D ⊂ TM . We will consider always that k < d.

Definition 3.15. The distribution D on M is called involutive or integrable if [X,Y ] ∈
D for any X,Y ∈ D.

Analogously a non-involutive distribution is equivalent to non-integrable distribution.
The equivalence of those notions are due to the Frobenius theorem [75].

Note that a distribution can be defined in terms of one-forms alternatively. Consider
the cotangent bundle of the d−dimensional differentiable manifold M . The cotangent
bundle is defined analogously to the tangent bundle TM but now the vector components
in TpM at each point p ∈ M are replaced with the dual vectors in the dual tangent
space T ∗pM . A one-form on M is a section of the cotangent bundle T ∗M . It is the
dual analogue of a vector field. In terms of local coordinate variables (x1, x2, . . . , xd) a
one-form is written as

Θ =
d∑
j=1

Θjdxj ,

with smooth functions Θj(x) of x.
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We will be interested in codimension-1 geometries. In that case a distribution can
be defined alternatively to Definition 3.15 as the kernel of a proper one-form, i.e.,

D = ker Θ.

Note that a one-form which satisfies the non-integrability condition in a codimension-1
geometry is called contact form.

A sub-Riemannian metric (gij)p is defined as the analogue of the Riemannian metric
but its application is on the vectors from the distribution, i.e., (gij)p : Dp ×Dp → R for
all p ∈M where M is a sub-Riemannian manifold defined as follows:

Definition 3.16. (Sub-Riemannian manifold) A d−dimensional real manifold M which
is endowed with a non-integrable distribution D of rank k (where k < d) and a sub-
Riemannian metric is called sub-Riemannian manifold.

Note that k is strictly smaller than d and it is essential for sub-Riemannian manifolds.
If it is equal, then the distribution Dp = TpM at each point p ∈ M (therefore the
distribution D) becomes integrable. In this case the manifold M would be a Riemannian
manifold.

On the sub-Riemannian manifold M , the distribution D ⊂ TM is called horizontal
distribution and the vectors v ∈ Dp are called horizontal vectors. The sub-Riemannian
metric is defined on the distribution D. Furthermore the sections of the horizontal
distribution are called horizontal vector fields. The integral curves of horizontal vector
fields are horizontal integral curves.

The condition for the horizontal distribution to be able to recover the ambient space
is provided by the Chow’s theorem [33]. First let us define the bracket generating vector
fields.

Definition 3.17. (Bracket generating horizontal vector fields) Horizontal vector fields
X1, X2, . . . , Xk defined on a sub-Riemannian manifold M are called bracket generating
at p ∈M if the following holds

Lie(X1, X2, . . . , Xk)(p) = TpM.

If TpM can be generated by commutators of step ≤ r, at every point p ∈ M then the
horizontal vector fields X1, X2, . . . , Xk is said to be bracket generating vector fields of
step r on M .

The distribution D is bracket generating of step r at the point p ∈M if it admits a
system of generators which are bracket generating vector fields of step r on M . In the
literature it is alternatively said that the vector fields fulfill the Hörmander condition
[85] if they are bracket generating.

Finally the condition for the global connectivity is given via the Chow’s theorem [33]:

Theorem 3.1. (Chow, 1939) Let D be a bracket generating distribution on a connected
sub-Riemannian manifold M . Then any two points on M can be connected by a hori-
zontal piecewise regular curve.
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We refer to [27] for the proof. The natural distance between some points p and q on
M is denoted by dM (p, q). In Carnot-Carathéodory spaces it is the infimum of lengths
of the horizontal curves connecting p and q and called Carnot-Carathéodory distance.

3.4 Lie groups and Lie algebras

In this section we introduce the notions of Lie group and Lie algebra together with related
properties, since they provide examples of sub-Riemannian manifolds. We present also
an example of a Lie group family: Carnot groups of step 2.

Definition 3.18. (Lie group) A group G associated to a differentiable manifold is called
Lie group if the multiplication map

G×G 3 (g, h) 7→ gh ∈ G,

and the inverse map
G 3 g 7→ g−1 ∈ G,

are differentiable.

Lie group G acts from left on a differentiable manifold M if there exists a differen-
tiable map

G×M 3 (g,m) 7→ gm ∈M,

with
g(hm) = (gh)m, for all g, h ∈ G, m ∈M.

An action from right is defined analogously.
Lie group G is endowed with the diffeomorphisms left translation

Lg :G→ G

h 7→ gh

and the right translation

Rg :G→ G

h 7→ hg.

A vector field X on G is left-invariant if it satisfies

Lg∗X(h) = X ◦ Lg = X(gh), for all g, h ∈ G, (3.1)

where Lg∗ denotes the differential of Lg in the sense of Definition 3.7. In other words
left-invariant vector field X satisfies

X(f ◦ Lg) = (Xf) ◦ Lg,

where f is a C∞ function on G.

31



CHAPTER 3. SUB-RIEMANNIAN GEOMETRY

Note that there exists a left-invariant vector field

X(g) := Lg∗V, (3.2)

on G for every V ∈ TeG where e denotes the identity element of G. Therefore one has
an isomorphism between TeG and the space of left-invariant vector fields on G (see [101,
Theorem 1.7.1]).

Note that the set of left-invariant vector fields, with the operations of sum, scalar
product and bracket is an algebra. Hence we can give the following definition:

Definition 3.19. (Lie algebra of a Lie group G) The Lie algebra g of a Lie group G
is defined as the set of all left-invariant vector fields on G and it is identified as TeG,
equipped with the bilinear operation of Lie bracket.

Two Lie groups are particularly important for the present study: Roto-translation
group and Carnot groups of step 2.

Example: Carnot groups

We have seen, a Lie group G induces an algebra. Vice versa an algebra can be used
to define a Lie group. In particular Carnot groups can be defined, starting from the
properties of the associated algebra.

We say that a Lie algebra g is stratified if it has the sub-spaces g1, g2, . . . , g` such
that

g =g1 ⊕ g2 ⊕ · · · ⊕ g`,

gk =[g1, gk−1] for k = 2, . . . , ` where [g1, g`] = {0},

with [gi, gj ] = span{[X,Y ] : X ∈ gi, Y ∈ gj} for any two indices i, j < `.

Definition 3.20. (Carnot groups) A Carnot group is a simply connected nilpotent Lie
group whose Lie algebra is stratified. In particular if

g = g1 ⊕ g2 ⊕ · · · ⊕ gr,

G is said to be of step r.

Remark 3.1. Using the representation of the associated Lie algebra, it can be proved
that a Carnot group can be identified with Rd possessing the following properties:

• Rd can be split in such a way that Rd = Rd1 × Rd2 × · · · × Rdr , where d1 =
dim(g1), · · · , dr = dim(gr).

• If we consider a basis of g1, and we call X1, X2, . . . , Xd1 the associated vector fields
obtained by left translation, then by definition

rank(Lie(X1, X2, . . . , Xd1)(x)) = d, for every x ∈ G.
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• The dilation map δσ : Rd → Rd defined as

δσ(x) = δσ(x(1), x(2), . . . , x(r)) = (σ1x
(1), σ2x

(2), . . . , σrx
(r)), x(i) ∈ Rdi ,

is an automorphism of G for every σi > 0.

A well known Carnot group of step 2 is the nth Heisenberg group Hn. It is a 2n+ 1
dimensional Carnot group with the stratified algebra

g = g1 ⊕ g2,

where g1 is 2n−dimensional and generated by the vector fields X1, . . . , Xn, Y1, . . . , Yn
and g2 = span{T}. The non-zero commutators of the generators are given by

[Xj , Yj ] = −4T, j = 1, 2, . . . , n.

We represent the elements h, h′ ∈ Hn as

h = (x, y, t) = (x1, . . . , xn, y1, . . . , yn, t), h′ = (x′, y′, t′) = (x′1, . . . , x
′
n, y
′
1, . . . , y

′
n, t
′).

Then the group multiplication of Hn is written as

h h′ = (x, y, t) (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 2〈y, x′〉 − 2〈x, y′〉),

with the standard inner product 〈. , .〉 of Rn. Observe here that the unit element e = 0
and homogeneous dilations are given by δσh = (σx, σy, σ2t) for σ > 0.

Recall that a left-invariant vector field X must satisfy X(g) = Lg∗X(e) due to (3.1)
and (3.2). If we denote the standard basis in R2n+1 by ∂x1 , ∂x2 , . . . , ∂xn , ∂y1 , . . . , ∂yn , ∂t
then the Lie algebra is generated by the left-invariant vector fields

Xj = ∂xj + 2yj∂t, Yj = ∂yj − 2xj∂t, with j = 1, 2, . . . , n and T = ∂t, (3.3)

which can be obtained from Xj(e) = ∂xj , Yj(e) = ∂yj and T (e) = ∂t via

Lg∗(e) =

In 0 0
0 In 0
2y −2x 1

 ,

where In denotes the n-by-n identity matrix.
Finally note that thanks to the commutator [Xj , Yj ] = −4∂t we have

rank(Lie(X1, . . . , Xn, Y1, . . . , Yn)(e)) = dim(span{∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn ,−4∂t})
=2n+ 1,

hence
rank(Lie(X1, . . . , Xn, Y1, . . . , Yn)(h)) = 2n+ 1 for all h ∈ Hn.

In this case it is said that the vector fields X1, . . . , Xn, Y1, . . . , Yn fulfill the bracket
generating condition which is given in Definition 3.17 (see also [33]).
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3.5 Differential operators in sub-Riemannian setting

Definition 3.21. (Horizontal gradient) Let D ⊂ G be an open set and let (Xj) with
j = 1, · · · , n be a family of smooth vector fields defined on D. Consider some function
f : D → R. If there exists Xjf for every j = 1, · · · , n we define the horizontal gradient
of a function f as

∇Gf := (X1, · · · , Xn).

A function f is of class C1
G if ∇Gf is continuous, with respect to the Carnot-

Carathéodory distance dG defined in terms of the metric generated by the vector fields
Xj with j = 1, 2, . . . , n in G. A function f is of class C2

G if ∇Gf is of class C1
G and by

induction all CkG classes are defined. Note that a C1
G function is not differentiable with

respect to Xj if j > n. It follows that a function of class C1
G is not of class C1 in the

standard Euclidean sense. If the group G has step r, a function f of class CrG is of class
C1 in Euclidean sense. As a consequence a function f of class C∞G is smooth in a general
sense, which allows us to study diffusion in these spaces.

Definition 3.22. The vector fields Xj are self-adjoint, which means that they satisfy
the condition ∫

Xjfg = −
∫
fXjg,

for every smooth function f, g.

It is simple to prove that in Carnot groups and in the roto-translation group the left-
invariant vector fields are self-adjoint, hence we will always assume that the left-invariant
vector fields are self-adjoint for simplicity.

Definition 3.23. If the vector fields Xj are self-adjoint and φ = (φ1, · · ·φn) is a C1
G

section of the horizontal tangent bundle, we define divergence of φ as follows:

divG(φ) :=
n∑
j=1

Xjφj .

Accordingly we define sub-Laplacian operator as

∆G := divG(∇G) =
n∑
j=1

X2
j .

More generally we will call operators of the type

n∑
i,j=1

ai,jXiXj , (3.4)

uniformly subelliptic operators where ai,j represents the elements of an n × n positive
definite matrix. An operator of this type is the subelliptic analogous of an elliptic
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operator. Note that (3.4) can be written also in divergence form as

−
n∑

i,j=1

Xi(ai,jXj).

Recall that this operator is totally degenerate from an elliptic point of view, and
in general operators represented as sum of squares of n vector fields in a d-dimensional
space with n < d do not have regular solutions, even in presence of a regular second
member.

We are now ready to state the well known theorem on hypoellipticity due to Hörman-
der (see the article of Hörmander [85]):

Theorem 3.2. (Hörmander theorem) If X1, · · · , Xm satisfy the Hörmander rank condi-
tion (bracket generating condition), then the associated supelliptic operator and the heat
operator are hypoelliptic operators. This means that any solution u of the equation

∆Gu = f,

with f ∈ C∞ is of class C∞.

This is the main reason why we will be able to study visual models with sub-
Riemannian operators.

Uniformly subelliptic operators admit a fundamental solution Γ, of class C∞ out of
the poles. Existence and local estimates of the fundamental solution in terms of the
Carnot-Carathéodory distance have been first proved by Rothshild-Stein [67], Folland
[68] and Folland-Stein [138].

Calling B(g,R) a ball of the Carnot-Carathéodory metric and |B(g,R)| its measure,
they proved that fundamental solution can be locally estimated as

|Γ(g, h)| ≤ C
d2
G(g, h)

|B(g, dG(g, h))|
,

for every g, h ∈ G and for a suitable constant C. In this setting we can study the heat
equation as well:

(∂t −∆G)u = 0.

Gaussian estimates for this equation have been first studied by Jerison and Sánchez-Calle
[99], [98]. We refer to the book [14] for a recent review.

3.6 An uncertainty principle for non-commutative vector
fields

It is widely known that the uncertainty principle applies to any couple of non-commutative
self-ajoint operators in L2 spaces (see for example [69]).

The uncertainty principle in a general framework with standard measure is written
as in [69]:
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Proposition 3.1. Let us denote a Hilbert space endowed with the scalar product 〈. , .〉 by
H. Consider two self-adjoint operators P1 and P2. Then the following inequality holds:

|〈ψ, [P1, P2]ψ〉| ≤ 2‖P1ψ‖‖P2ψ‖, (3.5)

for all ψ in the domain of [P1, P2].

Proof. Since P1 and P2 are self-adjoint, it can be written that

|〈ψ, [P1, P2]ψ〉| =|〈ψ, (P1P2 − P2P1)ψ〉|
=|〈P1ψ, P2f〉 − 〈P2ψ, P1ψ〉|
=2|Im{〈P1ψ, P2ψ〉}|.

Then the Cauchy-Schwarz inequality gives the result:

2|Im{〈P1ψ, P2ψ〉}| ≤ 2‖P1ψ‖‖P2f‖.

The proof shows that in order to achieve the minimum uncertainty (i.e., to achieve
the equality in (3.5)), the non-commutative operators P1 and P2 must be the imaginary
multiples of each other. More precisely:

Proposition 3.2. The minimizers of inequality (3.5) fulfill the following:

P1ψ = iλP2ψ ⇐⇒ |〈ψ, [P1, P2]ψ〉| = 2‖P1ψ‖‖P2ψ‖. (3.6)

In words the condition P1ψ = iλP2 with λ ∈ R gives the minimizers of the uncertainty
principle (3.5), which are called coherent states.

Proof. See the proof of Proposition 3.1.
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Chapter 4

Sub-Riemannian models of the
visual cortex

Simple cells extract the local information of visual features in such a way that we can
implement a representation of the extracted features in terms of differential instruments.
However it is not possible to provide a coherent global unity of the locally detected fea-
tures without an additional mechanism which integrates them. Neural connectivity of
the simple cells endow the primary visual cortex (V1) with such an integration mecha-
nism respecting the Gestalt principle of good continuity (see Chapter 2 for a description
of the principle). These two mechanisms, the feature extraction and the connectivity,
together characterize the functional geometry of V1.

Several models were proposed for the functional geometry of V1 in relation to orien-
tation selective behavior of the simple cells. Early models date back to 80s. Koenderink
and van Doorn [109], [110] pointed out the similarity between Gaussian derivative func-
tions and simple cell receptive profiles and proposed visual models based on the functions
of Gaussian derivatives as the representations of the receptive profiles. It indeed encour-
aged many studies relying on the choice of a family of Gaussian derivative functions and
Gaussian kernels, among which we would like to mention the works of Young [171], [172]
and Lindeberg [115], [116]. In addition to those studies, there are some others which
employ Gabor functions as the representations of the receptive profiles. The motivation
for this second choice relies on an uncertainty principle as was elaborated by Daugman
[44] through a generalization of the hypothesis of Marĉelja [120] (see also [100] where
Jones and Palmer compare statistically the results obtained via Gabor functions and the
neurophysiological results collected from V1 of a cat). Furthermore Hoffman [83], [84]
proposed to model the hypercolumnar architecture of V1 as a fiber bundle. Following
the latter school, which makes the choice based on Gabor functions, and by further
developing the model proposed by Petitot and Tondut [132], where hypercolumnar ar-
chitecture was interpreted as a fiber bundle associated to the contact geometry realized
by the Heisenberg group, Citti and Sarti [35] proposed a new model of the functional
geometry of the primary visual cortex (V1).

The model interprets the hypercolumnar architecture of V1 as a fiber bundle on the
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retinal plane associated to the roto-translation group (SE(2)). Simple cell connectivity is
modeled based on the horizontal distribution of the sub-Riemannian manifold of SE(2).
Following a similar framework, but this time including also the scale selectivity of the
simple cells, this model was generalized by Sarti, Citti and Petitot [146].

The theoretical criterion underpinning the modeling parts in this thesis relies on the
so-called neurogeometrical approach described by Petitot-Tondut [132], Citti-Sarti [35]
and Sarti-Citti-Petiot [146]. Following this approach, processing capabilities of sensorial
cortices and particularly of the visual cortex are modeled based on the geometrical
structure of the neural connectivity. Global and local symmetries of a visual stimulus
are inherited by the cortical structure that presents their invariances (see Sanguinetti
et. al. [142]). Then the structure is defined on groups of the invariances that are also
spaces, i.e., on Lie groups.

In the present study we consider the generalized model of Sarti, Citti and Petitot [146]
as the point of departure of our research. Therefore after we give an intuition about ori-
entation selectivity and brief descriptions of the frameworks proposed by Petitot-Tondut
[132], and Citti-Sarti [35], we will spare large part of this chapter for the presentation of
the reference model, which takes into consideration both orientation and scale, and the
relations between those three models.

4.1 Feature selectivity

What do we mean exactly by selectivity and in particular by orientation selectivity?
Conceptually, by selectivity we mean that the correspondence of a detector unit (simple
cell) to a certain feature (orientation, frequency, scale, ocular dominance and so on)
coincides with the stimulus feature of the same type. In our particular setting we consider
only visual stimulus, simply image functions on a 2-dimensional plane which represents
the retinal plane (or the retinotopic plane) M isomorphic to R2.

Consider the simple cells. If we restrict ourselves to their orientation selective be-
havior, we can say that the cells detect pairs (q, p) ∈M ×F of a retinal position q ∈M
and an orientation p at q. Note that orientation can be represented in different ways and
depending on the representation the space F is determined. We say that a simple cell at
q is selective to orientation θ if the cell gives the highest response to a stimulus at q with
the orientation θ, in comparison to all the other cells responding to the same stimulus.
The highest response is observed when the preferred orientation angle of the cell and
the orientation angle of the stimulus coincide with each other. A similar description for
selectivity to some other visual feature can be made as well. In fact the concept of selec-
tivity can be extended to multiple features and in this case we use the term multi-feature
selectivity (such as orientation-frequency selectivity and orientation-scale selectivity).

4.2 Gabor filters as models of receptive profiles

Let us recall that the simple cells of visual areas evoke impulse responses to stimulus
applied on the retinal plane M ' R2 and every simple cell is identified by its receptive
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Figure 4.1: An illustration of orientation and scale selectivity. The range of intensity
values vary from -1 (black) to 1 (white) and grey represents a negative intensity value.
Top: Simple cells a, b and c, selective to the orientation angles θ1, θ2 and θ3 (from left
to right) at the point q on the retinal plane M . The maximum response to the boundary
of the stimulus is given by cell a. Bottom: Cell a gives the highest response with respect
to cells b and c, which are selective to the same orientation but to different scales.
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field (RF) which is the domain of the retina to which the cell is sensitive/responding and
connected through the retino-geniculo-cortical paths (see Figure 2.6). Once the RF of a
simple cell is stimulated it elicits the impulse response, which is the simple cell receptive
profile (RP). We denote the RP of the simple cell at the retinal position q and selective
to the feature p by Ψ(q,p) : M → C (see Figure 4.2).

As we mentioned previously the first models of the simple cell receptive profiles date
back to 80’s. Almost in the same years it has been proved that both models in terms of
derivatives or difference of Gaussian functions [109], [110] [171] and in terms of Gabor
filters [44], [100] are plausible. Here we are mostly interested in Gabor filtering, which
seems more flexible, and can be extended in order to consider many features.

The approach proposed by Daugmann in [44], relies on an uncertainty principle. It is
motivated by the fact that the simple cell RPs are responsible for selection of positions
and directions of boundaries. Hence Daugmann looks for the simple cell RP functions
which are minima of the uncertainty principle both in spatial and frequency planes, in
other words in the Heisenberg group. We gave in (3.3) a possible representation of the
Heisenberg algebra. It is easy to verify that the operators

X̂j = xj , Ŷj = i∂xj , for j = 1, · · · d,

satisfy the same commutation rules as the vector fields in (3.3), with

T̂ = −i.

Then these vector fields define a different representation of the same algebra. As a
consequence minima of the associated uncertainty principle are found as the solutions
of the equation (3.6), and they are the Gabor filters:

Φ(q,p)(x) = eip·xe−(x−q)2 , for p, q ∈ Rd.

In general, given a window function g ∈ L2(Rd), the family of the associated Gabor
functions is defined as the shifted and modulated versions of g(q,p):

Φ(q,p)(x) = eip·xg(x− q) = g(q,p)(x).

The window function g restricts the analysis around specific points q, i.e., it provides
the spatial localization of the Gabor function. Once we choose a suitable window function
we can define the continuous Gabor transform as follows:

Definition 4.1. Let g ∈ L2(Rd) be a window function. Then the continuous Gabor
transform of a signal I ∈ L2(Rd) is defined as:

GI(q, p) =

∫
Rd

I(x)g(x− q)e−ip·xdx,

with g(x− q) denoting the complex conjugate of g(x− q).
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Figure 4.2: Top: Experimentally observed receptive profiles of even (left) and odd (right)
simple cells with ON (white) and OFF (black) regions (taken from Sarti and Citti [143]).
Bottom: Odd (left) and even (right) parts of a Gabor function.

Here GI(q, p) is called the Gabor coefficient corresponding to the frequency p at q.
The contribution of each coefficient to the signal I can be recognized more clearly

through the Plancherel’s formula [133] which is written as follows:

||GI(q, p)||L2(Rd×Rd) = 2π||I||L2(Rd)||g||L2(Rd), (4.1)

and it implies that the energy of the signal f is conserved when the Gabor transform is
applied.

Gabor coefficients are complete and continuous Gabor transform is invertible. The
initial signal can be recovered through the following inversion formula:

I(x) =
1

2π||g||2
L2

∫
Rd

∫
Rd

GI(q, p)g(q,p)(x) dq dp. (4.2)

We refer to [139] for an extension of Gabor properties to more general group settings.

4.3 Model of the cortex as a fiber bundle

Extending some previous studies of Hoffmann [83], [84], Petitot and Tondut [132] pro-
posed to model the hypercolumnar structure of the visual cortex in terms of a fiber
bundle on the retinal plane M ' R2 which was not only justified by the neurophysiolog-
ical evidence, but also capable of explaining boundary completion.

They idealized the hypercolumnar architecture as the fiber bundle (E,M, π, F ) on
the base plane M (the retinal plane) with the 3-dimensional total space E ' M × F ,
the fiber F = R and the projection map π : E → M . A copy of F at each point q on
the retina was interpreted as the hypercolumn at the point.

In order to understand the model structure let us first consider a visual stimulus on
the retinal plane M , simply a contrast image. Note that the boundaries of the surfaces
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in the image can be identified via the Euclidean gradient of the image. Then we may
describe the boundary coordinates of a surface in the image in terms of a smooth curve
γ(t) = (x(t), y(t)) ∈ M where t ∈ I = [0, T ] with real time interval I and final time
T > 0. Additionally the curve (which can as well be thought as a level set of an intensity
value) can be written in terms of a graph such as (x, y(x)) with free variable x. In this
case to each point (x, y(x)) of the curve one can assign a point

(x, y, p =
dy

dx
),

in the total space E and this point is called the 1-jet of (x, y).
This construction of the fiber bundle is closely related to the orientation selectivity

of the simple cells. Note that once a point (x, y) ∈M is stimulated by an image function
I : M → R the hypercolumn of the simple cells on (x, y) is activated. In the hypercolumn,
the simple cell selective to the direction

p =
dy

dx
, (4.3)

gives the highest response to the stimulus.
Formally, this orientation selective simple cells induce a 1-form

−p dx+ dy,

which is associated to the fiber bundle (E,M, π, F ). The kernel of this form is generated
by the vector fields

XH1

1 = ∂x + p∂y, XH1

2 = ∂p,

which describes the horizontal distribution of the 1st Heisenberg group H1.
In the model proposed in [132], subjective boundaries and the long-range horizontal

connectivity in the visual cortex have been described as minima of a length functional
with a constraint term.

It is simple to verify that the Lie algebra generated by the vector fields XH1

1 and XH1

2

satisfies the same commutation rules as the Heisenberg algebra defined in (3.3). This
remark is at the basis of another class of models.

4.4 Sub-Riemannian models of the cortex for orientation
and scale selectivity

Citti and Sarti [35] improved in a unitary way the models of both Daugmann [44] and
Petitot-Tondut [132], and proposed a new model of the primary visual cortex.

They recognized that the minimal constraint model of Petitot and Tondut [132]
was indeed a model in a sub-Riemannian space, and introduced a model in SE(2) which
better described the invariances of the visual cortex. Moreover they provided the relation
between the geometrical point of view of Petitot-Tondut [132] and the action of the simple
cells described as Gabor filters by Daugmann [44]. In this way their model considered
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the action of the cells on the image as a whole, and it was no longer necessary to restrict
the cells each time to a single boundary curve as in the previous model of Petitot and
Tondut [132].

Sarti, Citti and Petitot [146] proposed a generalized version of this model. The
generalized version modeled both orientation and scale selective behavior of the V1
simple cells. We remark that the generalized model boils down to the classical orientation
selective model of Citti and Sarti [35] once it is adjusted to a fixed scale. For this reason
they can be presented together.

4.4.1 The set of receptive profiles as a Lie group

An important neurophysiological observation is that any receptive profile in a family of
simple cells is a translated, rotated and dilated version of a certain reference receptive
profile which is called mother profile. For this reason the simple cell receptive profiles
are obtained from a mother function via rotations and translations in the model of Citti,
Sarti [35].

Figure 4.3: Some Gabor functions. Left block: Even parts of the rotated Gabor functions
with a fixed scale. Here X1 and X3 shows the directions of the vector fields, which are
along the two principal axes of the Gabor functions (see also (4.9)). Right block: Even
(left column) and odd (right column) parts of the Gabor functions with a fixed orientation
and different scales σ1 and σ2.

The translation to the point q, rotation by the angle θ and dilation by the parameter
σ ∈ R, is expressed as

A(q,θ)(x̃, ỹ) =

(
q1

q2

)
+Rθ

(
x̃
ỹ

)
, (4.4)

where Rθ denotes the rotation matrix

Rθ =

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)
.
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Then any receptive profile Ψ(q,θ) is obtained from the mother function through the
following relation:

Ψ(q,θ)(x, y) = Ψ0(A−1
(q,θ)(x, y)), (4.5)

with A−1
(q,θ) denoting the inverse transform of A(q,θ).

The set of parameters

GSE(2) = {(x, y, θ) ∈ R2 × S1},

define a group, SE(2), with the composition law induced by applying in sequence two
rigid motions A(q,θ) and A(q1,θ1).

Figure 4.4: Illustration of the set of odd cell receptive profiles (modified from Sarti and
Citti [143]). Any receptive profile Ψ(q,θ,σ) can be obtained from the mother profile Ψ0

up to a translation to q, a rotation by θ and a dilation by σ through (4.7).

In the multi-scale version of the model, which takes into account rotation, translation
and dilation [146] (see Figure 4.4 for an illustration of the transform in terms of odd
receptive profiles), a 4-dimensional matrix was considered and the transform was given
as:

A(q,θ,σ)(x̃, ỹ) =

(
q1

q2

)
+ eσRθ

(
x̃
ỹ

)
. (4.6)

In this case the general receptive profile becomes:

Ψ(q,θ,σ)(x, y) = Ψ0(A−1
(q,θ,σ)(x, y)). (4.7)

The original model can be recovered from this one by fixing σ = 0.
The set of all parameters (x, y, θ, σ) ∈ R2 × S1 × R establishes the Lie group

G ' {A(x,y,θ,σ) : (x, y, θ, σ) ∈ R2 × S1 × R},

44



CHAPTER 4. SUB-RIEMANNIAN MODELS OF THE VISUAL CORTEX

with the left-translation

Lg : G→ G

h 7→ gh

realized by the group multiplication law which is written for two elements

g = (x1, y1, θ1, σ1), h = (x2, y2, θ2, σ2), g, h ∈ G,

as

gh =
((x1

x2

)
+ eσ1+σ2Rθ1+θ2

(
x2

y2

)
, θ1 + θ2, σ1 + σ2

)
∈ G.

Parameters (x, y, θ) ∈ R2×S1 of the original model with σ = 0 define a subgroup of
G.

4.4.2 Associated left-invariant vector fields

Let us compute the set of left-invariant vector fields, defined by (3.1), in the two Lie
groups given in Section 4.4.1. Let us start with SE(2).

The differential of Lg is given by

Lg∗ =

cos(θ) 0 − sin(θ)
sin(θ) 0 cos(θ)

0 1 0

 .

The left-invariant vector fields are written as

X
SE(2)
1 = cos(θ)∂x + sin(θ)∂y,

X
SE(2)
2 =∂θ,

X
SE(2)
3 =− sin(θ)∂x + cos(θ)∂y.

(4.8)

Let us explicitly note that X
SE(2)
1 and X

SE(2)
2 do not commute and

[X
SE(2)
1 , X

SE(2)
2 ] = −XSE(2)

3 ,

similarly X
SE(2)
3 and X

SE(2)
2 do not commute and

[X
SE(2)
3 , X

SE(2)
2 ] = X

SE(2)
1 .

The analogous procedure for the generalized group G provides the left-invariant
vector fields

X1 =eσ
(

cos(θ)∂x + sin(θ)∂y
)
,

X2 =∂θ,

X3 =eσ
(
− sin(θ)∂x + cos(θ)∂y

)
,

X4 =∂σ.

(4.9)
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4.4.3 Receptive profiles and group uncertainty principle

We have already mentioned that Gabor filters could be obtained as minima of the uncer-
tainty principle in the Heisenberg group. In the model of Citti and Sarti [35], (as well as
in the one of Sarti, Citti and Petitot [146]) different non-commutative vector fields have
been introduced. Furthermore due to Proposition 3.1 any non-commutative vector field
couple satisfies an ad hoc uncertainty principle. Using this fact Barbieri, Citti, Sarti and
Sanguinetti noted in [5] that Gabor filters are minima of the uncertainty principle also
in SE(2).

Similarly in the case of the model with position, orientation and scale, we may apply
the principle to the vector fields X1 and X2 and we obtain the Gabor filters as the
minimizers. Analogously if we consider the couple of X3 and X4, we find a different
parametrization of the same set of minimizers. Therefore it is possible to impose the
uncertainty principle at every scale and obtain the set of the Gabor filters at any scale.
Hence a suitable choice of the mother function compatible with the model and the
experimental data is

Ψ0(x, y) = eipxe−(x2+y2). (4.10)

In general, on a Lie group we could define different invariant structures, in terms
of either Riemannian or sub-Riemannan metric. In our case the natural metric of the
visual cortex is induced by the hypercolumnar structure and the action of the simple
cells.

4.4.4 Output of the simple cells and maximum selection

We recall from Section 2.4.2 that, once a visual stimulus is present at the retinal point
q ∈M it activates the hypercolumn on q ∈M .

If p denotes either the value θ of the fiber variable in the orientation model, or (θ, σ)
in the orientation-scale one, the response output OIp(q) of the simple cell with RP Ψ(q,p)

to the stimulus L2(M) 3 I : M → R is found by the linear filtering of the stimulus with
the RP:

OIp(q) =

∫
M

I(x, y)Ψ(q,p)(x, y) dx dy.

The output is complex valued with real and imaginary parts corresponding to even
and odd simple cell responses, respectively. The odd part has been studied in the classical
framework of the model of Citti and Sarti [35], the even one in [147].

We call the map

I(q) 7→ OIp(q),

lifting of the image I at the point q ∈M .
As we mentioned in Section 2.4.2 an additional mechanism which is called maximum

selection is applied on the lifted image. It is basically choosing the response of the simple
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cell giving the highest response to I(q) among all the cells in the hypercolumn located
on q and it is defined as (

θ̄(q), σ̄(q)
)

= arg max
(θ,σ)

(
ÕI(θ,σ)(q)

)
, (4.11)

at every point q ∈M , where ÕI(θ,σ) denotes either even or odd cell response.
This additional mechanism is needed for a sharp tuning of the simple cell feature

selectivity to the stimulus.
The main distinction between odd and even cells is that the odd cells give the higher

response on boundaries, while the even cells give the higher response in the interior
regions of the objects in the visual stimulus.

This two-fold procedure assigns a point (q, θ̄, σ̄) in the cortical space to each point
q on the retinal plane. In other words the lifting and the maximum selection on the
stimulus induce lifting of the curves underlying the stimulus (or rather the level sets
as the domain of the stimulus) as well (see Figure 4.5 as an example of the two-fold
procedure in the case with a fixed scale). We use the term lifting interchangeably for
both lifting of the stimulus and the lifting of its domain depending on the context.

Figure 4.5: Left: The stimulus I is lifted to the set of output responses ÕI
θ̄
, where

the maximum responses on each θ̄ layer is on the bottom. Right: The lifting and the
maximum selection on the stimulus induce a lifting of the level sets underlying the image.
Here the lifted level set of the outermost circle in I is shown. Note that at each point
along the lifted level set the horizontal tangent directions are restricted to X1 and X2.

4.4.5 The sub-Riemannian structure of the cortex

In the work of Citti and Sarti [35] it has been proved that the value θ̄(q) selected by the
odd simple cells via (4.11) in presence of a visual stimulus at a point q is the orientation
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of the boundary passing through the point q:

θ̄(q) = arctan(
dy

dx
). (4.12)

This property, analogous to (4.3), which was only formally postulated by Petitot and
Tondut [132], is now deduced from the neurophysiological behavior of the simple cells.
The same property has been confirmed in the work of Sarti, Citti and Petitot [147] for
the even simple cells.

We formally deduce from (4.12) that tan(θ) = dy/dx. Therefore a natural contact
form ΘSE(2) is defined:

ΘSE(2) : T SE(2)→ R, ΘSE(2) = − sin(θ)dx+ cos(θ)dy.

Using the contact form, Citti and Sarti [35] induced a sub-Riemannian geometry on the
cortical space SE(2).

Precisely the space can be induced with the structure (SE(2),DSE(2), (gij)q) where

DSE(2) = span{XSE(2)
1 , X

SE(2)
2 },

(gij)q =
(
(cos(θ)dx+ sin(θ)dy)⊗ (cos(θ)dx+ sin(θ)dy) + dθ ⊗ dθ

)∣∣
q
,

at every q ∈ SE(2).

Remark 4.1. In the generalized model of Sarti, Citti and Petitot [146] with the scale,
the orientation selective one-form is given by

Θ = e−σ(− sin(θ)dx+ cos(θ)dy),

the horizontal distribution is defined as

D = ker Θ = span{X1, X2, X4},

and the space is characterized by a symplectic structure defined as the 2-form which is
obtained by differentiating Θ as

ωq :TqG× TqG→ R
ωq =e−σ

(
(cos(θ)dx+ sin(θ)dy) ∧ dθ + (− sin(θ)dx+ cos(θ)dy) ∧ dσ

)∣∣
q
,

and defined at every q ∈ G.

4.4.6 Connectivity and activity propagation

Recall that the hypercolumns are connected to each other through the strongly anisotropic
long-range horizontal connections [43], [20]. If we consider only orientations, the hori-
zontal connections link preferentially the simple cells at different spatial locations but
selective to the same orientation.
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Figure 4.6: Illustration of the orientation and scale selectivity of the even simple cells a
and b. The associated one-form Θ to the receptive profile selects both the orientation
and scale by using the receptive profile gradient direction X4 weighted by the scale. The
profile with the weighted gradient vector coinciding with the stimulus orientation and
scale (i.e., the profile Ψ(q,θ,σa) with scale σa and weighted gradient direction X4,a) gives
the maximum response (see also Figure 4.1).

This is compatible with the metric having non-vanishing eigenvalues in the directions

of X
SE(2)
1 and X

SE(2)
2 , and vanishing eigenvalue in the direction of X

SE(2)
3 .

Once a simple cell is stimulated, its activation propagates between the simple cells
along those horizontal connections. This machinery is closely related to the specific con-
nectivity patterns within V1: the association fields [64]. The association fields coincide
with the anisotropic behavior of the long-range horizontal connections in the psychophys-
ical level. In the classical framework of Citti and Sarti [35] those association fields were

modeled as the horizontal integral curves associated to DSE(2) = span{XSE(2)
1 , X

SE(2)
2 }.

As a result the propagation along the connectivity pattern can be modeled as a
diffusion along the horizontal curves. In other words, the propagation takes place through
the differential operators associated to the sub-Riemannian structure (see Section 4.4.5).
Hence if

u0(q, θ) = OIθ(q),

is the output of the simple cells, it is as well the initial condition of the diffusion process.
This means that a good model for the cortical activity propagation is the evolution
equation given by

∂tu = ∆SE(2)u, u|t=0 = u0.

As mentioned in Section 3.5, this is a sub-Riemannian differential equation which has
been studied starting from the classical results of Rothshild and Stein [138], Jerison and
Sánchez-Calle [99], [98].
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4.4.7 Joint action of activity propagation and maximum selection

One of the main contributions of the article of Citti-Sarti [35] was to propose a relation
between the neural activity propagation, maximum selection and perceptual completion.

We will see in Chapter 6 that the diffusion process, together with the previously
described maximum selection gives rise to a diffusion driven process. The set of activated
cells under the maximum selection will become a surface. The diffusion restricted to this
surface will lead to a tangential diffusion, and result in a mean curvature flow. In the
limit the whole process will define a minimal surface, which will be considered as the
models of perceptual completion of surfaces. Therefore the model proposed in [35] is
able to complete not only boundaries but also surfaces.
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Chapter 5

A sub-Riemannian model of the
cortex with frequency and phase

In this chapter we propose a novel generalized model of the primary visual cortex (V1)
extended from the model of Citti-Sarti [35]. In the model of Citti-Sarti the cortex was
interpreted as a fiber bundle over a 2-dimensional retinal plane with only orientation
introduced as intrinsic variable. Now we generalize the model to a fiber bundle over
the retinal plane where, in addition to orientation, spatial frequency and phase are
present as intrinsic variables. The variables orientation and phase constitute a fiber
on each point of the retinal plane, which is the base space at each frequency, resulting
in a 5-dimensional sub-Riemannian manifold. The receptive profiles of the simple cells
selective to orientation, spatial frequency and with possible phase shifts are interpreted
as Gabor functions on a high dimensional feature space and they are coherent states
(minimizers) of an uncertainty principle in the non-commutative setting of the sub-
Riemannian geometry. The versatility of the Gabor functions makes it possible to encode
the multi-feature selectivity of the simple cells via the introduction of additional feature
variables associated to frequency and phase into the classical Gabor function given by
(4.7) and (4.10). We convolve the given visual stimulus with rotated, modulated and
phase shifted Gabor filter banks and obtain output responses of the simple cells in
the sub-Riemannian geometry as the lifting of given visual stimulus. In the case of
the previous visual cortex models (see Chapter 4) exact inverse of the lifting was not
possible due to the lack of frequency and phase components of the lifting. However now
it is possible since we have all the frequency and phase components of the lifting. We
study the extended sub-Riemannian framework, corresponding geometrical instruments
endowing it with a spatio-spectral connectivity which provides a novel geometric model of
the association fields, the horizontal integral curves in the 5-dimensional sub-Riemannian
structure. We explain the uncertainty principle in this sub-Riemannian framework,
which is the motivation behind the choice of the Gabor function as the receptive profile
(RP).
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5.1 Neurophysiological motivation

We have seen in Chapter 2 that the simple cells encode visual features, namely, orien-
tation, frequency and scale. However the relevant models of V1 [132], [35], [146], which
were presented in Chapter 4, considered only orientation or orientation-scale selectivity.

In order to fill this gap we study orientation-frequency selectivity of the simple cells
with shifted phases and propose our extended geometric model. We start from the
geometric structure of a 5-dimensional manifoldM which is defined by the set of features
which we consider in the model. We denote the position coordinates on the retinal plane
M ' R2 by q = (q1, q2) ∈ M , frequency ω ∈ R+ and orientation θ ∈ S1 tacitly by
r = |r|(cos(θ), sin(θ)) = ω(cos(θ), sin(θ)), and the phase by φ ∈ S1.

We will endow this set with a sub-Riemannian structure which generalizes the one
presented in Section 4.4.5 and which will be able to describe more sophisticated families
of the simple cells. In particular we will introduce a suitable lifting map:

I(q) 7→ OI(r,φ)(q),

at every point q = (q1, q2) ∈ M , which describes the action of a suitable family of the
simple cells.

5.2 Extended model geometry

5.2.1 Receptive profiles, symplectic structure and contact form

Orientation-frequency selectivity with shifted phases of a simple cell is represented in
RP of the cell via a straightforward generalization of the classical Gabor function given
by (4.7) and (4.10). Being inspired by the RP model which was suggested by Barbieri
et. al. [3] for the complex cells in V1, we propose to represent RP of a simple cell in our
setting with the Gabor functions of the type

Ψz(x, y, s) := e−i
(
r·(x−q1, y−q2)−v(s−φ)

)
e−|x−q1|

2−|y−q2|2 , (5.1)

with the spatial frequency1 ω > 0 and r = (r1, r2) = (−ω sin(θ), ω cos(θ)), where we rep-
resent the coordinates associated to a 6-dimensional spaceN with z = (q1, q2, φ, r1, r2, v) ∈
R6. Note that v ∈ R is included in the receptive profile expression (5.1) for the sake of
completeness and it will be fixed to a suitable value in the sequel.

We may express z as a complex variable z = (q1, q2, φ) + i(r1, r2, v) ∈ C3 and write
the symplectic structure, naturally defined on the complex structure C3 of z, as follows:

Ω = dΘ̃ = ω
(

cos(θ)dx+ sin(θ)dy
)
∧ dθ +

(
sin(θ)dx− cos(θ)dy

)
∧ dω − dv ∧ ds,

where Θ̃ denotes the Liouville form

Θ̃ = r1dx+ r2dy − vds.
1Spatial frequency refers to ω = 2π

λ
with a wavelength λ > 0 in our terminology.
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This structure is defined on the 5-dimensional space M which is the reduced version of
the 6-dimensional space N when v = 1. We can express each point z on M as:

M = R2 × S1 × R+ × S1 3 z = {q1, q2, θ, ω, φ} = (q, p),

where p denotes the feature variables (θ, ω, φ). Then we may write the associated Gabor
function given by (5.1) as follows:

Ψ(q,p)(x, y, s) := e−i
(
ω(− sin(θ), cos(θ))·(x−q1, y−q2)−(s−φ)

)
e−|x−q1|

2−|y−q2|2 . (5.2)

In the case of the V1 complex cells with spatio-temporal dynamics, the variable v
represents the velocity of a two-dimensional plane wave propagation (see the study of
Barbieri et. al [3] for details). However in our case we are not interested in the complex
cells and the simple cells do not encode any temporal features. Within this context
we interpret s − φ as the phases centered at φ, which is a different case than the case
considering also temporal dynamics [3] and interprets s − φ as time centered at the
instant φ. Therefore we are not concerned with different velocities changing in time.
This is the motivation for us to fix v.

Note that the manifold M is endowed with the following 1-form:

Θ(θ,ω) = r1dx+ r2dy − ds = −ω sin(θ)dx+ ω cos(θ)dy − ds.

Indeed Θ is a contact form since

Θ ∧ dΘ ∧ dΘ = ω dx ∧ dy ∧ dθ ∧ dω ∧ ds,

is a volume form hence it is maximally non-degenerate, i.e., non-vanishing for all points
on the manifold M.

5.2.2 Horizontal vector fields

Horizontal vector fields are defined as the elements of

ker Θ = {X ∈ TM : Θ(X) = 0},

where TM denotes the tangent bundle of the 5-dimensional manifoldM. The horizontal
vector fields are found explicitly as:

X1 = cos(θ)∂x + sin(θ)∂y, X2 = ∂θ,

X3 = − sin(θ)∂x + cos(θ)∂y + ω∂s, X4 = ∂ω.
(5.3)

The corresponding horizontal distribution is given as follows:

DM = span(X1, X2, X3, X4).
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All non-zero commutators related to the horizontal vector fields given in (5.3) follow
as:

[X1, X2] = sin(θ)∂x − cos(θ)∂y,

[X2, X3] =− cos(θ)∂x − sin(θ)∂y,

[X3, X4] =− ∂s.

Note that the horizontal vector fields are bracket generating since

TzM = span(X1, X2, X3, X4, [X1, X2])(z),

for all z ∈M, where TzM denotes the tangent space ofM at z. As a result they provide
the connectivity of any two points on M through the horizontal integral curves defined
on M due to the Chow’s theorem [33] (see Theorem 3.1).

Remark 5.1. The horizontal distribution DMz at a point z ∈ M can be thought as
the sub-Riemannian analogue of the Euclidean tangent space. However differently from
the Euclidean case, DMz is spanned by four vector fields X1, X2, X3 and X4 while the
tangent space TzM is spanned by five. This situation results in degeneracy of the sub-
Riemannian geometry. Moreover non-commutativity of the horizontal vector fields makes
it challenging to study within the sub-Riemannian geometry, yet we are able to fulfill the
bracket generating condition thanks to the non-commutativity.

5.3 Set of receptive profiles

Recall that an important property of Gabor functions is that any Gabor function can
be obtained from a mother function, up to a certain transformation law. Consider the
point 0 = (0, 0, 0, 0) ∈M ×S1×R+×S1. Then a suitable choice of the mother function
with a frequency ω is:

Ψ0(x, y, s) = e−i(ωy−s)e−x
2−y2 . (5.4)

Then we set

A(q,θ,φ)(x̃, ỹ, s̃) =

q1

q2

φ

+

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

x̃ỹ
s̃

 = (x, y, s). (5.5)

As a result at each frequency any receptive profile can be written as

Ψ(q,p)(x, y, s) = Ψ0

(
A−1

(q,θ,φ)(x, y, s)
)
. (5.6)

5.4 Functional architecture as a Lie group

Receptive profiles evoke a group structure at each frequency ω. We can describe the
group structure underlying the set of receptive profiles by using (5.5).
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First we notice that the elements (q, θ, φ) induce the group:

Gω ' {A(q,θ,φ) : (q, θ, φ) ∈M × S1 × S1},

which is indeed a Lie group associated to a fixed frequency ω.
Then we write the group multiplication law for two elements

g = (qg, θ1, φ1), h = (qh, θ2, φ2), g, h ∈ Gω,

as

gh =
((qg1

qg2

)
+Rθ1+θ2

(
qh1
qh2

)
, θ1 + θ2, φ1 + φ2

)
,

by using the transformation given in (5.5).
The differential Lg∗ of the left-translation

Lg : Gω → Gω

h 7→ gh,

is given by

Lg∗ =


cos(θ) 0 − sin(θ) 0
sin(θ) 0 cos(θ) 0

0 1 0 0
0 0 ω 0

 .

The vector fields X1, X2 and X3 are bracket generating due to that

span(X1, X2, X3, [X1, X2])(g) = TgGω,

for every g ∈ Gω. Hence X1, X2 and X3 generate the Lie algebra.

5.5 Functional architecture as a sub-Riemannian structure

The functional geometry is associated to a sub-Riemannian structure at each frequency
ω. Let us denote the submanifold Gω of G with points h = (q, θ, φ, ω) = (q, p) restricted
to a fixed ω. In this case the horizontal distribution is found by

DGω = span(X1, X2, X3).

Furthermore the induced metric (gij)
Gω
h : ThGω × ThGω → R is defined on DGω as

the 2-form

(gij)
Gω
h :=

(
(cos(θ)dx+ sin(θ)dy)⊗ (cos(θ)dx+ sin(θ)dy) + dθ ⊗ dθ
+ (− sin(θ)dx+ cos(θ)dy + ω ds)⊗ (− sin(θ)dx+ cos(θ)dy + ω ds)

)∣∣
h
,

at every h ∈ Gω.
Finally the associated sub-Riemannian structure to the frequency ω is written as the

following triple:
(Gω,DGω , (gij)Gωh ).
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5.6 Output of the simple cells

We obtain a simple cell output response to a general visual stimulus I(q) at the point
q = (q1, q2) ∈ M ' R2 as a convolution with rotated and phase shifted Gabor filter
banks at each frequency:

OIp(q) =

∫
M

I(x, y)Ψ(q,p)(x, y, s) dx dy = eis
∫
M

I(x, y)Ψ(q,p)(x, y, 0) dx dy. (5.7)

Remark 5.2. Note that we consider the whole complex structure of the convolution
(5.7) as the output response of a simple cell. It is different from the cases of the previous
visual cortex models which were choosing either real (even) or imaginary (odd) part of
the output response. In other words they were not taking into account the half of the
information which they obtained from a visual stimulus.

5.7 Horizontal connectivity in the extended geometry

Our extended model lifts the points in the given visual stimuli to the 5-dimensional
manifoldM. Lifting mechanism leaves each lifted point isolated from each other if there
is no connection between the lifted points. Therefore we would like to endow the model
with an integration mechanism which provides to us an integrated form of the local
feature vectors obtained from the lifted image at each point on M.

We propose to model the association fields in the case of multi-feature selectivity with
frequency and phase as the horizontal integral curves associated to the 5-dimensional
sub-Riemannian geometry of M.

Consider a horizontal integral curve (q1, q2, θ, ω, φ) = γ : I →M, which is described
by the horizontal vector fields given in (5.3) and which starts from an initial point ẑ =
(q̂1, q̂2, θ̂, ω̂, φ̂). Let us denote the velocity of γ by γ′. At each time t ∈ I the velocity is
a vector γ′(t) ∈ span(X1, X2, X3, X4)

(
γ(t)

)
at γ(t) = (q1(t), q2(t), θ(t), ω(t), φ(t)) ∈ M.

In order to compute the horizontal integral curves we first consider the vector field γ′,
with coefficients ci∈{1,2,3,4} (which are not necessarily constants), defined as

γ′(t) = X(γ(t)) = (c1X1 + c2X2 + c3X3 + c4X4)(γ(t)),

for all t ∈ I. Then we have

q′1(t) = c1 cos(θ(t))− c3 sin(θ(t)),

q′2(t) = c1 sin(θ(t)) + c3 cos(θ(t)),

θ′(t) = c2,

ω′(t) = c4,

φ′(t) = c3 ω(t).

(5.8)

In the case of that the coefficients ci are real constants where c2 6= 0, we solve the system
of ordinary differential equations (5.8) of t with initial condition ẑ and find the solution
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as follows:

q1(t) = q̂1 +
1

c2

(
− c3 cos(θ̂) + c3 cos(c2t+ θ̂)− c1 sin(θ̂) + c1 sin(c2t+ θ̂)

)
,

q2(t) = q̂2 +
1

c2

(
c1 cos(θ̂)− c1 cos(c2t+ θ̂)− c3 sin(θ̂) + c3 sin(c2t+ θ̂)

)
,

θ(t) = c2t+ θ̂,

ω(t) = c4t+ ω̂,

φ(t) =
1

2

(
c3c4t

2 + 2tc3ω̂ + 2φ̂
)
.

(5.9)

If c2 = 0 then the solution becomes

q1(t) = q̂1 + t
(
c1 cos(θ̂)− c3 sin(θ̂)

)
,

q2(t) = q̂2 + t
(
c3 cos(θ̂) + c1 sin(θ̂)

)
,

θ(t) = θ̂,

ω(t) = c4t+ ω̂,

φ(t) =
1

2
(c3c4t

2 + 2t c3 ω̂ + 2φ̂).

(5.10)

Note that (5.9) and (5.10) describe the whole family of the horizontal integral curves
described by the horizontal distribution

DM =
⋃
ω∈R+

DGω = span(X1, X2, X3, X4).

However we are mainly interested in two specific subfamilies corresponding to the hori-
zontal vector fields which reside in either one of the two orthogonal DMz subspaces which
are defined for every point z = (q, θ, ω, φ) ∈M as:

S1DMz = span(X1, X2)(z), S2DMz = span(X3, X4)(z),

satisfying DMz = S1DMz ⊕ S2DMz (see Figure 5.1 for an illustration of the orthogonal
layout of S1DMz and S1DMz at points z on an orientation fiber corresponding to some
fixed ω and φ, i.e., an horizontal integral curve along X1 +X2).

We remark here that S1DMz is the horizontal tangent space T(q,θ)SE(2) of SE(2) at
the point z (which is the classical sub-Riemannian geometry corresponding to the model
of Citti-Sarti [35]) once frequency ω and phase φ are fixed. In other words at each point
z = (q, θ, ω, φ) with ω and φ fixed on M, one finds the submanifold SE(2).
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Figure 5.1: An integral curve along the vector field X1 +X2. It represents an orientation
fiber once ω and φ are fixed. At six points on the curve the tangent planes spanned by
X1, X2 (left) and X3, X4 (right) are shown.

5.8 Coherent states in the extended geometry

We have already noted that Gabor filters are the minimizers of the uncertainty principle
in the Heisenberg group (see Section 4.4.3). However here we are working in a different
structure which contains SE(2). Hence in order to show the internal coherence of the
model, we prove that the Gabor filters given by (5.2) can be considered as the minimizers
of the uncertainty principle in the structure considered here.

Recall that the coordinate transform A(q,θ,φ) given by (5.5) acts on the Gabor mother

function Ψ0 through (5.6). We consider the inverse transform A−1
(q,θ,φ) at every fixed point

q = (q1, q2) ∈ M as a map from each frequency layer of the 5-dimensional manifold to
the cortical plane. Then its differential sends the vector fields X1 and X2 on the 5-
dimensional manifold to the vector fields X1 and X2 on the retinal plane which are found
as:

X1 = (dA−1
(q,θ,φ))(X1) =X1A

−1
(q,θ,φ) = ∂x̃,

X2 = (dA−1
(q,θ,φ))(X2) =X2A

−1
(q,θ,φ) = ỹ∂x̃ − x̃∂ỹ,

(5.11)

where x̃ and ỹ are described via (5.5).
At this point we recall that SE(2) is a submanifold of M. Additionally X1 and X2

are the horizontal vector fields on SE(2)(ω,φ) where by subindices we denote the point at
which the submanifold SE(2) is located on M. So to each frequency-phase pair (ω, φ)
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the submanifold SE(2)(ω,φ) can be associated. We observe more specifically that dA−1

sends the vector fields X1 and X2 from the submanifold SE(2)(ω,φ) to the 2-dimensional
retinal plane M . Analogous case is valid also for X3 and X4. That is at each pair (q, θ),
the differential dA−1 maps X3 and X4 to the retinal plane and on this plane the mapped
vector fields are written as:

X3 = (dA−1
(q,θ,φ))(X3) =X3A

−1
(q,θ,φ) = ∂ỹ + ω∂s̃,

X4 = (dA−1
(q,θ,φ))(X4) =X4A

−1
(q,θ,φ) = ∂ω,

where X4 = X4 since A(q,θ,φ) has no action on frequency component.
For the non-commutative vector field pairs {X1, X2} and {X3, X4} the conditions for

the coherent states ψ of the uncertainty principle on the 2-dimensional real plane are
written as:

X1ψ = iλ1X2ψ, X3ψ = iλ2X4ψ. (5.12)

Indeed the Gabor functions of the type Ψ(q,p) given by (5.2) are coherent states since

X1Ψ(q,p)(x, y, s) = −2x̃Ψ(q,p)(x, y, s), X2Ψ(q,p)(x, y, s) = ix̃ωΨ(q,p)(x, y, s),

X3Ψ(q,p)(x, y, s) = −2ỹΨ(q,p)(x, y, s), X4Ψ(q,p)(x, y, s) = −iỹΨ(q,p)(x, y, s),

satisfy (5.12) for λ1 = 2
ω and λ2 = −2. Therefore the Gabors are the functions which

provide the optimal compromise between orientation and spatial position detections
(thanks to the first condition in (5.12)) and between frequency and phase detections
(thanks to the second condition in (5.12)).

5.9 Relation to curvature detection

Some cells in the visual cortex are selective to length information of elongated objects
in a given visual stimulus. Such cells were discovered by Hubel and Wiesel [89] and now
they are called endstopped cells. Hubel and Wiesel noted in [89] that the endstopped cells
might have a role in curvature detection. However the relation between those cells and
the process of curvature detection has not been clearly understood. In [49] Dobbins et.
al. propose a mathematical model which relate endstopping behavior to curvature. They
consider the curvature as the local deviation of an elongated object from the straight line
passing through the point on the elongated object where the local deviation is examined.
The basic idea is that the difference of the responses of two simple cells (among which
one is large and the other one is small sized) at the point on the elongated structure
models the endstopping behavior and changes proportionally to the curvature at the
point.

Our model is closely related to curvature detection in a similar sense. Let us disregard
phase and consider in our model two receptive profiles Ψ(q,θ,ωH) and Ψ(q,θ,ωL) with a high
frequency ωH and a low frequency ωL, respectively. The high frequency cell detects fine
structures while the low frequency cell detects coarse structures. We denote the given
responses of those two cells to a stimulus I(q) corresponding to a particular contrast
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pattern with the orientation θ and a frequency ω by ÕI(θ,ωH) and ÕI(θ,ωL) where tilde

represents the real part of the corresponding output (alternative choices are also possible,
see Section 4.4.4). Then we may apply exactly the same idea which Dobbins et. al. [49]
propose. In this case we write the curvature measurement at q as

K(q) = C
(
C(ÕIωH (q))− C(ÕIωL(q))

)
,

where C is a clipping function

C(r) =

{
1 if r > 0

0 if r ≤ 0,

which is needed in order to avoid the positive contribution of negative response values
to the curvature measurement. In this way the excitation of the endstopped cell comes
from the high frequency simple cell and the inhibition comes from the low frequency
simple cell. Note that if q is a point on a straight line then K(q) is zero while it is a
positive value if q is on a curve, and the value increases as the deviation of the curve
from the straightness becomes larger.
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Chapter 6

A diffusion driven motion by
curvature

In this chapter we introduce an algorithm of diffusion driven motion by curvature of
a surface and study its convergence. One of the first algorithms of this type was first
introduced by Bence-Merriman-Osher in [122] and its convergence was provided by Evans
[56]. More recently a new version of the algorithm was proposed in [35]. The latter
one was a model of perceptual completion which was inspired by the functionality of
the visual cortex based on simple cell orientation selectivity. We consider the algorithm
proposed in [35] as the starting point. Here we slightly modify the algorithm proposed in
[35] and provide a proof of convergence in the Euclidean setting, following the approach
introduced by Evans [56].

In Section 6.1 we provide the background inspiring our algorithm and we present the
algorithm of the diffusion driven motion by curvature provided in [35]. Afterwards we
give the algorithm of the diffusion driven motion by curvature in a general Euclidean
setting, an idea of the proof of the convergence of this algorithm and give our main result:
convergence result (Theorem 6.1). In Section 6.2 we overview the main instruments of
the non-linear semigroup theory necessary for the proof of Theorem 6.1, and the weak
definition of the viscosity solution of the Euclidean mean curvature flow equation. In
Section 6.3 and Section 6.4 we give a formal definition of operator H, which indexes the
concentration, and show that H is contractive. Proofs in Section 6.3 and Section 6.4 are
more delicate than the previous ones of Evans [56] since the initial datum is given only
on a surface. Then in Section 6.5 we conclude the proof of Theorem 6.1 by applying a
general theorem of Brezis and Pazy [26]. Finally in Section 6.6 we present the numerical
scheme and some simulation results of our algorithm in two dimensional case.
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6.1 Previous results and modeling motivation

6.1.1 Motion by curvature

Geometric flow is the evolution of a surface Σ0 ⊂ Rn whose points move with speed equal
to a function of the mean curvature and direction normal to the evolving surface Σt ⊂ Rn.
In particular mean curvature flow has been studied by several authors such as Huisken
[92], Gage-Hamilton [77], Grayson [82] and Altschuler-Grayson [55], [1], who exploited
parametric methods of differential geometry. For an overview of other geometric flows
we refer to [79], [118], [80]. We also note that geometric flows and in particular mean
curvature flow have been widely studied based on a level set approach in combination
with the theory of viscosity solutions (see the explanations of Crandall-Ishii-Lions in [39]
for more details about the theory of viscosity solution) since the works of Osher-Sethian
[129], Evans-Spruck [60] and Chen-Giga-Goto [32].

Here we will be interested in the motion by curvature of surfaces which are expressed
as a graph of a smooth function γ : Rn−1 → R. In this case the motion by curvature
equation is written as

∂tγ =
√

1 + |∇γ|2K, where K = div

(
∇γ√

1 + |∇γ|2

)
. (6.1)

Motion by mean curvature can be obtained through an algorithm introduced by
Bence-Merriman-Osher [122] which provides a relation between the mean curvature flow
and the heat flow. The algorithm is organized in two steps: An initial surface Σ0 is first
diffused during an interval of time t/n, then a concentration step recovers a new surface
Σ1,t/n, at time t/n. After n iterations, a surface Σn,t is obtained.

The convergence, as n tends to +∞, to the solution Σt of the mean curvature flow
with initial datum Σ0 was proved by Evans [56] and Barles-Georglin [7]. Variants of
the algorithm were proposed by Ishii [93], Ishii-Pires-Souganidis [94], Vivier [166], Leoni
[113] and Goto-Ishii-Ogawa [81]. A generalization of the diffusion driven mean curvature
flow algorithm inspired by the behavior of the neurons of the primary visual cortex was
proposed in [35]. In this last problem, the surface corresponds to a density of neural
activity and it is represented as density measure concentrated in the set where the density
takes its maximum, while in the problem of Bence-Merriman-Osher [122] the surface is
the boundary of a set, identified by its indicator function. In the neurophysiological
problem this surface of activity is diffused along neural connectivity, giving rise to a
diffusion driven mean curvature flow. In this perspective, a two step technique was
used where the first step was applying a diffusion to a function on an initial surface,
and the second step was choosing the point corresponding to the maximum value along
the direction normal to the surface. Those two steps were generating a new surface.
Formally this problem can be considered as the derivative of the previous one of Bence-
Merriman-Osher, and the existing proof of convergence provided by Evans [56] cannot
be directly applied. A local approximation result was provided in [35] but a complete
proof was still missing, even in the Euclidean case.
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6.1.2 A diffusion driven model of perceptual completion

A cortically based algorithm of diffusion driven curvature inspired by the behavior of
the neurons of the primary visual cortex was proposed in [35].

We have described the selectivity process which assigns to every point q of the retinal
plane an orientation θ̄ and a scale σ̄ (see (4.11)). In [35] a similar process but only for
orientation was proposed through the map

(x, y) 7→ (q(x, y), θ̄(x, y)), (6.2)

for every point (x, y) of the retinal plane M ' R2. Using the fact that q(x, y) = (x, y)
we can interpret this surface as the zero level set of a function u such that

u(q, θ) = θ − θ̄(q), (6.3)

and the zero level set can be identified as a regular surface in the sub-Riemannian
structure of the model framework provided in [35].

Note that (6.2) evokes also a lifting of the level lines of the image I : M → R to the
function F defined on a lifted surface S as

F (x1(x, y), x2(x, y), θ̄(x, y)) = I(x, y),

where θ̄ was given in (6.2). The surface S and the function F defined on S are processed
through some differential operators defined on SE(2), which model the activity propa-
gation of the simple cells in the visual cortex. More precisely two mechanisms operate
on the lifted surface S:

(a) A sub-Riemmanian diffusion along the vector fields X
SE(2)
1 and X

SE(2)
2 (see (4.8))

which model the propagation of information through the cortical lateral connec-
tivity. This operator can be expressed as

∂t u− (X
SE(2)
1 )2 u− (X

SE(2)
2 )2 u,

where (X
SE(2)
1 )2 and (X

SE(2)
2 )2 are the second derivatives in the directions of X

SE(2)
1

and X
SE(2)
2 , respectively, with u defined in (6.3). The operator is formally degen-

erate, in the sense that its second fundamental form has zero determinant at every
point. The same type of operators has been deeply studied by Hörmander in [85],
Rothshild-Stein in [138], Jerison in [99], Jerison and Sánchez-Calle in [98], [99],
and it is known that the operator is hypoelliptic. There is a large literature which
has been produced on these type of operators after the aforementioned classical
studies. We refer to [14] for a recent presentation of the state of the art results
(see also Chapter 3).

(b) A concentration on the surface of maxima in order to model the maximum selection
mechanism and the orientation tuning.
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In the work of Citti and Sarti [35] the authors studied a two step algorithm of a diffusion
driven motion where (a) and (b) were applied iteratively and proved that at each step
the surface was performing an increment in the normal direction with speed equal to
the sub-Riemannian mean curvature. However a complete proof was still missing, even
in the Euclidean setting. Hence we start here with Euclidean geometry and provide the
proof in this geometry.

6.1.3 Convergence result

Here we modify the algorithm of [35]: We apply it to graphs, and propose to take the
maximum in a fixed direction, which is simpler and well adapted to the setting of graphs.
The motivation of using a fixed direction in the maximum selection step comes from that
the feature tuning (or selection) given by (2.2) takes place neurophysiologically along
the vertical connection in each hypercolumn. Note that the feature p in (2.2) can be
thought as a function γ of the spatial variables x′. In this case we can reformulate (2.2)
as follows:

OIγ̄(x′) = max
γ
OIγ(x′) where γ(x′) = γ.

Therefore we assume that the surface can be represented as a graph and propose to choose
the fixed direction as the direction of the graph function, which is the last component
of the standard Euclidean basis in our case. Then we model the concentration step
following the diffusion as the selection of the maximum value along this fixed direction.
We provide a proof of the convergence of the algorithm by using the approach introduced
by Evans in [56].

More precisely we consider a continuous and periodic function γ0 whose graph defines
a surface

Σ0 = (x′, γ0(x′)) ⊂ Rn.

Here and in the sequel we will always denote the points in Rn by x and the first
(n − 1) component by x′. We denote a unit normal by ν; since we are dealing with
graphs (x′, γ0(x′)) in Rn, we will also consider a unit vector en in the direction of the
last coordinate. We denote a Dirac delta on the surface Σ0 by δΣ0 , and we introduce a
new two step algorithm:

• We first apply heat diffusion during an interval [0, T ] (with T > 0) of time{
∂tu = ∆u in Rn × (0,∞)

u =< ν, en > δΣ0 on Σ0 × {t = 0}.
(6.4)

• Then we define the new surface at time t as the zero level set of the derivative
along en via

Σt := {x ∈ Rn : ∂xnu(x, t) = 0}. (6.5)

We will prove that Σt is the graph of a new function

γ1 = H(t)γ0. (6.6)
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Finally, we apply the iterative procedure, which is expressed by γj = H
(
t
j

)j
γ0, and

show that γj converges to the solution of motion by curvature. Precisely our main result
is stated as follows:

Theorem 6.1. If γ0 is a continuous and periodic function, and γ is the unique solution
to (6.1) with initial datum γ0, then

γ(x′, t) = lim
j→∞

H
( t
j

)j
γ0, uniformly for x ∈ Σt and t ≥ 0 in compact sets.

The proof of convergence of our algorithm is partially inspired by the proof of Evans
[56], but we deeply simplify it, since we study in a graph setting.

6.2 Non-linear semigroups and curvature flow of graphs

Definition 6.1. Let B be a Banach space, and A be a B−valued non-linear operator
with domain D(A) ⊂ B. We say that −A is m−dissipative if

• R(I + λA) = B for every λ > 0,

• its resolvent Jλ = (I + λA)−1 is a single-valued contraction.

For m−dissipative operators −A it is possible to apply the fundamental generation
theorem of Crandall and Liggett [40, Theorem I, p.266] which gives a weak definition of
the solution to an evolution equation in the setting of a non-linear semigroup:

Theorem 6.2. If −A is m−dissipative operator on a Banach space B, then for all
γ0 ∈ B the limit

M(t)(γ0) := lim
j→∞,λj→t

(I + λA)−jγ0,

exists locally uniformly in t. This limit is called non-linear semigroup solution generated
by A.

From now on B will denote the space of periodic α-Hölder continuous functions and
(B, || · ||) will be the Banach space obtained by endowing B with the sup norm || · ||.

Definition 6.2. A continuous function γ : Rn−1 → R is a weak subsolution (resp. a
supersolution) of

γ(x′)− λ
n−1∑
i,j=1

(
δij −

γxi(x
′)γxj (x

′)

1 + |∇γ(x′)|2

)
γxixj (x

′) = f(x′),

67



CHAPTER 6. A DIFFUSION DRIVEN MOTION BY CURVATURE

in Rn−1 if for every x′ ∈ Rn−1 and smooth φ : Rn−1 → R such that γ−φ has a maximum
(resp. a minimum) at x′ one has

γ(x′)− λ
n−1∑
i,j=1

(
δij −

φxi(x
′)φxj (x

′)

1 + |∇φ(x′)|2

)
φxixj (x

′) ≤ (resp. ≥) f(x′),

where the first and second order spatial derivatives are shown by the subindices. Viscosity
solutions are the functions which are simultaneously supersolutions and subsolutions.

Definition 6.3. We say that γ ∈ B belongs to D(A) if there exist f ∈ B and λ > 0
such that γ is a weak solution (in the sense of Theorem 6.2) of

γ − λ
n−1∑
i,j=1

aij(∇γ)γxixj = f, where aij(∇γ) :=

(
δij −

γxiγxj
1 + |∇γ|2

)
,

in Rn−1. In this case we will write

(I + λA)γ = f. (6.7)

The operator A is defined in a dense set of B, and arguing as in [56, Theorem 2.3,
Theorem 2.5], it is possible to show that

Proposition 6.1. The operator −A introduced in Definition 6.3 is m−dissipative and
its generated weak semigroup solution coincides with the viscosity solution defined in
Definition 6.2.

6.3 Definition of operator H

In this section we formally define the operator H mentioned in (6.6) and in Theorem
6.2.

We assume that the initial surface Σ0 is the graph of some smooth function γ :
Rn−1 → R, and evolve the measure < ν, r > δΣ0 during an interval of time [0, T ]. Then
the solution of (6.4), restricted to the surface which is embedded to the ambient space
Rn (see [91]), can be written for all t ∈ [0, T ] as

u(s, t) =
1

(4πt)
n/2

∫
Σt

√
4πt e−|x−s|

2/4t < ν, r > dσt, (6.8)

where dσt denotes the surface measure element on Σt.
We will define the operator H in terms of the maximum of u in the direction of the

last component of the canonical basis, i.e., r = en. Hence we will start with studying
the restriction of u in this direction.
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Theorem 6.3. Let u be the function defined as in (6.8) and γ ∈ B. If s′ ∈ Rn−1 and
there exists a value γt(s′) such that

∂xnu(s′, γt(s′), t) = 0,

then

γt(s′) = tvs0 + γ(s′), vs0 =
√

1 + |∇γ(s0)|2K +O(t1/2) as t→ 0,

where K is the mean curvature at s0 ∈ Σ0.

Proof. We may assume s0 = 0 = (0, . . . , 0) ∈ Σ0 ⊂ Rn without losing the generality.
Then we impose that there is a point t > 0 such that

∂xnu(tvs0en, t) = 0.

More precisely,

0 =∂xnu(tvs0en, t) =
1

(4πt)
(n−1)/2

∫
Σt

< x− tvs0en, en > e−|x−tvs0en|
2/4t 1√

1 + |∇γ|2
dσt.

Consider Σ0 as the graph (x′, γ(x′)) of the smooth function γ : Rn−1 → R and write

0 =

∫
Σ′t

(
γ(x′)− tvs0

)
e−
|((x′,γ(x′))−tvs0en|

2

4t dx′.

Now substitute y′ = t−1/2x′ and obtain

0 =

∫
t−1/2Σ′t

(
γ(x′)− tvs0

)
e−
|(t1/2y′,γ(t1/2y′))−tvs0en|

2

4t dy′ +O(e−α/2t). (6.9)

Taylor development gives

γ(t1/2y′) =

n−1∑
i=1

γxi(0)t1/2yi +O(t1/2|y′|3),

hence the argument of the exponential in (6.9) becomes

|(t1/2y′, γ(t1/2y′))− tvs0en|2

4t
=
|(t1/2y′, γ(t1/2y′))|2

4t
+O(t)

=
|t1/2y′|2 + |γ(t1/2y′))|2

t
+O(t) = (δij + γxi(0)γxj (0))yiyj +O(t).

The matrix of elements
gij = δij + γxi(0)γxj (0),
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is positive definite and there exists a matrix U such that gij = (UT )ihUhj , where the left
and right subindices denote the row and column positions, respectively. Then with the
change of variable z = Uy we can write (6.9) as

0 =

∫
Rn−1

(
γ(t1/2(U−1z)′))− tvs0

)
e−|z|

2/4|U−1| dz′ +O(e−α/2t),

as t→ 0. Further expanding the function γ, we obtain

0 =

∫
Rn−1

( n−1∑
i=1

γxi(0)t1/2U−1
ih zh +

1

2

n−1∑
i,j=1

γxixj (0)tU−1
ih zhU

−1
jk zk − tvs0

)
(6.10)

e−|z|
2/4|U−1| dz′ +O(t3/2).

The first order term in (6.10) vanishes due to the Euclidean symmetry. The second
order term with h 6= k vanishes as well. Hence we are left with

0 =

∫
Rn−1

(1

2

n−1∑
i,j=1

γxixj (0)tU−1
ih U

−1
jh |zh|

2 − tvs0
)

e−|z|
2/4|U−1| dz′ +O(t3/2)

=

∫
Rn−1

( n−1∑
i,j=1

γxixj (0)tU−1
ih U

−1
jh − tvs0

)
e−|z|

2/4|U−1| dz′ +O(t3/2).

Since
n−1∑
i,j=1

γxixj (0)U−1
ih U

−1
jh =

n−1∑
i,j=1

(
δij −

γxi(0)γxj (0)

1 + |∇γ(0)|2
)
γxixj ,

the integral in (6.10) boils down to

0 = ∆γ(0)−

n−1∑
i,j=1

γxi(0)γxj (0)γxixj (0)

1 + |∇γ(0)|2
− vs0 +O(t1/2),

which implies

vs0 = (1 + |∇γ(0)|2)1/2 div

(
∇γ(0)√

1 + |∇γ(0)|2

)
+O(t1/2),

as t→ 0.

Lemma 6.1. Let u be the function defined as in (6.8) and γ ∈ B. Let s′ ∈ Rn−1 and
t > 0. If inf u0 > 0 and there exists a value γt(s′) such that uxn(s′, γt(s′), t) = 0 then

uxnxn(s′, γt(s′), t) < 0.
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Proof. We assume as in Theorem 6.3 that, s = 0. Furthermore we know that if γt exists,
then it necessarily has the expression

γt(s′) = tvs0 , vs0 =
√

1 + |∇γ(s0)|2K +O(t1/2) as t→ 0,

where K is the mean curvature at s0 ∈ Σ0. Then arguing as before we find:

∂xnxnu(s, t) = − 1

(4πt)
(n−1)/2

∫
Σt

(
1− (γ(x′)− tvs0)2

2t

)
e−|x−tvs0en|

2/4t 1√
1 + |∇γ|2

dσx

=−
∫

Rn−1

(
1−

(
γ(t1/2(U−1z)′)

)2
2t

)
e−|z|

2/4|U−1| dz′ +O(et
3/2

)

=−
∫

Rn−1

(
1−

n−1∑
i,j=1

γxi(0
′)U−1

ih zhγxj (0
′)U−1

jk zk

2

)
e−|z|

2/4|U−1| dz′ +O(et
3/2

).

As in the previous case we consider h = k. Then we obtain:

∂xnxnu(s, t) =

=−
∫

Rn−1

e−|z|
2/4|U−1| dz′ +

n−1∑
i,j=1

γxi(0
′)U−1

ih γxj (0
′)U−1

jh

2

∫
Rn−1

z2
he−|z|

2/4|U−1| dz′

+O(et
3/2

).

Note that
1

2

∫
Rn−1

z2
he−|z|

2/4dz′ =

∫
Rn−1

e−|z|
2/4dz′,

and also
n−1∑
h=1

U−1
ih U

−1
jh = gij , resulting in

n−1∑
i,j=1

γxi(0
′)U−1

ih γxi(0
′)U−1

jh =

n−1∑
i,j=1

(
δij −

γxi(0
′)γxj (0

′)

1 + |∇γ(0′)|2
)
γxi(0

′)γxj (0
′) =

|∇γ(0′)|2

1 + |∇γ(0′)|2
.

We conclude that

∂xnxnu(s, t) =−
∫

Rn−1

1

1 + |∇γ(0′)|2
e−|z|

2/4|U−1| dz′ < 0.
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Remark 6.1. For every s′ and sufficiently small t > 0 Lemma 6.1 ensures the unique-
ness of the value γt(s′) such that uxn(s′, γt(s′), t) = 0. Assume by contradiction that
there exist more than one point with this property. Since uxnxn < 0 at these points, zeros
of the function uxn(s′, t) = 0 are isolated. Let us call σ1, σ2, two consecutive zeros, with
σ1 < σ2. Since uxn(s′, t) never vanishes on the interval ]σ1, σ2[, it has a constant sign.
However this is a contradiction, since uxnxn < 0 at both points.

We can now give a formal definition of the operator H.

Definition 6.4. For any t > 0 a function γt ∈ B is well-defined such that uxn(s′, γt(s′), t) =
0. We will call

H(t)(γ) = γt.

6.4 Properties of operator H

In this section we prove that the operator H defined in Definition 6.4 has values in B,
and it is contractive:

Theorem 6.4. For each t ≥ 0 the flow H(t) : B → B has the following properties

(1) If C is a real constant, then H(t)(γ + C) = H(t)γ + C,

(2) If γ ≤ µ then γt = H(t)γ ≤ H(t)µ = µt,

(3) H(t) is a contraction on B, i.e.,

||H(t)γ −H(t)µ|| ≤ ||γ − µ||.

Proof. Assertion (1) follows from the definition of H. For assertions (2) and (3), consider
the evolution problem given by{

∂t = ∆u in Rn × (0,∞)

u =< ν, r > δΣ0 at time t = 0.

Let us call uγ and uµ the solutions with initial datum defined by the graphs of γ and µ,
respectively. Hence

uγ(s, t) =
1

(4πt)(n−1)/2

∫
Σ′t

(x′ − s′, γ(x′)− sn)e−
|x′−s′,γ(x′)−sn|2

4t dx′,

and uµ(s) has a similar expression in terms of µ. Note that the function

(γ − sn)e−
|γ−sn|2

t ,
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decreases as a function of γ for t > 0 small. It follows that if γ ≤ µ and γt(s′) is the
function defined in Lemma 6.1, then

0 = uγ(s′, γt(s′)) ≥ uµ(s′, γt(s′)).

This implies that γt = H(t)γ ≤ H(t)µ = µt from which assertion (2) follows. We
remark that a comparison principle for intrinsic functions µ and γ becomes valid as a
direct consequence of assertion (2).

Assertion (3) follows from assertions (1) and (2). Let us choose s′ such that

H(t)γ(s′)−H(t)µ(s′) > ||H(t)γ(s′)−H(t)µ(s′)|| − ε,

for each ε > 0 and call
H(t)γ(s′) = α, H(t)µ(s′) = β.

By assertion (2) we have

H(t)γ(s′)−H(t)(µ− β + α− ε)(s′) > 0,

and it implies by assertion (1) that there exists a point y such that

γ(y′)− (µ(y′)− β + α− ε) > 0. (6.11)

Finally (6.11) results in, by definitions of α and β, that

||H(t)γ −H(t)µ|| < H(t)γ(s′)−H(t)µ(s′) + ε < γ(y′)− µ(y′) + 2ε ≤ ||γ − µ||+ 2ε,

from which assertion (3) follows.

6.5 Main result

We provide here the proof of Theorem 6.1. As in the proof of [30, Theorem 2] we will
deduce it from the following theorem of Brezis and Pazy [26]:

Theorem 6.5. Let B be a Banach space and D̄(A) be the closure of the domain of A.
Suppose that there exists a family of contractive operators {H(t)}t≥0 satisfying

(I + λA)−1γ = lim
t→0+

(
I + λt−1(I −H(t))

)−1

γ, (6.12)

for every γ ∈ B and λ > 0. Then for every γ ∈ D̄(A) and t ≥ 0, one has:

M(t)γ = lim
j→∞

H

(
t

j

)j
γ, uniformly for t in compact sets,

where M(t)γ is the semigroup generated by A (see the definition in Theorem 6.2 above).

Let us start with the following property of the flow:
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Proposition 6.2. Let γ ∈ B be a smooth function and for t > 0 denote by H(t)γ its
flow defined in Definition 6.4. For every x ∈ Rn one has

(H(t)γ)(s′)− γ(s′) = −tK(s′, γ(s′))
√

1 + |∇γ(s′)|2 + o(t),

where the convergence o(t)/t→ 0 is uniform as t→ 0.

Proof. It is a direct consequence of Theorem 6.3.

Proof of Theorem 6.1. We only have to show that (6.12) holds for λ = 1. For this
purpose, by following [56, Theorem 5.1] and [30, Theorem 2], we define for t > 0 and
f ∈ B that

γt :=
(
I + t−1(I −H(t))

)−1
γ and Atγ :=

γ −H(t)γ

t
.

Due to Proposition 6.1 −A is m−dissipative and thus so is −At (−A at time t), implying
for all s′, x′ and t > 0 that

sup
x′

∣∣γt(x′ − s′)− γt(s′)∣∣ ≤ sup
x′

∣∣f(x′ − s′)− γ(s′)
∣∣. (6.13)

Note that (6.13) results in a bounded and equicontinuous family {γt}t∈(0,1]. Therefore
the Arzelà-Ascoli theorem applies.

Let φ ∈ C∞ such that γt − φ has a positive maximum at x′0. We can always assume
that the maximum is strict by adding a suitable power of the distance (Euclidean) if it
is needed. Since γtk → γ uniformly on compact sets then one can find a sequence of
points x′k → x′0 as k →∞ such that γtk − φ has a positive maximum at x′k and

(H(tk)γtk)(x′k)− (H(tk)φ)(x′k) ≤ γtk(x′k)− φ(x′k), i.e., Atkφ(x′k) ≤ Atkγtk(x′k).

Since γt +Atγt = f we have

γtk(x′k) +
φ(x′k)− (H(tk)φ)(x′k)

tk
≤ f(x′k). (6.14)

We find from (6.14) via Proposition 6.2 that

γtk(x′k)−
n−1∑
i,j=1

(
δij −

φxi(x
′
k)φxj (x

′
k)

1 + |∇φ(x′k)|2
)
φxixj (x

′
k) + o(1) ≤ f(x′k).

Letting k → ∞ we see that γ is a weak subsolution of (6.7) with λ = 1. Through
the same reasoning one can prove that γ is also a supersolution and it completes the
proof.
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6.6 Numerical scheme and simulation results

We approximate our two step algorithm given by (6.4) and (6.5) in terms of finite
differences. Let us consider the general n−dimensional scheme. We use a uniform grid
in space-time (x1, x2, . . . , xn, t) with t denoting the time variable and the rest denoting
the spatial variables. Then we express each point on the grid as

(x1,m1 , x2,m2 , . . . , xn,mn , tk) = (m1sx1 , m2sx2 , . . . , mnsn, k st),

where st > 0 represents the time step and sxi > 0 terms (i = 1, 2, . . . , n) represent the
spatial step corresponding to each spatial variable xi. Note that we set

s = sx1 = · · · = sxn ,

and we choose st regarding the upper bound computed from Courant-Friedrichs-Lewy
stability condition [38].

We follow the notation used in (6.4) and (6.5) and denote the value of the function
u at the grid point (x1,m1 , x2,m2 , . . . , xn,mn , tk) by

u(x1,m1 , x2,m2 , . . . , xn,mn , tk).

Then we approximate the first order time derivative by using a first order forward
finite difference and the spatial derivatives by employing second order centered finite
differences. We denote the finite difference of time by Dt and the finite difference corre-
sponding to the second order derivative in the direction of xi by Dii. Then we write the
spatial finite differences as

Diiu(x1,m1 , x2,m2 , . . . , xn,mn , tk) =

u(. . . , xi,mi+1, . . . , xn, tk)− 2u(. . . , xi,mi , . . . , xn, tk) + u(. . . , xi,mi−1, . . . , xn, tk)

4s2
,

and the one of time as

Dtu(x1,m1 , . . . , xn,mn , tk) =

u(x1,m1 , . . . , xn,mn tk+1)− u(x1,m1 , . . . , xn,mn , tk)

st
=

n∑
i=1

Diiu(x1,m1 , . . . , xn,mn , tk).

Then we iterate the algorithm by employing the explicit forward Euler method:

u(x1,m1 , . . . , xn,mn , tk+1) = u(x1,m1 , . . . , xn,mn , tk) + stDtu(x1,m1 , . . . , xn,mn , tk).

In the numerical experiments we consider some curve evolutions (i.e., n = 2) where
the curves are represented as the graphs of the spatial variable x1 (see the initial curves in
Figure 6.1). Here the grid points are denoted by (x1,m1 , x2,m2 , tk). In both experiments
we use a 256 × 256 image matrix, i.e., m1,m2 = 1, 2, . . . , 256. We fix st = 0.1. We
impose Dirichlet boundary conditions and then perform the procedure with diffusion and
concentration given by (6.4) and (6.5) through 5, 30 and 200 iterations. The evolutions
of the curves are presented in Figure 6.1.
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Figure 6.1: Left: Initial curves. Middle left: The resultant curves of the evolution
through 5 iterations. Middle right: The results of 30 iterations. Right: The results of
200 iterations.
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Chapter 7

Uniqueness of viscosity mean
curvature flow solution in the
Heisenberg group

In this chapter we provide a proof of the uniqueness of the viscosity solution to the mean
curvature flow equation in the Heisenberg group geometry, we give the key point which
generalizes the proof to the setting of step 2 Carnot groups and some asymptotic prop-
erties of the vanishing viscosity solutions, which were known in the Carnot groups but
not in the group of roto-translations (SE(2)). In sub-Riemannian setting the uniqueness
could not be deduced by a comparison principle, which was known only for graphs [29]
and radially symmetric surfaces [63], due to presence of characteristic points. Here we
prove that any viscosity solution is a limit of a sequence of solutions to a Riemannian
mean curvature flow, and consequently we obtain the uniqueness and the comparison
principle in the sub-Riemannian setting of the Heisenberg group. The Heisenberg group
and more generally Carnot groups are particularly important due to their relation to the
models of the primary visual cortex. Due to the close relation between the Heisenberg
group and SE(2), our uniqueness result becomes important for the surface completion
problem of the model of the visual cortex proposed by Citti and Sarti [35]. Furthermore
thanks to the flexibility of the technique which we use in order to prove the uniqueness,
it is possible to show the uniqueness also in the general setting of step 2 Carnot groups
which are closely related to multi-feature selective visual cortex models (see for example
Chapter 5).

The chapter is organized as follows: We first provide a literature review and a pre-
sentation of the problem together with our original contribution in Section 7.1. Then in
Section 7.2 we provide the notions of vanishing viscosity solution and viscosity solution,
and describe the generalized flow in SE(2) and Carnot group settings. In Section 7.3 we
give some geometric properties of vanishing viscosity solutions. Then in Section 7.4 we
prove our main theorem. From the theorem we deduce the uniqueness and the compari-
son principle for the viscosity solution. Finally we give the key point in our proof which
generalizes the proof of uniqueness to the setting of step 2 Carnot groups.
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7.1 Presentation of the problem and our contribution

Mean curvature flow describes the evolution of a surface whose points move in the normal
direction, with speed equal to the curvature. The first results in the Euclidean setting
have been provided by Gage [76, 78], Huisken [92], Gage-Hamilton [77], Grayson [82]
and Altschuler-Grayson [1], with the methods based on differential geometry. Since
mean curvature flow can develop singularities even for initially smooth surfaces, (see for
example [60]), different notions of weak solution were proposed in order to study the flow
after singularities: Brakke introduced in [21] an approach based on the notion of varifold
and geometric measure theory, Evans-Spruck [60], [57], [58], [59] and Chen-Giga-Goto
[32] independently studied existence and uniqueness of viscosity solutions via level set
methods.

The level set method identifies the evolving surface at time t as a level set Mt =
{x ∈ Rn : u(x, t) = 0} of a function u, which is a solution to a differential equation.

In n−dimensional Euclidean setting the curvature can be expressed as K = div
( ∇u
|∇u|

)
and the mean curvature flow equation reads:

∂tu(x, t) = |∇u|K =

n∑
i,j=1

(
δij −

∂xiu ∂xju

|∇u|2
)
∂xixju,

where ∂t represents the derivative with respect to time variable and ∂xi the derivative
with respect to ith spatial variable.

This chapter focuses on the sub-Riemannian analogue of the mean curvature flow in a
groupG, which can be either a Carnot group of step 2 or the group SE(2) of rigid motions.
A sub-Riemannian structure on one of these groups is defined by a triple (G,D, (gij)),
where G is the group, D is a horizontal distribution and (gij) is a metric on D. The
space has the bracket generating properties at step 2. That is, if we denote a basis of
D by {X1, X2, . . . , Xm} then {[Xi, Xj ]}i,j=1,2...,m together with {X1, X2, . . . , Xm} spans
the tangent space TG to G at every point where [. , .] is the Lie bracket. Eventually we
will choose a metric (gij) on D, which will make X1, X2, . . . , Xm orthonormal. In the
particular case where we consider SE(2), the underlying manifold will be G = R2 × S1,
its elements will be expressed by ξ = (x, y, θ) ∈ SE(2) so that x, y denote the spatial
components and θ the angular (orientation) component. We will make the choice of the
vector fields

X1 = cos(θ)∂x + sin(θ)∂y, X2 = ∂θ,

at every ξ ∈ G, which satisfy the bracket generating condition, as it is easy to verify.
We will denote the commutator by

X3 = − sin(θ)∂x + cos(θ)∂y.

While studying a Carnot group G = Rn of step 2 we will denote the corresponding
elements by ξ = (x, θ), with x = (x1, x2, . . . , xm) representing the horizontal variables
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and θ = (θ1, θ2, . . . , θn−m) representing the variables of the second layer. It is known
(see for example [138]) that a basis of bracket generating vector fields can be represented
in this setting as:

Xi = ∂xi +
n−m∑
k=1

m∑
l=1

f
(k)
il xl∂θk , i = 1, . . . ,m, (7.1)

with f
(k)
il = −f (k)

il ∈ R (see [14], [29]). Furthermore the vertical vector fields in the
second layer can be expressed as

Xi = ∂θi−m , i = m+ 1, . . . , n, . (7.2)

We will use also the general notation which includes the approximating vertical vector
fields as well:

Xiδ = δdeg(Xi)−1Xi, i = 1, . . . , n,

where δ > 0 and deg(·) gives the degree of its argument (i.e., 1 for the vector fields in
the first layer and 2 for the vector fields in the second layer).

We explicitly note that the Heisenberg group can be considered as the limit structure
obtained from SE(2) via a blow up procedure (see [32], [56] and [71]), hence those two
structures, which have completely different group laws, share the same local structure.
This is why they can be studied together, and used as models of the same types of
problems. The interest in studying motion by curvature in these two groups comes from
applications of image inpainting through models of the visual cortex. Recall that the
first layer (V1) of the mammal visual cortex was modeled as a smooth sub-Riemannian
surface with the local structure of the Heisenberg group in [132], and with the SE(2)
geometry in [35]. As a consequence, some models of image completion inspired by the
functionality of the cortex were proposed in [122] and [35]. Convincing completion results
have been presented using mean curvature flow in these groups (see [141] and [34]). We
also note that numerous image processing applications can be performed in similar sub-
Riemannian geometries (see for example the algorithms proposed in [73], [50], [51], [52],
[53], [11]).

The obstacle to the development of a strong numerical theory for sub-Riemannian
mean curvature flow is the lack of uniqueness results in those settings. Indeed the
existence of sub-Riemannian mean curvature flow solutions is known in Carnot groups
(see [29]), and in general Hörmander structures (see [48]), but the uniqueness problem
is still largely open. Furthermore the geometry in Carnot groups of step 2 is different
from the geometry in Carnot groups of a higher order step, since it was shown in [29]
that the planes are not minimal surfaces in Carnot groups of a step strictly bigger than
two, resulting in the lack of a family of functions which can be used as barrier functions.
Hence it is natural to focus only on step 2 groups. Up to now Capogna and Citti [29]
proved the uniqueness of evolving graphs in a Carnot group by using the fact that graphs
do not suffer from singularities during mean curvature flow. In the special case of the 3-
dimensional Heisenberg group Ferrari, Liu and Manfredi [63] provided uniqueness under
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the assumption of axisymmetricity of solutions to the sub-Riemannian mean curvature
flow equation given by (7.3) in the sequel.

Here we will present a complete proof of the uniqueness of the sub-Riemannian mean
curvature flow solution in the Heisenberg group by discarding the previous restrictions
on the solution. Furthermore our proof can be extended to the general setting of step 2
Carnot groups.

Differential calculus in sub-Riemannian spaces is well-established (see for example
[123]). Recall from Section 3.5 the horizontal gradient of a function is defined as

∇0 = (X1, X2, . . . , Xm).

The notion of regular surface in sub-Riemannian setting has been introduced by Franchi,
Serapioni and Serra Cassano [71] as the zero level set M = {ξ ∈ G : u(ξ) = 0} of a
smooth function u, whose horizontal gradient does not vanish. However even surfaces
which are regular in the Euclidean sense have points at which the horizontal gradient
vanishes. We call such points characteristic points and we denote the set of those points
by Σ(M) = {ξ ∈ M :

∣∣∇0u(ξ, t)
∣∣ = 0}. As a result of the presence of characteristic

points we lack a definition of mean curvature in sub-Riemannian settings.
Let us recall that at non-characteristic points the horizontal normal is defined as

ν0 =
∇0u

|∇0u|
,

and the horizontal mean curvature of the manifold M is given by

K0 =
m∑
i=1

Xiν0,i.

This notion has been introduced in a general setting in [42]. Results on the mean
curvature equation in the special setting of the Heisenberg group were provided in [31],
[29], [30], [63] and in SE(2) by [34]. We refer to [29] for more detailed references.

Analogously to the Euclidean setting, horizontal mean curvature flow is the evolution
of a surface M0 ⊂ G with normal speed equal to the horizontal mean curvature. If M0

is the level set of a function u0, the flow at time t will be identified as the level set
Mt = {ξ ∈ G : u(ξ, t) = 0} of the solution of the following degenerate problem:∂tu =

m∑
i,j=1

(
δij − XiuXju

|∇0u|2

)
(XiXj)u in G× (0,∞)

u(., 0) = u0(.) on G× {0}.
(7.3)

In order to find the uniqueness we prove the following comparison principle for the
viscosity solutions of the problem (7.3):

Corollary 7.1. Assume that u and v are continuous viscosity solutions of problem (7.3)
(as defined in Definition 7.2) such that
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• there exists R > 0 with u = 0, v = 0 for |ξ| > R,

• u ≤ v at time t = 0.

Then u ≤ v for every t > 0.

The proof relies on a regularization procedure together with a Riemannian approxi-
mation. More precisely we define the gradient

∇δ = (X1, X2, . . . , Xm, X(m+1)δ, . . . , Xnδ),

with 0 < δ < ε < 1, then for an open ball B(0, R) with radius R centered at the origin
we introduce the regularized problem with the Riemannian approximation

∂tu
ε
δ =

n∑
i,j=1

(
δij −

Xiδu
ε
δXjδu

ε
δ

|∇δuεδ|2 + ε2

)
XiδXjδu

ε
δ in B(0, R)× (0,∞)

uεδ(., 0) = u0(.) on B(0, R)× {0}
uεδ(., t) = 0 on ∂B(0, R)× [0, T ],

(7.4)

and the same problem on the whole space∂tu
ε
δ =

n∑
i,j=1

(
δij −

Xiδu
ε
δXjδu

ε
δ

|∇δuεδ|2 + ε2

)
XiδXjδu

ε
δ in G× (0,∞)

uεδ(., 0) = u0(.) on G× {0}.
(7.5)

Then we use the following vanishing viscosity solution definition:

Definition 7.1. A function u is called bounded, continuous vanishing viscosity solution
of (7.3) if there exist a constant C, for any compact set Z a constant C(Z), and for any
δ, ε, R > 0 a solution uε,Rδ of the problem (7.4) such that

• ||uε,Rδ ||∞ ≤ C, |∇Euε,Rδ (ξ, t)| ≤ C(Z) where ∇E denotes the Euclidean gradient,

• there exists a function uεδ which is a solution of the problem (7.5) such that uεδ =

lim
R→+∞

uε,Rδ uniformly,

• u = lim
ε,δ→0

uεδ uniformly.

This definition immediately implies that comparison principle and uniqueness are
valid for vanishing viscosity solutions (see also Theorem 7.3 below). The same result
will be extended to viscosity solutions, proving that those two notions, viscosity and
vanishing viscosity solutions, coincide. This assertion has been already known in the
Euclidean setting but not in a sub-Riemannian setting. Indeed the crucial idea of the
paper is to establish the following approximation result:
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Theorem 7.1. Let v be a bounded, continuous viscosity solution of problem (7.3) in the
sense of Definition 7.2 below, constantly equal to 0 outside of a compact set, and let uεδ
be a solution of problem (7.5), limit of problem (7.4). Then for every 0 < T < ∞ there
exist constants α and M = M(u0, T, α) such that

sup
ξ∈G,0≤t≤T

|(v − uεδ)(ξ, t)| ≤Mεα,

for all 0 < ε < 1 and δ = δ(ε).

An immediate consequence of Theorem 7.1 is the following:

Corollary 7.2. Any continuous viscosity solution v is a vanishing viscosity solution.

The proof of Theorem 7.1 generalizes the proof of Deckelnick [47] to the sub-Riemannian
geometry of the Heisenberg group. The comparison principle of viscosity solutions is
based on the maximization of

w(ξ, η, t) = u(ξ, t)− v(η, t)− φ(ξ, η, t),

for a suitable function φ where ξ, η ∈ G. This function must satisfy that:
i) the sum of the second order derivatives vanish when the first order ones do,

ii) |∇ξ0φ(ξ, η, t)|2 = |∇η0φ(ξ, η, t)|2, where Xξ
i and Xη

i denote the ith horizontal vector
fields at ξ, η ∈ G.

As noted by Ferrari, Liu and Manfredi [63] the main difficulty in extending the
classical approach to the sub-Riemannian setting of the Heisenberg group is to find a
function φ satisfying, in addition to the first condition, a stricter version of the second
condition: Xξ

i φ(ξ, η, t) = −Xη
i φ(ξ, η, t). We handle this difficulty and eliminate the need

of this stricter condition by using the operator ∇δ.
Note that, with the approximated equation (7.5) we give a formal meaning to the reg-

ularized operator |∇δu|K0 at characteristic points. Indeed, formally if ξ is characteristic
for every ε > 0 then

n∑
i,j=1

(
δij −

Xiδu(ξ)Xjδu(ξ)

|∇δu(ξ)|2 + ε2

)
XiδXjδ(u(ξ)) =

m∑
i=1

XiXiu(ξ), (7.6)

which is the Laplace operator of the function u in the sub-Riemannian setting of G as
δ → 0.

7.2 Definitions and preliminary results

7.2.1 Definition of viscosity and vanishing viscosity solutions

Let us consider a vector field X, a point ξ in G. If γξ,X is a solution to the following
Cauchy problem: {

γ̇ξ,X(t) = X(γξ,X(t))

γξ,X(0) = ξ,
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then we will define exp(X)(ξ) := γξ,X(1). For every fixed ξ and e = (e1, e2, . . . , en) ∈ Rn
the exponential map

e 7→ exp(
n∑
i=1

eiXi)(ξ), (7.7)

is a local diffeomorphism from a neighborhood of 0 in Rn to a neighborhood of ξ. We
define the superjets P2,+u(ξ, t) and P2,−u(ξ, t), as follows:

P2,+u(ξ, t) := {(a, p,H) ∈ R× Rn × S(m) | u
(

exp
( n∑

i

eiXi

)
, s
)

(ξ) ≤ u(ξ, t)

+a(s− t) +

n∑
i

piei +
1

2

m∑
i

Hijeiej + o(|s− t|+ |e|2) as (e, s− t)→ 0},

and P2,−u(ξ, t) = −P2,+(−u)(ξ, t) with S(n) representing the group of n×n symmetric
matrices. Note that (p1, p2, . . . , pm) plays the role analogous to a horizontal gradient
in this formula. However in a Carnot group of step 2, the right hand side contains the
analogue of the complete gradient (p1, p2, . . . , pn). Furthermore (Hij)i,j=1,2,...,m plays
the role of a horizontal Hessian. Finally we denote the closure of the superjets by P̃2,+

and P̃2,−.
Then the viscosity solution in this case is defined as follows:

Definition 7.2. A function u ∈ C0(G× [0,∞)) is called a viscosity subsolution of (7.3)
if for every (ξ0, t0) ∈ G× (0,∞) and every (a, p,H) ∈ P̃2,+u(ξ0, t0) it is provided that

a ≤
m∑

i,j=1

(
δij −

pipj
|p|2

)
Hij if p 6= 0,

a ≤
m∑

i,j=1

δijHij if p = 0.

Viscosity supersolution is defined analogously where ≤ is replaced by ≥ and P̃2,+u(ξ0, t0)
by P̃2,−u(ξ0, t0). A viscosity solution to (7.3) is a function u ∈ C0(G× [0,∞)) which is
both a subsolution and supersolution.

The condition at the characteristic points is motivated by (7.6).
We explicitly remark that the set of viscosity solutions is a larger set than the set

of vanishing viscosity solutions. In other words, a vanishing viscosity solution to (7.3)
is the viscosity solution which is the limit of a solution to (7.5) as ε, δ → 0. Conse-
quently vanishing viscosity solutions are also viscosity solutions (see [34]) while the fact
that viscosity solutions are also vanishing viscosity solutions will be proved here in this
chapter.
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7.2.2 Existence and comparison results

In [60] the existence of a vanishing viscosity solution of Euclidean mean curvature flow
was established under the assumption that the initial condition is identically 1 at infinity.
The same theorem is already known in the two types of groups considered here: Carnot
groups and SE(2) (see [29] for Carnot groups and [34] for SE(2)).

Theorem 7.2. Assume that G is either a Carnot group or SE(2) and the initial datum
u0 is of class C1

E(G) (i.e., in the Euclidean sense). Then there is a sphere of radius R
such that u0 is identically constant out of this sphere, and there is a constant C̃ such
that

max(‖u0‖L∞(G), ‖∇Eu0‖L∞(G)) ≤ C̃,

where ∇E denotes the standard Euclidean gradient. Then for every compact set Z there
is a constant C̃(Z), such that for every δ and ε the solution of problem (7.5) satisfies

‖uεδ(., t)‖L∞(G) ≤ C̃,
‖∇Euεδ(., t)‖L∞(G) ≤ C̃(Z).

As a consequence, there exists a continuous vanishing viscosity solution u of problem
(7.3) which satisfies

‖u(., t)‖L∞(G) ≤ C̃,
‖∇Eu(., t)‖L∞(G) ≤ C̃(Z).

Recall that the regularized equation (7.5) has no critical points, hence the comparison
principle established by Capogna and Citti [29] for viscosity solutions of the equation in
the Carnot group settings is valid for (7.5) as well.

The proof of Theorem 7.2 in [34] is obtained via an approximation, starting with
vanishing viscosity solutions, in the sense of Definition 1. Using this explicit construction,
the following weak version of the comparison principle follows:

Theorem 7.3. Let G be a Carnot group or SE(2). Assume that u and v are vanishing
viscosity solutions of (7.3) in accordance with Definition 7.1, identically constant out of
a compact set. Suppose further

(i) For all ξ ∈ G, u(ξ, 0) ≤ v(ξ, 0),
(ii) u and v are uniformly continuous when restricted to G× {t = 0}.
Then u(ξ, t) ≤ v(ξ, t) for all ξ ∈ G and t ≥ 0.

Proof. The solution uε,Rδ , which is defined on the bounded cylinder, satisfies the max-
imum and comparison principles. As a consequence these properties are inherited by
uεδ = lim

R→+∞
uε,Rδ and u = lim

δ, ε→0
uεδ.
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7.3 Asymptotic behavior of solutions

In this section we establish the asymptotic behavior of solutions of equations (7.3) and
(7.5) whose Euclidean analogue has been proved by Evans [60], and extended to Carnot
groups in [29]. The proof is based on a comparison with an ad hoc auxiliary func-
tion. Since at this stage we have a comparison principle only for the vanishing viscosity
solutions, the geometrical results hold only for that type of solutions.

7.3.1 Asymptotic behavior of the vanishing viscosity solution

Recall that in a Carnot group of step 2 we use the notation ξ = (x, θ), where x =
(x1, · · · , xm) are the variables of the first layer, θ = (θ1, · · · , θn−m) are the variables of
the second layer and in SE(2) we use ξ = (x, y, θ) with spatial variables x, y ∈ R and
angular variable θ ∈ S1. We will write |ξ| in order to denote a pseudo-distance of ξ from
the origin which can describe a neighborhood of infinity. In particular we will denote

|ξ| =
(
x2 + y2

)1/2
in SE(2), |ξ| =

(
|x|4 + |θ|2

)1/4
in a Carnot group. (7.8)

In the Euclidean and Carnot settings it is known that if the level sets of the initial
datum are confined in some bounded region, then the corresponding level set of the
solution remains in the same region during the whole mean curvature flow. This result
in Carnot groups can be stated by following [29, Theorem 5.6] as:

Theorem 7.4. Assume that G is a Carnot group of step 2, u0 is continuous and there
exists a constant R̂ > 0 such that

u0(ξ) is constant for all ξ ∈ G satisfying |ξ| ≥ K .

Then there exists R > 0 dependent only on R̂ such that any vanishing viscosity solution
of (7.3) satisfies

u(ξ, t) is constant for all ξ ∈ G satisfying |ξ| ≥ R and for all t > 0.

Here we prove the same asymptotic behavior in SE(2). Clearly, if ξ = (x, y, θ) ∈
SE(2) it is sufficient to check the (x, y) variables in a neighborhood of infinity. Precisely
we prove

Theorem 7.5. Assume that u0 ∈ C∞(SE(2)) and it is constant at the exterior of a
cylinder. More precisely there exists a constant R̂ > 0 such that

u0(ξ) is constant for all ξ ∈ SE(2) satisfying |ξ| ≥ R̂ .

Then there is R > 0 dependent only on R̂ such that the vanishing viscosity solution u
satisfies

u(ξ, t) is constant for all ξ ∈ SE(2) satisfying |ξ| ≥ R and for all t > 0.
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Lemma 7.1. Assume that G = SE(2). Let us choose 0 < δ, ε < 1 and let h(ξ) = x2+y2

2 .
For all ξ ∈ G, t > 0 let us call

V ε
δ (ξ, t) = Υ

(
h(ξ) + tε

)
− Ctε1/2 with Υ(s) ≡

{
0 (s ≥ 2),

(s− 2)3 (0 ≤ s ≤ 2).

Then there exists a choice of the constant C such that the function V ε
δ satisfies

∂tV
ε
δ −

3∑
i,j=1

(
δij −

XiδV
ε
δXjδV

ε
δ

ε2 + |∇δV ε
δ |2

)
(XiδXjδ)V

ε
δ ≤ 0,

and at the initial time t = 0

V ε
δ (ξ, 0) = 0 if h(ξ) ≥ 2, −1 ≤ V ε

δ (ξ, 0) ≤ 0 if 1 ≤ h(ξ) ≤ 2,

V ε
δ (ξ, 0) ≤ −1 if 0 ≤ h(ξ) ≤ 1.

(7.9)

Proof. Let us first note that Υ ∈ C2
(
[0,∞)

)
, and it satisfies

Υ′(s) =

{
0 (s ≥ 2),

3(s− 2)2 (0 ≤ s ≤ 2),
and Υ′′(s) =

{
0 (s ≥ 2),

6(s− 2) (0 ≤ s ≤ 2).

From this explicit expression it immediately follows that Υ′ ≥ 0, Υ′′ ≤ 0 and Υ ≤ 0,

|Υ′′| ≤ 2
√

3
(
Υ′
)1/2

, |Υ′|, |Υ′′| ≤ 12, for all s > 0. Besides if we call

vεδ(ξ, t) = Υ
(
h(ξ) + tε

)
,

then

Xiδv
ε
δ(ξ, t) =Υ′(h(ξ) + εt)Xiδh, (7.10)

(XiδXjδ)v
ε
δ(ξ, t) =Υ′(h(ξ) + εt)XiδXjδh+ Υ′′(h(ξ) + εt)XiδhXjδh.

If so we see

∂tv
ε
δ −

3∑
i,j=1

(
δij −

Xiδv
ε
δXjδv

ε
δ

ε2 + |∇δvεδ|2

)
(XiδXjδ)v

ε
δ =

= εΥ′ −
3∑

i,j=1

(
δij −

(Υ′)2XiδhXjδh

ε2 + (Υ′)2|∇δh|2

)
(Υ′XiδXjδh+ Υ′′XiδhXjδh)

= εΥ′ −

(
1− (Υ′)2X1hX1h

ε2 + (Υ′)2|∇δh|2

)
(Υ′X1X1h+ Υ′′X1hX1h)

−

(
1− (Υ′)2X3δhX3δh

ε2 + (Υ′)2|∇δh|2

)
(Υ′X3δX3δh+ Υ′′X3δhX3δh)

+
2(Υ′)2(X1h)2(X3δh)2Υ′′

ε2 + (Υ′)2|∇δh|2
,
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since X2h = X2X2h = 0 and X1X3δh = X3δX1h = 0. Using the fact that Υ′′ ≤ 0,
Υ′X1X1h ≥ 0, Υ′X3δX3δh ≥ 0 we obtain

∂tv
ε
δ−

3∑
i,j=1

(
δij −

Xiδv
ε
δXjδv

ε
δ

ε2 + |∇δvε|2

)
(XiδXjδ)v

ε
δ ≤ εΥ′ −

ε2Υ′′(|X1h|2 + |X3δh|2)

ε2 + (Υ′)2|∇δh|2
≤

εΥ′ +
ε2|Υ′′| |∇δh|2

ε2 + (Υ′)2|∇δh|2
≤ εΥ′ + 2

√
3ε2|Υ′|1/2|∇δh|2

ε2 + (Υ′)2|∇δh|2
,

where we have used also the fact that |Υ′′| ≤ 2
√

3
(
Υ′
)1/2

. We can assume here that
h(ξ) < 2 (since otherwise the thesis is trivially true) and in this set |∇δh|2 ≤ 16.

We have two cases. The first one is ε > Υ′ resulting in

εΥ′ +
2
√

3ε2|Υ′|1/2|∇δh|2

ε2 + (Υ′)2|∇δh|2
≤ εΥ′ + 2

√
3 ε5/2|∇δh|2

ε2
≤ ε1/2Υ′ + 32

√
3ε1/2 ≤ Cε1/2,

where C > 0 is a fixed finite number.
In the second case where now ε < Υ′ we find the same estimate as

εΥ′ +
2
√

3ε2|Υ′|1/2|∇δh|2

ε2 + (Υ′)2|∇δh|2
≤ εΥ′ + 2

√
3ε2(Υ′)1/2

(Υ′)2
≤ εΥ′ + 2

√
3ε2

(Υ′)3/2

≤ εΥ′ + 2
√

3ε2

ε3/2
≤ ε1/2Υ′ + 2

√
3ε1/2 ≤ Cε1/2.

Choosing C in this way in the definition of vεδ, we immediately deduce that V ε
δ satisfies

∂tV
ε
δ −

3∑
i,j=1

(
δij −

XiδV
ε
δXjδV

ε
δ

ε2 + |∇δV ε
δ |2

)
(XiδXjδ)V

ε
δ ≤ 0,

and at the initial time t = 0

V ε
δ (ξ, 0) = 0 if h(ξ) ≥ 2,

− 1 ≤ V ε
δ (ξ, 0) ≤ 0 if 1 ≤ h(ξ) ≤ 2,

V ε
δ (ξ, 0) ≤ −1 if 0 ≤ h(ξ) ≤ 1.

Now we can provide the proof of Theorem 7.5.

Proof. By Lemma 7.1 we know that there exists a function V ε
δ which satisfies

∂tV
ε
δ −

3∑
i,j=1

(
δij −

XiδV
ε
δXjδV

ε
δ

ε2 + |∇δV ε
δ |2

)
(XiδXjδ)V

ε
δ ≤ 0,

87



CHAPTER 7. UNIQUENESS OF VISCOSITY MEAN CURVATURE FLOW SOLUTION

and the conditions given in (7.9) at the initial time t = 0. Up to a rescaling we can
assume that |u0| ≤ 1, and u0 = 0 where x2 +y2 ≥ 1. Hence the conditions in (7.9) imply
that V ε

δ (ξ, 0) ≤ u0(ξ) for all ξ ∈ SE(2). Applying the comparison principle to vanishing
viscosity solutions obtained from regularized mean curvature equation we deduce that
V ε
δ ≤ uεδ in SE(2)× [0,∞) for each 0 < δ, ε < 1. This result implies

lim
ε→0

V ε = Υ
( |x|2 + |y|2

2

)
= 0 ≤ u(ξ, t), (7.11)

for all t ≥ 0 and ξ = (x, y, θ) ∈ SE(2) satisfying (|x|2 + |y|2)/2 ≥ 2. Hence u ≥ 0 if
(|x|2 + |y|2)/2 ≥ 2. Arguing in the same way with the function Ṽ ε

δ = −V ε
δ , we deduce

u ≤ 0 if (|x|2 + |y|2)/2 ≥ 2. (7.12)

Hence (7.11) and (7.12) give u(ξ, t) = 0 for all t ∈ [0, T ] and ξ = (x, y, θ) such that
(|x|2 + |y|2)/2 ≥ 2.

7.3.2 Asymptotic behavior of the approximating solutions

Here we prove that the solutions of problem (7.5), which are obtained as limits of the
solutions of problem (7.4), exponentially tend to a constant value.

Theorem 7.6. Let G be either a Carnot group of step 2 or SE(2), and let uεδ be the
solution of problem (7.5), obtained as the limit of the solution of problem (7.4). For each
0 < δ, ε < 1 there exist some finite numbers B, b > 0 independent of ε and δ such that∣∣1− uεδ(ξ, t)∣∣ ≤ Be−b|ξ| for all ξ ∈ G× [0, T ],

where T is a positive finite number denoting the final time and |ξ| is defined in (7.8).

Proof. The proof is based on comparing the function 1− uεδ with the auxiliary function

vεδ(ξ, t) = Υ(h(ξ)) where Υ(s) = ĉe−σ(2T−αt)s,

with 0 < α < 1, 0 < σ < ∞ and constant ĉ = 2e4σT . The function h will be a
polynomial, and we will need to perform different choices of this function for the first
and the second layer of the Carnot group and for the SE(2) group. As before we assume
that

|u0| ≤ 1 on G, u0 = 0 for all |ξ| ≥ 1. (7.13)

Now we proceed by using a procedure similar to the one in the proof of [13, Theorem
5.1], and we show that both in Carnot groups of step 2 and in SE(2) we have

∂tv
ε
δ −

n∑
i,j=1

(
δij −

Xiδv
ε
δXjδv

ε
δ

ε2 + |∇δvεδ|2

)
(XiδXjδ)v

ε
δ ≥ 0. (7.14)
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In a Carnot group of step 2 we will consider a function h(ξ) = |x|2 +
n−m∑
s=1

√
1 + θ2

s

where x denotes the horizontal and θ the vertical variables. Furthermore we will express
the horizontal vector fields Xi by using (7.1) and the approximating vertical vector fields
Xiδ by using (7.2). In this case we write all the vector fields as:

Xjh = 2xj +
∑
k,s

f
(s)
jk xk

θs√
1 + θ2

s

, j = 1, . . . ,m,

XiXjh = 2δij +
∑
s

f
(s)
ji

θs√
1 + θ2

s

+
∑
p,k,s

f
(s)
ip f

(s)
jk

xkxp

(1 + θ2
s)

3/2
, i, j = 1, . . . ,m,

Xjδh =
δθj−m√
1 + θ2

j−m

, j = m+ 1, . . . , n,

XiδXjδh =
δijδ

2

(1 + θ2
j−m)3/2

, i, j = m+ 1, . . . , n,

XiδXjh =
δ

(1 + θ2
i−m)3/2

∑
k

f
(i)
jk xk = XjXiδh, i = m+ 1, . . . , n, j = 1, . . . ,m.

We use the derivatives of vεδ computed in (7.10) and the fact that XiXjδh = XjδXih,
then we write the curvature operator on the function vεδ as:

∂tv
ε
δ −

n∑
i,j=1

(
δij −

Xiδv
ε
δXjδv

ε
δ

ε2 + |∇δvεδ|2

)
(XiδXjδ)v

ε
δ

=∂tv
ε
δ −

m∑
i,j=1

(
δij −

(Υ′)2XihXjh

ε2 + (Υ′)2|∇δh|2

)
(Υ′XiXjh+ Υ′′XihXjh)

− 2

m∑
i=1

n∑
j=m+1

(
−

(Υ′)2XihXjδh

ε2 + (Υ′)2|∇δh|2

)
(Υ′XiXjδh+ Υ′′XihXjδh)

−
n∑

i,j=m+1

(
δij −

(Υ′)2XiδhXjδh

ε2 + (Υ′)2|∇δh|2

)
(Υ′XiδXjδh+ Υ′′XiδhXjδh)

=∂tv
ε
δ −Q1 −Q2 −Q3.

Let us first consider Q1. Due to the symmetry of δij − (Υ′)2XihXjh
ε2+(Υ′)2|∇δh|2

and the anti-

symmetry of f
(s)
ji we deduce that

m∑
i,j=1

(
δij −

(Υ′)2XihXjh

ε2 + (Υ′)2|∇δh|2

)
Υ′
(

2δij +
∑
s

f
(s)
ji

θs√
1 + θ2

s

+
∑
p,k,s

f
(s)
ip f

(s)
jk

xkxp

(1 + θ2
s)

3/2

)
=
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= Υ′
m∑

i,j=1

(
δij −

(Υ′)2XihXjh

ε2 + (Υ′)2|∇δh|2

)(
2δij +

∑
p,k,s

f
(s)
ip f

(s)
jk

xkxp

(1 + θ2
s)

3/2

)
≤ 0,

since Υ′ < 0 and the matrix of coefficients of the equation is positive semidefinite. On
the other hand we see by using Υ′′ > 0 that

m∑
i=1

(
δij −

(Υ′)2(Xih)2

ε2 + (Υ′)2|∇δh|2

)
Υ′′XihXjh =

m∑
i,j=1
i 6=j

(
− (Υ′)2XihXjh

ε2 + (Υ′)2|∇δh|2

)
Υ′′XihXjh

+
m∑
i=1

(
1− (Υ′)2(Xih)2

ε2 + (Υ′)2|∇δh|2

)
Υ′′(Xih)2

≤
m∑
i=1

∣∣∣∣∣1− (Υ′)2(Xih)2

ε2 + (Υ′)2|∇δh|2

∣∣∣∣∣Υ′′(Xih)2 ≤ Υ′′
m∑
i=1

|Xih|2 ≤ Z1Υ′′|x|2.

Therefore
Q1 ≤ Z1Υ′′|x|2 ≤ Z1σ

2(2T − αt)2Υ|x|2,

where Z1 > 0 is a fixed finite number.
We continue with Q2 and thanks to the antisymmetry of f

(j)
ik we find that

Q2 ≤ 2
m∑
i=1

m∑
j=m+1

∣∣∣∣∣ (Υ′)2XihXjδh

ε2 + (Υ′)2|∇δh|2

∣∣∣∣∣ |Υ′XiXjδh| ≤
n∑

j=m+1

m∑
i=1

|Υ′XiXjδh|

≤ 2
m∑
i=1

n∑
j=m+1

|Υ′| | δ

(1 + θ2
j−m)3/2

∑
k

f
(j)
ik xk| ≤ 2δ|x||Υ′| ≤ δ(|x|2 + 1)σαΥ.

Finally we consider Q3. Note that

Q3 ≤

∣∣∣∣∣
n∑

i=m+1

(
δii −

(Υ′)2(Xiδh)2

ε2 + (Υ′)2|∇δh|2

)
Υ′′(Xiδh)2 −

n∑
i,j=m+1
i 6=j

(
(Υ′)2(Xiδh)2(Xjδh)2

ε2 + (Υ′)2|∇δh|2

)
Υ′′

∣∣∣∣∣
≤

∣∣∣∣∣
n∑

i=m+1

(
δii −

(Υ′)2(Xiδh)2

ε2 + (Υ′)2|∇δh|2

)
Υ′′(Xiδh)2

∣∣∣∣∣ ≤
n∑

i=m+1

Υ′′
δ2θ2

i−m
1 + θ2

i−m
≤ Z3σ

2(2T − αt)2Υ,

where Z3 > 0 is a fixed finite number.
As a consequence

∂tv
ε −Q1 −Q2 −Q3 ≥
≥ σαΥ(|x|2 + 1)− Z1σ

2(2T − αt)2Υ|x|2 − δ(|x|2 + 1)σαΥ− Z3σ
2(2T − αt)2Υ ≥ 0,

if σ and δ are small.
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We choose for the SE(2) setting h(ξ) = x2+y2

2 . Then by usingX2h = 0, Υ′X1X1h < 0,
Υ′X3δX3δh < 0 and Υ′′ > 0 we obtain

∂tv
ε
δ −

3∑
i,j=1

(
δij −

Xiδv
ε
δXjδv

ε
δ

ε2 + |∇δvεδ|2

)
(XiδXjδ)v

ε
δ ≥∂tvεδ −

3∑
i=1

ε2

ε2 + (Υ′)2|∇δh|2
Υ′′(Xiδh)2

≥σαΥ|x|2,

and we conclude as before that (7.14) is satisfied. Note that

∂t(1− uεδ)−
3∑

i,j=1

(
δij −

Xiδ(1− uεδ)Xjδ(1− uεδ)
ε2 + |∇δ(1− uεδ)|2

)
(XiδXjδ)(1− uεδ) = 0.

Recall that 0 ≤ |1− u0| ≤ 2 due to (7.13). Hence, applying the comparison principle for
vanishing viscosity solutions to the functions 1− uεδ (as well as uεδ − 1) and vεδ we find

|1− uεδ| ≤ vεδ in G× [0, T ].

The proof is complete.

7.4 Viscosity and vanishing viscosity solutions

In this section we prove Theorem 7.1 which says that any viscosity solution is a limit of
a family of special vanishing viscosity solutions obtained with the procedure of [47]. We
provide the proof in the Heisenberg group explicitly and give some explanations related
to the generalization of the proof to the Carnot groups of step 2. We will denote the
corresponding group by G. Note that in the case of the Heisenberg group, m = 2 and
n = 3 while they can be higher in a general Carnot group setting.

We choose a parameter γ such that

γ > 2, (7.15)

which is to be fixed later.
We use the approximating Riemannian setting with the vector fields

X1 = ∂x + y∂θ, X2 = ∂y − x∂θ, X3δ = δ∂θ,

with 0 < δ < ε < 1.
For any two points ξ = (xξ, yξ, θξ), η = (xη, yη, θη) ∈ R3 in the Heisenberg group G

we will denote

e1 = xξ − xη, e2 = yξ − yη, e3 = θξ − θη − (xξyη − yξxη).

Furthermore we denote the vector fields which take the derivatives with respect to ξ and
η by

Xξ
1 = ∂xξ + yξ∂θξ , Xξ

2 = ∂yξ − xξ∂θξ , Xξ
3δ = δ∂θξ ,

Xη
1 = ∂xη + yη∂θη , Xη

2 = ∂yη − xη∂θη , Xη
3δ = δ∂θη .
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Then we define

d0(ξ, η) =
(
e2

1 + e2
2

)1/2
, dβ(ξ, η) =

(
e2

1 + e2
2 + β2e2

3

)1/2
, d3(ξ, η) = |βe3|, (7.16)

where β > 0 will be chosen in such a way that β = δ.
Besides we introduce the function

φ(ξ, η, t) =
µ

γ
ε1−

γ
2 dγβ(ξ, η) +

Mt

2T
εα,

where α > 0 is a parameter to be fixed in the sequel.
If u and uεδ are the solutions of (7.3) and (7.5), respectively (note that u is continuous

while uεδ is smooth), with the same initial condition u(ξ, 0) = uεδ(ξ, 0), we write our test
function as follows:

ω(ξ, η, t) = u(ξ, t)− uεδ(η, t)− φ(ξ, η, t), (7.17)

with suitable constants M ≥ 0 and 0 < δ < ε< 1 where δ to be fixed later. Furthermore

µ =
γ4γLip(u0)γ

Mγ−1
, (7.18)

where Lip(u0) denotes the Lipschitz constant of u0 with respect to dβ.

Lemma 7.2. Let u and uεδ be continuous functions such that u(ξ, 0) = uεδ(ξ, 0), for every
ξ ∈ G. Let dβ be the distance defined in (7.16) and ω be the test function defined in
(7.17). Assume that

• There exist constants Bε, bε Rε > 0 such that for every |ξ| > Rε

|1− u(ξ, t)| ≤ Bεe−bε|ξ|
2
, |1− uεδ(ξ, t)| ≤ Bεe−bε|ξ|

2
,

• There exists a constant C̃ > 0, such that for every ξ ∈ G, t > 0

|u(ξ, t)| ≤ C̃, |uεδ(ξ, t)| ≤ C̃.

•
sup

ξ∈G,0≤t≤T
(u− uεδ)(ξ, t) > Mεα. (7.19)

Then
sup
ξ,η∈G,
0≤t≤T

ω(ξ, η, t) = sup
dβ(ξ,η)≤r, |ξ|,|η|≤Rε

0≤t≤T

ω(ξ, η, t)

where r :=
(

2γC̃
µ ε

γ
2
−1 − Mγ

4µ ε
α+ γ

2
−1
) 1
γ

and R̃ε := r +
√

4Bε
Mbε

ε−α.
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Proof. We first show that the supremum on the whole space is equal to the supremum
under the condition that dβ(ξ, η) ≤ r. Indeed using (7.17) and (7.19) we observe

sup
ξ,η∈G,
0≤t≤T

ω(ξ, η, t) ≥Mεα − M

2T
εαT =

M

2
εα. (7.20)

Note that when dβ(ξ, η) ≥ r we have

ω(ξ, η, t) ≤ sup
ξ∈G, 0≤t≤T

u(ξ, t) + sup
η∈G, 0≤t≤T

(
− uεδ(η, t)

)
− µ

γ
ε1−

γ
2 dβ(ξ, η)γ

≤2C̃ − µ

γ
ε1−

γ
2 dβ(ξ, η)γ ≤ M

4
εα,

due to the choice of r. Consequently we deduce that

sup
ξ,η,∈G,
0≤t≤T

ω(ξ, η, t) = sup
ξ, η ∈ G, dβ(ξ, η) ≤ r,

0≤t≤T

ω(ξ, η, t).

Now we show that the supremum is not achieved in a neighborhood of infinity. Indeed
for |η| ≥ R̃ε, we see by the first assumption that

|1− uεδ(η, t)| ≤ Bεe−bε|η|
2 ≤ Bε

bε|η|2
≤ M

8
εα.

Analogously

|1− u(ξ, t)| ≤ M

8
εα,

for |ξ| ≥ R̃ε. If |η|, |ξ| ≥ R̃ε, then it follows that

ω(ξ, η, t) ≤
∣∣1− u(ξ, t)

∣∣+
∣∣1− uεδ(η, t)∣∣ ≤ M

4
εα.

Therefore we deduce

sup
ξ,η∈G,
0≤t≤T

ω(ξ, η, t) = sup
ξ, η ∈ G,

|ξ|≤R̃ε, 0≤t≤T

ω(ξ, η, t),

We will denote the point where ω is maximum by (ξ̂, η̂, t̂).
Finally we see that t̂ > 0 must hold. Observe for t = 0 that

ω(ξ, η, 0) = u0(ξ)− u0(η)− µ

γ
ε1−

γ
2 dβ(ξ, η)γ (7.21)

≤ dβ(ξ, η)
(

Lip(u0)− µ

γ
ε1−

γ
2 dβ(ξ, η)γ−1

)
.
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Consider the first case with dβ(ξ, η) ≤ 1
4 Lip(u0)Mεα. Then from (7.21) we deduce

ω(ξ, η, 0) ≤ M

4
εα,

which together with (7.19) ensures that the maximum is not achieved at t = 0.
Now consider the second case where dβ(ξ, η) > 1

4Lip(u0)Mεα. Then we observe that

(7.18) and (7.21) give

ω(ξ, η, 0) ≤ dβ(ξ, η)
(

Lip(u0)− µ

γ
ε1−

γ
2 dβ(ξ, η)γ−1

)
≤ 0,

which contradicts (7.20) and ensures that t̂ > 0.

We will need the following remarks for the proof of Theorem 7.1.

Remark 7.1.
Xξ

1e1 = 1, Xξ
1e2 = 0, Xξ

1e3 = e2,

Xξ
2e1 = 0, Xξ

2e2 = 1, Xξ
2e3 = −e1,

Xξ
3δe1 = 0, Xξ

3δe2 = 0, Xξ
3δe3 = δ,

Xη
1 e1 = −1, Xη

1 e2 = 0, Xη
1 e3 = e2,

Xη
2 e1 = 0, Xη

2 e2 = −1, Xη
2 e3 = −e1,

Xη
3δe1 = 0, Xη

3δe2 = 0, Xη
3δe3 = −δ.

Remark 7.2.
Xξ

1φ(ξ, η) = µε1−
γ
2 dγ−2

β (ξ, η)
(
e1 + β2e3e2

)
,

Xξ
2φ(ξ, η) = µε1−

γ
2 dγ−2

β (ξ, η)
(
e2 − β2e3e1

)
,

Xξ
3δφ(ξ, η) = µε1−

γ
2 dγ−2

β (ξ, η)δβ2e3,

Xη
1φ(ξ, η) = µε1−

γ
2 dγ−2

β (ξ, η)
(
− e1 + β2e3e2

)
,

Xη
2φ(ξ, η) = µε1−

γ
2 dγ−2

β (ξ, η)
(
− e2 − β2e3e1

)
,

Xη
3δφ(ξ, η) = −µε1−

γ
2 dγ−2

β (ξ, η)δβ2e3.
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Remark 7.3.

Xξ
1X

ξ
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e1 + β2e3e2

)2
+ µε1−

γ
2 dγ−2

β (ξ, η)
(

1 + β2e2
2

)
,

Xξ
1X

ξ
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e2 − β2e3e1

)(
e1 + β2e3e2

)
−µε1−

γ
2 dγ−2

β (ξ, η)β2
(
e2e1 + e3

)
,

Xξ
1X

ξ
3δφ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
δβ2e3

)(
e1 + β2e3e2

)
+ µε1−

γ
2 dγ−2

β (ξ, η)δβ2e2,

Xξ
2X

ξ
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e1 + β2e3e2

)(
e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− β2e1e2 + β2e3

)
,

Xξ
2X

ξ
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e2 − β2e3e1

)2
+ µε1−

γ
2 dγ−2

β (ξ, η)
(

1 + β2e2
1

)
,

Xξ
2X

ξ
3δφ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
e2 − β2e3e1

)
− µε1−

γ
2 dγ−2

β (ξ, η)δβ2e1,

Xξ
3δX

ξ
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
e1 + β2e3e2

)
+ µε1−

γ
2 dγ−2

β (ξ, η)β2δe2,

Xξ
3δX

ξ
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
e2 − β2e3e1

)
− µε1−

γ
2 dγ−2

β (ξ, η)β2δe1,

Xξ
3δX

ξ
3δφ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)(δβ2e3)2 + µε1−
γ
2 dγ−2

β (ξ, η)(δβ)2.

Remark 7.4.

Xη
1X

η
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e1 + β2e3e2

)2
+ µε1−

γ
2 dγ−2

β (ξ, η)
(

1 + β2e2
2

)
,

Xη
1X

η
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e2 − β2e3e1

)(
− e1 + β2e3e2

)
−µε1−

γ
2 dγ−2

β (ξ, η)β2
(
e2e1 − e3

)
,
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Xη
1X

η
3δφ(ξ, η) = −(γ−2)µε1−

γ
2 dγ−4

β (ξ, η)
(
δβ2e3

)(
−e1+β2e3e2

)
−µε1−

γ
2 dγ−2

β (ξ, η)δβ2e2,

Xη
2X

η
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e1 + β2e3e2

)(
− e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− β2e1e2 − β2e3

)
,

Xη
2X

η
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e2 − β2e3e1

)2
+ µε1−

γ
2 dγ−2

β (ξ, η)
(

1 + β2e2
1

)
,

Xη
2X

η
3δφ(ξ, η) = −(γ− 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
− e2− β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)δβ2e1,

Xη
3δX

η
1φ(ξ, η) = −(γ− 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
− e1 + β2e3e2

)
−µε1−

γ
2 dγ−2

β (ξ, η)β2δe2,

Xη
3δX

η
2φ(ξ, η) = −(γ− 2)µε1−

γ
2 dγ−4

β (ξ, η)δβ2e3

(
− e2− β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)β2δe1,

Xη
3δX

η
3δφ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)(δβ2e3)2 + µε1−
γ
2 dγ−2

β (ξ, η)(δβ)2.

Remark 7.5.

Xξ
1X

η
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e1 + β2e3e2

)(
e1 + β2e3e2

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− 1 + β2e2

2

)
,

Xξ
1X

η
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e1 + β2e3e2

)(
− e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)β2
(
− e2e1 − e3

)
,

Xξ
2X

η
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e2 − β2e3e1

)(
− e1 + β2e3e2

)
+µε1−

γ
2 dγ−2

β (ξ, η)β2
(
− e1e2 + e3

)
,

Xξ
2X

η
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
e2 − β2e3e1

)(
− e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− 1 + β2e2

1

)
.
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Remark 7.6.

Xη
1X

ξ
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e1 + β2e3e2

)(
e1 + β2e3e2

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− 1 + β2e2

2

)
,

Xη
1X

ξ
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e1 + β2e3e2

)(
e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)β2
(
− e2e1 + e3

)
,

Xη
2X

ξ
1φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e2 − β2e3e1

)(
e1 + β2e3e2

)
+µε1−

γ
2 dγ−2

β (ξ, η)β2
(
− e3 − e1e2

)
,

Xη
2X

ξ
2φ(ξ, η) = (γ − 2)µε1−

γ
2 dγ−4

β (ξ, η)
(
− e2 − β2e3e1

)(
e2 − β2e3e1

)
+µε1−

γ
2 dγ−2

β (ξ, η)
(
− 1 + β2e2

1

)
.

We use Remarks 7.2-7.4 and find the estimates given in the remarks below.

Remark 7.7.

|Xξ
1φ(ξ, η) +Xη

1φ(ξ, η)| ≤ 2µε1−
γ
2 dγ−2

β (ξ, η)β2|e3e2| ≤ 2βµε1−
γ
2 dγ−1

β (ξ, η)d0(ξ, η),

|Xξ
2φ(ξ, η) +Xη

2φ(ξ, η)| ≤ 2βµε1−
γ
2 dγ−1

β (ξ, η)d0(ξ, η),

|Xξ
3,δφ(ξ, η) +Xη

3,δφ(ξ, η)| = 0.

Remark 7.8.

|∇ξδφ(ξ, η)|2 = |∇ηδφ(ξ, η)|2 = µ2ε2−γd2γ−4
β (ξ, η)

(
(e2

1 + e2
2)(1 + β4e2

3) + δ2β4e2
3

)
≥

≥ µ2ε2−γd2γ−4
β (ξ, η)

(
d2

0(ξ, η) + β2δ2d2
3(ξ, η)

)
.

Remark 7.9. From now on we denote by K̃ a fixed positive number which is not nec-
essarily the same each time it appears. We have

|Xξ
iX

ξ
j φ(ξ, η)| ≤ K̃µε1−

γ
2 γdβ(ξ, η)γ−2 if i, j ≤ m,

|Xξ
iX

ξ
j φ(ξ, η)| ≤ K̃δβµε1−

γ
2 γdβ(ξ, η)γ−3d0(ξ, η) if i ≥ m+ 1 or j ≥ m+ 1,

|Xξ
iX

ξ
j φ(ξ, η)−Xη

i X
η
j φ(ξ, η)| ≤ K̃β(γ − 2)µε1−

γ
2 dγ−3

β (ξ, η)d2
0(ξ, η),

Xξ
3δX

ξ
3δφ(ξ, η)−Xη

3δX
η
3δφ(ξ, η) = 0.
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Remark 7.10. We use Remarks 7.5 and 7.6. Then for β ≤ 1 we find the following
estimates:

(Xξ
1X

ξ
1 +Xη

1X
η
1 +Xξ

1X
η
1 +Xη

1X
ξ
1)φ(ξ, η) ≤ 2µε1−

γ
2 β2dγβ(ξ, η)γ,

(Xξ
1X

ξ
2 +Xη

1X
η
2 +Xξ

1X
η
2 +Xη

1X
ξ
2)φ(ξ, η) ≤ 2µε1−

γ
2 β2dγβ(ξ, η)γ,

(Xξ
2X

ξ
1 +Xη

2X
η
1 +Xξ

2X
η
1 +Xη

2X
ξ
1)φ(ξ, η) ≤ 2µε1−

γ
2 β2dγβ(ξ, η)γ,

(Xξ
2X

ξ
2 +Xη

2X
η
2 +Xξ

2X
η
2 +Xη

2X
ξ
2)φ(ξ, η) ≤ 2µε1−

γ
2 β2dγβ(ξ, η)γ.

Let us now provide the proof of our main theorem, Theorem 7.1.

Proof. We argue by contradiction and assume that for each M ≥ 0 there exists an ε such
that 0 < δ < ε < 1 and

sup
ξ∈G,0≤t≤T

|(u− uεδ)(ξ, t)| >
Mεα

βδ
.

Due to Theorem 7.2 and Theorem 7.6 we can apply Lemma 7.2 and deduce that the
function ω defined in (7.17) attains its maximum at an interior point (ξ̂, η̂, t̂) satisfying

dβ(ξ̂, η̂) ≤
(2γC̃

µ
ε
γ
2
−1 − Mγ

4µ
εα+ γ

2
−1
) 1
γ
. (7.22)

Since the function u is only continuous, we replace the derivatives of u with the
superjet P2,+u(ξ, t) (see Subsection 7.2.1 for the superjet definition). Note that uεδ is

smooth so we have −Xη
i u

ε
δ(η̂, t̂) = Xη

i φ(ξ̂, η̂, t̂) and −Xη
i X

η
j u

ε
δ(η̂, t̂) ≤ Xη

i X
η
j φ(ξ̂, η̂, t̂).

We know by [39, Theorem 8.3] that for every ρ > 0 there exist symmetric matrices
H = (Hij)i,j,=1,··· ,m and Y = (Yij)i,j,=1,··· ,m such that

(i) (a,∇ξ0φ(ξ̂, η̂, t̂), H) ∈ P̃2,+u(ξ̂, t̂)

(b,∇ηδφ(ξ̂, η̂, t̂), Y ) ∈ −P̃2,−uεδ(η̂, t̂),

(ii) a+ b = M
2T ε

α,

(iii) −
(

1
ρ + ||A||

)
I ≤

(
H 0
0 Y

)
≤ A+ ρA2,

where A is defined in our Heisenberg group case:

A =

(
Bξξ B

ξη

Bηξ Bηη

)
, Bζ1ζ2 =

(
Xζ1

1 X
ζ2
1 φ

1
2(Xζ1

1 X
ζ1
2 φ+Xζ1

2 X
ζ2
1 φ)

1
2(Xζ1

1 X
ζ2
2 φ+Xζ1

2 X
ζ2
1 φ) Xζ1

2 X
ζ2
2 φ

)
,

where ζ1, ζ2 ∈ {ξ, η}.
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We employ Remark 7.10 and (iii) to see that for all z ∈ Rm

zT (H + Y )z =
(
zT , zT

)(H 0
0 Y

)(
z
z

)
≤
(
zT , zT

)
(A+ ρA2)

(
z
z

)
.

As ρ goes to zero this implies for β ≤ 1 that

zT (H + Y )z ≤ K̃(γ − 1)µε1−
γ
2 β2dγβ(ξ, η)|z|2. (7.23)

Since (a,∇ξ0φ(ξ̂, η̂, t̂), H) ∈ P̃2,+u(ξ̂, t̂) and u is a viscosity subsolution of (7.3) we
have

a−
m∑

i,j=1

(
δij −

Xξ
i φ(ξ̂, η̂, t̂)Xξ

j φ(ξ̂, η̂, t̂)

|∇ξ0φ(ξ̂, η̂, t̂)|2
)
H ij ≤ 0, if ∇ξ0φ(ξ̂, η̂, t̂) 6= 0, (7.24)

a−
m∑

i,j=1

δijH ij ≤ 0, if ∇ξ0φ(ξ̂, η̂, t̂) = 0.

Moreover since uεδ is smooth we have ∂tu
ε
δ(η̂, t̂) = −b. It is a solution and it satisfies:

b = −∂tuεδ(η̂, t̂) = −
n∑

i,j=1

(
δij −

Xη
iδu

ε
δ(ξ̂, η̂, t̂)X

η
jδu

ε
δ(ξ̂, η̂, t̂)

ε2 + |∇ηδuεδ(ξ̂, η̂, t̂)|2
)
Xη
iδX

η
jδu

ε
δ(η̂, t̂) (7.25)

≤
n∑

i,j=1

(
δij −

Xξ
iδφ(ξ̂, η̂, t̂)Xξ

jδφ(ξ̂, η̂, t̂)

ε2 + |∇ξδφ(ξ̂, η̂, t̂)|2
)
Xη
iδX

η
jδφ(η̂, t̂),

due to the fact that at the maximum point ∇ηδu
ε
δ(η̂, t̂) = −∇ηδφ(ξ̂, η̂, t̂), and

−Xη
i X

η
j u

ε(η̂, t̂) ≤ Xη
i X

η
j φ(η̂, t̂), −Xη

i X
η
j u

ε(η̂, t̂) ≤ Yij .

Now we distinguish two cases: ∇ξ0φ(ξ̂, η̂, t̂) 6= 0 and ∇ξ0φ(ξ̂, η̂, t̂) = 0. Let us first

consider the case with ∇ξ0φ(ξ̂, η̂, t̂) 6= 0. For the sake of simplicity we write φ instead of

explicitly writing φ(ξ̂, η̂, t̂) and dβ, d0, d3 instead of dβ(ξ̂, η̂), d0(ξ̂, η̂), d3(ξ̂, η̂) from now
on. We sum (7.24) and (7.25). Then we obtain

Mεα

2T
= a+ b (7.26)

≤
m∑

i,j=1

(
δij −

Xξ
i φX

ξ
j φ

|∇ξ0φ|2
)
Hij +

n∑
i,j=1

(
δij −

Xη
iδφX

η
jδφ

(ε2 + |∇ηδφ|2)

)
Xη
iδX

η
jδφ

≤
m∑

i,j=1

(
δij −

Xξ
i φX

ξ
j φ

|∇ξ0φ|2
)

(Hij + Yij) + 2

n∑
i=1

n∑
j=m+1

∣∣∣δij − Xη
iδφX

η
jδφ

(ε2 + |∇ηδφ|2)

∣∣∣Xη
iδX

η
jδφ

+
m∑

i,j=1

(Xξ
i φX

ξ
j φ

|∇ξ0φ|2
−

Xη
i φX

η
j φ

(ε2 + |∇ηδφ|2)

)
Xη
i X

η
j φ.
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Let us denote by I1, I2, I3 three terms appearing on the right hand side of the last
inequality in (7.26), and let us consider one term at a time. We set β = εσ where σ > 0
is to be fixed in the sequel. Recall from (7.22) that

dγβ ≤
2C̃γ

µ
ε
γ
2
−1. (7.27)

We use (7.23) and observe that

I1 =
m∑

i,j=1

(
δij −

Xξ
i φX

ξ
j φ

|∇ξ0φ|2
)

(Hij + Yij) ≤ K̃(γ − 1)µε1−
γ
2 β2dγβ.

We plug the definition of µ given by (7.18) in this expression and by using (7.27) find
that

I1 ≤ C1ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
M−1, (7.28)

with C1 > 0 denoting a fixed number (which is not necessarily the same each time it
appears from now on) and where we impose on σ > 0 the following conditions:

1− 2
σ

(γ − 1)
> 0, 2σ − 1 +

2

γ
>

γ − 2

2(γ − 1)

(
1− 2

σ

(γ − 1)

)
, with γ > 2. (7.29)

We continue with the second term

I2 = 2
n∑
i=1

n∑
j=m+1

(
δij −

Xη
iδφX

η
jδφ

(ε2 + |∇ηδφ|2)

)
Xη
iδX

η
jδφ.

Note that by Remarks 7.8 and 7.9 we have

|Xξ
iδX

ξ
jδφ| ≤δβµε

1− γ
2 γdγ−3

β d0 if i ≥ m+ 1 or j ≥ m+ 1, (7.30)

which gives
I2 ≤ K̃δβµε1−

γ
2 γdγ−2

β .

Furthermore if we set β = δ = εσ and use the definition of µ given in (7.18), also the
inequality (7.27) on dβ, then we find

I2 ≤ K̃δβγ
2γ−2
γ µ

2
γ ε
−1+ 2

γ ≤ C1ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
M−1,

for the σ values satisfying the conditions given in (7.29).
We consider the last term which we can write, thanks to

|∇ηδφ|
2 = |∇ξ0φ|

2 + |Xξ
3δφ|

2 = |∇ξδφ|
2,
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as follows:

I3 =
m∑

i,j=1

(
ε2

Xξ
i φX

ξ
j φX

η
i X

η
j φ

(ε2 + |∇ηδφ|2)|∇ξ0φ|2
)

+
m∑

i,j=1

((|Xη
1φ|2 + |Xη

2φ|2)(Xξ
i φX

ξ
j φ−X

η
i φX

η
j φ)Xη

i X
η
j φ

(ε2 + |∇ηδφ|2)|∇ξ0φ|2
)

+
m∑

i,j=1

( |Xη
3δφ|

2Xξ
i φX

ξ
j φX

η
i X

η
j φ

(ε2 + |∇ηδφ|2)|∇ξ0φ|2
)

= L1 + L2 + L3.

Let us consider first L1. We employ Remarks 7.8 and 7.9 to find

|∇ξδφ| =|∇
η
δφ| ≥ δβµε

1− γ
2 dγ−1

β ,

|Xξ
iX

ξ
j φ| ≤µε

1− γ
2 γdγ−2

β if i, j ≤ m,

which provide to us

ε2Xη
i X

η
j φ

(ε2 + |∇ηδφ|2)
≤

µε3−
γ
2 γdγ−2

β

ε2 + µ2ε2−γd2γ−4
β (d2

0 + β2δ2d2
3)

≤ µε3−
γ
2 γdγ−2

0 + µε3−
γ
2 γdγ−2

3

ε2 + µ2ε2−γd2γ−2
0 + µ2ε2−γβ2δ2d2γ−2

3

.

We write the first term in the numerator as follows:

µε3−
γ
2 γdγ−2

0 = γµ
1

γ−1 ε
γ−2

2(γ−1) ε
γ
γ−1µ

γ−2
γ−1 ε

− (γ−2)2

2(γ−1) dγ−2
0 .

Then we employ Young’s inequality mn ≤ 1
pm

p + 1
qn

q with p = 2(γ−1)
γ and q = 2(γ−1)

γ−2 in
order to find

µε3−
γ
2 γdγ−2

0 ≤ γµ
1

γ−1 ε
γ−2

2(γ−1)

( γ

2(γ − 1)
ε2 +

γ − 2

2(γ − 1)
µ2ε2−γd2γ−2

0

)
≤ K̃γµ

1
γ−1 ε

γ−2
2(γ−1)

(1

2
ε2 + µ2ε2−γd2γ−2

0

)
. (7.31)

The second term in the numerator can be handled in the same way. If we set β = δ = εσ

as before, we can write

µε3−
γ
2 γdγ−2

3 = γµ
1

γ−1 ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
ε

γ
γ−1µ

γ−2
γ−1 ε

− (γ−2)(γ−2−4σ)
2(γ−1) dγ−2

3

≤ K̃γµ
1

γ−1 ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)(1

2
ε2 + µ2β2δ2ε2−γd2γ−2

3

)
. (7.32)
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Finally we sum up (7.31) and (7.32) and we obtain

ε2Xξ
iX

ξ
j φ

ε2 + |∇ξδφ|2
≤ K̃γµ

1
γ−1 ε

γ−2
2(γ−1)

(
1−2 σ

(γ−1)

)

≤C1

(γ4γLip(u0)γ

Mγ−1

) 1
γ−1

ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
= C1ε

γ−2
2(γ−1)

(
1−2 σ

(γ−1)

)
M−1,

which implies

L1 ≤ C1ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
M−1,

where we use γ and µ definitions given by (7.15) and (7.18), respectively.
Now let us tackle L3. We use the expression of Xη

3δφ given in Remark 7.2, the first
and the second inequalities given in (7.30) and then we observe

|Xη
3δφ|

2Xξ
iX

ξ
j φ

(ε2 + |∇ηδφ|2)
≤
µ3ε3−

3γ
2 d3γ−4

β δ2β4γ

δ2β2µ2ε2−γd2γ−2
β

= K̃µε1−
γ
2 dγ−2

β β2γ.

We employ (7.27) and plug β = εσ in this expression. Then we find

|Xη
3δφ|

2Xξ
iX

ξ
j φ

(ε2 + |∇ηδφ|2)
≤ K̃µ

2
γ ε
−1+ 2

γ
+2σ

.

This result implies for the σ values satisfying (7.29) the following

L3 ≤ C1ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
M−1.

Now we continue with L2. At this point we note that

|Xξ
1φ|

2 − |Xη
1φ|

2 ≤2µ2ε2−γd2γ−4
β β2|e1e2e3|,

|Xξ
2φ|

2 − |Xη
2φ|

2 ≤2µ2ε2−γd2γ−4
β β2|e1e2e3|,

|Xξ
1φX

ξ
2φ| − |X

η
1φX

η
2φ| ≤2µ2ε2−γd2γ−4

β β2|e3||e2
2 − e2

1|,

(7.33)

and together with Remark 7.8 these inequalities imply that

|Xξ
i φX

ξ
j φ| − |X

η
i φX

η
2φ| ≤ 2β|∇δφ|2dβ ≤ 2β|∇δφ|2.

The second inequality from (7.30) and the inequalities given in (7.33) result in

(Xξ
i φX

ξ
j φ−X

η
i φX

η
j φ)Xη

i X
η
j φ

(ε2 + |∇ηδφ|2)
≤ µβε1−

γ
2 dγ−2

β

≤ γ
γ−2
γ µ

2
γ ε
σ−1+ 2

γ ≤ Cε
σ−1+ 2

γ

M
2
γ

(γ−1)
≤ C

M
ε

γ−2
2(γ−1)

(1− 2σ
γ−1

)
,
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for the σ values satisfying (7.29) and

σ − 1 +
2

γ
>

γ − 2

2(γ − 1)

(
1− 2

σ

(γ − 1)

)
. (7.34)

Also note that for γ > 2 the following holds

2

γ
(γ − 1) > 1.

Finally we choose

α =
γ − 2

2(γ − 1)

(
1− 2

σ

(γ − 1)

)
,

and with this choice we find that

Mεα

2T
≤ I1 + I2 + I3 ≤ C1M

−1εα.

This result is a contradiction for large M values, proving the assertion of the theorem if
the gradient of φ does not vanish at the maximum point.

Now we look at the case with |∇ξ0φ(ξ̂, η̂, t̂)| = 0. Note that zero gradient implies

e2
1 + e2

2 = 0,

and
∇ξ0φ = ∇η0φ = 0.

In this case we can write (7.26) by using (7.24) as

M

2T
εα =a+ b ≤

m∑
i,j=1

δijH ij −
m∑

i,j=1

δijX
η
i X

η
j u

ε
δ(ξ̂, η̂, t̂)

≤
m∑

i,j=1

δij(H ij + Yij) +

n∑
i=1

n∑
j=m+1

(
δij −

Xη
iδφX

η
jδφ

(ε2 + |Xη
3δφ|2)

)
Xη
iδX

η
jδφ.

Note that the last term on the right hand side of the final inequality can be handled
exactly in the same way as I2 was in the previous case of non-vanishing gradient. Fur-
thermore the first term can be tackled in exactly the same way as I1 was. Therefore it
has the same estimate as I1 has (see (7.28)). So we can write that

M

2T
εα ≤ C1M

−1ε
γ−2

2(γ−1)

(
1−2 σ

(γ−1)

)
,

and it implies for a σ > 0 satisfying (7.29), (7.34) and

σ − 1 +
2

γ
>

γ − 2

2(γ − 1)

(
1− 2

σ

(γ − 1)

)
= α,
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that
M

2T
εα ≤ C1M

−1εα.

It is a contradiction for large M values.
We have obtained the contradiction for both cases with vanishing and non-vanishing

horizontal gradients. The proof is complete.

Remark 7.11. Comparison principle was valid only for the vanishing viscosity solutions
as given in Theorem 7.3. Now we have also the comparison principle for the viscosity
solutions in the Heisenberg group setting, which is Corollary 7.1. It follows directly from
Theorem 7.1.

Remark 7.12. The proof in the Heisenberg setting can be extended to the setting of step
2 Carnot groups. Let ξ = (xξ, θξ), η = (xη, θη) ∈ G = Rm × Rn−m denote the points in
the Carnot group G.

We write the distance function analogously to the case of the Heisenberg setting as

dβ(ξ, η) = (e2
1 + e2

2 + · · ·+ e2
m + β2e2

m+1 + · · ·+ β2e2
m+1)1/2,

where β > 0 and for β fixed it is equivalent to the one given in (7.16). If e1, e2, . . . , en
are the displacements defined in (7.7), then there are m×m real matrices W (i) such that

ei =xξ,i − xη,i if i = 1, 2, . . . ,m

ei =θξ,i − θη,i − 〈W (i)xξ, xη〉 if i = m+ 1, . . . , n.

Let us denote the elements of each m×m matrix W (k) by

W (k) = (w
(k)
ij )i,j≤m with k = 1, 2, . . . , n−m.

Note that the basis of the bracket generating vector fields in this setting can be represented
as

Xi = ∂xi +

n−m∑
k=1

m∑
l=1

w
(k)
il xl∂θk ,

with w
(k)
il = −w(k)

li . Let us also write the basis of the vector fields of the second layer as

Yk = ∂θk with k = 1, 2, . . . , n−m.

We denote the vector fields at the point ξ by Xξ
i and Y ξ

k . At this point we note that

Xξ
i ej =δij if i, j = 1, . . . ,m,

Xξ
i ej =

n∑
k=1

m∑
l=1

w
(k)
il em/2+i if i = 1, . . . ,m/2, j = m+ 1, . . . n,

Xξ
i ej =

n∑
k=1

m∑
l=1

w
(k)
il ei−m/2 if i =

m

2
+ 1, . . . ,m, j = m+ 1, . . . n,

Y ξ
iδej =0, if i = 1, . . . , n, j = 1, . . .m,

Y ξ
iδej =δ, if i = 1, . . . , n, j = m+ 1, . . . n,

(7.35)
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by using an analogous notation to the one that we used in the case of the Heisenberg
setting, where δij denotes the Dirac delta, which is completely different from δ. The
same computations hold also for the vector fields at η up to a sign change. It is said
that the vector fields Xξ

i , Xη
i are of degree 1 and the vector fields Y ξ

i , Y η
i are of degree

2. Furthermore ei is of homogeneity 1 if i = 1, . . . ,m while it is of homogeneity 2 if
i = m+ 1, . . . , n. The key point in the computations given in (7.35) is that if the vector
field X is of degree k, then Xei has homogeneity hom(ei) − k, where hom gives the
homogeneity of its argument. It is exactly the same case which was observed in the case
of the Heisenberg setting (see Remark 7.1).

This result is the core of the estimations related to the first and second order deriva-
tives of the test function φ(ξ, η, t), where now ξ and η are two points in a step 2 Carnot

group G. Following the same technique based on the approximating vector fields Y ξ
iδ, Y

η
iδ

in the second layer, and finding the estimates on the first and second order derivatives
via the results given in (7.35), one can follow the same method as we did in the case of
the Heisenberg group setting in order to show the uniqueness of the viscosity solution to
mean curvature equations in step 2 Carnot groups.
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Chapter 8

Image enhancement in the spatial
frequency geometry

In this chapter we focus on a problem related to image processing inspired by visual
perception. It is the problem of coherent image enhancement with geometrical structure
of a given visual stimulus (2-dimensional image). Enhancement refers to noise reduction
and coherent enhancement means noise reduction in such a way that the underlying
geometric structures (boundaries/contours, surfaces, textures and so on) are preserved.
A large class of algorithms of image processing in Lie groups were developed by Duits
et. al. in [54], [50], [51], [52], [53]. The main instrument they developed is an invertible
map from the 2-dimensional retinal image to the feature space expressed in terms of
Fourier instruments. They confronted with the problems of both contour completion and
enhancement in presence of crossing and bifurcating curves. In particular they studied
enhancement in the Heisenberg group in [53]. Another approach for image enhancement
was provided in [34], which was based on Laplace-Beltrami and mean curvature flow
in the sub-Riemannian setting of the model geometry proposed by Citti-Sarti [35]. We
would like to quote also Kimmel et. al [108], [107], who performed an enhancement
process in various lifted spaces, and in particular in the space of position, orientation
and scale.

We propose our enhancement algorithm in the cortical model framework introduced
in Chapter 5 and by following a similar approach to the one provided by Duits in [53]. We
lift 2-dimensional initial image to the space of features (orientation, frequency and phase)
via (5.7). We process the output of the lifting by using the sub-Riemannian operators
defined on this space (see Section 3.5). Then we project back, using the invertibility of
the Gabor transform, through the exact inversion formula given by (4.2). Even though
the family of Gabor filters we consider here is the same as the one introduced by Duits in
[53], our algorithm is new since we use a different metric in the feature space introduced
in Chapter 5.
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8.1 Processing the image in the extended geometry

The response of the simple cell located at q = (q1, q2) ∈M ' R2, sensitive to orientation
θ ∈ S1, frequency ω ∈ R+ and with phase φ ∈ S1, to any visual stimulus I(q) at the
point q on the retina M is represented by OIp(q) with p = (θ, ω, φ) ∈ S1 × R+ × S1

and it is found via the output formula given in (5.7). Let us recall that the mechanism
which produces the set of all responses to a given visual stimulus is called lifting. The
lifting induces the 5-dimensional sub-Riemannian manifold M which was explained in
Chapter 5. We refer to Chapter 5 for the details of the sub-Riemannian geometry and
the notation. We also noted in Chapter 4 that this mechanism is analogous to a Gabor
transform

GI(q, p) = 〈I, g(q,p)〉 =

∫
M

I(x)g(x− q)e−i r·(x−q)dx.

Indeed, starting from the Gabor transform we employ the change of feature variables
by using r = |r|(− sin(θ), cos(θ)) = ω(− sin(θ), cos(θ)). We denote the spatial and phase
variables by x and s, respectively. Then the Gabor transform of a 2-dimensional image
I can be written as:

GI(q, p) =

∫
M

I(x)Ψ(q,p)(x, s) dx = e−i(s−φ)

∫
M

I(x)Ψ(q,θ,ω,0)(x, 0) dx = OIp(q),

where OIp(q) is given by (5.7) and

Ψ(q,p)(x, s) = e−i(s−φ)Ψ(q,p)(x) = e−i(s−φ))eir·(x−q)g(x− q) = gq,r(x),

with Ψ(q,p)(x) implying Ψ(q,θ,ω,0)(x, 0) and overline denoting the complex conjugate.
The main reason for that we can process the image in the lifted space and then

project it back to the retinal plane M is that the Gabor transform is invertible. The
initial signal can be recovered through the following inversion formula:

I(x) =
1

2π||g||2
L2

∫
M

GI(q, p)g(q,r)(x)ω dq dr. (8.1)

At this point we note that the phase term e−i(s−φ) is not dependent on p or q.
Similarly to the case of Heisenberg group (see for example the setting of Duits et. al.
[53] with Heisenberg group within the context of image analysis and [103] in relation to
wavelet analysis), its effect in the case of transform and inverse transform without any
processing in the phase dimension of the lifted space is merely a rotation with a constant
phase value. Hence it can be avoided as long as no change in the phase component of
the lifted image occurs.

Here we discard the maximum selection mechanism (see Section 4.4.7), and we con-
sider the whole output function OIp. This choice is not in contradiction with the previ-
ously proposed model of Citti-Sarti [35] (which employs the maximum selection mecha-
nism), since we can assign a probability meaning to the output OIp: It is maximum at
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the selected feature, and it exponentially decays from the selected feature value. If we
interpret the output OIp as a probability density, then the maximum selection mechanism

associates a function, which is the deterministic counterpart of the output OIp.

8.2 Enhancement

Coherent enhancement on the output OIp (Gabor coefficient) reduces the noise, smooths
the given image while it preserves the geometric structures in the image. We will perform
such type of enhancement via sub-Riemannian diffusion or Laplace-Beltrami flow. We
will show the results of our enhancement process in comparison with some results in the
literature.

Anisotropic metric on the space of Gabor coefficients defines the sub-Riemannian
Laplacian in the sub-Riemannian space generated by the simple cells as in Section 3.5:

∆0u =
4∑
i=1

ciX
2
iiu, (8.2)

where coefficients ci are non-negative constants representing the weights of the second
order horizontal vector fields which are given in (5.3). However the space is not isotropic
due to the metric induced by the output. The weights are used also in order to give
an anisotropic characteristic to the diffusion. In particular they are used to adjust the
homogeneity of the sub-Riemannian geometry. They are particularly important in the
discrete case, where different dimensions of the space need not necessarily be sampled in
the same way. We will use the diffusion with a simplified version of the sub-Riemannian
Laplacian given in (8.2) only for comparison purposes.

It has been proved by Franceschiello et. al. in [70] that the output induces a metric
on the space of the model geometry proposed in [35] and the metric elicits certain visual
illusions. In the article of Franceschiello et. al. [70] a simplified diagonal metric was
used. On the other hand, following the approach of Kimmel et. al. [108], [107], we
choose the metric induced by the output OIp on the space of M.

The metric (gij) induced by the output is defined as follows:

Definition 8.1. (The metric induced by a graph)

(gij) =


1 + c1(X1u)2 √

c1c2X1uX2u
√
c1c3X1uX3u

√
c1c4X1uX4u√

c1c2X2uX1u 1 + c2(X2u)2 √
c2c3X2uX3u

√
c2c4X2uX4u√

c1c3X3uX1u
√
c2c3X3uX2u 1 + c3(X3u)2 √

c3c4X3uX4u√
c1c4X4uX1u

√
c2c4X4uX2u

√
c3c4X4uX3u 1 + c4(X4u)2

 ,

with constants c1, c2, c3, c4 > 0.

We denote the inverse metric by (gij) and its elements by gij .
Laplace-Beltrami flow provides a well-adapted enhancement to the surface underlying

the image function I since the flow is restricted to the evolving level sets of the image.
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Laplace-Beltrami operator is written as:

∆(gij)u =
4∑

i,j=1

1√
det(gij)

Xi

(√
det(gij)g

ijXju
)
, (8.3)

where det(gij) is the determinant of the induced metric. Laplace-Beltrami operator can
be considered as the linearization of the motion by curvature explained in Chapter 6 and
Chapter 7. We will use the Laplace-Beltrami process with the operator given in (8.3)
and characterized by a reduced version of the metric provided in Definition 8.1.

The sub-Riemannian evolution equation for the enhancement is written as:{
∂tu = Lu

u|t=0 = OIp(q),
(8.4)

for all (q, p) ∈M and 0 < t ≤ T , where the operator L is chosen as

L = ∆(gij) or L = ∆0. (8.5)

8.3 Implementation of the algorithm

We present the steps of our algorithm based on (8.4) by starting from the initial image
function I : R2 'M → R at q ∈M .

1. Lift the image I to OIp(q) by using (5.7). Choose this output as the initial value
u|t=0 of the solution to (8.4) at time t = 0.

2. Denote the discrete step in time by ∆t. At the kth iteration (i.e., t = k∆t) compute
the result of the discretized version L̄ (of the operator L) applied on the current
value as L̄u and update the solution and the value of u by using (8.4) as follows:

u(t+ ∆t) = u(t) + ∆tL̄u(t).

3. Repeat step 2 until the final time T = (number of iterations)×∆t is achieved.

4. Apply the inverse Gabor transform given by (8.1) on u(T ).

8.3.1 Discrete Gabor coefficients

We discretize the image function I on a uniform spatial grid as

I[i, j] = I(i∆x, j∆y),

with i, j ∈ {1, 2, . . . , N} (N is the number of samples in spatial dimensions) and ∆x,∆y ∈
R+ denoting the pixel width (In general we use square images as input visual stim-
ulus and we fix ∆x = ∆y = 1 in terms of pixel unit). Furthermore the discretized
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Gabor coefficient (simple cell response) OI(θk,ωl,φm)(q1,i, q2,j) of I[i, j] on uniform orien-
tation, frequency and phase grids with points θk = k∆θ, ωl = l∆ω and φm = m∆s
(k ∈ {1, 2, . . . ,K}, l ∈ {1, 2, . . . , L}, m ∈ {1, 2, . . . ,M} where we denote the number
of samples in orientation dimensions by K, in frequency dimension by L and in phase
dimension by M and the distances between adjacent samples in the orientation dimen-
sion by ∆θ, in the frequency dimensions by ∆ω and in the phase dimension by ∆s) is
denoted by

OI[k,l,m][i, j] = OI(θk,ωl,φm)(q1,i, q2,j),

where q1,i = i∆x and q2,j = j∆y.
In this case the discrete version of the Gabor function given by (5.6) is written as:

Ψ[i,j,k,l,m] [̃i, j̃, ñ] = Ψ(q1,i, q2,j , θk, ωl, φm)(x̃ĩ, ỹj̃ , s̃ñ),

where ĩ, j̃ ∈ {1, 2, . . . , Ñ}, k̃ ∈ {1, 2, . . . , K̃}, ñ ∈ {1, 2, . . . , M̃} and

x̃ĩ = (xĩ − q1,i) cos(θk) + (yĩ − q2,i) sin(θk),

ỹj̃ = −(xj̃ − q1,j) sin(θk) + (xj̃ − q2,j) cos(θk),

s̃ñ = sñ − φm.

Then we fix s̃ñ = 0 (i.e., ñ = 0) in the reduced framework explained in the sequel and
write the discrete Gabor coefficient obtained from the image I[i, j] via the discrete Gabor
transform as:

OI[k,l,m][i, j] =
∑
ĩ,j̃

Ψl
[i,j,k,m] [̃i, j̃, 0] I [̃i, j̃].

The time correspondence in the discrete case is represented by the time index hp where
the time interval is discretized by P ∈ N+ samples and hp represents the time instant
hp = p∆t with ∆t satisfying T = P∆t and p ∈ {1, 2, . . . , P}. In this case the discretized
Gabor coefficient is written as

OI,p[k,l,m][i, j] = O
I,hp
(θk,ωl,φm)(q1,i, q2,j) = u(t+ p∆t).

8.3.2 Reduced equation

We may perform sub-Riemannian diffusion and Laplace-Beltrami procedures in each
frequency and phase subspace separately. In that case we choose c1, c2 > 0 and c3 =
c4 = 0. Hence the evolution equation is applied on surfaces in each frequency and phase
subspace, i.e., on each SE(2)(ω,φ) manifold, which is the submanifold with elements (q, θ)
representing the points (q, θ, ω, φ) ∈M with fixed ω and φ. In this case the metric (gij)
boils down to

(gij) =

(
1 + c1(X1u)2 √

c1c2X1uX2u√
c1c2X2uX1u 1 + c2(X2u)2

)
. (8.6)

We choose c1 and c2 accordingly, regarding the fixed ω values.
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8.3.3 Explicit scheme with finite differences

In this section we provide the discrete scheme related to the numerically approximated
version of the algorithm. We propose an explicit finite difference scheme in order to
iterate the evolution equation (8.4). The reason for choosing explicit scheme is due to
the fact that implicit scheme requires large memory in our 4-dimensional (and if not
reduced 5-dimensional) anisotropic framework.

We obtain the explicit scheme first by writing (8.4) in terms of the horizontal vector
fields X1, X2, X3 and X4 given in (5.3). Then we follow the suggestions made by Unser
[163] and Franken [74], and implement the horizontal vector fields by using central finite
differences which are interpolated by B-splines on a uniform spatial sample grid. Note
that B-spline interpolation is required since not all horizontal vectors are aligned with
the spatial sample grid.

The interpolation is achieved by determining the coefficients b(i, j)

s(x, y) =
∑
z,w∈Z

b(k, l)ρ(x− z, y − w),

in such a way that the spline polynomial s(x, y) with the B-spline basis functions ρ(x−
i, y−j) coincides with the horizontal derivatives of the output OIp at the grid points. For

example, in the case of the first horizontal derivative X1O
I
p, the condition s(i∆x, j∆y) =

X1O
I
[k,l,m][i, j] must hold if we consider a discrete output as explained in Section 8.3.1.

We refer to the explanations of Unser [163] for details. Note that finite difference schemes
are preferable over Gaussian derivatives since they do not suffer from excessive blurring
caused by repetitive use of the derivatives throughout the evolution in our case. Moreover
Gaussian derivatives result in side lobes due to the zero-crossings in the higher order
derivatives.

We fix ∆x = ∆y = 1 and define

ekξ :=(∆x cos(θk),∆y sin(θk)),

ekη :=(−∆x sin(θk),∆y cos(θk)).

See Figure 8.1 for an illustration of those vectors. We write the central finite differences
of the first order horizontal derivatives as

X1O
I,p
[k,l,m][i, j] = X1O

I,hp
(θk,ωl,φm)(q) ≈

1

2∆x
(O

I,hp
(θk,ωl,φm)(q + ekξ )−O

I,hp
(θk,ωl,φm)(q − e

k
ξ )),

X2O
I,p
[k,l,m][i, j] = X2O

I,hp
(θk,ωl,φm)(q) ≈

1

2∆θ
(O

I,hp
(θk+1,ωl,φm)(q)−O

I,hp
(θk−1,ωl,φm)(q)),

X3O
I,p
[k,l,m][i, j] = X3O

I,hp
(θk,ωl,φm)(q) ≈

1

2∆x
(O

I,hp
(θk,ωl,φm)(q + ekη)−O

I,hp
(θk,ωl,φm)(q − e

k
η))

+
ωl

2∆s
(O

I,hp
(θk,ωl,φm+1)(q)−O

I,hp
(θk,ωl,φm−1)(q)),

X4O
I,p
[k,l,m][i, j] = X4O

I,hp
(θk,ωl,φm)(q) ≈

1

2∆ω
(O

I,hp
(θk,ωl+1,φm)(q)−O

I,hp
(θk,ωl−1,φm)(q)),
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and of the second order horizontal derivatives which we use as

X2
1O

I,p
[k,l,m][i, j] = X2

1O
I,hp
(θk,ωl,φm)(q) ≈

1

(∆x)2
(O

I,hp
(θk,ωl,φm)(q + ekξ )− 2O

I,hp
(θk,ωl,φm)(q)

+O
I,hp
(θk,ωl,φm)(q − e

k
ξ )),

X2
2O

I,p
[k,l,m][i, j] = X2

2O
I,hp
(θk,ωl,φm)(q) ≈

1

(∆θ)2
(O

I,hp
(θk+1,ωl,φm)(q)− 2O

I,hp
(θk,ωl,φm)(q)

+O
I,hp
(θk−1,ωl,φm)(q)),

X2
3O

I,p
[k,l,m][i, j] = X2

3O
I,hp
(θk,ωl,φm)(q) ≈

1

(∆x)2
(O

I,hp
(θk,ωl,φm)(q + ekη)− 2O

I,hp
(θk,ωl,φm)(q)

+O
I,hp
(θk,ωl,φm)(q − e

k
η)) +

ω2
l

(∆s)2
(O

I,hp
(θk,ωl,φm+1)(q)− 2O

I,hp
(θk,ωl,φm)(q)

+O
I,hp
(θk,ωl,φm−1)(q)) +

2

4∆s∆x
(O

I,hp
(θk,ωl,φm+1)(q + ekη)

−OI,hp(θk,ωl,φm+1)(q − e
k
η)−O

I,hp
(θk,ωl,φm−1)(q + ekη)

+O
I,hp
(θk,ωl,φm−1)(q − e

k
η)),

X2
4O

I,p
[k,l,m][i, j] = X2

4O
I,hp
(θk,ωl,φm)(q) ≈

1

(∆ω)2
(O

I,hp
(θk,ωl+1,φm)(q)− 2O

I,hp
(θk,ωl,φm)(q)

+O
I,hp
(θk,ωl−1,φm)(q)).

Then the numerical iteration (discretized from step 2 of the algorithm provided in
Section 8.3) with time step ∆t > 0 is written as:

OI,p+1
[k,l,m][i, j] = O

I,hp+1

(θk,ωl,φm)(qi,1, qj,2) = O
I,hp
(θk,ωl,φm)(qi,1, qj,2) + ∆tL̄O

I,hp
(θk,ωl,φm)(qi,1, qj,2),

(8.7)
where L̄ represents the discretized version of either ∆0 or ∆(gij), with coefficients c =
{c1 > 0, c2 > 0, c3 = 0, c4 = 0}, in terms of the central finite differences.

8.4 Stability analysis

The finite difference scheme which we use in our experiments is implemented by using the
recipe provided by Unser et al. [163] and explained by Franken [74]. The implementation
is based on sampling the horizontal left-invariant vector fields {X1, X2} with discrete
θk ∈ S1, ωl ∈ R+, φm ∈ S1 values and then interpolating via B-spline interpolation
of some order (we use 3rd order in our experiments). Finite difference scheme in the
reduced framework is associated to the geometric setting of SE(2) at each frequency and
phase subspace of the space of M.

In this case there are two important points related to the finite difference scheme
stability:

1. Suitable choice of the time step size ∆t for stable evolution processes,
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Figure 8.1: Illustration of the vectors ekξ and ekη at (0, 0) with ∆x = ∆y = 1.

2. Preserving the space homogeneity during the evolution processes.

The stability analysis for the SE(2) case is explained by Franken [74] based on Gersh-
gorin theory. We adapt the technique used by Franken in [74] to our reduced framework
and find the upper limit for the time step ∆t as:

∆t ≤
2
(
sθ
β

)2

4 + 4(1 +
√

2)
(
sθ
β

)2 ,

where sθ = 2π
K is the sampling distance between adjacent orientation samples with

K ∈ N+ denoting the number of the orientation samples and β is the ratio between
orientation and spatial samples. It is either 1/8 or 1/4 in our experiments, yielding
∆t ≤ 0.17 for stable processes in both cases. We refer to [74, Chapter 6] and [41] for
details.

The second point is due to that we sample each dimension by using a different number
of samples. In order to perform sub-Riemannian diffusion by regarding the sample unit
coherency one must choose the parameters c1 c2 (and also c3 and c4 in the non-reduced
case) of the operator ∆0 in such a way that the space homogeneity of M is preserved.

8.5 Experiments

In this section we present our experimental results related to the enhancement via sub-
Riemannian diffusion or Laplace-Beltrami procedure.
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8.5.1 Gabor transform

The delicate point related to the lifting and inversion process is that Gabor functions
Ψ(q,θ,ω,φ)(x, y, s) must be sampled (in orientation θ, frequency ω and phase φ dimensions)
in such a way that they cover all the spectral domain (that is, they fulfill the Plancherel’s
formula [133] given by (4.1)).

We present some results of the Gabor transform-inverse transform procedure asso-
ciated to our setting and the effects of number of samples in the orientation dimension
in Figure 8.2. We use the Gabor filter banks obtained from (5.4) and (5.6) with scale
value of 2 pixels (total filter size is 24 pixels) in order to lift the test images (see Fig-
ure 8.3 for some examples of those Gabor functions). On the top row the artificial
64 × 64 test image (left), the transformed and then inverse transformed image with
frequency samples ω ∈ {0.5, 1, . . . , 2.5, 2.75, . . . , 4.5, 4.625, . . . , 6.5}, orientation samples
θ ∈ {2π

32 ,
4π
32 , . . . ,

62π
32 } and phase samples φ ∈ {0, π8 , . . . ,

15π
8 } (middle left), similarly the

lifted and inverse transformed image but with less number of phase samples φ ∈ {0}
(middle right) or with less number orientation samples θ ∈ {0, 2π

8 , . . . ,
14π
8 } (right) are

given. On the bottom row, the results of the same procedures with the same samples
but with a real test image are given. We observe that the decrease in the number of
orientation samples reduce the quality of the tansformation procedure noticeably.

Figure 8.2: Examples of reconstructed images via transform and inverse transform pro-
cedure with Gabor functions, and the effect of number of orientation samples.
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Figure 8.3: Examples of the Gabor filters used in the lifting procedure of Figure 8.2.
Top: Even parts of Gabor functions with frequencies ω = 2, 3. Bottom: Odd parts of
the same Gabor functions.

8.5.2 Enhancement

The results presented here are obtained via the sub-Riemannian diffusion and Laplace-
Beltrami procedure which are explained in Section 8.3 in terms of (8.2), (8.3) and (8.4).
We use the reduced versions of those algorithms for practical considerations since the
procedures are heavily memory loaded. In the reduced case the procedures will be
applied in each frequency and phase sample separately. More precisely the reduced
version corresponds to the operator L̄ (see (8.7)), which is the discrete version of the
operator L (see also (8.2), (8.3) and (8.5)), where c1, c2 > 0 and c3 = c4 = 0. In
the case of Laplace-Beltrami operator, the corresponding metric to the reduced case is
the reduced metric given by (8.6). Note that the lifting procedure is performed by the
Gabor filters of the type given by (5.4) and (5.6) with scale = 2 pixels (the filter size is
12× scale = 24 pixels) and time step ∆t = 0.1 in the experiments.

In Figure 8.4 we obtain the results by using the enhancement algorithm via both
sub-Riemannian diffusion and Laplace-Beltrami procedures. The procedures are applied
on a 64 × 64 artificially produced gray scale image with white noise. The lifting is
achieved with frequency samples ω ∈ {0.5, 1, . . . , 2, 2.25, . . . , 4.5}, phase samples φ =
{0, π8 , . . . ,

π
2 } and orientation samples θ ∈ {0, 2π

16 ,
4π
16 , . . . ,

30π
16 }. We have image size = 64,

number of orientations = 16. Then β = number of orientations
image size = 0.25. In order to fulfill

physical unit coherency we choose c1 = 1 and c2 = β2 in the sub-Riemnnian Laplacian
∆0 (see (8.2)). The simulations are done with 15 and 30 iterations. We observe that
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the Laplace-Beltrami procedure preserves the boundaries better in comparison to the
sub-Riemannian diffusion due to the fact the metric is updated at every iteration in
accordance with the evolved image.

We continue with Figure 8.5 where we apply our procedures on a real 128 × 128
image taken from Kimmel et. al. [107]. We use the same phase and orientation
samples as in the case of Figure 8.4 while we employ the frequency samples ω ∈
{0.5, 1, . . . , 2, 2.25, . . . , 4.5, 4.625, . . . , 6} for the lifting. The coefficients c1, c2 of the sub-
Riemannian Laplacian are chosen as in the case of Figure 8.4. Then we perform the
enhancement procedures with 30 and 50 iterations. In this case the Laplace-Beltrami
procedure reduces the noise in the interior regions of the objects in the image while it
preserves the boundaries noticeably better than the sub-Riemannian diffusion.

In Figure 8.6 we present the same results of our Laplace-Beltrami procedure shown
in Figure 8.5 and the results obtained by Kimmel et. al.[107] for a comparison. In [107]
they use a multi-scale Laplace-Beltrami procedure with a fixed frequency.

We show in Figure 8.7 the results related to our Laplace-Beltrami procedure applied
on another real image, with dimensions 64 × 64, taken from Kimmel et. al. [107]. We
use the same sampling parameters as in the previous case of Figure 8.5 for the lifting.
We perform our Laplace-Beltrami procedure with 6 and 15 iterations. The results are
presented together with the multi-scale Laplace-Beltrami results obtained by Kimmel
et. al [107] for a comparison.
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Figure 8.4: Top: The original 64 × 64 image (left) and the noisy version (right). Mid-
dle: The results of the sub-Riemannian diffusion. Bottom: The results of the Laplace-
Beltrami procedure.
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Figure 8.5: Top: The initial image taken from [107]. Middle: The results of the sub-
Riemannian diffusion. Bottom: The results of the Laplace-Beltrami procedure.
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Figure 8.6: Top: The initial image taken from [107]. Middle: The results of our Laplace-
Beltrami. Bottom: The results obtained by Kimmel et. al. [107].
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Figure 8.7: Top: The initial image taken from [108]. Middle: The results of our Laplace-
Beltrami. Bottom: The results obtained by Kimmel et. al. [108].
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Part III

Feature map construction via a
Bargmann transform
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Chapter 9

Multi-scale orientation map
construction via a Bargmann
transform in the cortical space

In this chapter we present a new model for the generation of orientation preference
maps in the primary visual cortex (V1), considering both orientation and scale features.
We use the model geometry proposed by Sarti, Citti and Petitot [146] and explained
in Section 4.4. Orientation preference maps are obtained by mapping the orientation
values, found from the lifting of a noise stimulus, onto the 2-dimensional retinal plane.
This corresponds to a Bargmann transform in the reducible representation of the roto-
translation group SE(2) = R2 × S1.

As it is well known the simple cells in the primary visual cortex are organized in struc-
tures called orientation preference maps (see Figure 9.1 for an example of such maps).
This special organization has been studied with geometric instruments starting by the
work of Petitot and Tondut [132]. In that study the orientation maps were obtained
as a superposition of randomly weighted orientation fields corresponding to all possible
orientation angles around the pinwheels (see the geometric explanations of Petitot [130]
related to the pinwheels). A different model, always based only on orientation was intro-
duced by Barbieri et al. [4], [5]. In that article the orientation preference structure was
recovered starting from the observation of that its Fourier transform was concentrated
on an annulus. This model as the previously mentioned one, was based on properties
apparently independent of the other aspects of the cortical models. Additionally to those
studies, the models, in terms of cortical orientation and orientation-frequency selectivity,
which were provided by Bressloff and Cowan [25], [24], and the model proposed for the
cortical spatio-temporal selective behavior by Barbieri et. al. [3] are to be mentioned as
useful references for the reader.

Let us recall that in the case with orientation and scale the base variables are the
spatial components (x, y) ∈ M ' R2 on the retinal plane M and the intrinsic variables
are orientation and scale parameters (θ, σ) ∈ S1 ×R+. Having two intrinsic variables in
hand, we can either fix scale and obtain the orientation map of the simple cells or we
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Figure 9.1: The orientation preference map of a tree shrew V1 (taken from Bosking et.
al. [20, Figure 1]). It was obtained via a vector summation of the data recorded for each
angle by using optical imaging.

can employ a range of scale values and obtain a multi-scale orientation map (and also a
scale preference map). In this way the model integrates several visual features observed
in neurophysiology, psychophysics and neuroimaging experiments and provides a more
precise orientation map.

The main novelty of our approach is that the orientation map description is strongly
related to the functionality of the cortex and simple cell responses in presence of a visual
stimulus. Indeed we start with a random stimulus I on the retinal plane, and obtain
the responses of the cells through a linear filtering of I with translated, rotated and
dilated Gabor functions. Finally, we employ an integration of the output over fiber and
a maximum selection in order to select the prevalent orientation and scale. This amounts
to a lifting. Consequently we propose to obtain orientation maps by employing the lifting
of noise stimulus through the functional structure of the cortex. We will outline that
this corresponds to a Bargmann transform [6] in the reducible representation of the
SE(2) group, which is different than the case in [4] where Barbieri et. al. considered
the irreducible representation. As a result of the use of reducible representation all the
principal morphologies present in the visual cortex are modeled in a compact way in the
neurogeometrical framework. Hence our model is more plausible in neurophysiological
sense.

In the specific model which we propose in this chapter, we have used only the Gabor
filters without any shift in phase. In this case the Gabors can be easily replaced with
derivatives of Gaussians, without loss of generality. However the choice we made based
on Gabors allows us to extend the model to the true distribution of the receptive pro-
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Figure 9.2: Real (or even, top row) and imaginary (or odd, bottom row) parts of the
Gabor filters. The figures on the left hand side correspond to the Gabor filters with no
phase shift while the ones on the right hand side correspond to the phase shifted Gabor
filters with π

4 .

files in V1 (including the asymmetric receptive profiles with shifts in phase), i.e., to a
neurophysiologically coherent generic model of the visual cortex (see Chapter 5 where
we present such a novel generic model which considers the additional features frequency
and phase, as well as orientation). Furthermore above mentioned families of Gaussian
functions account just for symmetric receptive profiles, where the shift in the phase
changing the shape of the profile is not considered. In other words the Gabor functions
are able to model both asymmetric simple cells and even/odd symmetric simple cells
while the functions of the Gaussian derivatives model only the symmetric simple cells
(see Figure 9.2 for some examples of the even/odd Gabor functions with no phase shift
and their phase shifted versions). The reader can find more information about the mod-
els employing alternative choices of receptive profiles in terms of Gaussian derivatives in
the works of Koenderink [109], [110] and Lindeberg [116].

We refer to Section 4.4 for the notation and explanations related to the receptive pro-
files, the group structure with its geometrical properties and the functional connectivity
in the group geometry. We start here directly by giving the explicit procedure of the
construction of the cortical preference map in Section 9.1. Afterwards, in Section 9.2, we
show that the Gabor functions are minimizers of an uncertainty principle associated to
orientation and also scale selectivity. Then we show that the filtering of visual stimulus
with the Gabors can be interpreted as a Bargmann transform in the reducible represen-
tations. Then we provide the relation of the Bargmann transform to the orientation map
construction procedure and we compare it to the above mentioned method of Barbieri
et. al. [4], which uses the Bargmann transform with the Gabor functions in the irre-
ducible representations on the Fourier domain. Finally in Section 9.4, we test the model
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at different scales in order to represent the properties of orientation maps in different
cortical areas where the scales of receptive profiles change. Additionally we compare our
simulation results to the relevant neurophysiological findings in the literature.

9.1 The model of multi-scale orientation maps

In this section we present our model of orientation cortical maps. We propose that the
cortical maps are obtained via a two step procedure: First the simple cells act on a
random stimulus at a point on the retinal plane, and consequently preferred orientation
and scale of the maximally activated simple cell gives the selected orientation and scale.
The selected orientation and scale values at every point produce the cortical map.

Recall that the response given to a stimulus by a simple cell located at (q1, q2) ∈M
and with orientation preference θ, scale preference σ is expressed by

OI(θ,σ)(q1, q2) =

∫
M

I(x, y)Ψ(q1,q2,θ,σ)(x, y) dx dy. (9.1)

See Figure 4.5 for an approximate visualization of such response outputs. For every
retinal point (q1, q2) a particular value of orientation is selected via the integration on
the fiber:

θ̄(q1, q2) =
1

2
arg
( π∫

0

Re
{
OI(θ,σ)(q1, q2)

}
eiθdθ

)
. (9.2)

We considered here only the real part of the output but alternative choices are possible,
for example the energy or the imaginary part of the output (see Section 4.4.4 for more
details). Furthermore the coefficient 1/2 is due to the fact that a walk along an arc
of angle θ around the pinwheel center corresponds to a change of orientation angle
preferences of the simple cells by θ/2 (we refer to the explanations of Petitot [131,
Chapter 2, p.88] for details). Finally (9.2) describes a vector summation where each
vector of a single orientation is weighted by the corresponding response of the simple
cell. It coincides with the method which Bosking et. al. [20] used where they obtain
the orientation map of the tree shrew by performing a vector summation of the activity
pattern measurements from the tree shrew V1.

Lindeberg, in [115], describes a scale selection technique in terms of the Gaussian
derivatives normalized by scale. It finds extrema over the scales corresponding to normal-
ized receptive field responses by scale. A similar approach in our particular framework
associated to the Gabor functions is considered and the scale selectivity is provided by
the maximum of the output at the point (q1, q2) over the scale on the fiber at the selected
value of θ̄:

σ̄(q1, q2) = argmax
σ∈R+

(
Re
{
OI(θ̄,σ)(q1, q2)

})
. (9.3)

Let us note that the maximum selectivity (9.3) for selecting the scale value is similar
to the method which Sarti et. al. used in [146] (see (4.11) for a description of the
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Figure 9.3: A white noise image is filtered by the Gabor filters with different scales. The
Integration over fiber and the maximum selectivity among the integrated fiber values
are applied on the real part of the filtering result. The orientation preference map is
obtained by assigning a certain color to each orientation value.

method). However here we use the integration over fiber (9.2) in order to find the
orientation preference at the point (q1, q2) ∈M and it allows us to achieve a more robust
orientation selectivity. We assume that generically there is a unique maximum, so the
orders in which we select θ̄ and σ̄ are equivalent. Note that the procedure described
by (9.2) and (9.3) is done for every fixed point (q1, q2) on the retinal plane and the
selected orientations θ̄(q1, q2) and scales σ̄(q1, q2) are represented at the corresponding
fiber locations (q1, q2) ∈ M in terms of certain color maps. In this way we obtain the
multi-scale orientation map θ̄(x, y) which is represented in Figure 9.8 with the same type
of color map as in the classical case of Bosking et. al. [20] shown in Figure 9.1. The
overall procedure for obtaining the cortical maps is schematized in Figure 9.3.

This procedure corresponds to the lifting of a general stimulus I(x, y) provided by
the simple cell circuitry. We explicitly note here that cortical orientation maps will be
obtained by using the lifting of a random stimulus. This choice is motivated by the
experimental observation of that the cortical maps arise in the early post natal period in
the absence of any visual experience, only in the presence of an intrinsic random basal
activation (see the studies of Tanaka et. al. [155], Bednar and Miikkulainen [10], Jegelka
et. al. [97]). A refinement of the orientation maps is performed subsequently by the
activation patterns based on random waves (see the results provided by Stellwagen and
Shatz [152], Cang et. al. [28]).

We note that convolution with a Gabor filter will provide a smooth function. In-
deed the Gabor is simply a Gaussian function multiplied by a complex exponential. The
resulting function will then be a smooth function depending on the variance of the Gaus-
sian, which is the scale. Finally the orientation selection will provide smooth functions,
with values in S1. It is well known that even harmonic functions with values in S1

develop vortices, which will be the models for the pinwheels.
It is natural to build the feature cortical maps by means of the Gabor functions,

since they are strictly related to the whole functional geometry of the cortex. In fact
we will see that they arise as minimizers of the uncertainty principle in the geometrical
setting here.
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9.2 Orientation map as a cortical Bargmann transform

9.2.1 Gabors as minimizers of the uncertainty principle

Let us recall from Section 5.8 that the Gabor functions were the minimizers (coherent
states) of an uncertainty principle in non-commutative framework.

Analogously, in the present setting here as well, the Gabors are the coherent states
of the associated uncertainty principle. Consider A(q1,q2,θ,σ), which is defined in (4.6).

Accordingly the differential of A−1
(q1,q2,θ,σ) sends the vector fields

X1 =eσ(cos(θ)∂x + sin(θ)∂y),

X2 =∂θ,

acting in the 4-dimensional manifold of variables (x, y, θ, σ) to new vector fields Y1 and
Y2 defined on the retinal plane as:

(dA−1)(X1) =∂x̃ = Y1,

(dA−1)(X2) =ỹ∂x̃ − x̃∂ỹ = Y2,
(9.4)

where x̃ and ỹ are the local coordinate variables on M as described in (4.6).
Precisely the Gabor functions of the type Ψ(q1,q2,θ,σ) given by (4.7) satisfy

Y1Ψ(q1,q2,θ,σ)(x, y) = −2x̃Ψ0(x̃, ỹ),

Y2Ψ(q1,q2,θ,σ)(x, y) = −i2x̃Ψ0(x̃, ỹ),

which fulfill the coherent state (minimizer) condition

Y1Ψ(q1,q2,θ,σ)(x, y) = iλY2Ψ(q1,q2,θ,σ)(x, y), (9.5)

with λ = −1.

9.2.2 Interpretation of the cortical maps as a Bargmann transform of
a random stimulus

Let us recall that the operator associated to coherent states is called the Bargmann
transform:

(BSE(2)I)(q1, q2, θ, σ) :=〈Ψ(q1,q2,θ,σ), I〉L2(R2)

=

∫
R2

Ψ(q1,q2,θ,σ)(x̃, ỹ)I(x̃, ỹ)dx̃ dỹ.

In particular, the response of the simple cells, being defined by (9.1) as the convolu-
tion with a Gabor coherent state, can be interpreted as the Bargmann transform in the
functional architecture:

OI(θ,σ)(q1, q2) = (BSE(2)I)(q1, q2, θ, σ).
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As a consequence, the orientation maps are associated to the Bargmann transform of a
random stimulus.

9.3 Comparison with previous models of the cortical maps

9.3.1 Superposition of random waves

One of the first models for the construction of the orientation preference maps was
proposed by Petitot in [130] where the map was obtained through the superposition of
randomly weighted complex sinusoids

N∑
k=1

cke
i2π
(
x cos(2πk/N)+y sin(2πk/N)

)
,

with N denoting the number of frequency samples and where the coefficients ck ∈ [0, 1]
are the white noise.

In this way the functional role of a receptive profile is disregarded since the orienta-
tion map is constructed via direct superimposition of the waves with randomly generated
magnitudes, avoiding that the receptive profile naturally processes the stimulus by lifting
it to the cortical space of corresponding intrinsic variables. Moreover in this procedure
the complex sinusoid functions are not localized while it is known from several neu-
rophysiological experiments that the orientation selectivity is performed locally by the
simple cells (see for example the work of Field and Tolhurst [65]).

9.3.2 The Bargmann transform of the irreducible representations

In the model proposed by Barbieri et. al. in [5], the orientation map was built by
starting from the coherent states in the irreducible representation.

Definition 9.1. The representation of a group G is a map Φ : G→ A(V ), from the group
G to the space of automorphisms A of a vector space V , such that Φ is compatible with
the group law. The representation will be denoted by (Φ, V ), and it is called irreducible
if it has no proper group subrepresentation (Φ,W ), where W is a subspace of V .

Taking the Fourier transform of the vector fields Y1 and Y2 defined in (9.4), we obtain:

F(Y1f) = iz1f̂ , F(Y2f) = (z2∂z1 − z1∂z2)f̂ .

It is possible to write those vector fields also in terms of polar coordinates which are
given by (z1, z2) = (Ω cos(ϕ),Ω sin(ϕ)) with Ω ∈ R+ and ϕ ∈ S1. In this case the fields
become

Ŷ1f̂ = iΩ cos(ϕ)f̂ , Ŷ2f̂ = ∂ϕf̂ .

The vector fields Ŷ1 and Ŷ2 do not contain any radial derivative and only depend on
the angular direction in the Fourier space. Therefore they act independently on each
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circle of an arbitrary radius Ω. Then it is possible to restrict the action of these vector
fields to any circle with radius Ω on the Fourier space separately (see the explanations
of Sugiura [153] for details). This is the reason why the vector fields Y1 and Y2 on the
whole space (in the Fourier domain as well) are called reducible, while Ŷ1 and Ŷ2 which
cannot be further reduced (once Ω is fixed) are called irreducible.

If we write the coherent state condition (9.5) on the Fourier domain in terms of Ŷ1

and Ŷ2,
Ŷ1f̂ = iλŶ2f̂ ,

we find the coherent states

Ψ̂Ω
(q1,q2,θ,σ)(ϕ) = Ψ̂(q1,q2,θ,σ)(Ω cos(ϕ),Ω sin(ϕ)),

where Ψ̂(q1,q2,θ,σ) is the Fourier transform of the Gabor filters, while Ψ̂Ω
(q1,q2,θ,σ) is a

function of the angular variable, which is defined on the circle of radius Ω.
In [4] and [5] Barbieri et. al. use the family of the coherent states

Ψ̂Ω
(q1,q2,θ)

,

obtained for a fixed value of σ, and for a single value of Ω.
In perfect analogy with equation (9.1) the Bargmann transform in these variables is

expressed as the operator with kernel Ψ̂Ω
(q1,q2,θ)

as:

BΩg(x, y, θ) :=〈Ψ̂Ω
(q1,q2,θ)

, g〉L2(S1)

=

2π∫
0

Ψ̂Ω
(q1,q2,θ)

(ϕ)g(ϕ)dϕ.

In [4] and [5], this transform is applied to a white noise g defined on the annulus (on
the Fourier domain). For every point (x, y) an orientation is selected by means of an
integration analogous to the one expressed in (9.2):

θ̄Ω(x, y) =
1

2
arg
( π∫

0

{
BΩg(x, y, θ)

}
eiθdθ

)
. (9.6)

This integration gives an orientation preference at a single point (x, y) which depends
on the fixed value of Ω and the orientation preference maps (with no scale parameters)
are obtained by applying (9.6) at every point (x, y).

Although both our model and the model proposed in [4] and [5] make use of the idea
of a Bargmann transform they differ on three points.

Firstly our method employs the coherent states corresponding to the reducible rep-
resentations while the other technique uses the states restricted to the irreducible rep-
resentations in the Fourier domain.

Secondly we start from a noise generated on the real domain and apply the Bargmann
transform, while the other method introduces the noise in the Fourier domain on the
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irreducible representations, and apply the Bargmann transform in the Fourier space. The
choice made in the present study here is physiologically more plausible since the cortical
maps can be formed up to a certain level in the early post natal period in the presence
of a random basal activation (see [10] and [97]) before the exposure of the retina to any
external stimulus. The present model has the potential to provide a reasoning and an
explanation of how the formation of the cortical maps occurs at the neurophysiological
level.

The third main difference is that the present model can also consider the scale selec-
tivity while in the other model the scale is fixed. More generally it is possible to extend
the present model in order to include other visual features by using generalized Gabor
functions.

9.4 Experiments

We consider a stimulus I(x, y) of 128× 128 pixels with random values generated from a
uniform distribution over [−1, 1] at each pixel.

We obtain the total set of simple cell responses via the linear filtering of the test image
I with a rotated and translated Gabor filter bank as described in (9.1) with different
scale values σ. Then we represent the selected orientation θ̄(x, y) and σ̄(x, y), via (9.2)
and (9.3), at every point (x, y) on the 128× 128 image plane.

Previously in the literature it was reported from the physiological experiments of
Bosking [20] (see Figure 9.1) that the orientation preference map had certain charac-
teristics (see the explanations of Bressloff and Cowan [23], and Petitot [130, p.87], [36,
p.27]). To begin with, the orientation preferences on the map are distributed almost
continuously across the cortex and the pinwheel architecture is crystalline-like. In other
words there is a regular lattice of the pinwheels on the orientation preference map with
a certain spatial periodicity. Furthermore the orientation map contains three types of
points as described by Petitot [130, p.87], namely : a) Regular points around which
the orientation iso-lines are parallel (the zones with the regular points are called lin-
ear zones), b) Singular points which are located at the center of the pinwheels (Those
singularities might have positive or negative chirality. That is, when we turn around
a pinwheel in the clockwise direction, the orientations turn in the clockwise direction -
positive chirality - or in the counter clockwise direction - negative chirality. The pin-
wheels represent opposite chiralities when they are adjacent to each other), c) Saddle
points at the center of regions where iso-orientation lines bifurcate (the case where two
iso-orientation lines start from the same pinwheel and arrive at the opposite pinwheels).

We will see that in the present study, we are able to produce all the three kinds of
points. In the first experiment we consider different fixed scales and apply (9.1) and (9.2)
to obtain the orientation maps: Results are shown in Figure 9.4, where the orientation
maps are visualized and the three kinds of points are highlighted.

Figure 9.5 shows the cross correlation between the simulated cortical maps where
several peaks are shown to verify the crystalline-like periodic structure of the map.
Notice that the periodicity of the peaks is dependent on the scale of the Gabor filters
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Figure 9.4: The orientation preference maps obtained through our model with two dif-
ferent scale values σ. Some examples of adjacent pinwheels with opposite chiralities
(points A), saddle points (points B) and linear zones (points C) represented by a single
color. The white lines represent the orientation correspondence at each point.

employed for the construction of the map.
Note that also the size of the pinwheel structure is strictly correlated to the scale of

the Gabor filters, as shown in Figure 9.6.
As one passes through the V1-V2-V3 areas of the cortex the sizes of the simple cells

increase and the lattice of the orientation map extends while the pinwheels are preserved,
as visualized on the top of Figure 9.7 (see also the experimental results of Kennedy et.
al. [106] and Levitt et. al. [114], which show the size differences between the simple
cells in V1 and in V2 of baboons). Our simulations are able to reproduce the same type
of orientation maps, which preserve the pinwheels through different cortex layers, by
simply changing the scale of the Gabor filter bank as shown on the bottom of Figure
9.7.

In the next series of experiments we will compute the orientation maps by selecting
at every point the preferred orientation and scale based on the three equations (9.1),
(9.2) and (9.3). This case is the closer one to the physiological situation of a normal
visual cortex, where cells with different orientations and sizes are present. In Figure 9.8
the relevant simulation result of the model is visualized, showing the orientation map
rendering both the orientation selectivity and the scale selectivity.

In the final experiment, whose result is given in Figure 9.9, we used the same pro-
cedure as in the case of Figure 9.8 but using three different sets of scales which mimick
the scale ranges of V1, V2, V3 and we obtained a result similar to Figure 9.7. This
procedure is closer to the real receptive field composition of the primary visual cortex.
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Figure 9.5: The results obtained by the Gabors with scale values σ = 16 (left column) and
σ = 24 (right column). Top row: Orientation preference maps. Second row: Orientation
preference map cross correlations. The average of the vertical and horizontal axes of
ellipses (orange) representing the second peak values around the first peak corresponding
to the exact match (due to no shift) indicates the spatially periodic configuration of the
pinwheel grid structure of the orientation preference maps. Third row: Cross correlation
values with respect to the shifts in x direction along the orange dashed arrow in the
second row. Bottom: Cross correlation values with respect to the shifts in y direction
along the green dashed arrow in the second row. Finally the spatial shift corresponding
to the second peaks for σ = 16 is found as 44 pixels while for σ = 24 it is 52 pixels
approximately.
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Figure 9.6: The orientation maps obtained by the Gabors of scales σ = 4 (top left),
σ = 8 (top right), σ = 12 (middle left), σ = 16 (middle right), σ = 20 (bottom left),
σ = 24 (bottom right) in pixels.
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Figure 9.7: Top: The original neurophysiological results taken from [131, Figure 37].
Bottom: The simulation results obtained via our model.
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Figure 9.8: Left: The orientation preference map obtained through our model using the
procedure based on (9.1), (9.2) and (9.3) with the scale set {4, 4.5, 5, . . . 32} used for the
maximum scale selection. Right: The corresponding scale map where each color indicates
a certain scale value found by (9.3) and the black curves represent the iso-orientation
lines.

Figure 9.9: The multi-scale orientation preference maps obtained through our model
using the procedure based on (9.1), (9.2), (9.3) and with scale sets {4, 4.5, 5, . . . 8} for
V1, {4, 4.5, 5, . . . 16} for V2 and {4, 4.5, 5, . . . 32} for V3.
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Chapter 10

Orientation-frequency maps
through a Bargmann transform in
the cortical space

Orientation preference maps have been a focused subject since the well known experi-
ments of Hubel and Wiesel [86]. The characteristics of orientation preference maps of
the simple cells in the visual cortex have been studied extensively. It is now agreed
that orientation (OR) map is a spatially periodic map and OR preferences on the map
vary smoothly. This continuity of the map is interrupted by certain singularities which
are the pinwheels (see Section 2.4.3 for a description of pinwheels). On the other hand
the existence and the organization characteristics of other functional maps are not very
clear.

Selectivity to spatial frequency (SF) is realized as the level of the sensitivity of a
simple cell to the details in a given visual stimulus at a fixed scale. Large frequency
selectivity distinguishes the fine details in the stimulus while small frequency selectivity
captures the coarse structures. Recently the functional organization of spatial frequency
preferences and the interrelations between OR and SF preference maps of the simple
cells in the visual cortex have been topics of interest in the neurophysiology community.

Considerable amount of studies suggests that SF map is organized in a continuous
manner in several mammals such as cat [96], [151], [164], [156], [134], and monkey [127].
Pioneering studies [149], [96], [95] related to OR and SF preference maps propose a
certain configuration based on neurohpysiological evidence. A common conclusion of
those studies is that the organization of a SF map is constrained to OR map in such
a way that those two maps together satisfy the uniform coverage hypothesis, which
requires that all combinations of the visual properties are represented uniformly in the
visual cortex (see Swindale et. al. [154] for more information about the hypothesis).
More specifically Yu et. al. [173] and Nauhaus et. al. [127] reported an orthogonal
composition of iso-OR and iso-SF lines (level sets showing the same preferred OR angles
on the orientation map and the same preferred SF values on the spatial frequency map,
respectively). Furthermore Shoham et. al. [149], Hübener et. al. [90], Issa et. al.
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[96], [95] provided the results showing that pinwheel centers (PCs) were located at the
extrema of SF maps. Those findings support the uniform coverage hypothesis.

However those observations are not obvious across a variety of species. Strong or-
thogonality of iso-lines was found in monkey (see Nauhaus et. al.[127]) while a weak
tendency for such orthogonal relation between iso-lines was observed in ferret (see the
results of Yu et. al. [173]). It is still a topic of discussion in cats. Moreover recent stud-
ies argue that those findings supporting the uniform coverage hypothesis might have
been due to high-pass filtering procedures resulting in that the extreme SF values are
over-represented at orientation PCs (see the explanations of Ribot et. al. [134], [135]).

In fact Ribot et. al. [135] take the advantage of recent imaging techniques and
discuss the question of SF map representation by considering the doubts on the uniform
coverage hypothesis at the level of OR and SF maps. They use high-resolution intrinsic
optical imaging (see Kalatsky and Stryker [102] for more information about the method
of recording data through this imaging technique) in cat visual cortex area 17 and area
18 (i.e., A17 and A18) in order to map the SF preference patterns near orientation
map PCs. They find the results showing that PCs are located rather at the points
around SF extrema, where SF gradients are noticeably sharp, than at exact SF extrema
and the iso-orientation lines are non-orthogonal to iso-frequency lines (see the results
presented by Ribot et. al. [134], [135]). They deduce from those observations that
the uniform coverage might not be the true case and it might be rather that OR and
SF preference maps together induce a different configuration than previously suggested
orthogonal organization of OR and SF maps. They call this new configuration pinwheel-
dipole architecture due to the fact that the iso-frequency regions around PCs resemble
electric dipoles (see Figure 10.1 and Figure 10.3 for some examples of experimentally
observed and idealized dipoles).

They first obtain the SF preference values of the simple cells at each point on the
retinotopic plane by applying a curve fitting with a function of difference of Gaussians
(DOG) on the SF response curves of the simple cells activated by grating stimuli having
different spatial frequencies. Once they obtain the SF preference values they use the
following procedure: They first show that the SF representation around majority of
pinwheel locations includes a wide range of SF values with also semi-global minima and
maxima found over a frequency interval. Then, in order to provide a more accurate
characterization of SF representation, they check if a mathematically defined dipole
model fits accurately with SF map around the detected pinwheel locations. Finally
they show that the dipole model fits accurately to SF map near the majority of PCs.
They deduce from those results that it might as well be the case of that instead of only
extrema of SFs, a large range of SFs are represented around PCs, contradicting the
uniform coverage hypothesis.

The purpose in our present study here is to reproduce the neurophysiological results
proposing the new paradigm based on pinwheel-dipole configuration of OR and SF maps
and compare them statistically to the real experimental results presented by Ribot et. al.
[135]. In order to achieve it we use our extended model framework explained in Chapter
5 in combination with an analogous orientation-frequency selection procedure to the one
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employed in the model of multi-scale orientation preference map construction explained
in Chapter 9, which uses the integration over fiber and maximum scale selection mech-
anisms. We note two main differences in that analogy: Firstly, we use the extended
framework based on intrinsic variables orientation and frequency (see Chapter 5) while
the multi-scale model uses the framework of Sarti-Citti-Petitot [146] (see Section 4.4 for
details), which employs the intrinsic variables orientation and scale. Secondly, the max-
imum selection mechanism finds the frequency value instead of the scale, corresponding
to the simple cell giving the highest response among all cells responding to a stimulus
at a certain point q ∈M on the retinal (or retinotopic) plane M . The representations of
selected orientation and frequency values at every point on the retina give OR and SF
preference maps, respectively.

Once we construct the OR map and the associated SF map we follow exactly the
two step procedure explained by Ribot et. al. [135], which detects pinwheels in OR map
and identifies the singularities (potentially dipoles) in the corresponding SF map around
the detected pinwheels at the first step; selects the dipoles according to a mathematical
dipole model among those detected singularities at the second step. This whole pro-
cedure provides some statistical data which confirms existence of colocalized pinwheel-
dipole structures and supports the proposed pinwheel-dipole configuration in the real
neurophysiological case of Ribot et.al. [135]. We compare our results produced by our
model and obtain the relevant statistics which we compare to the results reported by
Ribot et. al. in [134] and [135].

The particularity of our model is based on two points: Firstly it uses a natural
procedure at the neural level since the cell responses are obtained via a filtering of a spe-
cific visual stimulus with Gabor functions representing the receptive profile of OR-SF
selective simple cells without any pre-, post- or intermediate processing of the stimu-
lus/response values of the cells. Secondly, the choice of the specific stimulus is a random
noise. This choice is neurophysiologically motivated by the same reasoning as in the case
of multi-scale orientation map model (see Section 9.1 for more information).

We refer to Chapter 5 for the details of the related geometrical framework to our
model and here we start with Section 10.1, where we give the descriptions of pinwheels
and dipoles. Then in Section 10.2 we summarize the procedure which Ribot et. al.
[135] employs in order to obtain spatial frequency maps. In Section 10.3 we present our
model which constructs orientation and spatial frequency maps. Finally in Section 10.4
and Section 10.5 we provide the simulation framework that we use and the statistical
comparison of our simulation results to the neurophysiological results of Ribot et. al.
[135].

We explicitly note that this study has been conducted in collaboration with Jérôme
Ribot and Jonathan Touboul from Mathematical Neuroscience Team, Collège de France,
Paris.
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10.1 Pinwheel and dipole structures

Pinwheel and dipoles are identified by their several characteristics as explained in the
literature (see the descriptions of Petitot [131] for pinwheels, Romagnoni et. al. [137]
and Ribot et. al. [135] for dipoles), although their structural properties are still not
completely known.

Recall that pinwheels (or pinwheel centers) are the singular points in the continu-
ous orientation maps around which one finds the simple cells selective to all possible
orientation angles (see the top row of Figure 10.1 for some pinwheels highlighted in
an experimentally obtained OR map). They are the representations of the orientation
hypercolumns on the 2-dimensional retinotopic plane (see also Section 2.4.3).

Figure 10.1: Figures taken from Ribot et. al. [135]. Top: Two pinwheels detected in
an OR map. Bottom: Two dipoles corresponding to the pinwheel locations 1 and 2 and
shown in the associated SF map. The black areas in the red circles represent unreliable
data regions and they are discarded. The black circles represent the hypercolumns
containing the regions with all possible SF values around dipoles.

Dipoles are the counter-parts of the pinwheels in SF maps (see the bottom row of
Figure 10.1 for some dipoles observed in an experimentally obtained SF map). A dipole
is a singularity in SF map and it is located in a circular region centered at a PC. Two
important characteristics of a dipole are noted: Firstly, a dipole is located nearby the
corresponding PC location in SF map and around this PC location sharp transition of SF
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preferences are observed. Secondly, in a certain circular region around the dipole a wide
range (including semi-global minima and maxima) of all possible SF values are found.
As a result of those two properties we observe that iso-orientation and iso-frequency lines
tend to intersect each other with non-orthogonal angles around those pinwheel-dipole
locations (see Figure 10.2).

Figure 10.2: Figures adapted from Ribot et. al. [134] (left column) and Hübener et.
al. [90] (right column). Examples of non-orthogonal and orthogonal configurations of
iso-frequency and iso-orientation lines are shown. Left top: Spatial frequency map of
a cat obtained by high resolution optical imaging. Left bottom: Iso-orientation lines
(red) and iso-frequency lines (blue) in the region highlighted by white rectangle in the
SF map. In the vicinity of singularities (e.g., points A and B) those iso-lines are not
orthogonal. Right top: The SF map of a cat. Right bottom: Iso-orientation lines and
SF domains obtained from the SF map. Here the low SF domains are highlighted (grey
regions). Iso-orientation lines tend to intersect the borders of the iso-frequency domains
with orthogonal angles (e.g., points 1 and 2).

In [136], Romagnoni et. al. provide the topological identification of pinwheel-dipole
structure via the notions of exhaustivity and parsimonity. In order to describe those
notions they first consider a small region O, which is interpreted as an open disk on the
retinotopic plane. Then they define the OR map as the continuous function θ̄ : O → S1.
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Analogously they define the SF map ω̄ as a continuous function ω̄ : O → Q where
Q = [ωmin, ωmax] is an interval (with 0 < ωmin < ωmax <∞) representing all the possible
SF values to which the simple cells are selective. Then they define topological redundancy
as the maximum number of connected components of the iso-lines in the map. As an
example one can consider the idealized pinwheel and dipole topologies given in Figure
10.3. In the example of the pinwheel topology we see that every iso-OR line connects
the pinwheel center to the boundary (e.g., P1 and P2). On the other hand we see two
types of iso-SF lines in the dipole topology: One of them has two components (e.g., D1

1

and D2
1) and each one of them connects the singularity point (possibly dipole) to the

boundary. The other type (e.g., D2) connects the singularity directly to itself. In those
cases the redundancy in the pinwheel topology is 1 while in the dipole topology it is 2.
They call θ̄ and ω̄ exhaustive if S1 ⊂ R(θ̄) and Q ⊂ R(ω̄), respectively. They name a
map which has the minimum redundancy possible as parsimonious map. In this case
the OR map of the pinwheel topology given in Figure 10.3 is parsimonious since it has
redundancy 1.

Figure 10.3: Adapted from [137]. Idealized pinwheel (left) and dipole (right) topologies
highlighting different redundancies.

They finally show that those pinwheel and dipole topologies are the unique topolo-
gies which are exhaustive and posses the redundancy values 1 and 2, respectively. Their
conclusion is that if OR and SF maps satisfy the aforementioned exhaustivity condition
with the associated redundancy values, then one necessarily finds pinwheel-dipole struc-
tures around PCs. We refer to [137, Theorem 1] where Romagnoni et. al. formalize and
prove this result.

10.2 Experimental orientation and frequency maps

In this section we explain the procedure which Ribot et. al. employ in [135] to obtain OR
and SF maps by using the data collected from the cat visual cortex A17 and A18. Those
maps will be the neurophysiological reference for our simulation results for a comparison.

In the first step the intrinsic signals of A17 and A18 in the presence of a visual stimuli
displayed on a CRT (cathode ray tube) monitor are recorded with recent high-resolution
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optical imaging techniques. The OR maps are obtained via computing the phase of the
Fourier transform of the temporal signal at each point corresponding to A17 and A18,
as explained by Kalatsky and Stryker [102]. In order to obtain SF maps Ribot et. al.
[135] perform a curve fitting on the simple cell SF response curves. The empirical model
which they use for the curve fitting is the difference of Gaussians given by:

DOG(SF istim(q)) = A1 e

SF2
stim(q)

2σ21 −A2 e

SF2
stim(q)

2σ22 ,

where SF istim(q) is the SF of the stimulus activating the point q ∈M on the retinotopic
plane M , A1, A2 ∈ R+ are the magnitudes of the Gaussians and σ1, σ2 ∈ R+ are the
scale values of the Gaussians. The whole interval of SF values is sampled suitably by SF
samples SF istim with i ∈ {1, 2, . . . , N} where N is the number of the samples.

Optimum parameter set {A1, A2, σ1, σ2} is determined at each retinotopic position q
separately as the parameters minimizing

( N∑
i

(S(SF istim)−DOG(SF istim))2

N∑
i

(S(SF istim)2 + DOG(SF istim)2)

)
, (10.1)

where S(SF istim(q)) ∈ R denotes the intrinsic signal value of the stimulation (with fre-
quency SF istim(q)) measured at the point q on the retinotopic plane.

They obtain the SF preference of the simple cells at q as the SF value corresponding
to the peak of the DOG tuning curve with optimized parameters through (10.1). Finally
they repeat the same procedure at every point q on the retinotopic plane M and represent
the preferred SF values on M via a proper color map (see Figure 10.9 for examples of
fitted functions of DOG and the raw response curves).

10.3 The model of orientation and frequency maps

In this section we will present our geometric model which constructs the OR and SF
maps.

The receptive profiles of the extended model framework are provided by (5.2). In
OR and SF map constructions we do not consider the phase behavior of the simple cells
since there is no activity propagation in map construction. In this case the receptive
profile with frequency ω ∈ R+, centered at (q1, q2) on the retinotopic plane M ' R2 and
rotated by θ ∈ S1 is given by (5.2).

The response of a simple cell at q ∈ M , sensitive to θ and with frequency ω given
to a generic stimulus I : M → R is obtained through the classical formula provided in
(5.7).

The receptive profiles given by (5.2) are coherent states since they satisfy the coherent
state condition given by (5.12). As in the case of the model constructing the multi-
scale orientation maps (see Section 9.3.2) we can write the convolution (5.7) giving the
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simple cell responses as the Bargmann transform for each frequency ω and every point
q = (q1, q2) on the retinal plane M :

OI(θ,ω)(q) = (BSE(2)I)(q, θ, ω) = 〈Ψ(q,θ,ω,φ), I〉L2(R2),

where we fix phase φ = 0.
Note that the coherent states correspond to the reducible representations of the

Bargmann transform since the outputs OI(θ,ω) are obtained for all possible frequency
values to which the simple cells are selective. The representations corresponding to
Bargmann transforms with several frequency values are not restricted to irreducible
domain (i.e., annulus in the Fourier domain), similarly to the case of the coherent states
with several scale values. We refer to Section 9.3.2 for more details.

We use the integration over fiber mechanism given by

θ̄(q1, q2) =
1

2
arg
( π∫

0

Re
{
OI(θ,ω)(q1, q2)

}
eiθdθ

)
, (10.2)

in combination with the maximum selection for frequency

ω̄(q1, q2) = argmax
ω∈R+

(
Re
{
OI(θ̄,ω)(q1, q2)

})
, (10.3)

in order to find the preferred orientation θ̄(q) and spatial frequency ω̄(q) of the simple
cells at the point q, respectively. We assume that there is a unique maximum generically
so different orders of the application of those two mechanisms give equivalent results.

In order to obtain OR and SF preferences of the simple cells we perform the three
step procedure based on (5.7), (10.2) and (10.3) at every point q on the retinotopic plane
M . Finally we represent θ̄(q) and ω̄(q) at every point q on the 2-dimensional retinotopic
plane in terms of certain color maps (see Figure 10.4 for some examples of OR and SF
maps obtained via the procedure with (5.7), (10.2) and (10.3)).

Finally we remark that although Gabor functions are different from DOG they ex-
tract the frequency information similarly. The Gabors directly finds the preferred SF
by finding the SF value for which one of the Gabors in the set of Gabors corresponding
to all possible preferred SF values gives the maximum response. In other words, SF
values of stimulus are encoded directly by Gabors with different frequencies. In the case
of DOG the parameters σ1 and σ2 play the analogous role of the frequency of Gabor
functions. Those two parameters σ1 and σ2 are optimized in such a way that they pro-
vide the SF response curve whose peak coincides with the peak response of the simple
cell SF response curve. An important point is that the use of DOG requires a priori
the intrinsic signal measurements for the SF response curve fitting procedure which is
not possible in the case of the model. Therefore we consider Gabor functions as the
mathematical interpretation of simple cell receptive profiles and they provide directly
the results starting from raw visual stimulus in a natural way.
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10.4 Model simulations

In our simulation framework visual stimulus I is a 128× 128 image which has a random
value generated from a uniform distribution over the interval [−1, 1] independently at
each one of its pixels. We obtain the output O(θ̄,ω̄) by using (5.7) with 32 orientation

samples θ ∈ {0, π32 , . . . ,
31π
32 } and logarithmically sampled 50 frequency samples in the

interval [ 2π
100 ,

2π
10 ]. Preferred orientation and frequency values at each point on the retino-

topic plane are found via (10.2) and (10.3), respectively, as described in Section 10.3.
Then OR and SF maps are represented in terms of certain color maps (see Figure 10.4
showing examples of OR and SF maps).

Figure 10.4: Orientation (left column) and frequency (right column) maps. Preferred
values θ̄ and ω̄ are selected among all sampled outputs O(θi,ωj=

2π
λj

)(q) with θi = π
N (i−1),

λj = 101+(j−1) 1
M , i ∈ {1, 2, . . . , N}, j ∈ {1, 2, . . . ,M}, N = 128 and M = 100 at every

point q ∈ M through (10.2), (10.3). Each color represents the orientation or frequency
preference at the corresponding position on M . Top left: Orientation map obtained via
Gabors with scale value of 8 pixels. Top right: Spatial frequency map corresponding
to the orientation map. Bottom left: The same orientation map now with highlighted
pinwheel centers. The red circles represent the regions of interests around the pinwheel
centers. Bottom right: The same spatial frequency map with highlighted singularity
(potentially dipole) locations.
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Figure 10.5: Examples of dipoles (bottom) highlighted from the same SF preference map
as given in Figure 10.4.

In order to compute the OR and SF map periodicities we employ the same technique
which is used by Ribot et. al. in [134] and [135]. We compute the 2D spatial autocor-
relation of the SF map. The average distance between the first and second peak rings
gives us the half spatial periodicity of the SF singularities. In Figure 10.6 one can see the
procedure steps and the computation of the average periodicity of SF singularities in the
case of simulations. See also Figure 10.7 where some figures related to the singularity
period computations in the experimental framework of Ribot et. al. [134], [135] are
presented.

The periodicity is quantitatively important since it determines up to which level SF
singularities (and/or pinwheels) residing in the vicinity of each other can be accepted
as valid candidates for the performed analysis since the singularities very close to each
other could bring problems due to their mutual interactions.

It is reported in [135] and [137] that SF map singularities are colocated with PCs.
Furthermore, the SF response pattern of the simple cells in the cat primary visual
cortex shows a sharp selectivity near those SF singularities. It is predicted within those
aforementioned studies that the visual cortex tends to optimize a balanced detection of
different visual properties and this could lead to a new functional architecture of cortical
maps.

Indeed such sharp selectivity around PCs (thus SF map singularities) are observed in
our simulation results as well. We observe in Figure 10.8 that the SF selectivity switches
rapidly from high (i.e., low wavelenght λ selectivity) to low (i.e., high wavelenght λ
selectivity) SF selectivity along the dipole axis (orange dashed line) and around the
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Figure 10.6: Top: 2D spatial autocorrelation result of the same SF map given in Figure
10.4. The central peak is higlighted by the red dot and the secondary peaks which
accumulate to a ring around the central peak is by the orange circle. Blue dashed lines
correspond to the x and y axes along which the autocorrelation results are shown in the
bottom row plots. Bottom: The autocorrelation values with respect to x (left) and y
(right) shifts. The blue markers highlight the local peak values. The spatial periods of
OR and SF maps are 14 pixels. In order to avoid touching of region of interest circles
to each other, we calculate the region of interest circle diameter (= 4 pixels) regarding
the spatial period. See Figure 10.7 for comparison.
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Figure 10.7: Figures taken from [134]. Left: Experimentally obtained map of local
SF extrema expressed in octaves. Right: 2D spatial autocorrelation result of the SF
map on the left. The secondary peaks, which represent characteristic periods in various
directions, are linked by a black ellipse.

singularity point (px(15,105)). Compare those figures to the ones in Figure 10.9 which
is directly taken from [135].

Moreover we also note in the same figures that the cells which are sensitive to high SF
values suppress low SF stimulus (observe the negative peaks indicating that those cells
with high SF selectivity suppress low SF values, providing a stronger high-pass filtering
characteristic for high SF values) and vice versa for the cells sensitive to low SF values.
In [22] a similar type of observation was reported by Bredfeldt and Ringach in the case
of macaque, although there, it was observed that the cells sensitive only to high spa-
tial frequencies were suppressing low spatial frequencies while in our simulation results
analogous characteristics are observed for both types of cells around SF singularities.
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Figure 10.8: Frequency response curves of the model around a SF singularity (top).
Black frame corresponds to the zone in which one finds the cell SF selectivity patterns
given on the bottom for each pixel. Red circle is the region of interest. Orange dashed
line represents the dipole axis along which a sharp frequency transition is observed.
Bottom: Frequency selectivity pattern of each cell around the SF singularity. In each
plot horizontal axis and vertical axis represent, wavelength λ (λ = 2π

ω with ω denoting
frequency) and the response that the cell gives to stimulus with different frequencies,
respectively. The title shows the corresponding pixel indices (e.g., px(15,105) denotes
the pixel coordinates (15,105)). The singularity corresponds to px(15,105) which is at
the exact center of the black frame. Around the singularity there is the sharp frequency
transition and the cells suppress the SF values which they are not selective to.
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Figure 10.9: Figure taken from [135] for comparison to Figure 10.8. Left: Example of the
tuning curves of the simple cells located around a PC (nearby pixel 3) and responding
to stimuli with 30 different SF values. Right: Representative tuning curves (numbered
from 1 to 7 in the figure on the left hand side) are enlarged in the left panel and they
are fitted to the functions of difference of Gaussians (dashed line). Right panel shows
the same curves without rescaling. Positions 1-5 correspond to the axis of the dipole.
Positions 6 and 7 correspond to the simple cells with intermediate preferred SF values.
See [135] for details.

Figure 10.10: SF singularities (poles) which are not dipoles. They lack one of the extrema
in their regions of interest. However they are not the type of poles which reside at the
existing extremum. Therefore they do not fulfill uniform coverage requirements either.
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10.5 Statistical comparison with neurophysiological data

The model results up to now support the conclusions of Ribot et. al. [135] qualitatively.
In order to confirm a more precise matching of the model results with the neurophys-
iological observations, we perform a statistical comparison. In order to achieve it we
employ the same statistical procedure which is explained by Ribot et. al. in [135].

The procedure is based on two steps. In the first step, they detect the PC locations
and exclude pinwheels whose regions of interest coincide (region of interest is a circle
centered at PC location, with a radius of 4 pixels in our case. The red circles show the
corresponding regions of interest in Figures 10.4, 10.5 and 10.8. The region of interest
diameter is calculated as 2/7 of SF map singularity periodicity, which is 14 pixels). Then
they check if there are local maximum and minimum in the vicinity of each selected SF
map singularity. The vicinity is defined as the circle centered at the PC location and
with the diameter of SF map periodicity (14 pixels in our case). Finally they define the
upper third and lower third SF values as maximum and minimum SF values. That is, if
in the vicinity of PC locations there are both maximum and minimum SF values in the
SF map, then it is accepted that the corresponding SF singularity passes the first step
and is a valid candidate for the next step: dipolar model fitting.

In the second step they fit a mathematically defined dipolar model (see Section
Geometrical description of a pinwheel-dipole in [135] for details) to the candidate SF
singularities which passed the first step. For each fit they calculate the coefficient of fit
R2 which shows the goodness of fit. For this purpose they employ the built-in Matlab R©
function regress. Then they accept as dipole singularities only those which satisfy R2 >
0.8.

We apply almost the same procedure in order to obtain the related statistics to our
OR and SF maps, where the only difference is that we use different region of interest
values since our framework is based on pixel units.

We perform our experiments with Gabor functions having a scale value of 8 pixels in
order to obtain the outputs described by (5.7) where I is the 128× 128 noise stimulus.
The paramaters for sampling orientations θi and frequencies ωj in their corresponding
intervals are provided in Figure 10.4. We use the same sampling parameters. In the first
step we observe that among 110 PCs (after the elimination of those in mutual interaction)
75.5% of PC locations contain a local maximum and a minimum in the vicinities of the
PC locations on the associated SF map. So the first step of the test has the score
= 75.5% in our case in close accordance with neurophysiological results reported in [135]
as 89.6% and 76.2% for A17 and A18 of the cat visual cortex, respectively.

In the second step we perform the model fitting and we observe that %53 of the
singularities which passed the first step score R2 > 0.8 and %73 score R2 > 0.7. In [135]
the authors report the percentage of those satisfying R2 > 0.8 as %66 of the candidates
which passed the first step, for both A17 and A18. The simulation results seem to be
consistent with the findings of Ribot et. al. [135] related to pinwheel-dipole architecture.

Furthermore we observe also some poles with only a maximum or a minimum SF
value in their vicinities, where one of the SF extrema is missing. Furthermore those poles
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are not of the type which was suggested for orthogonal architectures where the pole is
located at the existing extremum. Differently from that, the existing extremum in the
case of poles in our case is rather on one side of the pole. This type of pole singularities
in SF maps were reported by Ribot et. al. [135] as well. One can see some examples of
such non-dipole singularities (poles) obtained via our simulations in Figure 10.10 .

For the representations of the dipole model and the experimentally observed dipole
structures we refer to [135, Figure 4] and [135, Figure 5], respectively.
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Conclusion

The aim of this thesis was to provide consistent geometrical models of the visual cortex
with phenomenological and neurophysiological evidence, and to study geometric flows
in relation to image processing within corresponding geometric settings to the models.
Regarding this main goal, we provided novel results related to visual models, image
processing, geometric flows and feature map construction.

We provided a generalized sub-Riemannian visual cortex model which considers posi-
tion, orientation and frequency detection mechanisms of simple cells with their changing
phase behavior. We explained the model framework by using Lie group theory and
differential geometry. Furthermore we provided some applications which relied on the
model framework, namely, an image enhancement algorithm employing sub-Riemannian
diffusion or Laplace-Beltrami flow, and orientation and frequency map construction.

It was conjectured in [35] that the joint action of an iterative diffusion of a function
and a maximum selection applied on the diffusion result was equivalent to the mean
curvature flow. However a formal proof of the conjecture was missing in both Euclidean
and sub-Riemannian setting. We proved the conjecture in the Euclidean setting.

Moreover although the existence of solutions to sub-Riemannian mean curvature flow
in Carnot groups and general Hörmander structures [29], [48] were known, the uniqueness
was shown only up to certain assumptions by Capogna-Citti in [29] and by Ferrari et.
al. in [63]. Here we provided the uniqueness of the solution to sub-Riemannian mean
curvature flow in the Heisenberg group without such assumptions.

Finally we showed two neurophysiologically inspired geometric models for feature
map construction. The first one was based on the geometric framework of the visual
cortex model with orientation and scale selectivity, which was proposed by Sarti, Citti
and Petitot [146]. We showed that our model produces orientation maps at both single
and multi-scale levels together with the corresponding scale maps. The second model
was based on the extended sub-Riemannian framework with frequency and phase as
mentioned above. We produced orientation and frequency maps by using this model
and provided a statistical comparison of those maps with the recent neurophysiological
results reported by Ribot et. al. [134], [135].

This thesis leads to several future research directions:
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• Extension of the proof of the equivalence of the iterative diffusion followed by the
maximum selection and mean curvature flow from Euclidean to sub-Riemannian
setting,

• Image inpainting in the sub-Riemannian framework of the extended model with
frequency and phase,

• Generalization of the proposed visual cortex model with also ocular dominance by
using higher dimensional Lie groups.
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[132] Petitot, J. and Tondut, Y. Vers une neurogéométrie. fibrations corticales, struc-
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