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Introduction

In the last few decades economic systems have geela gone trough a
structural change. On the one hand, the latest éivanf globalization processes,
characterized by new emerging powers (Harris, 2@0%) international fragmentation
(e.g Jones and Kierzkowski, 2003), along with pmeswa such as deregulation and
privatization, has augmented the degree of markehpetition dramatically, both
intensively and extensively. On the other hand, thereasing complexity of the
innovative processes (Gottfredson and Aspinall, 5208nd volatility of consumer
preferences have made both technological and mankefrtainty more intense.

In this new scenario, firms have been forced t@mswler the sources of their
competitive advantage and the barriers to its eeognitation. Focusing on internal
resources and competences is no longer suffiaieterstanding which of them are more
strategic has become necessary (Barney, 1991).

Both theoretical and empirical studies have thaged to bring to the front of the
debate the role of the so called firmstangibles claiming these resources — such as
R&D, innovative business process and designs, nsamagt structures and
organizational systems, human capital, patents @pyrights - rather than tangible
resources — such as physical machinery, plant gongpment - to be the key factors in
providing firms with sustained competitive advamtag the new scenario. Indeed, the
literature supporting this argument is becomingsiv@sand one is almost naturally led to
conclude this to be the new strategic “businesslairée.g. Hall, 1992, Lev, 2001,
Edvinsson, 2000).

This is also the starting point of the presentifjeshose aim is to investigate
whether, and eventually how far, the “supposed” kelg of intangible resources in
driving firm competitiveness actually has robustestific foundations, both from a
theoretical and an empirical perspective. In paldiG this thesis intends to critically re-
examine the notion of intangibles as such, the @won nature of its causal link to firm

performance and the empirical impact that a “spe&iad of intangibles — as we will



see, the organizational capital (OC) — has on gelaumber of firms in the European
area.

Although the massive literature on the topic apptyeseems to make such a
research effort redundant, its relevance and ailiynbecome evident on the basis of the
following considerations.

At the outset, one should recognize that the pacdéatures that differentiate
intangibles from physical resources, and make tlkem factors to gain competitive
advantage, are also responsible for several prablehated to their definition, such as
lack of consensus on terminology (capital, ass=iource, investments), clear inclusion
and exclusion criteria to meet in order to belomghe category, classification problems
such as definition of sub-classes of intangibled #meir content. This is also why
intangibles have recently attracted the growingeredgts of scholars from different
disciplines (e.g. Griliches and Mairesse, 1981, ,2003, Andriessen, 2004, Garcia-
Ayuso, 2003, Bianchi and Labory, 2002). Yet, eveaugh many have written about
them, there is still no consensus concerning themature of these resources. This first
issue (definition problems) deserves special ateraénd is thus addressed in the first
part of this thesis (Chapter 1). Here, in ordeiatkle the definition problems, intangibles
are, at first, considered as a unified category, thie problems that such a perspective
brings about are analysed. Looking for a possildeegal and theoretical approach to
analyse intangibles, the first part of the reseaschased on general contributions that
address all intangibles, and not intangible ressutaken individually. The most recent
literature reviews related to the topic have bedacted and their references compared to
identify the leading authors in the field; their shaecent publications have then been
included to study the latest developments. The ct®de criteria have privileged
contributions coming from strategic managementarfoe and social science fields;
intangibles have been analysed from the firm’s peg8ve and this has left little room for
the analysis of macroeconomic aspects.

From this frist part of the thesis, a certain degoé confusion emerges in the
terminology used to identify intangibles (“intangbassets”, “intangible resources”,
“intellectual capital” or simply “intangibles”), itheir definition and classification. What

iS more, attempts to create a more rigorous framewwough the identification of their



sub-components have generated further terminolbgiwé conceptual problems, without
improving the understanding of the phenomenon.

To the problem of definition one should also adak thf their measurement. The
peculiar features of intangibles in fact generateblems concerning the capacity of the
firms to control intangibles and measure the béneferiving from them. Due to their
immateriality and imperfect appropriability, intablgs are not recorded in financial
reports, and markets do not have enough informatoralue them. Firms and markets
are increasingly asking alternative mechanismstlieir measurement and valuation.
Many alternative measurement methods have beemgedput none have been proven
successful. The measurement problems are alsctegflen the difficulties that firms
have in identifying their intangible portfolio, e, develop and generate intangibles.

A second important starting point of this reseaates to the economic theory
for intangibles or, better to say, the lack of aoremic theory for them, an issue which
is addressed in the subsequent part of this tl€kiapter 2). It is argued that the analysis
of intangibles is usually not related to a concaptheory; only a few authors point to the
evolutionary theory of the firm and the resourcedahview (RBV) as possible theoretical
frameworks (Hall, 1992, Clement et al, 1998, Fedsanet al, 2000). The contributions
of leading authors in the field of the theory oé thrm and RBV have therefore been
selected in search for a possible intangible -tedlaiew and intangible resources and the
reasons behind their importance for the firm ar@ys®d in the context of a “theory”.

Through an extensive review of the literatures ipossible to show that traditional
economics has for long ignored intangibles, duth&épeculiar features that make them
non- or imperfectly tradable commodities. Howeube analysis of the theories of the
firm shows that those “heterodox” approaches tlegéct the assumptions of the
neoclassical theory, in particular the evolutiontrgory of Nelson and Winter (1982)
and its strategic analysis development, the RB\\ passibly provide a theoretical
framework for the analysis of intangible resourcesd hopefully improve their
understanding.

While the evolutionary theory provides a dynamianfiework that fits well the
representation of the “flows” (investments) in imgébles, the RBV, static approach,

offers a possible model for the analysis of thelstof intangible resources by outlining



the role of firm resources and the main featured thsources must have to generate
competitive advantage. The RBV applied to intargilbesources has led to the
recognition of the role of knowledge, particuladgalyzed by the knowledge-base view
(KBV) (Grant, 1996) that has underlined the impottele of the organisational culture
in its transmission and in the generation procésew knowledge.

Building on RBV classifications of intangibles and the contributions of the
literature, mainly managerial, on intangibles, bpwse an eclectic classification of
intangibles that groups them in human capital, wimgdional capital (OC), intellectual
property and innovation related capital. The agpion of a RBV model (Barney, 1991),
that requires resources to be not only valuable. (controlled and strategically
significant) but also heterogeneous and imperfaatiyobile in order to be classified as
sustainable-advantage resources, seems to inthedtthe tacit organisational knowledge
of the firm, component of OC, is the resource thetter satisfies this conditions. It is
however extremely hard to separate tacit orgaoisali knowledge from codified
organisational knowledge, other component of OGhaglegree of intertwining between
the two is very high, and organisational knowled{g® needs its codified dimension. We
therefore conclude that OC, identified with codifiknowledge (norms, guides and
databases), tacit knowledge (corporate cultureagenizational routines, co-operation
agreement) and reputation, is, for its specificrabiristics, a sustainable-advantage
resource, therefore crucial for firm performancéisTis a first important result of the
thesis, although still from a purely theoreticatgpective.

Such a theoretical result however needs empigoafirmation. As the theory
indicates intangibles, OC in particular, as the thoasnpetitive resources of the firm, in
search for an empirical confirmation of this thema assumption, studies that
investigate the effect of intangibles on firm penmi@nce are critically analysed (Chapter
3). Once more, the review is critical and, rathamt aiming to update the state of the art,
wants to outline how the correspondence betweearrghieal and empirical arguments is
actually scanty given that, very often, the fornsemot truly supported by the latter.

As noticed with respect to works on definition, magement and measurement
problems of intangibles, empirical works on intdotgs belong to different fields, use

different methodologies, focus on different typef intangibles and are hardly



comparable. For these reasons, a selection cntéwds been identified: the most recent
and “founding” contributions have been included.eTdnalysis critically presents the
most used methodologies and the up to date rasldtted to the link between intangibles
and performance.

Studies on the impact of intangibles on performahaee focused mainly on
R&D and innovation related intangibles. More retgnbther dimensions of firm’s
intangibles have been analysed: human capitalntifaavertising. The attention on these
types of intangibles is due to the fact that thereelatively no consensus in academia
about their definition, even though different pexiare used to measure them. Despite
concerns about statistical tools, quality of datd eneasurement errors, the evidence of a
positive relationship between these intangibles fand performance has been somehow
confirmed, even though results are not comparahtt strongly vary in magnitude.
Efforts of researchers who have attempted to measie effect of OC on firm
performance have instead been “uncoordinated aodhdig” (Black and Lynch, 2005)
and have not reached conclusive results. An exterasialysis of empirical studies on the
relationship between intangibles and firm perforoeais therefore important to analyze
how the causal relationship mechanisms, measureameheconometric problems have
been treated with respect to other types of intdagesources.

As OC is a resource formed by the interaction éfedknt components and there
is a lack of consensus about what these compoaesitsesearchers have chosen to proxy
OC using data related to its elements: mainly mfaion and communication
technologies (ICT), training, Human Resource Syst¢HRS) and workplace practice.
Even though there is evidence that these singlepoaents have an effect on
performance, the same conclusion cannot be redoh€C.

The analysis of the literature on intangibles poiotit at a specific intangible as
the most important for firm performance: OC. Thalgsis of the empirical evidence of
this link instead shows that, while other typesntdingibles have been widely empirically
analysed, the empirical evidence that links OCitm fperformance is not as wide and
solid. On this ground, in the attempt to fill thgsp, an eclectic model that draws on
recent developments in the field (Lev and Radhbkas, 2005, De and Dutta, 2007) is



presented and tested on a sample of European fiinase data are taken from the
Compustat Global database.

This application is original and innovative fromtha methodological and an
empirical perspective.

As far as the model is concerned, OC, retained nguti of the production
function, is measured by capitalizing, through terpetual inventory method, an
income statement item (Selling, General and Adrrative expenses) that includes
expenses linked to information technology, busingsscess design, reputation
enhancement and employee training. This measur®®fis employed in a cross-
sectional estimation of a firm level production étion - modeled with different
functional specifications (Cobb-Douglas and Tragslothat measures OC contribution
to firm output and profitability. The model is estited in levels and first difference,
through the OLS, controlling for heteroskedasti@fyerrors, endogeneity of inputs and
influence of outliers.

The research work of this thesis is also valuablederms of its application.
Indeed, the quantitative data, on which the emgliramalysis has been based, is drawn
from the Compustat Global database that providesalised financial data on over
28,500 worldwide publicly traded firms that reprasenore than 90% of the world’s
market capitalization. The dataset selected fog #malysis includes 1,309 (Euro area,
Denmark and UK) reporting Selling, General and Adstrative Expenses. Data for each
firm in the sample include: industry, country, JWgaevenues (2005-2006), yearly SGA
(2000-2006), yearly property, plant and equipm@d06-2006), yearly intangible assets
(2005-2006), yearly R&D expenses (2000-2006), yearlof employees (2005-2006),
net income (2005-2006).

As | will argue more extensively in the conclusiprssults that are quite robust
across the different specifications validate thesotbtical assumption that OC,
idiosyncratic, firm-specific, interrelated and hawadimitate, identified as a sustainable
advantage resource is, in fact, determinant andtiypelg affects firm performance.
Furthermore, the effect of OC on performance isiicantly higher compared to the
effect of physical capital; this backs up the htere that supports the new strategic

“business credo” that identifies intangibles as ithe@n competitive advantage resource.



Nonetheless, the significant effect of physicalisd@lso supports the RBV, according to
which firm resources are interconnected, bundles, meed one another in order to
produce competitive advantage.

This thesis is structured into 4 chapters. In b@fapter 1 attempts to clarify the
“terminological soup” related to intangibles andstgynatically organise, present, and
compare different definitions and classificatiomegmsed by the literature. The peculiar
features of intangibles and the problems they Eentai particular measurement,
management and market valuation, are analysed. ofedp measurement and
management methods and solutions are also pres&tagter 2 analyses the treatment
of intangibles in the economic theories of the fistarting from the neoclassical to the
heterodox approach, in particular the evolutiorthigory of Nelson and Winter (1982).
Intangibles are then analysed in the context of RBYV; a classification model is
proposed and OC is identified as the intangiblgpaoasible for sustained competitive
advantage and therefore crucial for firm perfornreancChapter 3 analyses the
methodologies used in the empirical literaturenwestigate the effect of intangibles on
firm performance. Studies are grouped accordingsiiecific type of intangibles they
focus on. Empirical studies on the relationshi@mgfibles-firm performance have been
sporadic and have failed to reach firm conclusmrth respect to OC; in the attempt to
fill this gap Chapter 4 test the effect of OC oaege sample of European firms. A
measurement method based on an income statemen{$€&A) is presented together
with its rational; the model and the estimation moelt are explained and the dataset
analysis in carried out. The two final sectionsspré results, comments and conclusions.

The value of the work is given by several factdise analysis of chapter 1 re-
organise definition issues related to intangiblesan original way, in the attempt to
provide methodological order and clarifications. eTlproposed classification of
intangibles is based on theoretical consideratienRBV — and provides conceptual
rigorous criteria to identify intangibles responsilfor sustained competitive advantage
and, therefore, firm performance. The empiricallgsia on the effect of OC on firm
performance provides a valuable contribution to éxesting empirical literature that
hitherto has not managed to provide strong eviddraghermore, the analysis is original

with respect to methodology used to measure OOhaodtkl used to analyze its effect on



firm performance. Last but not least, the noveltyl composition of the dataset, that
includes a wide variety of industries, differenttym existing studies that mainly focus
on R&D intensive sectors, provides further insigite robustness of the results across
the different specifications can be taken as a icoation of the validity of the
methodology and empirical analysis conducted, ttest produced interesting findings

and confirmed the main hypothesis tested: the itapoe of OC for firm performance.



Chapter 1. The identification of intangible resour@s, distinctive

characteristics and related problems

1.1 The importance of intangible resources

As argued by many authors in the field, intangibdsources are not a new
phenomenon. What is new is the increasing impoetdhey have for the enterprise and
the economic system. In the past, the economicr@mwient was relatively stable and
physical capital and labour were the main factdrproduction (Bianchi and Labory,
2002). Nowadays the situation has changed: gladadis, deregulation, new information
and communication technologies have created a lembuand uncertain economic
environment where competition is fierce and firmsvea/e only by innovating and
reaching a competitive advantage. Therefore, thentidn needs to be put on those
factors that create successful conditions in tbesmiemic environment.

The increased competition brought about by derd¢ignlaglobalisation and new
technologies is not enough to describe how the @oanenvironment has changed. Not
only has competition increased, it has also chamg@dqualitative way. Society (at least
in the developed countries) has reached a ceeagl bf welfare and the basic needs of
individuals are satisfied. As a consequence, coessirhave become more and more
sophisticated and so has the demand for produttte§ies based on price competition
do not work anymore in this context, and firms f®@n non-price strategies such as
differentiation and product innovation to gain angband market shares.

Another factor that has changed the way in whiamgi compete is the
“‘commoditization of physical assets” (Lev, 20053p1). The term “commoditization of
physical assets” alludes to the development ofthss production system that has made
machinery, equipment and technology widely avadaddl a reasonable cost. Everybody
can own physical factors of production thereforeytiare only a necessary condition to
operate, not a source of advantage.

Many authors argue that the immaterial, intangiklgwledge part of the firm
has now become the key factor of firms’ successngcan reach sustainable competitive
advantage only through the development of capgtifferentials and “the feedstock of
these capability differentials is intangible resmg” (Hall, 1992, p. 135).



The growing importance and the increasing role gudyy this type of resource in
assuring performance results have raised the miteat many disciplines, ranging from
strategic management, accountancy, finance, orgigonsl theories, economics, and the
interest of the business community. The approacinesheterogeneous and privilege
different aspects. What is common to all of therthis recognition of the importance of
intangibles and the difficult problems they raiseedto their peculiar features.
Unfortunately, none of the approaches provides ifoum, sound theory of intangibles
and all struggle to explain the phenomena relaigdam.

A clear analysis should start with the identifioatiof its object. However, this is
not an easy task in the case of intangibles asarepoorly defined with respect to term,
definition and classification (Johanson, 2002; Kaammn and Schneider, 2004; Meritum,
2002). This research therefore starts with a daflitianalysis of the terminology,

definitions and classifications proposed in theréiture on intangibles.

1.2 Intangibles: assets, capital, resources, andviestments

Table 1.1 presents a summary of the most freq@entinology used when referring
to intangibles. Scholars belonging to accountingarfce and economics use the term
“intangible assets”; practitioners and strategicnagement scholars use the term
“intellectual capital” and “intangible resourcesClement et al (1998) focuses on the
dynamic aspects of the creation of resources aes e term “intangible investments”.
The distinction among the terms used, thus, doesypypear too precise and founded on
sound conceptual reasons. The majority of the asitha fact, seldom take a stand
regarding the terminology and end up switching baokl forth with the term asset,
capital or resources, using them indistinctively.

The first conclusion that can be reached is theg¢tasresources and capital are the most
commonly used terms to classify intangibles. Thesms need to be clarified and their
use justified; however only a few of the authoralgsed explain the reasons behind their
choice. Hall (1992) defines “assets” as those nessuthat are protected by legal
property rights; only part of intangibles (e.g. s, copyrights) can therefore be called
assets. Some authors (Johanson, 2002; Haanes amehdahl, 1997) focus on the

distinction between assets and resources; accofingpem, assets are a subset of

10



resources, as the term “asset” is associated woitira@ or ownership. Based on these

considerations and on the peculiar features ofngitdes, where “ownership” is not

always easy to establish, the preferred term tanigibles should be “resources”.

Table 1.1: Intangible resources: Terminology

Author

Term

Vance, C. (2001)

Lev, B. (2001, 2003, 2004, 2005)

Gu, F., Lev, B. (2001)

Stolowy, H., Jeny-Cazavan, A. (2001)
Garcia-Ayuso, M. (2002)

Bianchi, P. and Labory, S. (2002)
Royal Institute of Chartered surveyors (2003)
Amir, E., Lev, B., Sougiannis, T. (2003)
Eustace, C. (2003)

Kaufmann, L., Schneider, Y. (2004)
Kaplan, R. S., Norton D. P. (2004)
Matolcsy, Z., Wyatt, A. (2006)
Webster, E., Jensen P. H. (2006)
Sullivan, P. H. (1999)

Edvinsson, L. (2000)
Brennan, N., Connel, B. (2000)

Bontis, N. (2001)
MERITUM (2002)
Andriessen, D. (2004)
Swart, J. (2006)
Barney, J. (1991)
Hall, R. (1992)

Bontis, N., Dragonetti, N. C., Jacobsen, K., R@®s,(1999)

Johanson, U. (2000)
Canibano, L., Sanchez, M. P. (2003)
Bukh, P. N., Johanson, U. (2003)

Rastogi, P. N. (2003)

Clement, W., Hammerer, G., Schwarz, K. (1998)

Intangible assets
Intangible assets
Intangible assets
Intangible tssse
Intangible assets
Intangible assets
Inthlegassets
Intangillesets
Intangible assets
Intangible assets
Intangible assets
Intangible assets
Intangible assets
Intellectual capital

Intellectual capital
Intellectual capital

Intellectual capital, knowledge assets
Intangibles, Intellectual capital
Intellectual capital

Intelletual capital

Intangible resources

Intangible resources

Intellectual capital, intangible resowsrce
Intangible resources

Intellectual capital and intangible
Intangible capital, knowledge resources

Intellectual capital, knowledge resources
Intalegnvestments

The MERITUM guidelines (MERITUM, 2002) provide fuer clarifications about the

terminology. While establishing that intangiblesdantellectual capital designate the

same concept, the report argues that the termnittée asset” should only be used when
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referring to intangible investments that can beiteiped, based on the satisfaction of
accounting criteria. Academic scholars have stangdg the term “intellectual capital”
after the concept was first created by practiisheBome authors use the term

intellectual capital as formed by intangible “orokviledge” resources.

In this analysis the term intangible resources @nhy used as it refers to a wider
category than assets; the abbreviation “intangililesised just for simplistic purposes

while respecting the terminology used by the oagiauthors. Based on the above
considerations, the term “resources” is considenede appropriate to grasp the variety
of intangibles and include also those resourcesdtenot taken into consideration by

traditional financial reports.

1.3 An analysis of the definitions found in the lgrature

There are three ways to identify intangibles: bfyrdgon, by classifications or by
the combination of both. Table 1.2 presents sewdfahitions of intangibles proposed by
the literature. As seen for the terminology usedig¢signate intangibles, there is also a
lack of consensus around their definition. A gradpefinitions are quite similar (Lev,
2001, 2005; Royal Institute of Chartered Survey@@03; Kaufmann and Schneider,
2004) and define intangible assets essentially bsins of two features: lack of physical
substance and capacity to generate future prdffitsinteresting to note how they are all
associated with the term “asset”, even though thiedmitions also include intangible
resources such as skills, capabilities and competerthat will probably never be
classified as assets on firms’ balance sheets. ®dbtines how, when referred to
intangibles, the term “asset” is used with a he&tekomeaning in comparison with its
accounting definition. According to this first set definitions, intangibles could be
apparently very similar to financial assets whitdodack physical substance; the feature
that renders financial assets different residethénfact that they represent claims over
both tangible and intangible corporate assetsetbsr they do not belong to the category
of intangibles (Lev, 2005).

! Mainly as a result of the work at firms such Skandow Chemical, Canadian Imperial Bank of
commerce (Bontis et al, 1999)

2 Several times authors just talk about “intangibleshout specifying the implicit term next to iTthis is a
consequence of the lack of consensus about whanftjibles” really are (Johanson, 2002).
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Table 1.2: Intangible resources: Definition
Author Term

Lev, B. (2001)

Definition

Intangible assets "claim to future d&f@irthat does not have a physical or

financial (a stock or a bond) embodiment" p. 5
Gu, F., Lev, B. (2001) Intangible assets (or capitalDetermined by their drivers: R&D, advertisingabds,
Information Technology, Human Resources" p. 1

Royal Institute of Chartered
Surveyors (2003)

Intangible assets "something with a value basedsoahility to generate
future benefits for a company (usually cash floths)

does not have physical or financial presence." p. 2

Kaufmann, L., Schneider, Y. Intangible assets
(2004)

"Entitlement to future benefithauth physical form", p
375 (Explicitely states to adopt Lev's definition)

Kaplan, R. S., Norton, D. P.
(2004)

Intangible assets "knowledge that exists in an dmgdion to create
differential advantage" and "capabilities of tleenpany's
employees to satisfy custumer needs", p. 14

Lev, B. (2005)

Intangible assets "Sources of futieediits that lack a physical

embodiment”, p. 299

Webster, E., Jensen P. H. (2006) Intangible assets vesiment in intangibile capital is a "search fommyoly

profits”, p. 84

Sullivan, P. H. (1999) Intellectual capital "knowgglthat can be converted into profits”, p.133

MERITUM (2002) Intangibles, Intellectual

capital

"non-physical sources of future economic benefiigs t
may or may not appear in corporate financial regjopt. 9

Swart, J. (2006) "tangible outputhe form of products and services

within the firm's market place", p 138

Intelletual capital

Hall, R. (1992) Intangible resources Feedstock ohbdjties differentials that generate

suatainable competitive advantage

Fernandez, E., Montez, J. M., Intangible resources
Vazquez, C. J.

"soft resources which basi@ahsist of knowledge or
information”, p.81

Bontis, N., Dragonetti, N. C., Intellectual capital, intangiblé'Collection of intangible resources and their fléwg.

Jacobsen, K., Roos, G. (1999)esources

Rastogi, P. N. (2003)
resources

11). Control is a necessary condition to qualifypas

Intellectual capital, knowledc ;;ﬁéfiétig:‘capacity and prowess to create valueughothe

exploitation of knowledge as the quintessentiabuese”,

p. 228

Gu and Lev (2001) define intangible capital throubh sources that create it:
investments in “R&D, advertising, brands, infornoatitechnology, and human resources
practices” (op. cit.,, p.1). However these are oftdassified as intangible assets
themselves, therefore Gu and Lev’s “definition” dawt add much in terms of clarifying
the category.

Common to some definitions is the focus on intalegitapital/resources as the
knowledge (Fernandez et al., 2000) that generatesahtial advantages (Kaplan and
Norton, 2005) or profits (Sullivan, 1999) or as ttegpacity to use knowledge to create

13



value (Rastogi, 2003). For Hall (1992) intangibksources are the tools that create
capabilities differentials, source of competitivkvantage.

Intangibles seem therefore to be frequently astetiavith knowledge and
capabilities to use knowledge; the level of abstr@ss of the definition is obviously very
high. Another element that emerges from the débingt is the interdependence of
intangibles: intangibles exist in the organizatigfaplan and Norton, 2005) and are
holistic (Rastogi, 2003).

All the definitions have a static approach, aimiaggive a picture of intangibles
at a certain time; only Bontis et al. (1999) in@dud their definition of intangible capital
the flows related to intangible resources. Res@aurare defined as “controlled” factors
contributing to the value creating processes offitine Since control is the condition to
qualify as resources, and the degree and scopentfot on the resources varies from
firm to firm, intangible resources (and therefanéellectual capital) are context-specific.
This is outlined as another factor that createdlpros in the formulation of an objective
definition that can identify intangibles in alls#tions and for all the firms.

The most peculiar definition is the one offered3wart (2006). He argues that
intellectual capital is a concept that varies adowy to the perspective used to analyse it.
Intellectual capital can be seen as a factor optiogluction process, as a “value-creation
process in itself” (op. cit, p.138) or as knowledgal skills embedded in the tangible
outcome of the production process. Swart seeslentahl capital under this last
perspective. In this analysis intangible resousresconsidered as input in the production
process.

From this picture it emerges that the second abdigsroblems (the first being
related to the terminology) relates to the laclaaflear definition, which does not give
clear inclusion and exclusion criteria. Intangibtis not have physical substance, are
strictly related to knowledge and capabilities, emterdependent, exist in the context of
organizations and are firm-specific, generate iamd monopoly profits; this is all that
can be said about them from the definitions analyse
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1.4 A reorganisation and comparison of the proposedassifications
Definitions of intangibles based on classificatigmevide further insights about
what intangible resources are. Table 1.3 groupsrtbst used ones on the basis of the

number of sub-classes of intangibles identified.

The classifications of the first group are almostrtapping and define intangibles
as mainly formed by five types of resources. Thestmelevant weakness of these two
classifications is the fact that they do not spetiie content of the classes and provide a
list of resources that is not exhaustive.

The second group classifies intangibles in fouegaties. Lev (2005) labels them
product/services, customer related, human resouaoelsorganizational capital. The first
category identifies those situations where “thespdgl component is overshadowed by
the intangible ingredient — knowledge — embeddetthém” (op. cit., p. 300) and refers,
for example, to computers and software. Howevas, ot specified when the intangible
part embedded into the physical component becornesnportant that the tangible
component is classified as intangible, even if thquirement of lack of physical
substance is not respected. This is a strong weakrespecially nowadays, where
products become more and more sophisticated andhar@utcome of a production
process that embodies a great amount of knowledgehém. Customer related
intangibles are essentially advertising and bramanes; human resources related
intangibles are the skills of the workforce; orgational capital is the structure of the
firm, when it provides an efficient way to operat®ebster and Jensen (2006) adopt a
similar classification, even though they label tta@egories in a slightly different way.
The main difference relates to the extent of refetl capital. The authors seem to
consider in this category also the relationshipth wuppliers and distributors, while Lev
(2005) focuses only on customers (customer capAaldther similar classification to the
two just mentioned, is the one of Brooking (199&tthasmeasurement purposes and
divides intellectual capital in four sub-groups. rikiet assets comprehend those resources
related to the external functioning of the firmdbuas customer related capital, alliances
and agreement with competitors just to name twagllectual property is the second
sub-group; human centred assets include the dekecapabilities of the employees;

infrastructure assets include corporate culture dadhnology, information and
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communication systems. Bianchi and Labory (2008rr&o the aspects of intangibles

studied by economics and more than classifying tlieay outline some relevant aspects.

Table 1.3: Intangible resources: Classificatior

Author Term

Classification

Group 1

Gu, F., Lev, B. (2001) Intangible assets

Royal institute of Chartered Surveyors
(2003)

Intangible assets

5 types: R&Dlvértising, Brands, Human
Resources, Organisational Capital

"Organisational  design, brand
corporate identity, software, R&D", p. 1

names,

Group 2

Brooking, A. (1996) Intellectual Capital

Bianchi, P. and Labory, S. (2002) Intangible assets

Lev, B. (2005) Intangible assets

Webster, E. Jensen P. H. (2006) Intangible assets

Market assetstellectual property, human
centred assets, infrastructure assets

nnovation, human

knowledge

capital, organisation,

Products/servicestucoer related, human
resources, organisational capital

Human, Organisational, Marketing, Relatic
Capital

Group 3

Sveiby, K. E. (1997) Intangible assets

Stolowy, H., Jeny-Cazavan, A. (2001)
Vance, C. (2001)

Intangible tsse

Intangible assets

MERITUM (2002) Intangibles, intellectual

capital

Canibano, L., Sanchez, M. P. (2003) Intellectualtehpnd

intangible resources

Kaufmann, L., Schneider, Y. (2004) Intangible assets

Lev, B. (2001) Intangible assets

Kaplan, R. S., Norton D. P. (2005) Intangible assets

External stmet internal

individual competence

structure,

R&D, goodwill, other Intangible assets

Human, intermatsiral external capital

Human, and relational

resources

organizational

Human, structural and relational capital

Proposes different classifications of others.
Findings: Mostly 3 groups

Discovery, organiseti practices, human
resources

Human, and informational

capital

organisational

Hall, R. (1992)
Evinsson, L., Malone, M. S. (1996)

Intangible resources
Intangible resmsr

Bontis, N., Dragonetti, N. C., Jacobsen, Katellectual capital,
Roos, G. (1999) intangible resources

Assets andsskill
Human and structural capital

According to the managerial actions required.
Human Capital (competence, attitude,
intellectual agility) and Structural Capital

Group 4 (relationship, organisation, renewal and
development) p. 12
Sullivan, P. H. (1999) Intellectual capital Human italpand intellectual assets
Eustace, C. (2003) Intangible assets Soft intang#aheshard intangibles
Johanson, U. (2000) Intangible resources Not feasible
Rastogi, P. N. (2003) Intellectual capital, A classification is not feasible: intellectual

Group 5

knowledge resources

capital is the result of the interactioof
human capital, social captal and knowledge
management
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The third group uses a threefold classificationti/the exception of Stolowy and
Jeny-Cazavan (2001) who consider intangible frostri&t accounting perspective, the
classifications share common sub-groups, even thoogy use different labels and the
content slightly varies.

The first category for all the classifications bejing to this group is human
capital, identified with the skills of the workfa@cHowever the MERITUM guidelines
(MERITUM, 2002) include the relational skills ofdlworkforce and the organisation in
the third category, relational capital.

The second category refers to the “intangible eamf the organization”, as
separated from the human capital. It includes mleltresources such as governance,
management, information and communication systemgines, procedures, everything
(intangible) that belongs to the organisation.

The third category is relational or external cdptad identifies the resources that
deal with the external environment. The MERITUMdglines also include in this group
the perceptions that external actors have of the fHowever, this seems more a result of
the firm’s relational capital, than a part of it.

The third group of classification identifies mairtlyree types of intangibles. A
conflicting point, often noticed by comparing thiéfetent classifications, relates to the
internal or external dimension of intangibles, ands probably a consequence of the
different theories on firms boundaries. Kaplan &fiton (2005), for example, have a
strict internal perspective and do not involve ¢xéernal world — (i.e. what some authors
call “relational or external intangible capital”)in their classification criteria. Besides
human capital, they add two other categories: asgéional culture (values, leadership,
capacity to work in teams and “align” competenceffrt and resources to the strategy)
and informational capital (informatics and commauaicn systems). These last categories
seem to be incorporated into the “intangible cdpfathe organization” in the other
classifications of the group.

Sveiby (1997) instead builds up a classificatiorthwineasurement purposes
through the Intangible Asset Monitor, also includésxternal intangibles”. The
intangibles are, in fact, grouped under externalcttire, internal structure (culture and

operational systems of the firm) and individual petence of the employees. This last
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category is different from the one of human capmtidpted by other scholars. It includes
only the professional workers, conceived as thatigrdealing with everything related to
keep and extend the customer base, as opposeggorsstaff that has ordinary duties,
which is classified under the internal structure.

The fourth group uses two categories to identifgngibles. Bontis et al (1999, p.
12) propose a classification based on the type afagerial action required: “if two
intangible resources require different managemtibas than they should belong to two
different categories”. The company does not owmngible resources of the human
capital since they are embedded in individuals.s€&hare competencies (“skills and
know-how”), “attitude” (“motivation” and “leaderspi) and “intellectual agility”
(“innovation, entrepreneurship” and adaptabiliffhe company instead owns structural
capitaf which is formed by “relations” (with the externahvironment), “organization”
(“structure, culture, routines and processes”) ‘aedewal and development” (“projects
for the future”).

According to Hall (1992, p. 139) intangible resagcan be divided in ‘assets’
and ‘skills’ (or ‘competences’). While the formenjeys some kind of legal protection,
the latter does not. Intangible assets can thexdferidentified as ‘intellectual property
rights’ (which include: “patents, trademarks, caght, registered designs”), “contracts,
trade secrets and data bases”. On the other $ifls,sn be identified with the “know
how of employees” and the “organizational culturReputation, the knowledge and
consideration that a product or service has inptidic, could be considered as an asset
since it can be embodied in a registered brand narnieh enjoys a certain degree of
legal protection. Intangible resources can alsoclassified as people dependent or
independent.

Sullivan (1999) bases his classification on theegiemce of the ICM Gathering Grotiand
divides Intellectual Capital into human capital ifskand tacit knowledge of the
employees) and intellectual asset (codified knog#ddintellectual property is defined as

the part of structural capital covered by legahtsg The knowledge codification process

% Edvinsson defines it as “everything that remaimshie company after 5 o’clock” (Bontis et al, 1999,
p.12).

* An informal knowledge-sharing arena of the mostcessful and experienced firms in the field of
Intellectual Capital Management.
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transforms the tacit, not-owned knowledge of indiils into the codified, owned and
transferable knowledge of the firm and it is theref crucial for the success of the
enterprise. A similar classification, based on dnginction between tacit and codified
intangibles, is adopted by PRISM report (Eusta®@32 and by Hall (1992) who refers to
protected and non-protected intangibles. The PRI8pbrt however does not use a
distinct classification where each category is wefined, due to the fact that intangibles
are so connected that it is hard to determine wbaeeends and the other begins. The
classification is drawn on a continuous line, whene class slowly fades into another.
Soft intangibles include mainly latent capabilitiess the capacity of the firm to adapt and
innovate, and competences i.e. “codified and ped@ry capabilities” (op. cit, p.15)
strictly connected with technology, information asdmmunication systems. Hard
intangibles (or intangible goods) comprehend tis@ueces that enjoy a certain degree of
protection. Hard intangibles are further subdividedo intangible commodities
(originated by contractual relationships) and ietglal property (originated by the legal
system).

The Skandia Navigator measurement model eirisdon and Malone (1996) adopts a
classification that can be included in this grolgellectual capital is measured as the
sum of human capital (skills, knowledge and valdieth® workforce) and structural
capital (intellectual property, customer capitapabilities, software and hardware). As
for Sullivan (1999), structural capital assumesautiar meaning, including the physical
infrastructure of the firm.

Finally, some authors (Johanson, 2000; Rastogi3R®8presenting the fifth group, share
a common position: a classification for intangibissnot feasible. Johanson (2000)
affirms that a classification of intangibles shouldd based on the description of the
process through which intangible resources conud#d outcomes. Even though a
classification could be approximated and eventuatiyroved, this process will never be
totally explained and, therefore, a fully comprediea classification will never be
reached. Rastogi (2003) argues that classifyirgl@dtual capital into human, structural
and customer capital is wrong since intellectugpited is not the sum of them.
Intellectual capital, in fact, is the result of theractions of human capital (skills and

knowledge of the employees), social capital (valoé vision of the firm) and knowledge
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management (activities related to the creationdewtlopment of knowledge resources).
These interactions form the “knowledge nexus”, tinéerface with the external
environment that generates the intellectual cgpital the capacity to use skills and
knowledge to generate value.

Even though part of the literature (e.g Johang000; Kaufmann and Schneider, 2004)
affirms that the traditional classification in R&Bpftware, marketing and organization
has been overcome by most recent classificatioesdoan human, market (or relational)
and structural (or internal) capital, the result$his analysis can only in part agree with
this conclusion. Even though there is a group oemé contributions that embrace the
threefold classification (see table 1.3, groupaBthe same time there are also influential
and recent contributions that propose a classificdbased on two categories (Eustace,
2003) or on four categories (Lev, 2005), while othethors argue that the classification
on four classes is well-accepted (Jensen and WeBSI@6).

Even accepting the existence of a real consensus tine threefold classification,
that could not emerge in this analysis, due to ipessdiases in the selection of the
literature, there is still a problem due to themtieological and conceptual confusion
related to the content of the sub-categories (Gemuland Sanchez, 2002; Brennan and
Connel, 2000). A recent study (Swart, 2006) treesdisentangle” the sub-categories by
analysing and clarifying their meaning. Accordindiyman capital is represented by the
knowledge and skills of the employees; this doesrase too much conflict with the
above mentioned classifications which basicallyeagwith this definition. The definition
of structural or organizational capital, often use@n interchangeable way, raises more
problems. It is suggested that structural (or stiectural) capital represents the work
environment as a whole, including culture and ptaisiwhile organizational capital
instead, represents the routines, rules and presg¢lsough which the firm operates. In
this definition structural capital seems to incluaso tangible resources. If the focus is
on the analysis of intangible resources, then éhevant aspects of structural capital is
probably identified by its tacit elements suchlras ¢apacity to incorporate organizational
knowledge, the culture of the firm embedded in ireeg and the rules through which
human capital interacts and generates new knowJeslgieh can all be identified with

organizational capital. Social capital, anothenadat of intangible resources, is defined
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as “knowledge that is embedded in relationshipstg$, 2006, p. 142); it is internal to
the boundaries of the firm and different from ew#&dror relational capital, which is
outside the boundaries and involves different legnprocesses. Social capital is
considered distinct from organisation capital; heeveit is strictly related to it, as the
knowledge embedded in the relationships is gengrated directly linked to the
competence of the firm as a whole. Some doubtefter can be raised in relation to the
treatment of social capital as a distinctive typentangibles with respect to organisation

capital.

1.5 The accounting definition of intangible assets

So far some of the contributions and issues relatdgtle terminology, definition
and classifications of intangible resources, ofteralysed collectively as intellectual
capital, have been presented. The last definitimould like to present is the accounting
definition that properly refers to intangible “atse

A study conducted by Stolowy and Jeny-Cazavan (R@J1 the accounting
definitions provided by 23 national and internatibaccounting standards shows that
even in the accounting field there is heterogeneftyapproach to the identification of
intangible assets. The methodology for identifimatiis the same as seen above:
definition, classification or both. However, indhgase, the identification process aims at
selecting intangibles that are “assets”, and cameperted in the balance sheet. The
recognition criteria therefore have to be addethéodefinition or classification. For this
reason Stolowy and Jeny-Cazavan (2001) suggestexistence of two classes of
intangible assets: capitalized and non-capitalintthgible assets.

Another classification is the one that distingushetween internally generated
intangibles - generally not recognized as a3setnd externally purchased intangibles
that can instead be recognized. This underlinedabiethat the existence of a market
helps to solve valuation problems.

Overall, the treatment of intangibles is far froming homogeneous across
different countries and this challenges the pobsilof reaching harmonization through

the adoption of International Accounting standaxdee of the main reason behind the

® An exception is Development that can sometimesebegnized when certain criteria are met.
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differences in accounting principles is due to ¢imegoing debate on whether or not to
capitalize intangibles that have seen the involventé the International Accounting

standard committee (IASC), who has recently dewdofhe International Financial

Reporting standard (IFRS, previously known as hd@onal Accounting Standards,
IAS) and National Accounting Boards.

According to IAS 38 an intangible resource is diedi as intangible asset and
therefore capitalized, when it lacks physical sabeg, it is different from financial
assets, identifiable and controllable (Pozza, 200Bgsides this, the future economic
benefits coming from the assets have to be probatdeflow directly to the enterprise,
while the costs of the assets have to be measuf@b#anan and Connel, 2000). These
conditions are very hard to meet in the case odhnigibles, which are often not
identifiable because of being embedded in the azgéon or in its human capital and
not separable from them. They are also not coatrt@dl due the weak property rights
associated to them, and hard to measure, due tat¢keof physical substance. For all
these reasons accountants are reluctant to indlvel® in the balance sheet, with
extremely negative consequence for the marketlamnfirms. Intangible assets as defined
by IAS 38 are only a small part of the perceivegantant intangibles, which backs up
the perplexity raised by many scholars about thpraggpiateness of the accounting
definition (Johanson, 2000).

1.6 The distinctive features of intangible resource

Intangibles form a heterogeneous class of resouhasis hard to identify and
classify. This is not only because they lack phalsgubstance and are “not directly
visible” (Bianchi and Labory, 2002, p. 4), but alsecause each type of intangible is
characterised by different peculiar features. Assalt, it is hard to propose a model that
describes intangibles as a particular type of gaaith defined economic properties.

Intangible resources are characterised by weakepnppights. The level of
weakness though, varies across the different tgp@gangibles. Some resources, called
“asset” in the classification of Hall (1992) or tamgible goods” in the classification of
the PRISM report (Eustace, 2003), enjoy legal mtaia, though only in a partial way.

Usually, in fact, the protection has a temporalitiand the level of legal uncertainty is
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very high (Lev, 2005). This is due to the fact ttie rights related to intangibles are hard
to specify, therefore contracts are incomplete dndot foresee all the possible future
uses assigned by the right, with uncertain consempsein case of infringement (Royal
Institute of Chartered Surveyors, 2003). Furtheeritie presence of international legal
disharmony causes further uncertainty, since isdu# guarantee an equal protection in
all legal systems (Webster and Jensen, 2006). gél leights are weak for certain
intangibles, they are totally absent for othersshsas capabilities, competences and
organisational design. In these situations the fiam to resort to alternative mechanisms
to defend its intangible resources from competitdrke weakness, or absence, of
property rights creates a situation of “partialledability” since the owner of intangibles
does not have full control over them and canndallptexclude others from their use
(Lev, 2001, 2005, Webster and Jensen, 2006). Asnaeguence, the benefits coming
from intangible resources are only partially appiape, and the level of risk in owning
them is higher than that related to tangible resesi(Gu and Lev, 2001).

Another relevant feature of intangibles is theiterdependence (Bianchi and
Labory, 2002; Kaplan and Norton, 2004). Intangibdes “complementary, synergistic
and integrative” (Rastogi, 2003) and generate valueugh a complex process that
involves the interaction of other tangible and mgidle resources. For this reason they
are often firm specific or context-dependent, tbap be of value only for the firm that
has generated them (Royal Institute of Charterede§ors, 2003), or cannot produce the
same result if implanted in a different context. ks example, the skills and knowledge
of the workforce as a whole can be extremely vdkiaba certain firm that provides a
certain organisational structure, while cannot ¥@auable in a firm that uses a different
organisational structure. The firm-specificity nfangible resources can be considered as
a mechanism of protection alternative to propeigirts to defend the firm against the
consequences of the non-excludability. Howevas iitot always possible to enhance the
level of firm-specificity of intangibles; therefothe firm often faces imitation or sees its
intangible resources appropriated by competitoss ifa the case of human capital
turnover). A negative side of the characteristi¢iwh-specificity consists in the fact that

intangibles are often embedded in tangible resautbés makes the boundaries between
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the two often not clear, as in the case of softvear@ computer systems (Clement et al,
1998), and causes issues in intangibles identiificat

Scholars indicate legal uncertainty and firm-speityf as responsible for the
absence of a market for intangibles. Intangibleoueses are therefore defined non
contractible or non marketable (Gu and Lev, 200inéhi and Labory, 2002, Royal
Institute of Chartered Surveyors, 2003, Lev 20@85partial market exists for intangibles
covered by legal rights; however argues, it isadtansparent, institutionalised market,
since little information is released about transams that are not even regular (Lev,
2005). The absence of a market, and the consegbseahce of a price that can provide a
benchmark for valuation purposes, further incredlsegisk in holding intangibles since
they cannot be sold in case of financial distréHdse value of intangibles is then
dependent on the “firm’s continuity” (Royal Insti¢uof Chartered Surveyors, 2003, p. 4).

Besides legal uncertainty and firm-specificity, rés another factor responsible
for the lack of a market for intangibles. When irgiole resources, such as inventions,
get codified, they become similar to informationfokrmation is hard to sell because the
seller cannot communicate relevant information e tuyer, due to the risk of
transferring the object of the transaction itselid so voiding the purpose of the
exchange (Lev, 2005). The same problem holds &asgas Arrow (1962) argued, once
the idea is known, there is no need to buy it.

Uncertainty characterises intangible resourcesonbt from the point of view of
their protection but also from the point of viewtbe process that generates them. The
production (or technological) uncertainty is part&ly strong in the process that
generates innovations which is characterised blg fagure rates (Webster and Jensen,
2006; Royal Institute of Chartered Surveyors, 2008hen the firm invests in R&D in
fact, it does not know whether the investment \g#nerate the discovery. The same
considerations hold for investments in formal tragn not always, in fact, they are able
to generate an increase in the level of skills@mpetence of the firm as a whole.

Some investments in intangible resources are dlatacterised by elevated sunk
costs that are not recoverable in case of failBranchi and Labory, 2006). However this
is only partially true, if one considers that evethe object is not directly reached, the

firm has gained knowledge and capabilities thatgrmerate spillovers and be reinvested
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in further applications. Furthermore, not all irdédole resources require high costs to be
created; for example, employees can develop vaduakills just by working in the
organisational context through the process of legrby doing. There are no sunk costs
involved in these processes and the specific gkidsthe human capital develops are not
only extremely valuable in the production procelsst also render it firm-specific,
therefore hard to transfer and easier to apprap(Bvart, 2006).

Successful investments in R&D that generate innomat do not guarantee
economic benefits to the firm per se. Uncertaingrsists for what concerns the
possibility to find a market for the invention (corarcial uncertainty) and the possibility
of imitation by competitors that, acting as fregers, can appropriate the benefits without
sharing the costs (Bianchi and Labory, 2006; L&a5).

The peculiar features of intangibles, responsibletlie extreme value of these
resources, but also for the problems related tmflean be analysed in a cost-benefits
perspective (Lev, 2001). Scalability and networfleets are considered the main benefits.
Scalability refers to the absence of opportunitgteaelated to the use of intangible
resources that can be contemporaneously used ia timan one activity. This property is
a direct consequence of the fact that intangibtesirgformation and knowledge based
resources, and that information and knowledge @anded by many users at the same
time and can be combined to generate new knowladdenformation (Fernandez et al,
2000). The network effects, generated through pestps and joint ventures aimed at
knowledge and information sharing, foster innovwatand the creation of intangible
resources, expanding the benefits coming from titangibles shared through the
network. The costs related to intangibles are ifledtwith partial excludability, high
risk and uncertainty. These features can count@mnbel the benefits deriving from
intangibles, if not properly taken into considevatand managed.

On the basis of the analysis just conducted, itlmamroncluded that the peculiar
features that distinguish intangibles from traditibtangible resources and render them
capable of generating superior profits are alspaesible for the problems related to
their definition, measurement and valuation, andagament. Intangibles are not visible,
only partially controllable, idiosyncratic, inteqgendent and non contractible. Their value

is also relative more than absolute, since it dépem the strategy that the firm adopts
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and, in some cases, it is only in the future (Kapdd Norton, 2004). For all these
reasons a static concept such measurement is tvaplpty to intangible resources that
are dynamic, always object of voluntary (for exaenphvestment in R&D) and
involuntary (learning by doing) activities that niydtheir extent (Bianchi and Labory,
2002).

1.7 Valuation and measurement methods

Almost all of the authors selected for this anaysnderline the relevance of the
“‘measurement problem” for intangible resources. Theus on measurement and
valuation issues is due to the necessity to marsagk control intangibles (internal
purposes) but also to provide the market with thastto reach realistic valuations of
companies (external purposes). In both cases thasaio reduce the problem of under
investment and resource misallocation (Andries&€94). Many methods have been
proposed, yet none have been successful. | anathgethost diffused methods as the
follows.

Traditional methods are the cost based approaehnttome based approach and
the market based approach. The cost-approach, loasdte cost of the asset, does not
include the future benefits that will be generaaed does not consider that the cost of the
investment is not a guarantee for results, givem ltilgh level of uncertainty that
characterises this type of investments (Royal timstifor Chartered Surveyors, 2003).
The market-based approach can be feasible for thdaagibles that are somehow
associated to a market (such as patents, brands imngeneral, legally protected
intangibles), even though, as already underlindtkse transactions are usually
characterised by a low degree of publicity. In #fvsence of a market, which is the case
for the majority of intangible resources, it is ¢hdo use this type of measurement. The
income-based approach, based on the net presem obfuture cash flows, has to rely
on assumptions that are too subjective and nathieliwhen related to intangibles (op.
cit, 2003).

Over the years many alternative measurement methads been proposed in
search of a solution to the scarce adaptabilityraditional methods. Still none have

become universally accepted and each one presants\geak points.
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Many authors indicate the difference between matked book values of
companies as a measure for the value of intangs#sets. However others argue that this
is incorrect, since this measure takes for gratitedbility of the market to determine the
real value of the company and ignores that thesiiffce that could be influenced by
other factors (Gu and Lev, 2003) such as the uwdkration of tangible and financial
assets in financial reports (Garcia-Ayuso, 2003).

The Economic Value Added (EVA) is a financial measaf performance given
by the difference between the return on net assetisthe weighted average cost of
capital. It is not an ad-hoc measure for intangipl®wever it assumes its maximization
as a sign of a sound management of intangibleangiibles are still evaluated via
traditional tools for long term project valuatiomhich have been proven to be unfeasible,
given the particular features of these resourcestesponse to this objection, EVA
proposes a system of adjustments to the value @stcd€capital (Bontis et al, 1999).

Even though it is widespread and well accepted almvs comparison among
different firms, the system presents some weaktpoilh is too complex, relies on
subjective assumptions and is based on historitscadich do not reflect the market
value (op. cit., 1999).

According to the classification of Andriessen (2Q)0Otraditional methods, the
difference between market to book value and EVAfimancial valuation methods since
they utilise a financial criterion “that reflectset usefulness or desirability of the object”
(op. cit., p 238).

Human Resource Accounting is another financial atatun method especially
used in service-firms, where human capital is tlanmesource of the firm. The simplest
version, among the one developed, estimates the \adl human capital by capitalising
wages through the discounted cash flows methodnidesure obtained and expressed in
financial terms becomes an asset (human capitdhjerbalance sheet, instead of getting
expensed in the income statement. The main petplbgre is that wages do not offer a
good measure of the knowledge, abilities, compétsrand value that the human capital
has in the firm (Bontis et al, 1999).

Gu and Lev (2003) propose a system based on thsoewo tool “production

function”, assumed to be generated by physicagnitial and intangible assets. Firstly
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they calculate the expected normalised earflimgsthe firm. They then calculate the
contribution of physical and financial assets udmfgrmation from balance sheets and
industry wide data. The contribution of intangiblase. “intangible assets-driven
earnings” is assumed to be the difference betwkerexpected normalised earnings of
the firm and the contribution of physical and fineth assets. This is a comprehensive
valuation that does not allow evaluation of thetabation of single types of intangibles
(Webster and Jensen, 2006). However Lev (2005)earghat, in most cases, the
aggregate measurement is more important due totérelependence of these resources.

When the criterion adopted for valuation is notmonetary terms, but can be
converted into observable phenomena, the methothssified as a value measurement
method. The most common value measurement metlodsténgibles are the Balance
Scorecard (BSC) and the Intellectual Capital AdiditAudit) (Andriessen, 2004).

The Balance Scorecard (BSC) is a system for measmmt and management
purposes created by Kaplan and Norton in 1992 tasore the performance as given by
the combination and interaction of tangible andamgible assets. Financial and non-
financial indicators analyse the firm under fourgpectives: financial, customer, internal
(technology, human capital and communication sysjemearning and growth
perspective (Bontis et al, 1999).

This last perspective is the one closely relateihtangibles and comprehends
indicators that describe the interaction of humapital, technology and organisation in
the strategy context (Kaplan and Norton, 2004). Gtviecept of “strategic readiness” is
used to measure intangibles. Strategic readinessbeacompared to the accounting
concept of liquidity and represents the “ease withch the asset can be converted into
cash” (op. cit.,, p 14). A higher strategic readmeseans that the intangible asset will
shortly be converted into a tangible outcome aedetfiore that value will be generated.

Bontis (2001) describes the IC-audit proposed bgiAdmroking. Each of the sub-
groups of her model of intellectual capital (pasgr 1.4) are analysed through
guestionnaires related to the factors that geneitat®©nce the questionnaires are

completed, the qualitative answers are convertéd quantitative measures and the

® They argue that measures based on past earning®tdeapture future vallie; therefore they use an
average of past and future earnings.
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intellectual capital is evaluated according to theitional methods: cost, market or
income approach, with the shortcomings alreadyrde=i:

Other common measurement methods are the Skardigdtior, the Intellectual
Capital Index and the Intangible Asset Monitor. §dh@are measurement, not valuation
methods because they do not have a criterion ertacumeasure the level of usefulness,
but simply use a measurement variable relatedeolifject (Andriessen, 2004).

The Skandia Navigator was created by the work df Edvinsson at Skandia. It
is a reporting model for intellectual capital tf@uses on five areas: financial, customer,
process, renewal and development, and human caphal model associates financial
indicators and non financial indicators (percensaged qualitative indicators based on
survey results) to each area. The different indisaare then combined through a process
described by Edvinsson and Malone, which leads peraentage and a dollar amount.
The financial factor provides the entity of theeifgctual potential of the company, while
the percentage is an indicator of the capacityxpolagt it. The product of these two
factors gives the total value of the intellectuapital (Bontis, 2001).

Ross G., Ross J, Dragonetti and Edvinsson are réfsocs of the intellectual
capital index. The novelty of this method, whichbesed on the same classification of
intellectual capital adopted by the Skandia Nawgais its focus on only the resources
that are controlled by the firm. In this model tsigategy guides the managers in the
choice of the indicators through the identificatmirthe key factors (Bontis, 2001). Once
the appropriate indicators have been chosen, Wwélttucial help of the low levels of the
workforce that have a better practical knowledgéheffirm, the next step is to group all
the indicators (appropriately weighted and adjusteda consolidated index. The main
weakness is due to the fact that the choice ofcatdrs is subjective; therefore
comparison among firms is very hard. However Bo(B99) argues that a comparison
is still possible through the analysis of the nglatchanges in the index, which also
indicate the dynamics affecting the stock of huroaypital.

Sveiby’s Intangible Asset Monitor assigns threeetypf measurement indicators
to each type of intangible assets (according toclassification, paragraph 1.4): growth
and renewal indicator (which captures the dynamieffjciency indicator and stability

indicator. Each indicator is identified by two nbinancial variables. The indicators are
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then presented in a format that varies accordinghéoaudience. The report aims at
capturing the dynamics phenomena, if created f@rmal management purposes; it aims
at reaching a certain level of simplicity and aeayrif it is addressed to investors and
analysts (Bontis, 2001).

The valuation/measurement methods outlined herguatéghe most common and
frequently quoted in the analysed literature; hosvewmany others exist. Measurement is
a recurrent theme in the literature concerningithengibles, if not the main one. As
showed in the first paragraph, even classificatemsmade with measurement purposes.
The fundamental question is whether intangiblestmmeasured or not. Rastogi (2003)
argues that intellectual capital, formed by intéhgiresources, is a flow, not a stock,
therefore a static measure does not capture itarmdignnature. Some authors suggest
using more than one method to compare results {Bental. 1999, Royal Institute of
Chartered Surveyors, 2003). Given the weaknessadf system, companies should aim
at reaching a range of values (Royal Institute dfai@ered Surveyors, 2003) or a
probabilistic value (Bianchi and Labory, 2002) eed of a single measure. Canibano and
Sanchez (2002) note that many empirical studiessumeaintangibles using R&D
investments and patents since they are the easiasgibles to measure. However, they
argue that researchers should focus on what theg ttemeasure and not on what they
can measure.

The results given by the analysis of the valuahod measurement models are
similar to the ones reached by Kaufmann and Sckng@004). There is no well-
accepted measurement/ valuation framework or satdiators. Many are subjective,
abstract, do not really clarify which are the irgdnes included and do not allow for
comparison among firms (Brennan and Connel, 208holars, managers and markets

are still in search of a solution.

1.8 The problems related to intangible resources

Several problems derive from the peculiar featofaatangibles and the lack of a
well-accepted measurement system.

From an internal perspective, firms have the diffies faced to deal with the

complex process that allows generating and expbpitintangibles. Canibano and
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Sanchez (2002, p 6) argue that only when intangilalee “identified, measured and
controlled” can they also be correctly managed. &tent of the management problem is
therefore obvious, given that firms often are nigedo identify their intangibles, not to
mention measure and control them. Johanson (20@@jes how 11 Swedish firms
classify intangibles. His findings reveal that ttlassification is done for measurement
purposes and comprehends only intangibles thatirtneis able to influence. These are
perceived to be “individual competence (knowledgel @apabilities), organizational
competence (databases, technology, routines anmire&uland relational (relations,
reputation, and loyalty) resources” (op. cit, p.15)

Several solutions have been proposed in ordercetfeese problems and help the
business community in dealing with these resounces profitable way. A first set of
solutions insists on the necessity to coordinatanigibles related decisions with firm
overall strategy and improve the quality of norafigial information.

According to Sullivan (1999), a good managementesgdor intangible involves
several steps. First, the firm has to identifygtsls and the context where it operates.
This entails an analysis of the external environindre internal situation (tangible and
intangible resources available and their role wébpect to alternative strategies) and a
description of what the firm does. The firm is theady to formulate the strategy and
assign a role to its intellectual capital in fuoctiof the strategy adopted. The most
important phase is the development of the capdoitgnanage the intellectual capital.
Intangible resources can generate value in two wagsical and strategic. The tactical
way, that produces value in the short run, is nyamglated to management actions
concerning the protection and commercialisationntéllectual property. The strategic
way is related to the generation of new intangiekources to produce value in the long
run. Others (Canibano and Sanchez, 2002) focus dttention on the ability that a firm
should develop to understand the cause-effect iorktips among resources
(connectivity), report and measure frequently (fegty) and link the history of the firm
with future actions (regularity) in a dynamic pegsfive. Kaplan and Norton (2004)
suggest the use of the BSC in order to managegifitignassets and outline the critical
steps needed to create a sound strategy. Firdlt afanagers have to balance the need to

have a good financial performance in the short terintained by cutting costs, with the
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need to invest in intangibles for the long termvgioand development of the firm. The
strategy of the firm should then be formulated dgto the analysis of the four
perspectives of the model that help identifying ttrecial factors for success. The
“internal” and “learning and growth” perspectives/gg the tools (mainly intangible
assets) to achieve the wished results in the “Gr@hand “customer perspective”. The
critical stage is to align and integrate the inthleg to the strategy: only in this way
intangibles have a value for the firm. The BSC Is gproposed as an ex-post strategy
mechanism to verify the results of the implemerstedtegy.

Even though the solutions proposed are differedttarre is no consensus about
what is the optimal way to identify and managengtbles, the different proposals share
a common point of view: investment in intangiblesets drivers such as R&D,
Advertising, Human Resources and Practice, Orghoisd capital, create value for the
corporation and intangibles based systems of meamnt provide better information
than traditional financial reports (Gu and Lev, 2D0

Besides the problems related to management, firacge fa second type of
problems due to the difficulties of communicatihg tvalue of intangibles to the market.
Some solutions are proposed by that part of tleealitire that analyses problems related
to intangibles from an external point of views.

Amir et al. (2003) measure the relevance of noaffaial information through the
analysis of the analysts’ contribute to investaietision, assuming that financial analysts
use also non-financial information in the valuatiprocess. The results of their study
show that the analysts’ understanding of intangibles improved, especially in
intangible intensive firms; however they still dotrully value intangibles especially in
low-intensive intangible firms. Based on their fimgs they suggest the need to improve
the quality and quantity of non-financial inforn@ati Through his IC growth model,
Edvinsson (2000) shows that companies can follortaite steps leading to increased
appreciation by financial markets. The steps ingolaformation increase, focus on
human capital, transformation of human capital sttoctural capital and exploitation of
structural capital through its expansion outside llorder of the firm. The role of the
knowledge codification process is then crucial &g tmain factor fostering the

transformation from human (not owned) to structeegbital, owned by the firm. Others
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argue that two types of indicators should be use@porting intangibles (Canibano and
Sanchez, 2002). The first type, ‘Core indicatoese general indicators adoptable by all
types of firms, allowing for comparison. “Contextegific” indicators are instead related
to the unique structure of the firm. Furthermohe indicators addressed to the external
audience should provide information about the fitumot a static picture of the firm. In
the end, firms should be aware of the fact thatatiahtangibles are value-generators and
be able to distinguish which ones are relevant.

The difficulties in communicating intangible resoes to the market are due to
the deficiencies of financial reports and the latla well-accepted measurement system.
The value of intangibles is in fact often not urseod by the market, which is left
without crucial information for valuation purposélhe consequence is a high cost of
capital for those firms that heavily rely on intérigs, especially when they are start-ups
and not well established. Managers end up undesimg or allocating resources to
incremental innovations instead of radical innawasi, proven to generate higher profits
(Lev, 2004). Several authors (Garcia-Ayuso, 200&ikano and Sachez, 2002) indicate
the qualitative and quantitative improvement ofomfation disclosure as a possible
solution to the misallocation of resources. LevOZ0outlines that the majority of
information released concerns intangibles sucheasarch and development, software,
marketing, while little or no information is relems about other types of investments,
especially the ones related to human capital anegldement of new organisational
practices.

The scarcity of information released is not onle da the that fact that managers
worry about the possibility to reveal relevant miation to competitors, but also to the
fact that managers themselves are often not awate gortfolio of their intangibles or
of their potential in creating value, which is agaionnected to the measurement-
management problem (Sullivan, 1999). Lev (2004 )gssts the necessity to improve two
information streams related to intangibles. Thst fatream focuses on the productivity in
terms of returns on the investments, while the séctream focuses on the identification
of the resources that form the intangible capitiwever the proposed solution brings
back the tricky problems related to the valuatibimtangibles, whose costs can possibly

be identified with a certain level of precision buose benefits are highly uncertain and
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difficult to disentangle due to their interconnetteature. It also brings back the still
unresolved problems related to the lack of a comfraamework for identification.

Besides increasing the qualitative and quantitatigeel of non-financial
information, a second set of solutions focuseshenniecessity to improve the reliability
of the information release through a very regulad @ound reporting activity. An
empirical study (Vance, 2001) compares the viewhefcorporate world with the view of
the “city” regarding the valuation of intangibleShe study is conducted through
interviews with finance directors of FTSE100 compananalysts and fund managers.
The results show that the importance of intangiblases across different sectors;
however human capital (in particular R&D teams aagbabilities to work in teams),
brands and customer base are perceived as the intamgibles. The measurements
systems used are mainly EVA and the BSC and trsonebehind the decision to avoid
disclosure is mainly dictated by the risk relatedntangibles (litigation and disclosure of
relevant information to competitors). The study whahat analysts value companies
focusing on their capacity to produce future revenihowever intangibles, the main
drivers of this capacity, are not really recogniz&dalysts particularly value the strategy
of the management and a regular reporting actitétygen as a sign that the management
knows and control these resources. Both partiegnind the need of guidelines, more
than binding rules.

The results of the empirical studies found in tiberature seem to validate the
solutions presented. However, there are no starsgardanethods to conduct empirical
tests and no theoretical defined framework toftasintangibles. Case studies, interviews
with managers, analysis of financial reports, infal arena discussion with practitioners,
are the main tools used to analyse possible maregesnd reporting methods, together
with proxies and indicators. As Webster and Jermsgoe (2006, p.93), studies that aim
at showing the importance of intangibles are “ssgge rather than definitive” due to the
guality of data and the absence of a measuremstegmy Furthermore studies based on
gualitative data to interpret risk to present rissthat are influenced by the researcher’s
point of view (Canibano and Sanchez, 2002). Finglpbably the most needed result
has not yet been found: the real impact of intdiegibn the performance
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A final class of problems related to intangibles d@e analysed from a public
policy perspective. The resource misallocationihgmct not only on the performance of
the firm but also on the society, and raises qoestabout the role of public institutions
(Jensen and Webster, 2006). Public policies haWiadahe delicate balance between the
necessities to foster innovation and the necedsitguarantee an adequate level of
diffusion to let the society benefit as a wholeheTresult of this situation is therefore a
mixed system that reduces the non-excludabilitybl@ms through the concession of
legal property rights (with all the limits alreadhowed) and increases the diffusion of
knowledge by conceding public grants for reseaithe system is, however, still
imperfect since the property rights are uncertdia,process to obtain patents is complex,
costly and firms often patent innovation that do mave practical application, using them
as a tool to scare away potential competitors. imortance of structuring a balanced
public policy is determinant to generate the rightount of investment in intangibles at
the advantage of firms and society as a wholeitlisins have obviously an important
role in the creation of an environment that canteioshe creation and diffusion of
innovation and knowledge at a national and locatli¢Bianchi and Labory, 2002).

Public institutions are also retained responsibtedieveloping standardised guidelines to
manage and report intangibles (Brennan and Co2080, Vance, 2001, Garcia-Ayuso,
2003). Guidelines have been issued by the OECDVIERITUM project (2002), and by
the Danish Ministry of Science and Technology; hesvethere are still many issues that
still call for improvement (Buhk and Johanson, 20@&istace, 2003). The general
argument that seems to be shared by all scholatdrdat this issue suggests that, given
the state of the art, it is still too early to inggomandatory rules for reporting and that the
only actual feasible solution is to encourage vtaundisclosure of information. A study
conducted on Australian firms during the first yeafr the application of IAS 38
(Matolcsy and Wyatt, 2006) supports the idea thandatory rules for reporting
intangible assets cannot improve the problemse@léd them. Results of this study
indicate that when managers have the option totaleg@ internally generated and
externally purchased intangible assets (as it ivaase in Australia before the adoption
of IAS 38), they chose to capitalise only when timeertainty about the possible future

value of the intangible investment is low. Markatdaanalysts have therefore a
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recognisable signal that can guide them in theatelo process, and earnings forecast
errors are lower. Without giving the option to ¢apze, managers cannot signal their
situation to the market and consequently erroratedl to the evaluation of companies

increase.

1.9 Intangibles: a first set of conclusions

A first set of conclusions can be drawn from thist part of the analysis.
Intangible resources have raised the interestcloblars from different research fields
due to their importance as factors for competitidvantage and to the problems they
raise as a consequence of their peculiar featbi@sever a clear perception of what they
are is still lacking and many problems are stillasolved.

There is no consensus about their definition aadsilication, and the different
contributes have generated a real “terminologioaps that needs to be clarified. In this
research | have analysed the identification probleimying to clarify the content of the
intangible ‘black box’. Among the different termsapital, asset, resource, investments)
adopted to refer to intangibles, | have chosenclieses” as a wider category than assets,
able to grasp the variety of these resources arldde also the ones that are not taken
into consideration by traditional financial reports
Intangibles have not yet been clearly defined. @kénitions found in the literature
describe them, alternatively, as knowledge-bassdurees, lacking physical substance,
interdependent, firm specific and capable of gamegduture profits. However, they do
not offer clear inclusion or exclusion criteria. €Ttaccounting definition of IAS 38
instead, offers precise, but too strict recognitioiteria that do not recognize the most
valuable intangibles of the firm.

Scholars have tried to improve the framework far #malysis of intangibles by further
classifying them in sub-groups. Classificationsenagen made with the aim of creating a
framework for their analysis, but also with measueat or management purposes. | have
reorganized the different classifications found the literature and grouped them
according to the number of sub-groups used. Thesifieation based on three sub-groups

seems to be the most common, but also classifitaiio two and four sub-groups seem
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diffused. The real problem, however, concerns trgant of the sub-groups that not only
are named differently, but also have different niegyraccording to the different authors.
Intangibles form a heterogeneous class of ressundth peculiar features that
vary across the different type of intangibles. Teterogeneity of intangibles is surely
one of the causes of the lack of a clear definition
Weak property rights or no property rights coveaingibles. This generates a situation of
partial excludability that renders the benefitsidag from intangibles only partially
appropriable. Intangibles are non contractible, dndnot have a market; furthermore,
they are characterised by high risk and uncertdewgls regarding their production and
the capacity to the appropriate benefits that temerate.
Many measurement and valuation methods have begpoged, but none has been
successful; however the more diffused seems thd@alance Scorecard of Kaplan and
Norton. In general, measurement and valuation nastlaoe quite abstract, do not allow
for comparison among firms and utilise imperfedidators and proxies, often chosen
with subjective criteria.
The need to measure and valuate intangibles i®dhar both the market and the firms.
Firms need to measure intangibles in order to marsagl exploit them in the strategy
context. Some authors provide management modeldnfangibles (Sullivan 1999,
Kaplan and Norton, 2004), however they are quitgrabt and do not seem to provide
concrete answers. Firms face also the necessitgyotomunicate the value of their
intangibles to the market, that otherwise, leftheiit information and “measures”, does
not value intangibles. The consequence is a hight @d capital and resource
misallocation. Several authors (Garcia-Ayuso, 200a@nibano and Sachez, 2003, Lev,
2004) indicate the qualitative and quantitative iayement of information disclosure as
a possible solution to these problems, togethdr thie diffusion by public institutions of
non-mandatory guidelines in order to improve andilifate voluntary disclosure
(Brennan and Connel, 2000, Vance, 2001, Garcia-8\y2802).
Even though several authors lament the lack ohadity of intangibles”, the majority of
them do not refer to a “theory” in their analystnly Hall (1992), Clement et al. (1998)
and Fernandez et al. (2000) analyse intangibléhancontext of frameworks related to

the “heterodox” approaches to the economic thebtlhiefirm. If the lack of a theoretical
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framework is often blamed as one of the causeefstill lacking understanding of
intangible resources, it is worth to analyse whed@mnomics can be useful in clarifying
some of the aspects related to intangibles, andilpggrovide the base for a theoretical

framework.

38



Chapter 2: On the theoretical analysis of intangile resources

2.1. Intangible resources and economic theory

The economic theory does not appear the exist a@&renh framework for
intangible resources, and more than “the Econoofitstangibles” one should talk about
the partial view of intangibles offered by thisdpdine that “considers intangibles in four
main aspects: human capital, innovation, orgamraind knowledge” (Bianchi and
Labory, 2002, p. 9).

The models (e.g. Fernandez et al., 2000; Hall, 18@%ment et al, 1998) for the
analysis of intangibles that refer to a theoreticainework are based on the evolutionary
theory of the firm of Nelson and Winter (1982) amdthe resourced-based view (RBV)
of the firm. These are both approaches that dewepraditional economic theory of the
firm. For this reason | draw a kind of indirect bsés of intangibles that passes through
the theories of the firm, their critique and deys@nt. | argue that the review of some of
the most representative contributions concerning éxplanation of the existence,
boundaries and organization of the firm, can helpriderstand how economic theory has
started focusing on these types of resources, afeathe assumptions that have caused
their neglect up to the last few decades and hawrdtaxation of these assumptions has
uncovered the importance of intangibles, theirifesgt and the way in which they interact
with other tangible resources to improve firm parfance.

Before starting the analysis a very last point &hdne clarified. The authors that
do not belong to the heterodompproach never explicitly use the term intangible
resources. As the analysis of the theories ofithe i§ conducted through the lens of the
authors belonging to the heterodox approach, thee mghodox contributions are read
under the evolutionary and resource based perspepbint of view. The aim of the
analysis is not an exhaustive and detailed recactsdn of all the different theories of the
firm that have been presented; the aim is to catlire contributions that are relevant to

the analysis of intangible resources.

" With “heterodox” approach | refer to the theoriéshe firm that criticize and refuse the assumpion
which the neoclassical theory of the firm (orthodgproach) relies.
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2.2 Intangible resources in the classical economtigeory

The first economist who observes the existencatahgibles is Smith, in his “Wealth of
Nations”. In his analysis of the division of labp@mith outlines how workers could
specialise and increase their skills and laboudpetvity through the learning-by-doing
process and how the accumulation of capital indualso ‘acquired and useful talents’
besides the increase of fixed or circulating cagiemdgson, 1998; Bianchi and Labory,
2002; Webster and Jensen, 2006). However, evemglththeir importance is recognised,
the understanding that Smith has of those intaagéources classified as skills, to use
the definition of Hall (1992), is quite reductives a matter of fact, Smith identifies the
advantages of learning by doing as increases iruatatexterity and does not recognise
the role of knowledge, information and the unitykabwing and doing (Hodgson, 1998).
Furthermore, the contribution of the organisation @orporate culture in shaping the
learning process is neglected and the productingepmf a nation (or enterprise) is
identified with the sum of the productive powersitsfsingle components. The role and
characteristics of knowledge and organisation laeecfore absent in Smith’s analysis.
Babbage (1830, 1832) makes a more explicit referém&nowledge. While studying the
technological features of the capitalist systempli2ge underlines the necessity to
stabilise strong connections among production,nseieand technology and argues that
knowledge can improve the productive process. Hm estates the equivalence between
knowledge and power. Marshall (1949, p. 115 aseylot Hodgson, 1998, p. 37) makes
a step further and identifies immaterial goods asnnmcomponents of capital. He
explicitly identifies knowledge as “the most impont engine of production” and
recognises what Smith had neglected: the impontalet of organisation in fostering
knowledge.

These more or less implicit insights concerning ithportance of some of intangible
resources (such as human skills, knowledge andchma@#on) in the production process
have not been deepened and better analysed nbithgassical economists nor by the
successive generations of scholars, who have @isted these early hints and instead

focused more on tangible resources such as latamat and machinery.

40



2.3 The neoclassical theory of the firm and the agsiptions hiding intangible
resources

Intangible resources have not been very much discugn mainstream economics. As
several authors (Nelson and Winter, 1982, Hodgst®98, among others) have
recognized, the only intangible resource that imetwow considered in the neoclassical
theory of the firm is knowledge, even though in @ywhat misrepresents its real nature
and characteristics.

The concept of knowledge is strictly related to dine of ‘production set’ which
describes the capabilities of the firm, i.e. whHa firm is able to do. As Nelson and
Winter (1982, p. 60) outline, the production setdslimited by a technical type of
knowledge, “articulable and articulated: you caoklat up” and publicly available.
Knowledge is therefore considered equal to thermé&ion at disposal and, as well as
information, can always be translated in codes é&minulas. The cognitive and
interpretative problems raised by the transfornmatid information into knowledge are
totally ignored, and learning is considered meeslyhe “acquisition and accumulation of
additional information” (Montresor 2004, p. 413)ndledge is also considered equal
for all the firms of the economic environment, &nd¢ is publicly available and
transferable at zero costs.

As the production set, knowledge is fixed as it baninferred by the analytical
condition of the theory ‘given the state of knowged which exemplifies how dynamic
phenomena related to the knowledge possessed bfiritheare a secondary issue in
economic analysis (Webster and Jensen 2006). Takesnmpossible to understand the
role of intangible resources such as skills, orgmonal design and patents in the
expansion of the capabilities of the firm, sinceythare considered given, as the
production set, and cannot modify it. Knowledgep&rceived only in its individual
dimension, i.e. as the knowledge of the individulat belong to the enterprise, while the
knowledge of the organisation is either that ofdtsef engineer’ in Nelson and Winter’'s
term, or the sum of that of its constituencies. réhis no sign of the concept of

organisational knowledge as the superior knowlgtigeis something more than just the

8 The production set is the set of technically felesiinput-output combinations representing the
capabilities of the firm (Montresor, 2004)
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sum of the knowledge of its single components (Ivesdr, 2004). The theory postulates
a capacity to organise that is totally disconnedteth the single elements that form the
organisation, and therefore “resides in nothingél@én and Winter, 1998, p. 63).

This view of knowledge and the lack of considematiof other intangible
resources is a consequence of the aims of the as=ochl theory and the strong
assumptions made to keep coherence in the intstaiad framework.

The neoclassical theory of the firm is interestetiow firms maximize profit through the
price mechanism. The firm is therefore seen adackbbox” (Nelson and Winter, 1982,
p.51), a mechanism connecting production, pricet and revenue functions, to obtain a
certain profit, while the way in which productiosarganised is left outside the analysis.
As Nelson and Winter (op. cit.) underline, neodleaseconomists see the internal
coordination mechanisms of the firm as a field dp@s beyond their scope and analyse
the organization of production only through thecipry mechanism. Being a theory of
economic exchange, the production process is cergddas an extension of exchange,
not as “the intentional creation by human beings giood or service, using appropriate
knowledge, tools, machines and materials” (Hodg4e88, p. 33).

Obviously, the analysis of intangible resourcesncanake place in a theory that ignores
the aspects of the organisation of production. fioeis on exchange is also one of the
reasons why knowledge is identified with informati&knowledge has to be embedded
into a physical support in order to be treated mseeonomic good and exchanged
(Bianchi and Labory, 2002).

The theory assumes and focuses on rational indilsdeonsidered able to make
the best decision (i.e. optimise) in a complex evwnent where information is perfect.
This leads to the neglect of the importance of mmadms such as learning and personal
development, since learning implies that not adl #mowledge needed to optimise is
possessed, and individuals cannot optimise whilegbén the process of learning
(Hodgson, 1998). Having neglected the existenciearhing phenomena that allow the
firm to expand its knowledge stock, the consideratf knowledge as a given factor is a
logical direct consequence. A further consequescthé view of human capital as a
passive factor of production.

42



The individualistic and atomistic approach doesallmw considering the role of
the organisational capital, and the knowledge petidn that emerges from working in
teams. The firm is considered as an isolated atodhralationships among firms are
ignored. As a consequence, the relational capgtahdt considered as an intangible
resource.

Another crucial assumption does not allow for treatment of organisational
capital: the only aim of the firm is assumed to f®fit maximization. With this
assumption, together with the view of productioraas'extension of exchange”, the role
of the organisation in coordinating individualsffdrent objectives and the production
process cannot be recognized.

Last but not least, the static approach of therthecreates further obstacles in the
analysis of intangible resources. In fact, techgigla innovation and dynamic change
are neglected, being “a serious problem for theilibgum-oriented approach”
(Hodgson, p. 34). Learning is mainly ignored sinteallows for creativity, which
destroys the equilibrium framework. Growth is onaccidentally considered as
adjustments to reach the perfect size, and nohénsense of increase in production
capacities (Penrose, 1959).

Even though the neoclassical theory of the firmsdoet offer an analysis of
intangible resources, its validity and importansenot questioned here. The firm is a
complex reality that can be observed under diffepaints of view, therefore there are
many theories of the firm that give different ex@#ons of the same phenomena and
complete each other, helping to better understhiedcdomplex reality (Penrose, 1959;
Grant, 1996b). The neoclassical theory simply fgges aspects different from intangible
resources; its critical analysis has been usefuhtterstand the assumptions that hide the

‘discovery’ and the focus of intangible resources.

2.4 The path towards the “discovery” of intangibleresources: the critique to the
assumptions of the neoclassical theory of the firm
As seen from the previous analysis, the neocldssieory of the firm is

particularly concerned with the analysis of thedebur of the firm in external markets.
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As a consequence, the internal mechanisms of theifi coordinating and creating its
resources are not investigated (Grant, 1996b).

Important contributions in this sense have commftbose theories that “amend”
the neoclassical theory, including aspects reggrdime organisation. The shift of
attention towards internal mechanisms has started the observation that some of the
assumptions made by the neoclassical theory arealistic. From the analysis and
critique of these assumptions, new theories hawergad that have widened the scope of
the analysis by introducing aspects regarding tbendaries, the existence and the
internal organisation of the firm (Montresor, 2004hese contributions have been
fundamental in the development of an approachiti@diides the analysis of intangible

resources. The most relevant ones are analysée iioltowing sections.

2.4.1 Imperfect information, bounded rationality armd market failures: the
contributions of the contractarian approach to thetheory of the firm

Even though intangible resources are still disrég@dy the contractarian approach
introduces important novelties and shifts the aitbentowards an important intangible
resource: the organisational structure.

Hodgson (1998) describes this approach as groujpigether several research
lines originated by Coase’s intuition that markate not perfect mechanisms for the
allocation of resources, due to transaction casist(of writing contracts - ex ante costs -
and costs to assure the respect of contracts -ostxgosts). Even though the several
theories grouped under this ‘umbrella’ differ irsasiptions and focus, they see the firm
as an alternative coordinating mechanism that mgamtransaction costs through the
internalisation of certain activities. Transactioosts are the only explanation for the
existence of the firm; therefore their determinaate investigated. It is through this
analysis that the approach brings up importantrelasens that are (indirectly) related to
the study of intangible resources.

Information is no longer complete and costlessyeghe a cost in acquiring it (Foss,
1999). Economic agents are characterised by boundgnality and limited
computational capabilities.
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Williamson (1975) analyses the crucial featuresrafisactions that cause market
failures, and identifies the specificity of the etssas one of the causes. Some activities
related to human capital are idiosyncratic (in $kase of context-dependent) and usable
only in certain types of transactions. As alreatitesl (see 1.6), these are aspects that
characterise transactions related to intangibleuress.

The property rights approach outlines that consraetlated to certain activities are
incomplete due to unforeseeable events, boundemhadity of agents, and high costs of
specifying the different possible uses of the aigtigbject of the contract (Brynjolfsson,
1994). Again this is a crucial aspect related tangibles.

The contractarian approach does not link thesectspeith the category “intangible
resources”, which remains largely uncovered. Theoiy in fact inserts new elements
coming from the discovery of transaction costshe architectural framework of the
neoclassical theory, but the methodological presnése still the same.

Even though bounded rationality and incomplete rimfation are recognised by
scholars of certain research lines belonging te #gproach, economic agents are still
assumed to have given interpretative, perceptivecagnitive capabilities, therefore, as
in the neoclassical theory, phenomena such asibgaand personal development are
neglected (Hodgson, 1998). The technology and thdyation capabilities of the firm
are still given and the role of human skills andamisational structure in shaping them is
still disregarded. The theme of organisational citme as a resource of the firm is
introduced, however only with respect to transarctosts. The determinants of economic
organisation not related to incentive conflicts,ctsuas information processing,
organisation of production and coordination and eftlgyment of resources are not
included in the analysis.

This approach, however, is included here becausecbgnises that the firm
operates in a complex environment, that agents Hewi#ed rationality and that
information is incomplete and asymmetric: when ¢hedements are discovered, it
becomes necessary to focus on how economic agegdsise themselves to face these

problems.
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2.4.2 The bounded rationality of the firm: the beha&ioralist approach

‘Managerial theories’ contest the uniqueness offitme’'s objective and identify
the existence of different groups with conflictingterests within the firm. The
behavioralist approach (Cyert and March, 1963) draw this point and identifies the
firm as a coalition of different groups of intereqihot only managers and owners),
interested in the maximisation of an objective al#int from the firm’s profit.
Behavioralist scholars, borrowing the concept ofirimed rationality of Simon, argue
that, due to the limited processing capabilitietndividuals and to the complexity of the
problems, the firm can only adopt simple decisuaes, which cannot be optimal. Agents
cannot express coherent objectives, while accogritintheir opportunity costs (Nelson
and Winter 1982). As a result, the firm stays irsimation of “quasi-resolution of
conflict” (op. cit. p.55) and tries to satisfy exjetions, aspiration levels.

The important step taken concerning the analysistaihgible resources is the
recognition that the limits constraining the ecoromagents, also constrain the firm,
which is formed by single economic agents. The l#ifias of the firm are not infinite,
as assumed by the neoclassical approach (Hodg868).1if this is the case, it is then
fundamental to identify the resources that helpfitime to minimise these constraints: the
intangibles, as it would be recognised by the loeli@ approach. The behaviouralist
approach recognises the importance of one of thdéma: organisational structure.
However, the focus is, as in the contractarian @ggr, on the incentive mechanisms that
the organisational structure can put in place teesthe conflicts of interests within the
firm. Its role in the production process is stikrgarded. The behavioralist approach is
anyway fundamental for its critics to the conceptadional optimising behaviour that
shuts off the themes of the devices actually engtlayp cope with severe information

process constraints (Nelson and Winter, 1982).

2.4.3 The need to cope with uncertainty: a role fothe resources of the firm

Another fundamental step towards the recognitionthaf value of intangible
resources in the theory of the firm is the intradc of uncertainty, and the need to find
a way to cope with it; this is the main theme inidit's (1921) analysis. Knight

identifies the concept of uncertainty as distimoini the one of probabilistic risk. In the
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presence of uncertainty, not even the attachmeatrmafmerical probability to an event is
possible. Given this concept of uncertainty, uraertevents cannot be specified by
contracts, and insurance cannot cope with them, thetfirm can group together and
coordinate reserves of skills to face unforeseeabl@ uncertain events. As a result,
Knight sees the existence of the firm as originatgdthe presence of uncertainty
(Hodgson,1998).

In Knight's theory the resources of the firm takgraater role with respect to
previous theories. In particular, intangible resmsrsuch as knowledge, human skills and
organisation, are considered extremely valuable. firim can, in fact, reach profitability
only through the development of the capacity toeceopth uncertainty, given by the
ability to coordinate and develop its resourcesictvhs the task of the organisational
structure. A crucial role in his analysis is givem the management, which has to
coordinate the activities, give incentives and dtgveskills (in particular the capacity to
judge) in the firm's workforce. Another importanbipt in Knight's analysis is the
observation that the crucial competences requioedope with uncertainty cannot be
given a market value. While Coase looks at the mama and entrepreneurial
competences as contractible, Knight recognizesttiisis not the case. In this way, one
of the main features of several types of intangiesources is underlined: they cannot
always be bought and there is not a complete méwkéhem.

Viewing the firm as a mean to cope with uncertamgyated to future events and
opportunities helps to shift the attention towatfsse resources that can help to do so.
Following the steps of Knight's analysis, Penrds@5Q) further investigates these issues,
creating the basis for the RBV that assigns a gmaatto intangible resources. In her
“Theory of the Growth of the Firm”, she outlinesatha “firm is more than an
administrative unit; it is also a collection of diective resources” (op. cit., p. 94). The
focus is therefore not only on organisational dtriteeas a mechanism to solve conflicts
of interest or incentive problems. Organisation&iucture is fundamental in the
production process and in the coordination of resesl1 Penrose also focuses on the role
of other productive resources and investigates ctiracteristics of certain types of
intangibles, such as knowledge and skills. Knowdedgtacit, hard to transmit because a

great part of it cannot be taught or communicakathwledge is not identified simply as
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information, as it was in the orthodox approachitirmore, knowledge is the result of
learning in the form of personal experience andnieg-by doing. Through these
processes, the skills of individuals develop thiotlge acquisition of new knowledge and
capacity to use it (Hodgson, 1998). Individuals ao¢ given anymore. They learn and
increase their stock of knowledge and skills, hedghe firm to cope with the uncertainty
and complexity of the continuously changing envinemt.

The main assumptions of the neoclassical theowicéted as a cause of the
neglect of intangible resources, are therefore mdp The approach is not static
anymore, and the concept of growth is directly diciko the development of the firm
competences in which knowledge and skills are foretdal factors. Knowledge is the
main resource in Penrose’s theory. It is a widecepty which comprehends the
knowledge possessed by the single agents of thkfavoe through their skills, and also
the competences, i.e. cumulative knowledge of tloepg In particular competences are
seen as strictly related to the entity they belkangs they are strictly interrelated.

The great role of Penrose’s analysis is given by tbcus on knowledge,
therefore, implicitly, on intangibles (considered &nowledge-based resources), as

fundamental elements to cope with uncertainty.

2.5 Routines, skills and organisational capabilitie the evolutionary theory of the
firm

Evolutionary theories can be considered a breaktiiron the study of the firm and
a shift towards the economic study of intangibloreces. Developing the contributions
of Knight (1921), Penrose (1959) and of the behaalists approach, evolutionary
theory rejects the neoclassical theory assumptiasch have for long taken away
attention from intangible resources, and buildsheoty of the firm capabilities and
behaviour in an environment characterised by caotis technological change.

Evolutionary exponents consider progress as angambus factor and see growth
as the effect of the process of learning and disgovl he firm, like its constituencies, is
characterised by bounded rationality and aims asfgmg aspiration levels as in the
behavioralist approach. The novelty, here, is tw$ on the mechanisms that allow the

firm to reach its goals.
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Nelson and Winter (1982), founders of the theoeg the firm as “a hierarchy of
activities governed by rules or ‘routines™ (Clemegt al. 1998, p. 7) and argue that
routines, skills and capabilities are the key fegtihat allow the firm to survive in the
market competition. A clarification is necessaryuatbthe terminology, although, as
Nelson and Winter (1982) themselves admit, the |lefeintertwines between the
elements is so strong that sometimes it is hatohtterstand where one ends and the other
begins.

Routines are “capability of a smooth sequence ofdioated behaviour” (Nelson and
Winter, 1982, p. 73). They belong to the organssafjorganisational routines) or to the
single individual (skills). Routines are quasi-antdic, regular and predictable
behaviours. They do not have a specific purposar furpose can be understood only
when they are inserted into a context. Capabiliies, instead, the “know-how that
enables organisations to perform activities” (Desial., 2000, p. 1). They have an
intentional nature: given a purpose, there is alo#ipy that generates an outcome related
to the purpose. Therefore, routines are the buglditocks (even though not the only
ones) of capabilities that represent what the iem do.

Much of the evolutionary analysis is focused ortiras, that allow the firm to perform
single activities, and on their role in the firm{gocess of development, which is
assimilated to the one of mutation described bylolgioal evolutionary theory
(Montresor, 2002). Routines are like genes: theythe memory of the firm. They are
durable, since they can be replicated an infiniteoant of time, but they are also
dynamic. When the firm does not reach a satisfgatesult in relation to its aspiration
level, the firm, through search-routines, startanging the routines that have failed. In
this way, the firm can learn and adapt to changethe economic environment and in
aspiration levels. There is a selection processatpe by the market on the firm’'s
routines, and routines are the key factors thatathe firm to survive.

Nelson and Winter (1982) also underline the faet tapabilities, routines and
skills are hard to imitate, due to the fact tha tmderlying knowledge is hard, and
sometimes impossible to codify. Even when the kedgé can be codified, this process

is very costly. As a result, much knowledge remairiss tacit form.
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For the first time, intangibles such as skills, aaipties and routines, are
identified as the main resources of the firm. Femtmore, the theory embraces the
Shumpeterian view of innovation, considered as gean the firm’s routines, underlying
the role of intangible resources in the innovagwacess. The focus is on knowledge, a
peculiar intangible, which is embodied in organ@al routines and skills that determine
the behaviour of the firm (Montresor, 2004). On basis of Penrose’s analysis (1959),
knowledge is idiosyncratic and strictly contextateld; it is also tacit and not easily
codifiable as users cannot completely articulate it

The evolutionary theory, in its dynamic approadspanalyses the mechanisms
that govern the acquisition and expansion of osgiunal knowledge. Nelson and
Winter (1982) describe the firm in term of stat&he physical state represents the
physical capital, while the information state regamats the “contents of file drawers and
human memories” (op. cit.,, p. 20). Routines aressifeed in operating characteristics
(related to every day activities), investment ru(@smed at modifying the stock of
capital), recording rules (aimed at changing thewkedge possessed by the firm) and
search rules (related to the modification of ertrules); change is generated through
the transformation from one state to the other.

Clement et al. (1998) start from Nelson and Wirstetynamic model, expand it
and adapt it to the study of intangible investmemghe consideration that it is necessary
to distinguish between stocks and flows and foaushe classification of the latter, i.e.
investments intangibles that modify the stocks.iThedel adds a third state (external
state) to include the external relationships thatfirm has with the environment. As a
consequence, a further type of rules (influenculgs), regulating the relationship with
the firm and the external environment, is also dddéhe “information state” is
substituted with the “knowledge state”, to inclualso that part of knowledge that is
implicit, hard to codify and transfer. Finally, esl and activities (and related costs) are
related and divided in three levels. The first leflevel zero) is “current expenditure”
and corresponds to Nelson and Winter's operatirggadteristics; the second and third

level (level one and level two) represent “tangiatel intangible investment” (figure 2.1)
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Figure 2.1: The firm state: an extended view
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Source: Adapted from Clement et al. (1998, p.12)

Through this scheme, investments can, in this Wagy classified according to the
state level”. Even though a strict distinction amatifferent types of activities is not
always possible, intangible investments are idiedtifs the costs associated to recording
activities and to the combination of investment aadrch activities. Recording activities
aim at the acquisition of the existing knowledge, imformation, from the external
environment and generate a quantitative changejolitecombination of investment and
search activities aims at the internal creationnefv knowledge and generates a
gualitative change. Based on this model, the mgjasf intangible investments are
classified as related to the knowledge state, éurtlived in technological knowledge and
economic competences. The only intangible investsnentside the knowledge state
relate to the external state and are, namely, imargs in advertising and investments in
public relations.

This classification also offers a clear definitioinsoftware investments. Software
systems are considered as the basic functioning admputer, therefore classified as
tangible investments. Only application software che considered intangible

investments, since they generate a quantitativease in the knowledge state.
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Even though the perspective of this model is $yridiynamic and focuses on
investments, the authors recognize the importamcealso measure the stock of
intangibles, as represented by the level and bsrefthe investments, at a given point in
time. This is identified as the most complex tagk tb the problems outlined above.

The model is explicitly recognized as hard to applyreality by the authors
themselves; though characterized by abstractnedspeactical problems, it offers a
clearer classification criterion for investment imtangibles and proposes a possible
theoretical framework.

On the basis of the above considerations, evolatiotheory could provide an
ideal framework for the development of an econothiory of intangibles. However,
even though it has developed in the field of ecandheory (Nelson and Winter, 1982),
it has been followed and quoted more by scholaianeng to the strategic management
field, due to its direct strategy implications (Hsdn, 1998) while economists do not
seem to have considered it in detail. Only Edvinsg000, p 14) seems to recall the
theory when stating “it might be more relevant tsualize the new economical sphere
from a biological perspective, as a nervous systéth energy flows and cells being
split, mutated and evolving. It describes life,e@al and movements”.

This part of the analysis has attempted to dematesthat many of the issues related to
intangibles resources have a long and complex rgigtothe economic literature whose
development of certain research patterns has ldgettiscovery of intangible resources’
and their consequent, even though still indirect Bmx@omplete, analysis. In particular, it
has emerged that an economic theory for intangdsdeurces needs to abandon certain
assumptions, and recognize the limited rationadityndividuals, the uncertainty of the
world, the dynamic phenomena related to learnirgdavelopment and that the scarcity
of certain resources (intangibles) does not impe/impossibility to improve and expand
them. The analysis of intangible resources findsasonable place within a theory of the
firm that analyses the internal functioning meckars related to the production process,
since the study of intangibles, from the econonumipof view is justified in reason of
the special role they have in helping the firm teeeed. In this last respect, it is
fundamental to focus on the features that are pedal these types of resources, and the

implications they have. The resource-based vietheffirm has addressed these issues,
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building up on the heterodox approaches to therthebthe firms and, in particular, on
the evolutionary theory.

2.6 Intangible resources analysis through the resoce-based view
2.6.1 The resource-based view and knowledge-basadw approach

The resource-based view (RBV), also called “cajedsl or “competence-
based” view, groups together a wide class of hdteta@ontributes (evolutionary theory
included) to the theory of the firm (Hodgson, 199Bhis approach is not yet a theory,
from a formal point of view, probably due to thectfahat its proponents belong to
different disciplines (such as strategic managentechnology analysis, organizational
studies and economics) and focus on different aspddis lack of homogeneous
approach has originated a sort of “terminologicaup (Montresor, 2002, p. 15)
regarding the real meaning of competences and ddieab(often labeled differently),
similar to the one that characterizes intangibles

Even though it is not yet a formal theory, sincengpnaspects still need to be
clarified; even though only few of the scholarslgped in this research have referred to
it as a possible theoretical framework for intategbthe RBV seems to offer a possible
theoretical background for the analysis of intaleitesources (Canibano and Sanchez,
2002).

As already said, the approach still needs to devela theory; nonetheless, the
aim, here, is not to focus on the problems rel&tdtie status of the approach, but to hint
at the crucial inputs offered by the view to impedhe understanding and the analysis of
intangible resources. It is therefore useful toeftyi analyse the main points of the
approach.

The RBV considers the firm as a “unique bundledssyncratic resources and
capabilities” (Grant, 1996b, p.110) that the firasho efficiently exploit and regenerate
to stay competitive. As a result, the resourceheffirm, tangible and intangible, are the
main factors that let the firm pursue a markettegig and achieve results.

° Nonetheless RBV advocates belong to differentiplises, the main field has to be considered given
managerial sciences. An attempt to intregate ecarsoamd managerial contributes has been done in
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While the strategy model of Porter focuses on thayasis of environment and
strategy, considering resources fixed and highlybitep the RBV focuses on the
resources, heterogeneous and imperfectly mobilegghadetermine the strategy (Barney,
1991). Resources are the factors that create tfferafice between firms; as a
consequence, the emphasis is on the features @ébatinces must posses in order to
generate competitive advantage and on the mechanitiat help develop them
(Montresor, 2004).

A set of key features are common to all resources)petences and capabilities
of the firm. They are described as “dynamic”, “imieetly or non contractible”,
“interrelated and organisational” (Montresor, 2Q0Bhe resources of the firm, tangible
and intangible, allow the firm to accomplish di#fat tasks. Due to the uncertainty of the
world, the firm cannot anticipate the activitiesattht will be required to accomplish;
however, building up resources will provide thexitelity and the capacity to adapt to
different situations, reducing the level of uncietg®. This is why the resources of the
firm have to be dynamic. A particular type of “sup€ organisational capabilities
guides the dynamic processes within the firm. Thasethe search routines in Nelson
and Winter's model (1982) or the “core competendesTeece and Pisano’s (1994)
model. These superior organisational capabilitresparticularly unique and inimitable,
compared to the other resources of the firm.

Resources are mainly organisational, pertain tootiganisation as a whole and
are the result of complex social phenomena thatlerethem strictly interrelated and
idiosyncratic. As a consequence, the value theuress have, if taken individually, is
not the same as the value they have inside thenisageon since, in the latter case, the
synergies and relationships that develop among tberate further value (Montresor,
2002). The strong ties and interrelations amongélseurces render them hard to imitate
and replicate by competitors, but also render theperfectly contractible.

The internally-oriented approach of the RBV hasdfore helped first, in shifting
the attention on the firm resources; secondly ianidying the main features that

resources must posses in order to generate competitivantage: inimitability and

° These concepts are already analysed in Knightl(l #2nrose (1959) and Nelson and Winter (1982)
considered precursors of this view (Hodgson, 1998).
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uniqueness, firm-specificity and interconnectiviggnong others. A special type of
resource, in particular, seems to posses all tieageres: knowledge.

It is important to outline that knowledge is diat from information, since it is
“a qualified transformation of the information resces of the firm” (Montresor, 2002,
p.3). In order to become knowledge, information dsed¢o be transformed through
cognitive processes that are complex, differenimfrondividual to individual and
uncertain with respect to the outcome. Knowledgd arformation, however, have
something in common with respect to transactionse Value of information and
knowledge cannot be known until the purchase has lbeade. Furthermore, in case of
knowledge-based transactions, there is a furthstagle due to the fact that knowledge is
hard to articulate and transfer into a physicajsup

There are different types of knowledge (Loasby, 999The most relevant
distinction for the firm is probably the one betweeodified and implicit knowledge,
distinction represented by “knowing about” and “Wmog how” (Grant, 1996b). The
problems related to the different types of knowkedge the research area of that stream
of the RBV - the knowledge-based view (KBV) - tleahsiders knowledge as the most
strategically important of the firm resources aoduses on the mechanisms through
which knowledge is created and integrated (Grgmtci.).

The problems related to knowledge transmission iatejration create barriers
that have strategic importance. While knowledgegration can be easy and can be done
through the diffusion of “written manuals” when kwvledge is codified, it becomes
extremely complex when knowledge is in tacit foimthis latter case the transfer and
integration can only be done through organisationatines, informal processes and
learning by doing, that require time (Grant, 1996&)e organisational culture and
sharing of a common language can facilitate thesfea by improving the ability of the
recipient to receive new knowledge (Cohen and ltealn 1990), in so expanding the
knowledge capacity for aggregation. The process ititagrates knowledge needs to
combine different complementary types of knowledgeorder to generate complex
capabilities that are hard to be disentangled Inypagitors.

If the collective knowledge is owned by the firwhile the specialised knowledge

is owned by individuals, then the firm has to imé#g the latter and transform it in
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knowledge that belongs to the organisation. Aceaydo some authors, the process of
codification is then essential (Sullivan, 1999, Boka et al. 2000). The process of
codification is costly and not always possible heseaknowledge is implicit and there is

only a part of it that can be codified (SpendeQd@)9 However, the cost of codification

and the extent to which knowledge is implicit sgiyn depends on the context.

Sometimes knowledge is only apparently implicit,cdoese the organisation has
embedded the codified knowledge to such an exteitit seems to operate without a
“codified manual’; in this case the cost of codition is not too high. The presence of a
common language is also responsible for the cosbdiffication; if a common language

is present, then the high costs of creating oneneil have to be afforded (Cowen et al.,
2000).

The codification of knowledge, however, transformbsinto a public good,
available to competitors. Once knowledge gets cdiithen the imperfect mobility and
causal ambiguity protection mechanisms are losg. fféde off is then between the need
to protect knowledge (leaving it in its tacit formgnd the need to transfer it through
different parts of the firm, while integrating ttspecialised knowledge of the single
employees (through the codification process).

Throughout all this analysis, whose main object l@esn intangibles, knowledge
has been mentioned and recalled with a certairuémecy. Webster and Jensen (2006)
describe the process of creating intangible capsalhe creation of knowledge, tacit or
codified, individual or collective, and outline tiaportance of the role that learning and
existing capabilities have in the process. Rastpg03) refers to intellectual capital as
the capacity to use and generate knowledge. Biaacii Labory (2002) define
knowledge as the common denominator to all intdagibAccording to Canibano and
Sanchez (2002, p. 4) “Knowledge is the main drieeigrowth”. Bontis et al. (1999)
argue that knowledge and its management are the tceguccess. And | could quote
others.

The analysis of the heterodox approaches to thethed the firm has pointed out
the great role of knowledge for the firm. Knigh®Bfil), Penrose (1959) and Nelson and
Winter (1982) all focus on the role of knowledgejbedded in the organisation, as the
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key factor for the functioning of the firm, just toention a few, as knowledge has been
recalled since the early work of classical econtsrssch as Smith and Ricardo.

Knowledge is the “intangible by definition” andigt the common denominator of
all intangibles. As the knowledge base of intareghihcreases, those features that render
intangibles key factors for success reach extrezaeld; this is the case especially for
competence and capabilities which are extremety-fipecific, tacit, inimitable and non
contractible. Knowledge resources are not only sgieratic i.e. strongly context-
dependent and interrelated, but also tacit i.ed lar express in an explicit formula
(Montresor, 2002). As already seen in chapter &sdhare all features that strongly
characterise intangible resources, key factors cilmmpetitive advantage. The RBV
analyses them in more details compared to thatgbalte literature that mainly focus on
classifications, definitions, and measurement armhagement systems. Only a few,
among the “scholars of intangibles”, deeply invgste these features. This seems to be a
weakness of those approaches, since a deeper tamieng of the key features can
possibly provide, at least, a classification frarogwand, hopefully, open the way to
possible solutions to problems.

Concluding, by outlining the role of firm resourcéise RBV has helped identify
the main features that resources must have to geenevmpetitive advantage; this has led
to the recognition of the role of knowledge, a tese that possess all the key features for
competitive advantage at the highest level. By $ouy on knowledge, the KBV has
underlined the important role of the organisatiotidture in its transmission and in the
generation process of new knowledge. The jointrdmutions of the RBV and the KBV
have therefore provided interesting insights inghely of intangible resources that form
the knowledge capital of the firm. In the followisgction, classifications of intangibles

based on the RBV are presented.

2.6.2 The resource-based view classifications otamgibles and the rational for their
importance
Hall (1992, 1993) develops a specific model for #malysis of intangibles as a

key factor for competitive advantage and classifigangibles as ‘Having' capabilities
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(intangible assets) and ‘Doing’ capabilities (skidind competences), ‘People Dependent’
and ‘People Independent’, legally protected andllggnon-protected.

The ‘Doing Capabilities’ (or competences) are daddin ‘Functional Skills’,
represented by the know-how of employees and eaftexctors related to the firm, and
‘Cultural Capabilities’, represented by capabilitisuch as the perceptions of quality
standards, the ability to manage change and inad¥ll, 1993). The possession of one
or more of the four capability differentials givesstainable competitive advantage and
the four capability differentials are strictly lie# with the possession of intangible
resources.

As a result of this classification, ‘regulatory edity’ differential is given by
legally protected resources and ‘positional diffeéiad’ is given by the previous history
and past actions taken by the firm. The two otlegability differentials are given by
competences. ‘Functional capability’ represents “iglity to do specific things” (op.
cit.,, p. 610) and it is given by skills and knowdedof the workforce and external actors,
while ‘cultural capability’ is given by organisatial knowledge. Hall concludes that each
intangible resource is a source of sustained cdtiygeaidvantage, since “feedstock” of
different capability differentials. A graphical megentation of the classification model is

presented in fig. 2.2.

Figure 2.2: A classification of intangible resource based on their capacity to generate competitivelaantage

Having capabilities | Doing capabilities|

Intangible Intangible assets Skills and Competences
resources
Functional skills Cultural capabilities
Know-how of the organisational knowledge
employees and (perception of quality standgrds,
external actors ability to manage change
and innovation
Capabilities v
differentials | Regulatory capabilitis  [Functional capabilitieg | Cultural capabilities |

Source: Adapted from Hall (1993)

According to Hall (1992, 1993) all intangibles d@herefore important for firm

performance as they generate capability differésitian particular, organisational
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knowledge and functional skills generate the ma#icdlt capabilities differential to
build and imitate, as strictly embedded and firreedfic. Through the creation of
capability differentials, intangibles generate cetitfjve advantage, which provides a
justification for their importance with respectfion performance.

Barney (1991) outlines the difference between tlaion of competitive
advantage and the notion of sustained competittartage: a firm has competitive
advantage when its strategy is not implementednyyosher firm. Sustained competitive
advantage, instead, means that not only are theher firms implementing the same
strategy, but also that the particular strategynoaibe imitated by anybody else. Barney
(op. cit) defines the position of sustained contpetiadvantage as an ‘equilibrium
condition’ that can be changed only by externalcklp not by competitors. Only
resources with particular features can guarants@isied competitive advantage. Based
on this distinction, a model is created (figure)2able to identify resources that can

guarantee sustainable competitive advantage.

Figure 2.3: A classification of resources based dheir capability to generate sustained competitivadvantage

RESOURCES
- Controlled
- Strategically
significant
VALUABLE SUSTAINABLE COMPETITIVE
RESOURCES ADVANTAGE
RESOURCES
- Heterogenous
- Immobils
v
- Value
- Rareness

- Imperfect Mobility
- History Dependency
- Causal Ambiguity
- Social Complexity
- Non Substitutability

Source: adapted from Barney (1991)

This model makes a distinction between the ressupmssessed by the firm:

valuable resources are controlled and strategicatipificant; sustainable competitive
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advantage resources are not only controlled anategically significant, but also
heterogeneous and imperfectly immobile.

Four conditions have to be satisfied to be classifas heterogeneous and
imperfectly immobile resources. First of all, reszes have to be valuable in the strategy
perspective; secondly, they have to be rare, mgahat only a firm, or very few firms,
can posses them.

Resources have to be imperfectly imitable; thisddtwon is verified, for example,
when they are the results of unique historical dmmts and past actions taken by the
firm in developing them. This is a timeless proctsst cannot be easily replicated by
competitors. The imperfect mobility condition calscabe generated by the causal
ambiguity that relates resources to the strateigis important that the level of causal
ambiguity is equal for both the firm that owns tiesources and for the firm that tries to
imitate them, otherwise the latter can engage fiviies aimed at decreasing the level of
knowledge asymmetry, and gain access to the kngelegquired to replicate the
resource. Finally, social complexity generates irfgm mobility; this situation is verified
when resources are dependent on complex relatpsghiat the firm itself cannot
completely influence.

The last condition to be classified as a resoutta# tgenerates sustained
competitive advantage is the non substitutabilgrified when there is no alternative
resource that can implement the same strategy.tifubs can be similar, but also very
different, as long as they absolve the same functio

Barney’'s model is not specifically designed to sifgsintangibles; however, it
seems to indicate them as the main source of sestatompetitive advantage. All
intangibles can be, in general, valuable to tha’érstrategy. The requirement of control
is trickier to satisfy, due to the appropriabilipyoblems already seen. However, if it
assumed that the notion of control adopted is nsiriat one, the firm can have some,
(although imperfect) mechanisms to control intategsb

The distinction that emerges from the applicatidnBarney’s model is the
existence of two types of intangibles: the ones phavide competitive advantage and the
ones that provide sustained competitive advantage. he points out, resources

responsible for sustainable competitive advantage related to “a broad range of
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organizational, social and individual phenomenainithe firm” and that “firm cannot
expect to purchase sustained competitive advantegepen market” but that “such
advantages must be found in the rare, imperfeatiytable and non-substitutable
resources already controlled by the firm” (p. 11671

In both Hall's and Barney’s model, intangibles amnsidered crucial for firms
performance; however, the inclusion/exclusion oaten order to be considered a key
resource are different; Hall refers to competitad/antage; Barney refers to sustained
competitive advantage, identifying stricter crigeri

Fernandez et al. (2000) propose a resource-bdassdlification framework for
intangibles, based on the one proposed by Hall19993). | have readapted their
framework as showed in figure 2.4.

Figure 2.4: A classification of intangible resource based on the resource-based view

I INTANGIEE RESOURCES ]

| PEOPLE DEPENDENT]| | PEOPLE INDEPENDENT |
HUMAN ORGANIZATIONAL TECHNOLOGICAL RELATIONAL
CAPITAL CAPITAL CAPITAL CAPITAL
- Knowledge - Codified Knowledge Protected onNProtected
- Relationships (norms, guidelines, - Patents - Reputation
- Skills and databases) - Copyrights - Customer Loyalty
- Tacit Knowledge Non Protected - Distribution Channels
(corporate culture - Trade Secrets Protected
and organisational - Brands
routines) - Commercial Names
- Co-operation Agreements - Shop Signs

Source: Adapted from Fernandez e2800)

Intangibles can be people dependent and peopl@pendent. People dependent
intangibles are identified with the skills, relat®oand knowledge of the workforce that
form the human capital.

People independent intangibles comprehend orgammzdt technological and
relational capital.

The single components of organizational capitaldiveded in three sub-groups.
The first sub-group, - here named “codified knowet- , comprehends the stock of
codified knowledge represented by written norms gudelines that regulate the activity
of the firm. | also included databases, based erctimsideration that they are not simple
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information, but consist of organised informatidratt reflects the “internal structure of
relations” of the firm (Fernandez et al, 2000, p).8'he second sub-group — here named
“tacit knowledge” — is formed by organisational tioes as “regular and predictable
patterns of activity™ (op. cit, p. 82) and corporate culture given by values, vision and
principles of the organisation. The last sub-graopludes cooperation agreements
established with suppliers and competitors, whioh protected and regulated, even
though only in a partial way, due to their incometeess and consequent opportunism
problems.

Technological capital represents the “knowledgatesl to the access, use and
innovation of production techniques and productiechnology” (op. cit., p.84). | have
grouped its components in two sub-groups, usindeti@ protection criterion.

Finally, relational capital includes intangibledated to the market. Even in this
case | have grouped the components as legallyqtestand non-legally protected.

Fernadez et al. (2000) analyse the features of salbbomponents and identify
ad-hoc mechanisms to appropriate the benefits idgrifrom the exploitation of
intangible resources. | have divided the mechanismisvo groups according to their
property to be features of intangible themselvetegal system derived. It is worth to
notice that these mechanisms have a double functioh only do they protect the
benefits deriving from intangibles, but they alsmtpct intangibles themselves from
imitation and appropriation by competitors.

The first group is formed by causal ambiguity antpbérfect mobility. In the
presence of causal ambiguity the link between #msources and the strategy is so
complex that imitators, and the owner of the resednimself, cannot “crack the code” to
reproduce them. Causal ambiguity manly charactetisese resources that are the result
of complex interactions among different agents atements and can, therefore, be
grouped under the sub-group of organisational abpémed “tacit knowledge”.

Imperfect mobility is strictly related to the fatttat intangibles require time to
build up. They are different from physical facttingt can be bought in the market, and

therefore do not require necessarily a continuousstment activity. For example, a firm

™ This definition of organizational routines refledhe one provided by Nelson and Winter (1982) and
outlines the strong link between resource-based gied evolutionary economic theory.
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can invest and renovate machinery and equipmesat short time, but cannot as fast
generate capabilities and competences to explemtiFernandez et al. (2000) outline
that the process of accumulation of intangible weses is characterised by diseconomies
of time compression, meaning that a constant let/glvestment through time generates
more results than a double amount of investmeitiseghin half time. Imperfect mobility
therefore cover “tacit knowledge” but also the tedogical knowledge of the firm
intended as idiosyncratic, context specific anddnysdependent capability to generate
technological innovation.

The protection mechanisms deriving from the legatem are called “Contracts”
and protect those intangibles included in the ‘pete#d” sub-groups. They also protect
co-operation agreements; however, as already undeéylproperty rights are weak for
intangibles, therefore legal mechanisms can beidered a second best solution, with
the result that intangibles protected through tlaeenthe easiest to imitate.

Human capital is a peculiar class of intangiblexaiit belongs to employees;
contracts can, however, help minimise turnovehealytoffer a proper incentive system.

Two other mechanisms are proposed; their clas8ditaas protection
mechanisms raises, however, some doubts. Thenfiesthanism is “stability of co-
operation agreement”; but this is the result ofadapacity of the firm and its personnel to
build up trustful relationships with competitorsdasuppliers, therefore seems more the
effect of the skills of human capital and organmal knowledge of the firm. The
second one is “first-mover advantage” but agairs #eems the result of the stock of
knowledge and capabilities that has allowed tha fw innovate and become a first actor
in the market place.

The classification provides a good framework foe thnalysis of intangible
resources by identifying their properties, prowctimechanisms and the main
components of each class. Possibly, some improvisneuld be made. A modified

intangible resource classification is presentetle 2.5.
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Figure 2.5: Classification of intangible resourcesa proposal

[ INTANGIBLE RESOURCES |

[ PEOPLE DEPENDENT | PEOPLE INDEPENDENT |
HUMAN ORGANISATIONAL INTELLECTUAL INNOVATION
CAPITAL CAPITAL PROPERTY RELATED CAPITAL

- Knowledge - Codified Knowledge Technolmicapital - Research &
- Relationships (norms, guidelines, Patents Development
- Skills and databases) - Copyrights activities
- Tacit Knowledge Relational capital

(corporate culture - Brands

and organisational - Commercial Namps

routines, Co-operation - Shop Signs

Agreements)

Reputation

On the basis of the proposed classification, intaag are divided in four groups:
Human capital, Organization capital (OC), Intelledtproperty and Innovation-related
capital

The first group, human capital represents indialerelated knowledge, as in
Fernandez et al (2000).

The second group is represented by Organizaticeaitat and, with respect to
Fernadez et al (2000), includes also reputatiorap@nr 1 has shown that there is no
consensus on the OC definition and on what its mamponents are. However, by the
joint analysis of different contributions, some ¢oon points can be outlined. OC is the
structure of the firm when it provides an efficieway to operate (Lev, 2005); is
“everything that remains in the office after 5 ock”, in Edvinsson words; it includes
relations with the external environment, valueadirship corporate culture, technology,
information and communication systems (Lev, 2006nti& et al, 1999). Joining and
comparing these definitions with Fernadez et &0, OC has been defined as in figure
2.5. Our definition of OC also includes knowledgebedded in the relationships,
internal and external, as the capacity to estalb&tionships depends on the culture of
the organization, part of OC. Also reputation igliied in OC; reputation is, in fact, the
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result of the tacit organisational knowledge angatdities of the firm and its ability to
produce and deal with the market.

The third class of intangibles is represented lgllectual property. The last —
and new — class of intangibles is represented bgvation related capital — mainly R&D
activity. Each class is characterised by a padictdature: human capital is individually
related; OC is strictly context-dependent and fapecific; Intellectual property is legally
protected and Innovation related capital strictlates to the production of scientific and
technological knowledge.

Barney’'s model can be applied to this classificatio identify the most crucial
intangible resource for firm performance, able tengrate not only competitive
advantage, but also sustainable competitive adganta

Human capital can be a source of sustainable catmpeddvantage but only if
considered as a whole, not as the knowledge aid ekia single individual, otherwise
the control condition to qualify as a resource sfaiHowever, considering the
organisational dimension of human capital is edoatonsidering the workforce as a
whole, working together in teams through competera® organisational routines; in a
word, OC.

Codified organisational knowledge and intellectpabperty seem to fail the
criterion of imperfect mobility, being in an expticform and therefore somehow
accessible to competitors. Also innovation-relata@ital seems to fail the requisite of
imperfect immobility as it can be imitated by corifmes who can discover secrets or
study the commercialised results of R&D stock. Repon is a source of sustained
competitive advantage; however, as already notisetthe result of OC. Co-operation
agreements seem to fail the condition of rarengisse they involve other firms with
which knowledge is shared. Furthermore, they seebe tsubstitutable, since competitors
can subscribe similar co-operation agreements th@élsame, or other, economic actors.

I would conclude that the main source of sustac@dpetitive advantage is then
the tacit organisational knowledge of the firm, gament of OC. It is however extremely
hard to separate tacit organisational knowledgm foodified organisational knowledge
as the degree of intertwining between the two iy Vegh, and OC is, altogether, given

by the interaction of its single components. Werdfege conclude that OC, given its
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special features, is a controlled, strategicalgnsicant, heterogeneous and imperfectly
immobile resource; OC is thus the most importatdrigible for firm performance, able
to generate sustained competitive advantage.

The application of this model seems to provide adganalytical tool to identify
the relevant economic features of intangibles, dhengh the conclusion reached could
be proven wrong, or dependent on the context diysisa

This application of Barney’s model to intangiblesed not expect to provide a
final solution to the classification and identificen problems. However, the analysis has
showed that referring to a “theoretical framewordn provide, at least, a tool to
facilitate the analysis of such complex phenoméyagutlying the critical features in a
perspective of competitive or sustained competitadvantage. Through such a
framework, it seems possible to outline which cigehould be relevant to be classified
as intangible resources, even though this may irgdiyng generality. If the focus is on
those intangibles that have a positive effect orfopmance through the creation of
sustained competitive advantage, then the intaggjithat are relevant and have to be
analysed in more details, are those that satighctimditions of Barney’s model — mainly
OC, according the results of this analysis. An agsion therefore has to be made for
such a model to hold: firms must pursue sustairedpetitive advantage. It does not
seem to be an overly unrealistic assumption, gitlen condition of the economic
environment, characterised by fierce competitioth @ntinuous change. In this situation

a competitive advantage would seem to be too teanpand in a fragile state.

2.7 Intangible resources: a second set of conclusio

Even though several authors lament the lack ofhadity of intangibles”, the
majority of them do not refer to a “theory” in thainalysis. Only few (e.g. Hall, 1992,
1993, Clement et al., 1998, Fernandez et al., 2808)yze intangibles in the context of
frameworks related to the “heterodox” approacheth&oeconomic theory of the firm.
This chapter has carried out an indirect analysiatangibles through the theories of the
firm, their critigue and development and reviewesns of the most representative

contributions that have helped to uncover the irgrae of intangibles, their features and
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the way in which they interact with other tangibtesources to improve firm
performance.

Traditional and neoclassical economic theories aloappear to offer a coherent
framework for the analysis of intangibles and lmddng neglected this type of resource,
due to their peculiar features that make them mnadable goods. The neoclassical theory
of the firm relies on assumptions that do not allthe treatment of intangibles and
perceives knowledge as fixed, publicly available aqual to information. It is through
the critic of these assumptions that intangiblesvsi enter into the economic theory of
the firm. The recognition of the existence of madedlures, imperfect information and
bounded rationality of individuals (contractarigspeoach), the observation that firms, as
formed by individuals, are characterized by boundgidnality (behavioralist approach),
the introduction of uncertainty and the need toecojth it (Knight, 1921) open the way
to the development of a theory of the firm thatudes intangibles, mainly in the form of
tacit knowledge, skills and competences (Penro8B9)1 On this ground, Nelson and
Winter (1982) have developed the evolutionary theafr the firm, which sees those
intangibles such as routines, skills and capabdiis the main factors to survive in the
market competition (Hodgson, 1998).

While the evolutionary theory provides a dynamianfiework that fits well the
representation of the “flows” (investments) in imgébles, the resource-based view, static
approach, offers a possible model for the analgSithe stock of intangible resources.
The resource-based view sees the firm as a buridengible and intangible resources
and focuses on the features that the resourcespusseés in order to confer competitive
advantage. By outlining the role of firm resourdb® RBV has helped identify the main
features that resources must have to generate titing@dvantage; this has led to the
recognition of the role of knowledge, particulafidnalyzed by the KBV that has
underlined the important role of the organisatiotidture in its transmission and in the
generation process of new knowledge.

Three classification-identification models for inggbles based on the RBV have
been presented (Hall, 1993; Barney, 1991 and Fdezaet al, 2000). These three models
identify features that render intangibles able tneyate competitive advantage or

sustained competitive advantage; on their bases, haee proposed an eclectic
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classification model for intangibles. The classifion proposed groups intangible
resources in human capital, OC, intellectual prgpand innovation related capital.
Barney's model has been applied to the proposessi@ilzation to identify the most
important intangible for firm performance. We haancluded that OC, given its special
features, is a controlled, strategically significameterogeneous and imperfectly
immobile resource; OC is thus the most importatdrigible for firm performance, as it
is able to generate sustained competitive advantage

The importance of intangible resources as key fadir firm performance has
thus been justified at the theoretical level; ire #ollowing chapter we analyze the
empirical evidence for this relationship.
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Chapter 3: On the empirical relationship between itangible resources

and firm performance

3.1 Intangible resources and firm performance in erpirical studies

The aim of this chapter is to review some of therditure on the relationship
between intangible resources and firm performante work in this field belongs to
different areas of studies and focuses only oragespecific intangible resources, telling
only “part of the whole intangible resource effecti performance.

One of the most controversial problems regardirggrtteasurement of the effect
of intangible resources (also called collectivehpoWwledge, intellectual, or technological
capital by the literature) relates to the idengifion of good proxies for their
measurement, given the fact that such capital isdimectly observable and it is highly
heterogeneous.

The review of the theoretical literature of Chaptenas shown the issues related
to the controversial and not universally agreednitesn of what is to be included among
intangible resources. The same issues reappehe ianpirical literature, aggravated by
the fact that, besides theoretical problems, stuthiat focus on the measurement of the
effect of intangibles on performance also havedal avith the availability of data that
influences what is to be considered intangible weses, and the availability of
econometric tools.

As already discussed, there are various typesah@ible resources; the empirical
literature has first analyzed the effect of intdohgs as a residual factor of the production
function, most likely due to the problems relatedtheir definition and measurement
(Mairesse and Sassenou, 1991). Further developniavs then mainly focused on
Research and Development, patents, human cagifélahd advertising. The studies of
this relationship have been taken at different lEevierm, sector, industry, and country
level; this survey mainly focuses on firm leveldias.

Even though organizational capital (OC) has beentitled as the most important
intangible for firm performance (Chapter 2), emgti studies on the relationship
between OC and performance have been uncoordirsatddsporadic. It is therefore
important to analyze how the causal relationshipchmaisms, measurement and
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econometric problems have been treated with resfmeadther types of intangible
resources.

Before continuing, it has to be underlined thatraé comparison” of the findings
is almost impossible as the proxies used to reptestangibles are different, as are the
methodologies and samples used; the present rewviesy aims more at presenting a
selective sample of methods used than at comp#reigresults.

In this chapter, a review of the literature on te&ationship between intangible
resources and firm performance is examined. Acalitanalysis of the methodologies
used in recent research to (a) build measuregargible resources and (b) determine the
association between intangible resources and ferfopnance is presented.

3.2 Intangible resources as Innovation capital: eéfct on performance
3.2.1 R&D and firm performance

Research and Development (R&D) capital has beerobitee first definitions of
intangible resources used by the empirical litegatu

R&D comprehends basically three types of activitibasic research, which
creates new knowledge without aiming at a particulae or application; applied
research, which, instead, aims at creating new ledge with a practical aim; and
experimental development, which builds on existkmpwledge to create, or improve,
new products or processes (OECD, 1993).

The focus on R&D as a proxy for intangibles hasstfiof all, a theoretical
justification: R&D activities represent the knowtgd available to the firm, knowledge
that is able to affect performance by allowing foe introduction of new products or
processes (Aiaello & Cardamone, 2005). R&D is tfueee a source of invention,
technological change, economic efficiency and,liyna factor of economic growth that
improves performance (Guellec, 2000). Besides #igal reasons, as many authors
have noticed (e.g. Mairesse & Sassenou, 1991)udkeof this proxy is justified by the
practical reason of the availability of data: R&Rpenses are directly observable from
firms’ financial statement.

The use of this proxy to measure the entire intdagendowment of the firm is

far from perfect. First of all, the definition aftangibles related to it is too restricted, as it
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does not take into account all the different din@ms related to intangible resources
(Griliches, 1979) such as organizational capabgitihuman capital, advertising and so
on. The effect of R&D activities is often embodiedemployees’ knowledge, patents,
blueprints, and in physical capital, therefore &iggregation of such diverse items in the
definition of R&D capital as determined uniquely R&D expenditures is reductive

(Griliches, 1979).

Problems arise even when accepting R&D as the iotdygible resource of the
firm. The use of R&D expenses, in fact, first, does include R&D activities performed
outside the firm; secondly, it does not take indasideration the uncertainty of the R&D
process, taking for granted the fact that highelDR&penses equal higher technological
capacity (Aiello, Pupo, 2004). This last objectioould be moved to all the proxies for
intangibles that use firms’ expenditures; it cohlmvever be overruled if one considers
that even when R&D projects do not reach the diodgéct for which they are carried
out, they still result in the production of knowtgr] that will generate a positive effect on
performance, even though not immediately.

Another problem that characterizes the use of R&peases is the level of
discretion in reporting R&D as expenses or as assspecially in certain accounting
systems (e.g. Italy, UK, and Belgium). MeasurefR&D stock based on R&D expenses
can therefore be biased when part of the R&D istaliged (Kafourous, 2005). It can
thus be said that R&D expenditures are availabte directly observable, but only to a
certain degree. Finally, models using R&D expendguare often affected by the
problem of “double counting” (Mairesse and Sasseri®91; O’'Mahony and Vecchi,
2000) caused by the fact that other variables deduin the model (i.e physical capital,
value added, labour) are not corrected for the odR&D materials and personnel,
inputs that increase R&D stock, not the firm’s autprhis generates a downward bias in
the R&D estimates, as shown by studies that hazveavhilability of data to allow for the
correction of such measurement errors (e.g. Maeessd Hall, 1996; Aiello, Pupo,
2004).

Besides some of the above mentioned problemsged#dhature as shown, the use
of R&D expenditures can capture at least part ef éffect of intangible resources on

performance, in particular the effect that thisetygf investment has in improving the
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firm’'s knowledge in a special area (Griliches, 1p7Burthermore, they represent a
guantitative, observable proxy, a financial datat is not subject to personal analysis
bias of the researcher or respondent as is oftercdke for proxies based on qualitative
surveys.

A review of several studies that have analyzed¢tationship between intangible
resources and firm performance focusing on R&D agps (e.g. Griliches, 1979,
Griliches and Mairesse, 1981, Mairesse and Sass&88d, Kafouros, 2005) shows that
the model generally used for these studies is dandrd Cobb-Douglas production
function, in different specifications, that relatdwee independent variables, capital,
labour, and R&D, with a performance measure of aitpsually sales or value added.
Additional control variables are then added to oarfor other variables that affect firm’s
performance.

The stock of R&D capital is generally measured digio the perpetual inventory
model with declining balance depreciation appliedR&D expenses (e.g Griliches and
Mairesse, 1981, Hall, 1990, Mairesse and Sasser®@1i,). This model assumes that the
present stock of R&D depends on R&D current and pagenses and that it needs to be
depreciated, as any other type of capital. Theegfthre gross R&D stock, given by the
sum of previous R&D expenses, is then depreciatatl teansformed into net R&D
capital.

R&D stock is derived based on the research condumyeGriliches and Mairesse
(1981) who state: “We think of the unobservableeagsh capital stock as a measure of
the distributed lag effect of past R&D investmeaisproductivity.” (op. cit, p. 3). The
formula generally used is:

Ki = Z W, R (3.1)

where R is a measure of the R&D expenditure (dedlain a period, and the subscripts

t,(t—7), andi stand for current year, lagged year and firm, eéespely. The lag
structurew, should be determined from the data which showe gin estimate of the

rate of R&D obsolescence and the average time égyden R&D expenditure and its

impact on productivity. Given the fact that date aften not informative enough, the
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suggested solution is a constant rate of obsolescaeinl5% per year, and a lag structure
defined as geometrically declining weighis= (1-9)" .

R&D capital needs to be depreciated as it is stiltigeobsolescence, like physical
capital. New products and processes become avaietal the knowledge related to R&D
activities loses specificity; furthermore the méjprof R&D activities are carried out
with a short term objective. The identification af proper depreciation rate is still
problematic, but there seems to be consensus athande of 15%.

A recent study (Bitzer and Stephan, 2007) has tprext the validity of the
perpetual inventory model to calculate R&D stocktloe ground of the assumption made
about the depreciation rate. The perpetual invgntoodel assumes that R&D capital
follows the same path as physical capital anddkateciation takes place automatically.
This leads to the conclusion that, if the firm stdpvesting in R&D, its knowledge
capital (as proxied by R&D stock) paradoxically gerges to zero. However, as the
Schumpeterian notion of creation destruction suggdsiowledge becomes obsolete
when new knowledge becomes available. On this gtotlve authors (op. cit.) propose a
Schumpeter-inspired method where every R&D investnmereases R&D stock, while
decreasing it at the same time, and where the dagien rate is not constant, but linked
to the amount of research activities carried obe Knowledge creation process is given
by the accumulation of past expenditures. To mduelknowledge destruction process,
current R&D expenditures are weighted by a disptea® factor “which captures the
substitution rate of newly generated knowledge &dd” (op. cit.,, p. 181). The
displacement factor, therefore, substitutes theedigtion rate of the perpetual inventory
model. As the latter, the displacement factor isdiectly observable; it can however be
estimated econometrically, when assumed to be @onsthis is not an unreasonable
assumption when considering that the majority ofCR&ctivities generate incremental
knowledge.

The results of the study, carried out at the cgquidgwel, show that this new
method generates better and more robust results wbenpared to the perpetual

inventory method; furthermore, if R&D investmenttos the knowledge capital

250me authors (Hall, 1990, Crepon, Duguet and Msdre$998) also state that the choice of depreniatio
rate does not seem to seriously influence theultes
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converges to a positive constant, instead of caingrto zero. The method is definitely a
valid attempt to improve the measurement of R&Dclkstespecially for the validity of
the theoretical assumptions it relies on; howeverenevidence is needed, especially at
the firm level, in order to confirm its superiorityith respect to the perpetual inventory
method.

Another problem related to the application of tleggetual inventory model is that
it requires a sufficiently long series of R&D expénre, which is not always available.
There is no consensus regarding the length of #ress required to reach a good
approximation of R&D capital stock, or the apprapeilag structure required to see the
effect on performance. Griliches (1979) suggestsutde of a lag structure with effect in
3-5 years and no, or limited, effect after 10 ye&tswever, time series availability is
usually short, and the majority of the studies di attempt to investigate the lag
structure of R&D efforts, or they cannot reach dimpn conclusions (Griliches and
Mairesse, 1981, Hall, 1990).

The perpetual inventory model also needs appraprasflators in order to
transform the nominal into real value of R&D expesishowever, appropriate deflators
are not always available (Griliches, 1979).

As the perpetual inventory formula shows, the ahitiear conditions have to be
specified, together with a method to account fer phoblem encountered when some of
the years in the series have missing values for R&penses. For example, Hall (1990)
calculates the initial R&D stock from initial ye&&D expenditures divided by 0.23
(given by the sum of a pre-sample growth rate of 8% a depreciation rate of 15%).
Crepon, Duguet and Mairesse (1998), instead, yse-aample growth rate equal to 5%
(as in Mairesse and Hall, 1996); when firms dohmte R&D expenses in the initial year
or in later years, R&D expenditures values are rasslito be zero. Griliches and
Mairesse (1981) exclude firms that have more thaye&s missing values for R&D
expenses in the period considered.

The lack of R&D expenditures, therefore, is oftee tause of some selectivity
bias, as firms have to perform R&D activities walcertain regularity to be selected in
the sample (Mairesse and Hall, 1996). In orderirtot Ithis problem, studies that use

R&D expenses mainly focus on the manufacturingaseat, in general, on particular
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R&D intensive sectors where R&D activity most oc¢@’Mahony and Vecchi, 2000)
due to the fact that using this proxy for intangibésources implies the absence of such
resources when R&D is not performed.

Medda, Piga, and Siegel (2006) use a two-stage Innm@ecount for the fact that
the decision to invest or not invest in R&D is egdoous. To limit the selection bias
problem caused by the fact that many firms reperb R&D expenses, they model the
decision to invest in R&D expenditures, and thea the results in the estimation of the
impact of R&D on productivity, using all firms ¢ sample.

Studies that use R&D stock as a proxy for intarggit@sources of the firm and
analyze the effect of this proxy on firm performangenerally estimate R&D elasticity
with respect to output or productivity. Based osaaple of 133 US firms in the period
between 1966-1977, Griliches and Mairesse (1981) R&D elasticity estimates to be
around 0.06; this estimate is slightly higher coredato similar studies, where the R&D
elasticity with respect to output appears to rafigen 0.05 to 0.02 (Mairesse and
Sassenou, 1991). One of the most recent studidisisrarea is the one performed by
Kafouros (2005) on a panel of 78 UK firms spanriirogm 1989 to 2002; here the R&D
elasticity is estimated to be an average of 0.04.

Another stream of empirical research has focusedhendetermination of the
returns to R&D investment (the increase in outmgoaiated to a $1 increase in R&D
stock), rather than the elasticity of R&D stock e(tipercentage increase in output
associated to a 1 percent point increase in R&Dk$ta his method avoids some of the
problems involved in the calculation of R&D stockmh R&D expenses as it focuses on
R&D intensity calculated as the ratio of R&D exp#uks over sales or value added.
The model is based on a transformation of the dobbglas production function that
relates a performance measure to a flow varialsead of a stock variable.

Some of the problems that affect the calculatiothefR&D stock, however, also
affect this apparently simple approach. First &f thle rate of return so calculated is a
gross rate of return, and a depreciation rateilisngteded, as for the calculation of the
R&D stock. While R&D elasticity estimates do noeseto be seriously affected by the
choice of the depreciation rate, the rate of reappears to be more sensitive to the rate

of depreciation used (e.g. Mairesse and Sasser8®1,).1Some authors (e.g Wakelin,
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2001, Mate and Rodriguez, 2002) face this problgrsiimply providing gross estimates
of the rate of return, based on the consideratanthe difference between the gross and
net rate of return is negligible when the R&D dejaton rate is comparatively small
with respect to the R&D expenditure growth rate.

Wakelin (2001) estimates the rate of gross retUriR&D expenditures on a
sample of 170 UK firms between 1988 and 1996; R&fieat on performance is
estimated to be 27%. Another study (Maté and Roedg2002) based on a sample of
1,265 Spanish manufacturing firms between 19931899 estimates R&D rate of return
around 23%. In general, the R&D rate of return appeo range between 0.2 and 0.5 and
to be higher than the tangible capital rate ofrretwhich ranges between 0.05 and 0.1.

Some factors should however be considered whenpmeting this result. First,
the high rate of return could be influenced by tis& premium involved in investing in
R&D activities. Second, R&D expenses only represené type of investment in
intangible resources; taking into account the obstomplementary investments required
to enact R&D efforts (such as marketing and reezgging, for example) would probably
lower the R&D rate of return (Guellec, 2000). Last not least, when the depreciation
rate is taken into account, the R&D rate of retappears to be lower. Aiello and Pupo
(2004), in their study based on a sample of Italimanufacturing firms, shows that the
estimated R&D rate of return drops from approxiryat@0% to 5-7% when a 15%
depreciation rate is taken into account.

When measuring the relationship between intangilaled performance, other
factors have to be taken into account. Wakelin 2@Bows that the “innovation history”
of the firms influences the rate of return of R&iD;this study in fact, the R&D rate of
return is positive and significant for firms clds=i as innovators, while it is not
significant and negative for firms that are notawators.

Several studies have found that the sector inflegrice estimates of R&D effect
on performance; one method used to account foettigierences has been the inclusion
of sector dummies. Kafourous (2005 finds that R&&s#tcity is about 0.11 in high-tech
sectors, while it is not significant in low-techcsas. A reason behind the higher
estimates in high-tech sectors is possibly theebetbhsorptive capacities that firms have

due to the innovative nature of their work and thegher skilled labour force; if this
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assumption is correct, then the R&D stock captwesider definition of intangible
resources: namely R&D capital, absorptive capaaitgl human capital.

Another reason behind sector effects is that themedge capital of the firm
depends not only on internal investment in R&D, lalgo on the external capital,
generated by other organizations, i.e. from thectfdf R&D spillovers (Griliches, 1979).
In high-tech sectors, firms are more subject tdlsmr effects than firms in low-tech
sectors; for this reason, the effect of R&D is upvbiased, as it captures effects due to
the external knowledge present in the sector. \Kmmwledge spillovers are not taken
into consideration, the estimates of the R&D effetdy capture the effect of the
knowledge capital of the firm as given by the intly and externally generated
knowledge (O’'mahony and Vecchi, 2000). On this gubit has been pointed out that the
production function should include a measure okeexl knowledge available to the
firm, such as sector R&D intensity, to capture Iepir effects with better results than
sector dummies (Mairesse and Sassenou, 1991)oAgsassumption of such method is
that it assumes that firms have the same absorpdipacity.

Several studies (e.g. Wakelin, 2001, Aiello & Candae, 2005; Meda, Piga, &
Siegel, 2006) have taken into account the effe®&D expenditures of other firms, thus
accounting for externalities in research.

Aiello and Cardamone (2005) base their study oalanzed panel of 1,017 Italian
manufacturing firms covering the period 1995-2000ey argue that spillovers can be
obtained by questioning whether all the investnedffarts made by others are relevant
for a given firm. Following Griliches (1979), to téemine the share of technology
produced by others and used by a firm, they utiizenethod that incorporates (a) the
amount of research expenditures performed by diimas, and (b) a weighting scheme
based on the extent to which a firm could “takeaadage” of the research expenses of
other firms. The estimated R&D elasticity is 0.0&7d the impact of R&D spillovers
within a sector (0.007) is higher than that of lspitrs from other sectors (0.002).

R&D spillovers are also investigated by Medda, Pigad Siegel (2006).
However, their approach differs from that of Aiehmd Cardamone (2005) in that the
spillovers of only collaborative research efforte analyzed. Medda, Piga, and Siegel

(2006) distinguish “internal” R&D activities (uniguo each firm) from “external” R&D
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activities, given by collaboration with other firmaith universities and with research
centers. The notion of external knowledge availgblghe firm therefore implies the

involvement of the firm itself in the R&D activityThe results for their sample (Italian
manufacturing firms for the period 1992-1997) shbat both types of research activities
significantly affect performance; however, whentidguishing among different types of
“external” R&D activities, only research conductedh other firms appears to strongly
influence performance.

Most of the studies on the impact of R&D on perfanoe have been based on a
Cobb-Douglas production function model extendediriolude R&D as an input
(Mairesse and Sassenou, 1991). Nonetheless thg stssumptions made by this model -
factors that concur in the determination of theet®ent variable are independent from
each other and output elasticity is constant (O'ddghand Vecchi, 2000) -, all the
studies here presented have used this method.

The estimated R&D effects have exhibited imporw@ifferences across studies.
Moreover, results have been reported in terms adtieities and in terms of returns to
investments, using measures of R&D capital baseR&D stock calculated through the
perpetual inventory model or based on R&D intensitys causes difficulties in the
comparison. Recalling some of the results presemtatburos (2005) finds an average
R&D elasticity of 0.04, Griliches and Mairesse (198nd R&D elasticity estimates to
be around 0.06; Aiello and Cardamone (2006) finde&asticity ranging from 0.057
through 0.09, depending on the model specificatMaté and Rodriguez (2002), on the
other hand, estimate the impact of R&D expensesraturn. They find that the return to
R&D expenditure is 22%, slightly lower than the 2984and by Meda, Piga, and Siegel
(2006). Similarly, Wakelin (2001) finds that thetusn to R&D expenditures is 27%.
Therefore, there does not seem to be a widespig@agraent of the effect of R&D on
performance.

Estimates vary, first of all, according the diffieresamples used, depending on
country, period of time and sector. They also vaocording to the measure of
performance; some author use sales (e.g Kafou235, Medda, Piga, and Siegel,
2006; Wakelin, 2001), others use value added kage and Rodriguez, 2002, Aiello and

Cardamone, 2005). The different measures of pednom adopted can therefore impact
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the estimated effect of R&D, with higher estimatdsen value added is used (Mairesse
and Sassenou, 1991, Mairesse and Hall, 1996).

The estimation method also influences results:edbffit studies use different
techniques such as, among others, Ordinary Leasir8g (OLS) (e.g Kafouros, 2005,
Wakelin, 2001), and Generalized Method of Mome@d ) (e.g. Mairessse and Hall,
1996, Aiello and Cardamone, 2005, Maté and Rodrgge02). The main advantage of
using GMM is that this method is robust to heteeoisticity across firms and to
correlated error terms across time, which is eglgamportant when estimating panel
data. However, in spite of these advantages, GMMigeo produce unusually large
standard errors for the coefficients, which maydl¢a the incorrect conclusion that a
given variable is not significant (Ballot et alQL). The instrumental variable estimator
is another technique that can be used to solvsitheltaneity and causality problem that
affects R&D investments, i.e R&D investments geteefature output but, at the same
time, are determined by previous output and curoemput. However, the identification
of the proper instruments is quite problematic liGes, 1979).

This brings about the limits that econometric toptse on studies that try to
assess the relationship between intangibles anfbrpgnce. Econometrics tries to
simplify very complex phenomena and there is onlymsich that can be asked of the data
(Mairesse and Sassenou, 1991). The effect of iiilasgon performance is indeed a
complex phenomenon: there are different types t#nigibles that are interdependent,
hard to identify and measure. Thus, when tryingneasure this relationship, there are
necessarily strong and restrictive assumptionstihee to be made. Besides the several
limitations outlined, studies that have focusedR&D stock have managed to prove the
positive effect that it has on performance. Thersiest limit is probably the fact that the
knowledge capital of the firm is assumed to be fnonly by the R&D intangible

resource.

3.2.2 Patents and firm performance
As seen in the previous paragraph, a stream obfitee has proxied knowledge
capital and intangible resources using R&D capitals view focuses particularly on one

of the reasons that justify the effect of intanggobn performance, namely the capacity to

79



generate innovation. The notion of knowledge capdopted is, therefore, directly
linked to the notion of innovation capital.

Other intangible resources have been used to needisereffect of knowledge-
innovation capital; besides R&D, patents are probtie most widely used.

Patents are legal rights granted by public autiesrito the inventor that assure
him a temporary monopoly on the production, or a$@, specific new device or process;
the theoretical reason that justifies the assumptioa positive effect on performance is
basically included in their definition: they guara@ monopoly profits.

As for R&D, practical reasons, related to the alallty of data, are behind their
use as a proxy for firm knowledge: patent data ssejehow, more available with respect
to data for other intangible resources; also, pgadata are quite stable over time. As for
R&D data however, the use of patent data has soatdems.

The first problem relates to their economic vaht greatly varies; patents are, in
fact, issued based on criteria of novelty and cié&pém generate utility. The level of these
two criteria, requested to receive the patenth@syever, not high; thus, some patents
have great economic value, while others do noffeBghtiating between the valuable and
non valuable patents is practically very problemati

The second problem relates to what the patenabigttepresent: they can be
considered a knowledge input or a knowledge ouiButiches, 1990).

In same cases they are considered a proxy forritie é&knowledge capital of the
firm (e.g. Crepon et al, 1998; Nesta, 2007). Ng2@07) examines the relationships
between a firm’s knowledge stock and productivity @ sample of 156 of the world’s
largest corporations in the period 1986-1996, ugnragmel data regression models.
Knowledge capital is calculated, through the pergletinventory method, as the
cumulated stock of past patent applications, usirtgpreciation (obsolescence) rate of
15% per year. Results show that knowledge cap#alapositive and significant effect
on productivity (0.04).

The positive and significant effect of knowledge @erformance is also
confirmed by Crepon et al (1998) who also use patienmeasure knowledge capital; the
effect on performance is higher (0.09) than theestamated by Nesta (2007).
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The main objection that can be raised against $leeofl patents as a proxy for the
firm’s knowledge capital relates to the fact that all types of knowledge can be covered
by patents and, even when knowledge can form th&enbof a patent, different firms, in
different sectors, have different propensities &ept (Griliches, 1990). However, to a
certain extent, patents can represent the knowledg#al of the firm; in particular, the
knowledge capital that is more likely to have comeiad success.

Studies that recognize that innovation resourcesat the only intangibles of the
firm, and that measuring the effect of intangild@sperformance using only innovation-
related proxies can be reductive, include othexipsoof intangible resources. In these
cases, patents do not represent the entire knowletighe firm, but only a part of it.
When data refer to patents granted or applied, tepyesent the internal innovative
capacity; when data refer to patents purchaseg,dae be considered a measure of the
external knowledge acquisition (Tsai and Wang, 2008

Patents can also represent intangible resourcesdetl as inputs that, together
with other factors, contribute to the creation loé total knowledge capital of the firm
proxied by an innovation related variable, usualigre of innovative sales. The effect of
patents on performance is, in this case, indir€bis stream of studies assumes that
innovation output, not input, affects performantes studies however differ with respect
to what forms innovation input and what forms inatien output.

While R&D is generally considered an innovationuhppatents are considered,
alternatively, innovation inputs (Loof and Heshm&bD02, Hesmati et al, 2006) or
innovation output (Crepon et al, 1998).

The general framework (Crepon-Duguet-Mairesse maatelCDM model) used
by these studies consists in a system of equatiok®g innovation inputs to their
determinants, innovation input to innovation outpat, finally, through a productivity
equation - usually an augmented Cobb-Douglas fppeance to innovation output and
other independent variables.

In Crepon et al (1998) the only innovation inpuRi&D capital, which appears to
be determined by the firm’s market share, diveration strategy demand and technology
opportunities. Results show that R&D intensity effseknowledge capital; R&D elasticity
with respect to knowledge capital is 0.9 when kremgle capital is proxied by patents.
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Knowledge capital affects performance: the elastiof knowledge capital with respect
to output is 0.09 when proxied by patents; 0.06mw®xied by innovative sale.

Another similar study (Loof and Hesmati, 2002) lshee 600 Swedish firms in
the period 1994-1996, reaches similar conclusioms donsiders patents as an input.
Patents, together with sources of internal knowdeaigd market relationships, positively
affect the decision to engage in innovation agésitthe extent to which firms engage in
innovation activities, instead, is found to be pwsly affected by sources of knowledge
within the firm and customers capital. Knowledgepot (shares of innovative sale) is
positively affected by knowledge inputs, interndeas and cooperation agreements.
Besides the difference in the value assigned tentsit the present study differs from
Crepon et al (1998) in the breadth of the knowlegeits category; not only R&D, but
also other intangible resources, such as markettions, cooperation agreements,
knowledge sources within the firm, are in fact ut#d. The study confirms the positive
effect of innovation inputs on knowledge capitalahe positive effect of knowledge
capital on performance: the estimated output eifgtof knowledge capital is 0.05,
slightly lower than what estimated by Crepon €t1898).

Similarly to Loof and Heshmati (2002), a more rdcstudy (Heshmati et al,
2006) on a sample of Korean firms confirms thessults: the knowledge capital
(innovative sale percentage) is affected by siagenis and sources of knowledge within
the firm; knowledge capital strongly affects penfi@ance (output elasticity is 0.7).

It is worth to notice that the just mentioned sésdiind knowledge capital effect
on performance to be within the interval estimabgdstudies that measure knowledge
capital by solely R&D stock (see 3.2.1).

The introduction of a wider variety of intangiblespurces that positively affect
(indirectly) performance in Loof and Heshmati (2P08 noteworthy and validates
objections advanced to studies that only focus &D Rctivity as proxy for knowledge
capital. A weakness of the study consists on thaditative nature of data used to proxy
the new intangible resources used. Intangible messucan be measured through
objective and measurable indicators, but also tjiinagubjective assessment, company’s
own ranking on a given index. The first methodol@gprobably preferable; on one side,

in fact, the perception that firms have of their owtangible resources and their
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importance is often blurred; on the other side, litateve data can be subject to
interpretative bias.

Patents can therefore be used to proxy knowledget ior output; they are also
used to measure the effect of knowledge qualitpenfiormance.

Nesta (2007) uses patent qualitative information measure the effect on
performance of two qualitative dimensions of kna¥ge: diversity and relatedness.
Knowledge diversity represents the extent of the knowledge base and it is proxied by
the number of technology classes in which the fisngranted patents over a certain
period of time. Knowledge relatedness indicates dbmplementarity of the services
rendered by two different technologies and it tnested based on the comparison of the
frequency with which two technologies are used toge compared to the expected
frequency. Only knowledge relatedness has a pesiand significant effect on
performance; this is justified by the fact that boation costs increase when a firm
diversifies in different, unrelated activities.

The conclusions that can be drawn from the analysstudies based on patent
proxies are similar to the ones drawn from the ymiglof studies that focus on R&D. The
positive effect of patents on performance has tmmnehow confirmed; however, the
magnitude of the effect has not. Also, the valugigned to patents (knowledge input,
knowledge output) varies together with the natudréhe link, direct or indirect, they are
assumed to have on performance.

Studies that focus only on patents, R&D, or innmratelated measures account
only for a part of the intangible resources effettperformance. Considering innovation
and knowledge as synonyms does not take into ceradidn the effect of other important
intangibles such as human capital, marketing dwtg/that build up brand and reputation,
alliances and organisation capital. In the follogvisection some methodologies to

measure these intangibles and their effect on pwadoce are analysed.
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3.3 Beyond innovation related intangibles: Human Cagital, Information Technology
and Advertising and their effect on firm performance
3.3.1 Human capital

Human capital, the knowledge embodied in employkas,been one of the first
non-innovation related intangibles whose effectperformance has been analyzed. The
theoretical reasons behind the assumed positivectefbf human capital on firm
performance relate to the better capacity of then fio organize and make efficient
decisions. Furthermore, a highly qualified laboorcé can benefit more from the
learning by doing process, in so generating mo@yMkedge capital and a higher effect
on performance (Ballot et al., 2001)

Human capital has often been analyzed together R&D or innovation (e.g
Crepon et al., 1998, Loof and Heshmati, 2002); idhidue to the fact that investment in
R&D activities and the innovation capacity of themf are strongly affected by the
quality of labour force.

Different proxies have been used for human capit@;most common are labour
costs, level of education and level of training.

The use of labour costs has the advantage to affelatively available proxy; Lin
(2007) uses the labour cost proxy and finds a pesielationship between human capital
and firm performance. The main critique that hasnbmoved to this method relates to
the fact that wages and benefits of employees tlalnays reflect their real productivity
and value; furthermore there are differences inleélel of retribution among the sectors
(Kafourous, 2005)

Level of education is potentially a better proxyee though less available. Aiello
and Pupo (2004) proxy human capital by the avesatyeation level of employees and
find a positive effect on productivity. This resid also verified by Crepon et al (1998)
and Loof and Heshmati (2002) who measure humanatas the ratio of engineers and
administrators to total number of employees.

In these first set of studies, human capital igpe tof intangible resource that
directly affects performance; Heshmati et al (20@6)ead see it also as a determinant of
the innovation capital of the firm. Human capitaioxied by n. of researchers, is found to

negatively affect the probability to engage in R&lotivities and positively affect the
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amount of innovation investments performed by tha.fContrary to that predicted by
the theory, the effect on performance as proxiedplyductivity is estimated to be
negative.

The level of training has also been used to medsunean capital; this type of
data, however, is hard to find as firms hardly krr@ining expenses. Another limit that
affects this proxy is, obviously, the fact thaihiplies the absence of human capital when
firms do not carry out training programs. Trainirgated proxies can therefore be a
solution to the human capital measurement probldrerwthe analysis is carried out on
large companies that have the resources and, yswbage in training programs,
contrary to small firms.

Ballot et al. (2001) use firm-sponsored trainingetamine the effect of human
capital on performance in a sample of 90 large ¢hreand 272 large Swedish firms in the
period 1987-1993. Human capital is measured byp#reentage of the wage devoted to
continued training and by the hours of trainingdpay the firm. This data is then used to
build two human capital flow variables: an indigatd annual training expenditure and
an indicator of annual training hours. These flawiables are then converted into stocks,
by summing them over the previous seven yearsugfréhe perpetual inventory method
used to build R&D stock from R&D expenses. The eglant of the “depreciation rate”
in the case of human capital is the “separatioa”rathis is the proportion of workers
that leave the firm in a year, thus producing & lelshuman capital, and it is calculated to
be 19%. Results show that, besides R&D capitad, lalsnan capital has a significant and
positive effect on performance. The human capéglrn is indeed extremely high: 288%
for France and 441% for Sweden.

Human capital also has been measured by both nigaiand education related
data; Lybaert et al (2006) uses the share of higtlycated personnel and the percentage
of personnel involved in training programs to meaghe effect of knowledge capital on
a sample of 259 Belgium firms. The results strondpend on the measure of
performance used and only education level appeansositively affect performance;

conclusive results cannot be reached for trainsvelb.
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It is noteworthy to underline that in this studyuedtion level and training do not
proxy human capital; the authors define them astimeponents of intellectual capital as
opposed to innovation capital, proxied by innovatielated intangibles.

Level of education is more individual-related thawel of training, and measures
the knowledge that the single employee can takey &oan the firm at any time. Level of
training measures something more firm-specificptigh specific training programs the
firm can decide what types of skills and competsrtoecreate in the labour force and
render it context-dependent. Training related dsgams therefore appropriate proxy
more for organisational knowledge than for humapitel the knowledge product of
firm-specific training activities, in fact, is liketo become firm-specific, organisational
and not strictly related to the individual.

The theoretical reasons that postulate a posgffect of human capital on firm
performance are conceptually solid; however, cagiekiresults cannot be reached at the
empirical level. While some studies find a positeféect (e.g Crepon et al., 1998, Loof
and Heshmati, 2002, Ballot et al, 2001), otherd imegative effect (e.g. Heshmati et al.,
2006, Lybaert et al, 2006).

The lack of robustness of empirical evidencekslyi due to the quality of the
proxy used; measuring ability and knowledge in ,fd@s, for long been a tedious
problem for econometricians as these factors arelmservable.

The measurement method for output could also jyusi# lack of robust empirical
evidence; intangibles often generate an effect erfopnance through qualitative
improvements and measures of performance basedles @ other financial indicators
may not be able to capture such effect. It is yik@ssible that improvements of output or
input measures will, in the future, provide mordidsevidence, as it has happened for

another type of intangible: Information technology.

3.3.2 Information technology
Information technology has attracted the attentibecholars as one of the factors
able to influence firm performance. Early studie$irte Information Technology (IT) as

computer capital, proxied by n. of computers pepleyees. More recent studies have

86



used a broader definition that also includes tetenanication structure and information
processing equipment (Brynjolfsson and Yang, 1996).

IT can affect performance as it allows automatimgcpsses and substituting
labour for capital; more importantly, it can incseainformation flows and their
management, allowing for more efficient decisiorking processes. IT can therefore be
seen as technology for coordination: through imprognts in IT, business processes and
organisation structure of the firm can be re-desilgto reduce coordination costs (Dedric
et al.,, 2003). It is this last aspect that allows the inclusion of IT in the intangible
resource category. Computer capital is an impomasturce of the firm but it can easily
be purchased in the market and therefore imitateddmpetitors; in this sense, it is a
more a tangible resource than an intangible oneeWboking at the telecommunication
and information processing structure of the firmaashole, as the coordination structure
embedded in the organisation, that includes nog oomputers but also databases and
technology management systems, the intangible diloerthen appears “more visible”.
IT has therefore both aspects of tangible and gitdé capital (Dedric et al., 2003); when
proxied only by the number of computers, the inilalegaspect, the most important for
performance, is neglected and often not captured.

The type of proxy used to measure technology-reélaésources of the firm has
been crucial to verify the effect on performancatl¥studies in the 80’s have identified
firm technology solely with hardware and softwarel &ave not been able to provide
evidence of a positive impact on performance, gdimey the so called “productivity
paradox” (Matteucci and Sterlacchini, 2005). The o$ this strict definition of IT has
been dictated by the availability of data. Since 80’s, data for IT outlays has become
more available from sources such as market resemoipanies, firm’'s surveys and
financial information; furthermore, the increase I investments has allowed
researchers to better identify their contributibedric et al., 2003).

Lack of IT data is still a problem for empiricaligies, especially at the firm level
and for countries different from the US; howeverere though evidence of the positive
impact is not as robust as for R&D capital, thedoictivity paradox has been overcome
(Matteucci and Sterlacchini, 2005).
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Similar problems seen for the measurement of R&Ppitahand its effect on
performance affect IT. As any other type of reseund is subject to obsolescence;
however, as for R&D, the calculation of the exabsaescence rate is problematic
(Dedric et al., 2003). Furthermore, the determoratf the time lag for the realisation of
the IT effect on performance is another problenate into consideration; not every IT
investment will have the same lag on performancaeiVa sufficiently long series of
data is obtainable, the solution is given by thelusion of IT lagged values or
performance lagged values; unfortunately, the uitehility of such types of data is often
a constraint (Brynjolfsson and Yang, 1996).

Another issue relates to the use of IT outlaystedla@xpenses as a proxy for IT
effect. This proxy could overestimate the returhdTodue to the fact that the cost of
organisation capital adjustments (such as traiaimd) process re-engineering) would not
be taken into account; on the other side, it cawlderestimate the effect, when it only
includes computer related costs.

Firm level studies usually estimate the effectIdbfon performance using a
production function approach, including IT capitalestments among traditional inputs.
Matteucci and Sterlacchini (2005) study the effgfictT and R&D on performance for a
sample of Italian firms in the period 1998-2000. isT computed by the cumulative
investment in hardware, software and communicagignipment. Due to the lack of a
sufficiently long series of data, the authors uséntensity given by IT investments over
value added. Results show that, besides R&D capitahlso has a positive impact on
total factor productivity changes; however, IT igngficant only when inserted with a
lag. In this case the effect of IT on performanceeven greater than the effect of R&D
(79% versus 5%). The breakdown of IT components alsows that communication
investments have higher impact on performance sbétware and hardware investments,
which suggests the existence of a strong link betwd and organization capital; IT
investments, in fact, also need “complementary mimgdional changes and investments
in intangible assets” (op. cit. p. 2).

Lin (2007) computes the level of IT capability ofiam using a ranking obtained
from Information Week’s 500 survey, published arlyutom 1995 through 1999 (as

Lev and Radhakrishnan, 2005). These rankings desrdmed on the basis of the number
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of personal computers, LANs, and mainframe computiat firms interviewed had
currently installed or planned to purchase. Thewkadge capital of the firm is proxied
by IT and HC, identified as the most important mgibles for the firm. The analyses
consists of a series of ordinary least squaresessgns on several measures of
performance (productivity and profitability). Resulshow the positive relationship
between IT capability and performance on all tHeedgnt performance measures used.

Despite concerns about statistical tools, qualitglata and measurement errors
the evidence of a positive relationship betweeniriV¥estments and performance is
relatively robust; less consistent evidence has deand when performance has been
measured through financial profitability measui@sdric et al., 2003).

3.3.3 Alliances and advertising

Two other types of intangible resources have l@®tyzed with respect to their
effect on performance; although not to the samergxtf R&D, patents, human capital:
advertising and alliances. The following paragrapbtine some of the main findings
from a sample of research in this field.

Alliances can improve performance as partnerinty wther firms with technical
knowledge expertise may allow organizations to Hage their skills and increase their
competitiveness (Tsai and Wang, 2008). One of tt@nnproblems related to the
measurement of knowledge capital deriving formaaltes is probably due to the lack of
consensus on the definition of knowledge allian€&sntributions vary with respect to
what they consider to be knowledge producing atkn

Gambardella et al (2000) measure the impact chradés and firms’ strategy on
47 Fortune 500 worldwide chemical companies inpgéieod 1990-1996. Three different
performance measures are used: market value angrofétover sales as measures of
profitability; sales growth as measure of produttivTheir intangible capital definition
corresponds to R&D capital; however, they alsoudel control variables that account for
what a part of the literature would call relatiosapital: namely joint ventures, mergers,
alliances, acquisitions and globalization strategiResults show that, besides R&D,

expected profitability is also positively affectby globalization strategies, alliances and
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acquisition; only globalization strategies app®@ahave a positive impact on productivity
growth but no conclusive results can be reached/fat concerns current profitability.
The type of alliances considered by Tsai and W&22))8) is more restrictive than those
considered by Gambardella et al (2000). The autbalg consider innovation related
alliances, such as joint research and developmgneiements, and technology sharing
programs. The focus is therefore still on innovatrelated intangibles. Results are not
conclusive; even though coefficients are positikiey are not significant.

Advertising and marketing investments are carried m order to improve
reputation, brand recognition and therefore firnfgrenance.

Based on consolidated company account information16,000 worldwide
companies from ‘88 to '97, O’Mahony and Vecchi (RDPGneasure the effect of two
intangible resources: R&D capital and other inthtegiassets. The latter are defined as
other assets not having physical existence, whasgeviies in their expected future
returns. Other intangibles are proxied using theesponding balance sheet item which
mainly refers to capitalised intangibles, includilngenses of no specific duration and
capitalised advertising costs. Results show thaDR&nd other intangibles, mainly
considered as proxy for advertising capital, inflce productivity; however, with respect
to profitability, evidence for other intangible ats effect is not robust across the
different specifications of the model and variesas countries and sectors. R&D capital
appears to have a higher effect than advertisipgatavith respect to productivity; when
considering profitability, instead, even thoughutess are not robust, the effect of other
intangibles seems greater than the effect of R&@itah According to this study, there is
no evidence of the higher effect of intangible tases on performance, when estimates
are compared to physical capital.

Even though results are not conclusive, the stuaythe merit to further extend
the class of intangible resources, including bataskeet data that could proxy other
aspect of intangible resources such as reputagduindg from advertising and marketing
expenses. The problem related to this method istalsearce data availability that can
generate selectivity bias. The initial databasdaa, included 16,000 companies; due to
the necessity of R&D data and Other Intangible ,ddia sample has then be reduced to
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783 firm; the final sample, including only firms tWiall years data, resulted in only 404

firms.

3.4 Further issues: interdependence of intangible esources and dependence of
results on performance measure used

The majority of the studies on intangible and fiperformance focus on one or
two intangible resource proxies that representtyipe of knowledge capital they are
interested in studying and utilise a productionction approach.

Recently, studies have also investigated the effexttthe interactions of different
intangible resources have on firm performance enbtisis of the consideration that, in
order to improve performance, the different streamh&nowledge owned by the firm
need to be integrated, as postulated by the RBYTsai and Wang, 2008, Ballot et al.,
2001, Lin, 2007).

Tsai and Wang (2008) focus on the interaction amadifferent types of
innovation related intangibles: external knowledgeguisition and internal development
capability. They argue that the extent to which dlequisition of external technological
knowledge affects a firm's performance may alsoeddpon internal R&D investment
and suggests that the greater the level of a fimésnal R&D efforts, the stronger the
positive effect of external technology acquisitamma firm's performance. Results of their
study, based on a longitudinal sample of 341 Ta@senfirms in the electronics
manufacturing industry in the period 1998-2002 vslioat returns to externally acquired
technological capital are positively associatedhvilte stock of R&D held by firms.
These results underline the dual role of R&D cadpsgéimulating innovation but also
strengthening absorptive capacity. The authorseftber suggest that “existing studies
may underestimate the economic returns of R&D hiynfato account for R&D-based
absorptive capacity” (op. cit, p. 102). The fadtthxternal technology acquisition is not
significant, when not considered in relationshighwother intangibles, underlines how
the process of embedding and relating the differ@angibles within the firm is crucial
to improve performance, and how the organizatiaialension of the analysis can

provide better insights on how firms benefit framaingibles.
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Ballot, et al (2001) examine the interaction effeof human capital and R&D
capital on productivity; interactions between R&Dck and training stock are found to
positively affect performance; this suggests thisternce of complementarities between
these two types of intangible assets.

Based on a cross-sectional sample of 155 bankingsfiLin (2007) investigates
the interaction effects of IT capability and huntapital investment. IT investments by
themselves do not necessarily reflect the leveT afapability of the firm; it is therefore
important to study the capability of the firm toeud resources together with other types
of resources. Results show a negative and signfficdgeraction effect between human
capital investments and IT capability on firm penf@ance, implying that “IT and human
capital can, to some degree, substitute for eablerdt(op. cit. 102). This is also
suggested by the lower marginal benefits of IT bdjpg found in firms with high-
quality human capital. The results of this studyfeom, again, the RBV of the firm:
valuable knowledge assets of the firm are not yasitlified and replaced with IT; IT is
one if the elements of the organization that foiteknowledge capital. IT capability is
essential to create value and it is not simply siress infrastructure that makes business
more efficient.

As noticed for studies focusing on R&D capital, #ftect of intangible resources
varies not only with respect to the methodologydusemeasure them, but also according
to the measure of performance used. The differexdsares of performance that have
been used in the literature can be grouped in ttlesses: productivity measures, output
measures and profitability measures.

Productivity and output growth are crucial measafrperformance as firms with
higher output growth and productivity are more Ijkéo survive in the competitive
environment (Loof and Heshmati, 2002). Some auttiocsis on labour productivity
growth - the efficient use of resources to creatkie - measured either as value added
over n. of employees (Crepon et al, 1998; Loof Hleshmati, 2002) or sales over n. of
employees (Nesta, 2000, Heshmati et al, 2006). r®thge growth in sales, total assets
(Lybaert et al, 2006), or value added (Tsai and §ya2008; Ballot et al, 2001).
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Firms that are more productive and have higherdeskoutput growth are likely
to enjoy a higher profitability, another importaneasure of firm performance (Dedric et
al, 2003).

Even though studies have not reached agreementte/enagnitude of the effect,
the existence of a positive effect of intangibles pyoductivity has been proven more
extensively compared to their effect on profitdilthis is especially true for innovation
related intangibles, such as R&D.

Findings on the effect of other types of intangsbten productivity and output
growth have appeared to be less robust. This phemomis likely due to the fact that
intangibles often do not appear in quantifiable patit measures; their effect on
performance is of a qualitative type. Instead afréasing the amount of output, they
improve the quality, the delivery and help satisfyi customers’ expectations
(Brynjolfsson and Yang, 1996).

When using profitability financial measures, fewsardies have managed to reach
conclusive results.

Gambardella et al. (2000) use both productivity prafitability measures; while
they manage to show evidence of the effect of gitde resources on productivity, same
results cannot be reached when the effect is ashlygith respect to profitability,
measured as market value and net profit over sales.

Lin (2007) uses five measures of performance: nebur Equity (ROE), defined as
net operating profit after taxes divided by theueabf equity; Economic Value Added
(EVA), defined as net operating profit after taxeisus a capital charge for the invested
capital employed in the business (based on thehtagigaverage cost of capital); Market
Value Added (MVA), defined as the market value gfigy minus a capital charge for the
invested capital employed in the business; Martdigok value ratio; Tobin’sg. In this
case the positive effect of intangibles (IT capiial confirmed with respect to all the
different measures used.

The reason behind the weaker evidence for the gitikn effect on financial
performance is likely due to the fact that whenneixéng the relationship with financial
measures, dynamics become even more complicatedvittarespect to productivity and

a wider range of factors enter into the picture.
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Furthermore, as for productivity, there is the d®athat financial measures are
not able to capture the effect of intangibles, ipakarly of those intangibles associated
with the quality of output of the firm (such as twmmer service) and, only indirectly
financial performance. Brynjolfsson and Yang (1996ygest the use of market share and
market value as better proxies. Market share ¢onlthct, capture the intangible effect
on performance associated with the quality of ougmd improvements in the customer
base; the use of market value instead is baseddecassumption that investors are able to
approximate the real value of intangibles beyoneirtleffect on traditional financial

measures of firms’ financial statements.

3.5 Organisation capital and firm performance

The theoretical analysis of chapter 2 has concluithed, due to its features,
Organisation Capital (OC) is the most importanamgiible resource of the firm.

The empirical evidence analysis performed in thigpter has shown that studies
focusing on the impact of intangibles on perforneahave focused mainly on R&D and
innovation related intangibles. More recently, ottienensions of firm’s intangibles have
been analysed: human capital, IT and advertisinge @ttention on these types of
intangibles is due to the fact that there is redyi no consensus in the academia about
their definition, even though different proxies ased to measure them.

As illustrated in chapter 1, OC is a type of reseuthat is formed by the
interaction of different components; however, thereno consensus about what these
components are. In chapter 2, OC has been mairflgedeas the stock of codified
knowledge (written norms and guidelines, databades)t knowledge (organisational
routines and corporate culture, values, vision andciples of the organisation and
cooperation agreements) and reputation, and has ipeecated as the most valuable
resource for sustainable competitive advantage,céneffior firm performance.
Notwithstanding this importance, to date, genemapieical analysis on its contribution
have been uncoordinated and sporadic (Black anaHh,yR005) and have not reached
firm conclusions.

The problems related to the different definitiodsQC present in the literature

have hindered the empirical proof of OC importarks Black and Lynch (2005) argue,
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the proof that OC contributes to performance isbfgnmatic due to lack of consensus
about what OC is, how to measure it and what théopeance measure is that can
capture it. While this proxy problem and the outptuiblem also characterise the other
types of intangibles analysed here, it can be gwtifor R&D, HC, Patents, advertising

and IT, there is, at least, some sort of consemegarding their definition. OC, as

composed by the interaction of different firm resms at the organisational level, is
more problematic to define. In short, it could lagdshat the problems seen when trying
to define the category “intangibles” as a wholepear for OC.

As a result of the lack of an OC definition, resbars have chosen to proxy OC
using data related to its elements: mainly infororaand communication technologies
(ICT), training, Human Resource Systems (HRS) aatkplace practice.

As seen in 3.3.2, some contributions focus on dnth@ components of OC:
information and communication technologies. ICTg&erally found to have a positive
effect on performance, even though the magnitudesacross countries (e.g. Matteucci
et al., 2005, Matteucci and Sterlacchini, 2005, Rid07).

Level of training, also used to proxy human capitglan appropriate proxy for
organisational knowledge, even though it is notilgassailable as firms hardly track
training expenses. Through specific training praggain fact, the firm can decide which
types of skills and competences to create in thedaforce, render it context-dependent
and generate organisational knowledge. Traininglldas been proven to positively
influence firm performance (e.g. Ballot et al., 2DG2ven though results have not been as
robust as for other intangible investments.

A consistent portion of empirical studies also gr&C focusing on HRS and
workplace practice. Early studies in the 80’s maiolcused on HRS defined as quality-
of-work-life and did not find a positive relationghwith performance, probably due to
the fact that quality of work life is not the masomponent of HRS that has an effect on
organization. More recently, also thanks to bedtailability of data, studies have ‘“re-
defined” HRS as formed by flexible and team workjoly structures, cross-training, and
incentive pay systems, and have managed to pr@re gbsitive effect on performance
(e.g. : Bresnahan et al, 2002, Macduffie, 1995cBland Lynch, 2004 These studies
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mainly use data collected in questionnaire surelyased on questions related to peer-
review of employee performance, job rotation, Tofalality Management, types of
workers involved in training activities and levet employees’ involvement in the
decision process (Black and Lynch, 2005).

Macduffie (1995) focuses on HRS defined as empleke®wledge embedded in
routines and social interactions, and study theitipeseffect they can generate on
performance by creating extremely hard to imitatganizational capabilities; HRS are
therefore used as a proxy for OC. The study, basedn international data set of 62
automotive assembly plants in the period 1989-@8ist the effect of three indices
representing different HRS practices on performariResults indicate that flexible
production systems, coordinating different HR pcag and integrating them in the
organization, outperform other systems, in so comnfig the positive effects of HR
systems on performance.

Black and Lynch (2005) define OC as workforce fragn employee voice and
work design. Employee voice represents a flexibigawisation structure that gives
autonomy and involves employees in the decisiormgss’, while work design includes
management systems, monitoring, job rotation, amibduction of new IT. Results of
their study, based on the manufacturing sectohénpteriod 1933-1996, show that OC
accounts for approximately 30% of output growtha@ and Lynch, 2004).

Other studies have attempted to measure OC asiefdrolry the entire
organizational knowledge of the firm. DeCarolis dheleds (1999proxy organizational
knowledge as generated by knowledge stocks andsflamd test its effect in the
biotechnology industry. Three proxies measure kedgé flows: alliances, R&D
expenses and external knowledge, represented bwdmx built on the knowledge
features of the geographical area. The two proressuring knowledge stocks are
“products in the pipeline” and “firm citation”, regsenting organizational knowledge in

the form of intellect and research ability. Ressh®w that external knowledge, products

13 Some examples are: the Bureau of Labor Stati§iosey of Employer Provided Training; the EQW
National Employers Survey; the British Workplacedustrial Relations Survey and the REPONSE
(Relations Professionnelles et Negociations d’Emise) (Black and Lynch, 2005).

14 Some examples of the practices that form thisstlase: employees suggestion box, individual job
enrichment schemes and self managed teams (Blackyenth, 2005)
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in the pipelines and firm citations significantlffexct performance, in so confirming the
importance of the management of stocks and flowknofvledge at the organizational
level.

Finally, another branch of studies, instead of fmeg on the single components of
OC, analyzes the effect of OC focusing on the syirsramong its different components
(e.g. Lin, 2007).

Concluding, to date, efforts of researchers whoehattempted to measure
dimensions of OC have been “uncoordinated and dpdréBlack and Lynch, 2005).
There is evidence that ICT, training level, HRS awatkplace organization matter, but
there is no consensus about the definition, andsureaent of OC.

The majority of the studies have been based onegsyvthe methodology of
collecting the answers, though, is very differentoas studies. Besides confusion on
what to measure (and therefore what to ask), thetiiication of who to interview within
the firm and how to formulate the questions in amdarstandable way also generate
confusion. Finally, there is always the bias cau$sd personal interpretation of
respondents and researchers and low responsd-tatéhese reasons, the lack of solid
empirical evidence for the effect of OC on perfontais considered due more the scarce
quality of data and to the limitations of the madesed, than to wrong predictions of the
“theory”. We therefore believe that OC is a souwéeompetitive advantage and that it
has positive effect on performance based on thealetonsiderations; we also believe
that empirical evidence for this relationship, opdate, can be shown with better models
and data availability.

The fact that, unlike physical capital, OC valueslmot appear in firm’s balance
sheets, and that investments in OC are usualljetiess expenses and not as increases in
firm’s assets, has prevented the use of an OC graggd on financial data, that could, in
part, solve problems related to proxies based oreguanswers (Black and Lynch, 2005).

In the following chapter, building on two recentudies (Lev and Rdhakrishnan,
2005, De and Dutta, 2007), | present a model thas to measure OC’s effect on

performance using an income statement proxy thatatws expenses made to build OC.
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Chapter 4: Organization capital and firm performance. Empirical

evidence for European firms

4.1 Organization capital and income statement: inearch for a possible proxy

The previous analysis has shown the problems afitleh and measurement that
characterize intangible resources and, in particubaganization capital (OC). The
accounting discipline considers physical capitehassset, and therefore records it in the
balance sheet; investments in intangible resourcs$ead, are generally recorded as
expenses in the income statement, unless theyysttes strict requirements imposed by
the accounting standards. A methodology proposedtidiiterature to measure intangible
resources has been based on the assumption teatriments in intangible resources can
be inferred from expenditure data, by capitalizampual expenses through the perpetual
inventory method and so obtaining a stock measuréenfangibles. While this technique
has been applied, and it is widely accepted - ¢vweangh with the limits outlined in 3.1 -
for what concerns the measurement of R&D stock,afiplication to other types of
intangible resources has been more limited, probdind to the fact that R&D capital and
expenses are easier to define and identify thaer atitangibles. Investments in OC, in
particular, generally expensed in the income statgjrare hard to identify and track as
they relate to a variety of items whose expensesracorded in different income
statement items. This phenomenon has forced résgar@aiming at measuring OC to
search for proxies different from accounting datesed on indexes, qualitative data and
survey answers.

Measuring OC on the basis of an accounting proxylevdoe particularly
appealing as, if valid, would provide a relativelgbjective” methodology for its
measurement and the study of its effect on firnigoarance. It presents however, above
all, the solution of the difficult problem related the identification of the items to be
taken as proxy for OC, as this resource is, at,|é@terogeneous and collective — not to
mention tacit. Besides the fact that a widely ategplefinition of OC does not exist,
investments (or expenses, to speak with the acemumliscipline) in OC are often
aggregated to other general expenses and not praperked. Nonetheless, two recent
studies (Lev and Radhakrishnan, 2005; De and D2@@7) have applied this technique
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to OC and have identified income statement itemas ¢buld be a proper proxy for this
intangible.

In order to justify the use of these proxies, ilnecessary to consider how the
authors define OC. Lev and Radhakrishnan (2005)el&fas:

“unique systems and processes employed in thetmeas,
production, and sales activities of the enterprageng with
the incentives and compensation systems governisig i
human resources.” (op. cit., p. 73);
“agglomeration of technologies - business practices
processes and designs, and incentive and compamsati
systems — that together enable some firms to densig
and efficiently extract from a given level of phyaii and
human resources a higher value of product tharr ditines
find possible to attain.” (op. cit., p.75)

The definition adopted by De and Dutta (2007) isilgir; OC is

“business  processes, management structures and
organisational systems specifically designed to imese
the value of output given available physical andnao
capital... (including)...quality management systemupby
chain management solutions and innovative procefses
product development” (p.75).
According to these two definitions, the main comgais of OC are business processes,
practices and systems for the everyday firm’'s @@, generated by investments
(mainly, not exclusively) in:
» organizational practices
» information technology
* reputation enhancement;
* human resources
- employee training (formal training, on-the-job taig, mentoring
programs)
- incentive compensation systems
Besides this first definition, mainly formulatedrakngh the description of its
main components, Lev and Radhakrishnan (2005) geowalso a definition of OC

through its main features. First of all, OC is eotlve in nature, due to the fact that it is
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generated by the interaction of human capital ahgsipal capital and, therefore,
belongs to the firm as an organization as a whidie. collective nature of OC renders it
idiosyncratic, specific to the firm, and hard tartsfer, as competitors cannot completely
imitate it. For these reasons, it is a source aghpetitive advantage, can generate
growth, and improve firm performance. The defimBaused by Lev and Radhakrishnan
(2005) and De and Dutta (2007) are similar andrepresent the “operationalisation” of
the definition of OC presented in chapter 2.

Even though Lev and Radhakrishnan (2005) and delarta (2007) start from
the same assumption — OC can be represented thaouigitome statement proxy — and
the definitions of OC proposed are similar; thegcte different conclusions for what
concerns the choice of the income statement itensédfor the measurement of OC and
the models used to measure its effect on compaeyfermance.

Lev and Radhakrishnan (2005) choose Selling GeaalAdministrative (SGA)
expenses, based on the fact that this item inclotgsy of the expenses that generate
OC, such as employee training costs, brand enhasrdeactivities, payment to systems
and strategy consultants, IT outlays. De and D7), instead, choose administrative
expenses, which is defined as a “more focused atigop. cit., p. 75). This is based on
the consideration that SGA expenses include a wadety of items that do not concur to
the creation of OC, while administrative expensesub-class of SGA expenses, is a
more precise variable. Although different, the tinoome statements can be said to be
“of the same type”; they belong to the same cldssxpenses, with the difference that
one is more comprehensive than the other. As thibomi themselves admit, SGA
expenses include items that do not concur to teation of OC, such as strike expenses,
distribution expenses, foreign adjustment costsydwer, administrative expenses are
also plagued by the same problem and may be ttricte®, excluding OC expenses that
are instead considered by SGA expenses. An adwanégusing SGA instead of
administrative expenses is related to the avaitglof data; as the latter is a sub-item of
the former, data retrieval can be harder. OC exgns fact, may be reported only at the
“aggregated level” under SGA expenses, especiallyworldwide databases that
reorganize firms financial statements based onewifft accounting standards and

templates. The limits of the proxies just outlinedwever, do not jeopardize the novelty

100



and validity of this method. Both income statemiggns, in fact, do include the bulk of

the expenses that concur to the creation of O@pase defined; both have its own pros
and cons. SGA expenses are more available and ebemsive compared to

administrative expenses; the former variable islyiko include more items that do not
concur to the creation of OC; the latter includes majority of OC expenses but risks to
disregard OC expenses included in the former.

Selectivity bias can affect studies based on trethod; when firms do not have
data for the income statement item chosen to repté3C, in fact, this method brings to
the paradox that the firm does not have any typ®®@Gf This problem, however, also
characterizes methodologies based on R&D expenspoky the innovation capital of
the firm, which have been widely used in the litere.

The identification of an income statement proxpmy the first obstacle that has
to be overtaken; once the proxy is identified, @&sho be transformed into an OC
measure, and placed into a model that can anaiyzdfect on firm performance. In the
following, two different measurement methods andiete will be illustrated; drawbacks
and advantages will be identified and discussedth®rbasis of this consideration, a new

eclectic model to measure OC will be presented.

4.2 Organization capital and firm performance: two alternative methods based on
income statement proxies

Following several studies that estimate the effettintangibles on firm
performance, to estimate the effect of OC, Lev Radhakrishnan (2005) start with a
production function in a Cobb-Douglas form, whidsames constant output elasticities,
constant returns to scales and elasticities oftiutisn equal to 1, modeled as follot¥s
Y, = A CeRY Ly, (4.1)
WhereY,,C, ,R, and L, represent respectively revenues, physical caft@b capital

and labour of firmi at timet, b, with ( =c, r, I) represent the elasticities of output with

1% |n reality Lev and Radhakrishnan (2005) specify%d as followsY, = A, C R LXu, , therefore

assuming time-varying output elasticities. Howeuwbigy estimate the model in first difference which
implies assuming that output elasticities are amtsthrough time. For this reason, the model should
therefore be written as in eq. 4.1.
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respect to inpug and u, is a random error term. OC is represented hew ayTaking

the logarithm of expression 4.1 the production fiomcis expressed in the following

terms:

log(y; ) =log(ay,) + b, log(c, ) + b, log(r, ) + b log(l) +u; (4.2)

By estimating equation 4.2, OC is thus represemedhe residual of the production
function; this method, however, produces “black-bestimates of OC. The residual is,
in fact, a measure of Hicks-neutral efficiency tbatild measure the OC effect, but it is,
more generally, an overall measure of productidiiciehcy and technical progress

change. On this ground, the authors model OC &sifsi

log(ay;) = b + by log(s;) (4.3)
Where s, represents SGA expenses of firmat timet. The total OC is therefore
decomposed in two types of capith|;, common OC, anld, log(s, ,)firm-specific OC.

The firm SGA expenses are assumed to be an endagi@adable depending on current
revenues as revenue increases generate incredges size to which the firm adjusts by

increasing SGA expenses. SGA expenses are alsmegdo depend on SGA expenses
of the year before, as many investments in OC alléyear programs. SGA expenses are

therefore modeled as follows:

l0g(s,) = 9o + 92 109(Y:) + 92 109(s, ) + U, (4.4)
For this reason, the estimation method used isoastage least square regression with a
one-year lag for SGA expenses as an instrumentalble. Practically,s, is estimated
through equation 4.4, and its fitted value is usedstimate the production function (eq.
4.2). In order to eliminate the effect of unobserfiem heterogeneity, the variables are
transformed in growth rate form; thus the systentwaf equations to be estimated looks

like the one shown in equation 4.5 and 4.6, withreatended Cobb-Douglas production
function that includes R&D stock and OC.

Iog(Lj =by, + 1y, Iog(ij +Db, log i b Iog(ij
Yie-r St-1 Gt Fit-1

-

it-1

(4.5)
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Im{;“j Jor +gﬂm{y”j+gAO{s”J+Awt (4.6)
t—1

it-1 it—2

The second stage of the model aims at producingséimate of the annual monetary
contribution of OC. This is done by using the réesprovided by the estimated eq. 4.5.
The annual monetary contribution of OC is in fastimated by the difference in
predicted revenues with and without OC (as meashye8GA expenses) as described in
the following equations:

OC =¥ *~¥u ** (4.7)
where OC, represents the estimated annual monetary contibubf OC, y, *

represents expected revenues with OC gpd represents expected revenues without

OC, thatis

Yi* = Yia exl{ﬁm + 603 IOg( % j"' b, IOQ( ]"’ b, IOg(r_J + bl IOg( l H (4.8)
Slt -1 Clt -1 r.It -1 l it-1
Ye ** = VYia exr{b Iog( J+ b, Iog( j+ b, Iog( H 4.9
Clt—l rIt—l I it-1

Lev and Radhakrishnan (2005) argue that OC repiesenunmeasured resource

that is not reflected in a firm’s book value. Acdimgly, for this to be a good measure of
OC, it should be significantly related to the diffiece between book value and market
value. To be sure, as several OC items rely omifastructure, it should also be related
to IT expenses. The co-authors test these two hgges to back up the validity of their
results.

The model illustrated above is tested on a sampl80237 US large firms
(annual sale and total assets greater than $5onjildivided in firms with R&D capital
(32,979) and firms without R&D capital (57,258) owke period 1978-2002. Results
show that all the independent variables have atipestffect on dynamic performance,
but firm-specific OC has the highest elasticity.fiilms without R&D, the effect of the
firm-specific OC growth is higher than in firms witut R&D (58% versus 41%); this
suggests, according to the co-authors, that firnithowt R&D stock use OC to

compensate for the absence of R&D to sustain tiwenpetitive advantage. The average
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contribution of OC to sales growth is estimatetbedb96 million, which is 4% of average
sales and almost 100% of mean annual change is sale

These results back up the view that sees OC andireintangible of the firm, the
resource that is mainly responsible for superiom fiperformance. Some remarks,
however, have to be made regarding the assumpbansvhich the model and the
estimation method rest.

Assumption n.1: firm’s OC is measured by the prtddadunction residual
At first, the model assumes that OC is estimatethbyproduction function residual (eq.
4.2); but the residual is a measure of Hicks-néwtfficiency that measures production
efficiency and technical progress change and tbexgfrovides “black-box” estimate of
OC. For this reason, OC is decomposed into OC camtmall firms and firm-specific
OC, as proxied by SGA expenses. However, this Ig an apparent solution; in fact,
even in this second methodology, OC is still meaguby the production function
residual (Bresnahan, 2005). Firm-specific OC is plagt of the residual explained by
SGA expenses; common OC is the part of the residoaéxplained by SGA expenses.
Therefore, the objections raised to the specificatiof eq. 4.2 are similar to the ones that
can be raised to the model as specified in eq.Thé.residual estimate may well include
OC; but we cannot take it as a pure measure fora@@e cannot isolate the effect of the
other factors as well included. As outlined by Abwwvitz (1956), the residual measures
the shift in the production function given a carntével of inputs, and has been mainly
identified with technical change. Given this intefation, the use of the residual to
estimate OC would provide a measure that includdyg costless improvements in the
way inputs are transformed into output and, moenthn OC measure, it would be a
measure of the overall technological change andymtion efficiency improvements due
not only to OC, but also to other factors. Furthemm as outlined by (Solow, 1957)
besides being a measure of technical efficienog,résidual also includes “unwanted”
effects (Hulten, 2001) due to measurement erroggremation bias and model
misspecification, in so resulting in a “Measureaf ignorance” Abramovitz (1958)

1% The infinite debate on what the residual actualBasures also has advocates of the idea thatsiceiae
is actually a good measure of technological efficiewhen the model is well specified and does not
include measurement errors (Jorgenson and Grilict#&7, 1972); however other studies (€gninson,
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This remark obviously casts doubts also with rdgao the estimation of the
annual monetary contribution of OC, which is basadthe estimates of eq. 4.5. Even
accepting the validity of this method, it is noeat how the difference for the sample
with R&D and without R&D is taken into consideratioThere is only one estimate of
OC that is provided; but this estimate is derivemhf eq. 4.5, which has different results
according to the sample taken into consideratio@. @nual monetary contribution
should therefore be calculated considering theehfit effect that the production factors
have for firms with and without R&D, as should atymparison between OC annual
monetary contribution, average sales and averagaaasale increase.

Assumption n. 2: the elasticity of organizationitalps equal to 1
The estimates of eq. 4.5 produce the elastiéitiesthe production function inputs; but

do not provide the elasticity of OC. The coeffice, andb,,, in fact, are not the

ost?

elasticities of OC, which is instead, evidentlyswsed to be equal to 1. This appears

clearly from eq. 4.1, as the exponent&f - which measures OC - is actually equal to 1.

This assumption lacks a theoretical foundation eadnot be justified; furthermore, it
implies assuming that the production function hasr@asing returns to scale, which
should be tested and however contradicts the althtatement that the model assumes
“constant returns to scale” (op. cit., p. 77).

Assumption n. 3: current SGA expenses depend aentusales and previous

SGA expenses
The estimation method rests on the hypothesistested, that current SGA expenses are
endogenous and depend from current sales and pgeS8iIBA expenses.

The positive relationship between current levebatput and current level of SGA
expenses is justified by the fact that when revenuoerease, “business processes and
practices need to be scaled up to accommodateetivery of products and services for

the larger base of customers” (Lev and Radhakrish2905, p. 79); the implicit

1972) have tried to demonstrate that this conchssiwere due to peculiarities of the samples consitie
such as time effects and business cycles (Hul@o )2
" Lev and Radhakrishnan (2005) mistakenly refer tiemt as marginal productivities. Marginal

productivity measures the unit change in outpuiviteg from a unit change in inp(@Y / 0X) ; elasticity,
instead, is the percentage increase in outputtiegidtom a 1% increase in inp{@Y / dX)(X /Y); here,

taking as an example R&D stock, marginal producbjs, C* I 1, ™ ; elasticity isb, .
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assumption behind this hypothesis is that an isere revenues generates a
contemporaneous increase in firm size to which fia immediately adjusts by
increasing SGA expenses. This can be true forioeittams included in SGA expenses
but not for all of them. For example, it is readderao believe that distribution expenses,
included in SGA expenses, obviously increase witlndase in revenues. It is reasonable
to assume that revenue increases require adjustnmetiie organization brought about by
more flexible business processes and design; imezds in the latter are, in fact,
investments expensed in SGA expenses. Some pédyptaxnes from the fact that it is
plausible to assume that the firm would operatéh adjustments at least with one lag
with respect to the increase in revenue, and notddiately. Finally, it could be possible
that an increase in revenue could generate an imbeethcrease in training expenses,
another fundamental aspect of SGA expenses. Areaser in revenue can require an
increase in training from a qualitative point oéwi, as the introduction of new business
processes and design, required by an organizahiah has to deal with a greater
production scale, may require further training loé existing workforce; and/or from a
guantitative point of view, as the new organizatioay require a larger workforce that
needs to be trained. However, this contemporaneslationship would require a great
adjusting capacity of the firm. It can be concludeat current SGA expenses could be in
fact endogenous, given their nature; but it codt de the case that this relationship
would require some lags to be verified. The conolusof this argument is that the
endogeneity should be tested and not assumedt Adés has to be made. This does not
necessarily jeopardize the inverse relationshep,that current SGA expenses determine
current sale, as in this case there is no assumpgidse made about the capacity of the
firm to immediately adjust to changes.

The second relationship that is assumed is betweaerent SGA expenses and
SGA expenses of the year before. This is due tdatiethat organization changes may
take time; therefore including the effect of SGArerses of the previous year provides a
better estimate of current SGA expenses. From & lpgint of view, the relationship
between current and previous SGA expenses coulgdsonable; many investments in
OC are in fact multiyear programs. The effect @vous SGA on present SGA expenses

is fundamental to estimate this model with the stage least square procedure. If we

106



look at the way in which current SGA expenses isstraicted (eq. 4.4), it is apparent that
a non significants,_, would generate multicollinearity in the estimatias s, would be
a linear combination of the regressors presenthenproduction function. The results of
Lev and Radhakrishnan (2005) show that, for batindj with R&D and without R&D

stock, s,_, is significant (R&D firms .21; non R&D firms .18gnd this eliminates the
multicollinearity problem. In cass,_, would not be significant, if we had to keep the
assumption that current revenues determine cuB&# expenses, we would need an

alternative method to estimate the mdtlel

Consider eq. 4.2, which is reproduced here foetse of the reader:

log(y;) =log(ay,) +b,log(c; ) +b; log(r, ) + b log(l, ) +u; (4.2)

If SGA expense is, as assumed, an endogenousblagrthe elasticities will be
composed by two separate effects: the effect beasingle variables have on output, and
the effect that the variables have indirectly oripatj through their effect on SGA
expenses. As we are interested in identifying tinectieffect of each single variable on
output, we could decompose the elasticities a®wal After estimating elasticities of
equation 4.2 we could estimate eq. 4.4 (ilog(s,) = 9, + 9,l0a(y,) + 9,109(s,_,) +u,)
and obtain estimates of current SGA expenses, t@kang into consideration the effect
of revenues and SGA expenses of the previous yearase of multicollinearity, the
substitution of eq. 4.2 into equation 4.4 wouldambta non significant coefficient for
SGA expenses &tl; eq. 4.4 could therefore be rewritten as in thieyong:
log(s,) = a, +a,log(c,) +a, log(r,) + a,log(,) +u, (4.10)
EqQ. (4.10) would give the elasticities of SGA exgEnwith respect to other inputs, and

the estimatedog(s ). After estimating equation 4.2 and 4.10 we coustineate the

equation of interest:
log(yy) = By + B.log(c;,) + B, log(r ) + A log(;,) + B log(s ) + Uy (4.11)

18 Acknowledging the weaknesses of the model of Led Radhakrishnan (2005), | have nevertheless
applied their methodology to the dataset. Resudigehin fact, showed the presence of multicollitgar
caused by a non significant effect of previous SisAcurrent SGA expenses.
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where the coefficient®, (j = c, r, |, s) represent the elasticities of revenues with retspec

to inputs, after taking into consideration the etation between SGA expenses and

revenues. By substituting the equation 4.10 inteaéign 4.11 we would obtain:

log(y,) = (B *+ Bao) + (B, + Bac)log(c,) + (B, + B.a,)log(r,)
+(4 + Bay)logd ) +u,

Where log(aoit) :(IBOt +:Bsa0t)’ bc Z(ﬂc +,330'C), br =(:Br +:Brar)’ q :(:BI +,BSO'| ) We

(4.12)

would therefore be in front of a linear equatiorsteyn in four equations and five
unknown variables that would force us to add ahtmrtcondition in order to reach a
solution. We could assume a production functionhwibnstant returns to scale (i.e:

B.+ B + [ + B, =1); by adding this condition we would be able tovedhe system and

analyze the elasticity of output with respect teuts, without worrying about the
multicollinearity problem caused by the relatiomstbetween current revenues and
current investment in OC. This methodology, presenust to show that even in case of
multicollinearity the model could still be estimdféhas a weak point however: it relies
on the assumption that the production functiondwasstant returns to scale, which can’t
be taken for granted and therefore should be t&sted

Assumption 4: firm heterogeneity is constant oveet

The estimated model is in first difference. Theuagstion behind the model in
first difference is that the error term of the espondent model in level is a composite
error given by a systematic error representing fireterogeneity and assumed constant
over time, and by a time-varying error. By takthg logarithms of annual changes, the
systematic component of the error gets “differenaey” and therefore eliminates the
possible bias present in the models in levels, tduenobserved firm heterogeneity. In
order for this model to hold, it must be assumexd the composite error is uncorrelated

with the regressors, therefore that the idiosymcratror u, is uncorrelated with the

regressors at timeandt-1. This is not necessarily reasonable, howeverha®tis also

19 Besides the fact that the model is based on amgs®n — constant returns to scale — that | believ
should be tested, results obtained from the agjitdo this model to the dataset have been incmingt
and indicated the inappropriateness of the modeééseribe the relationship under investigation.
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the possibility that the condition would not hoid,which case the estimators would be
biased.

In spite of these methodological problems, theltef Lev and Radhakrishnan
study confirm the view according to which OC iseed the most important intangible
for firm performance; the weaknesses of the modst putlined cast doubts on the
possibility to draw firm conclusions. The test penfied to back up results gives a
positive outcome: the annual monetary contributdr©OC is indeed correlated with IT
expenses and market to book value; however thisatare taken as a true validation of
the test as the correlation could be generatedthgrdactors and flows of causation
besides OC.

A second recent (De and Dutta, 2007) study hagignoOC using an income
statement item similar to SGA expenses; howevérag modeled OC and studied its
effect on performance using a different measuremmthod and model in the attempt to
improve the model of Lev and Radhakrishnan (2005)

De and Dutta (2007) start from an assumption smbda_ev and Radhakrishnan
(2005): OC is, in fact, proxied by expenses in @esides the fact that the chosen
income statement item differs from SGA expensesdusy Lev and Radhakrishnan
(2005), the main novelty of their methodology i% tway in which OC stock is
calculated. Administrative expenses — the proxyduse OC — are capitalized using the
perpetual inventory method through a methodologyilar to the one adopted to derive
R&D stock from R&D expenses. The authors consider fact that only a small
percentage of administrative expenses concur tarimegtion of OC capital and that this
process requires time; on this ground, they cremtemeasures of OC stock. The first
measure is built by capitalizintgD% of annual administrative expenses and usingfa 2
depreciation rate; the second measure insteadatiapg 20% of annual administrative
expenses using a 10% depreciation rate. They @sméasure so obtained to estimate a
“new economy production function” in the Cobb-Daagiform, extended to include the
effect of intangibles — namely OC and brand capital

Y, = AK{HIBIOC! (4.13)

it it

where Y, represents sales of firmat timet, K, is physical capitalH, is human capital,

B, is brand capital and>C,, A, represents time and firm specific technology and
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productivity factors. The intangibles here consedieare different from those included in
Lev and Radhakrishnan model (R&D stock and OC)teb$ of R&D stock, De and
Dutta model includes, besides OC, another typentaingible, brand capital, defined as
“the intangible resulting from advertising and netrkg expenditures that result in a
positive image of the firm in the market and helpacure future orders” (De and Dultta,
2007, p. 75). Brand capital is built using the sanathodology used to build OC; half of
annual marketing and advertising expenses areatiapd with the perpetual inventory
method using a 60% geometric depreciation ratetherbasis of the documented short
service life of advertising. Wages are used to ptaxman capital; this is justified by the
nature of the industry under exam, where it has ldeeumented that wages well reflect
the experience and talents of individuals. Thewsioh of R&D stock from the model is
also justified by the features of the industry thag¢s not invest in R&D. The model, that
includes besides physical capital, three typesntdnigibles — OC, brand capital and
human capital - is tested on a sample of 165 Inflrams belonging to the IT software
industry, using firm-level panel data spanning frb@®7 to 2005.

Results show that OC has a strong effect on outpeidsured as sales: elasticity is
around 1.00, higher than elasticities of other tadphysical capital is about 0.08, brand
capital 0.03 and human capital 0.18). Results argée gobust across the different
specifications (level and difference) and estimatitethods used (GMM and OLS).

In De and Dutta (2007) model, unlike in Lev and Radishnan (2005), OC is
considered a factor of production, not a producfiorction residual. The main concerns
relate to the main novelty of the study: the measiant of OC through the perpetual
inventory method. This has been widely done in literature for R&D stock (e.qg.
Griliches, 1979, Griliches and Mairesse, 1981, kks8e & Sassenou, 1991, Hall, 1990)
another intangible resource; therefore, in prirgighere should be no objections to its
application to OC. The same problems that this otettreates with regard to R&D stock
(outlined in 3.1) however, arise also with respeztOC; to our knowledge, this
methodology has been used only by De and Dutta7)2QBerefore the usual worries
about proper obsolescence rate, length of the ssefeexpenses to use, lag, are
exacerbated as not deeply studied yet. While tipdication of the perpetual inventory
method to R&D expense to build R&D stock has bexsted in different versions (for
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example different obsolescence rates and R&D exgseseries length) by several studies,
similar efforts have not been done for OC. The @etage of administrative expenses to
capitalize is therefore chosen somehow in an anyitway by De and Dutta (2007) as it
is the obsolescence rate to use. However we tlmakthis choice is acceptable on an
empirical ground; the obsolescence rate of 10%288d are similar to the ones normally
used for R&D stock, which can be a reasonable gssomgiven the similar properties
of the two different intangibles. More doubts rebdhe percentage of expenses to
capitalize and further studies could clarify bettex nature of these expenses and provide
a better idea about the true OC expenses percenizdgded in administrative expenses.

In brief, the model by De and Dutta (2007) seenwensound than the one
adopted by Lev and Radhakrishnan (2005); De andalstart from a measure of OC
stock and then estimate elasticity of output usinGobb-Douglas production function;
Lev and Radhakrishnan (2005) instead do not reaateasure of OC stock, assume
elasticity of OC equal to 1 and do not consider fiactor of production as they estimate it
from the production function residual. Both studmesvever have the merit to attempt to
estimate the effect of OC using financial statenazié.

In the following, building on these studies, | farate a model and measure the
effect of OC capital on firm performance on a sasgdl European firms. The new model
here proposed is somehow an eclectic version oftwlee models just described, and
attempts to integrate their strengths. Briefly, wegrow the proxy to measure OC (SGA
expenses) from Lev and Radhakrishnan (2005) andtese for the presence of
endogeneity of OC, assumed by the authors; we @en€)C an input of the production
function and we measure it by applying the pergetugentory method to part of OC
expenses as in De and Dutta (2007). The new meadelgresented, however, proposes a
more flexible production function with respect toetCobb-Douglas, which has the
advantage of imposing less strict assumptions enpitoduction process. In 4.3 the
variables, the model and the estimation methodleseribed, commented and a rationale
is provided; 4.4 analyses the dataset and reswdtseported and commented in 4.5. 4.6

sums up the main conclusions and final comments.
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4.3 Organization capital and firm performance on asample of European firms:
Organization capital measurement, model and estimain method
4.3.1 Measurement of variables

To measure OC, we follow the recent trend that mmessintangible stock from
income statement proxies (i.e. expenditure datajwBen the two proxies proposed and
described in 4.1, SGA expenses and administratipereses, | chose the former on the
ground that SGA expenses is more comprehensiveg usily administrative expenses
could exclude other investments in OC. As previpuskplained, in fact, the two
measures differ as administrative expense is a&kds-of SGA expenses. Administrative
expenses is surely the item that include the nigjai OC expenses; SGA expenses
includes administrative expense but also selliqgeeses, that refer mainly to distribution
expenses and therefore do not generate OC. Howgeeral expenses, the other type of
expenses included in SGA expenses, is a heterogendass that includes different
items; the criteria to classify expenses under ggme administrative are often subject to
different interpretation, and therefore we beliévat taking only administrative expenses
could exclude important expenses related to thatiore of OC. To partially limit the OC
measure bias due to the fact that SGA expensesimttade expenses that do not
generate OC, | take only a percentage of SGA anexpénses. We believe that SGA
expenses are a better proxy also for a second ofdeasons related to the availability of
the data. As administrative expenses are a subafeé®GA expenses, it is in fact harder
to retrieve this data due to the fact that databasen report only the aggregated SGA
expenses (or its correspondent in income statenbemiplates that use different
denominations).

Based on De and Dutta (2007) we consider only 20%@A expenses through
the perpetual inventory method with an obsolescaate of 10%. We believe that
considering only the 20% of SGA expenses is apptgprand allows to take into
consideration the fact that only part of SGA expsnactually contribute to the creation
of OC and that this process takes time (as obsebyede and Dutta, 2007). The
obsolescence rate of 10% is preferred to the 20¥te(mbsolescence rate proposed)
based on the comparison with the obsolescenceusait to calculate R&D stock. R&D

stock, the other intangible included in the modslin fact computed using a 20%

112



depreciation rate (as in the literature, e.g. Led &adhakrishnan, 2005); even though
R&D stock and OC have similar properties that jysthe application of a similar
methodology to measure them, we believe that Q@oie tacit, firm-specific and harder
to imitate. For this reason, in order to differatai the two different intangibles, a lower
depreciation rate (10% instead of 20%) is consitlerere appropriate for G&

| test the effect of OC, measured as describedeglmvtwo different measures of
firm performance: output and profitability. To pgofirms’ output | use firm’'s sales;
firm’'s incomes are used as proxy for profitabilityhe analysis of the effect on
profitability helps to understand the effect of @Ca more comprehensive way; while
output and output growth are, in fact, proxies fiom performance that are strongly
influenced by firmstructural factors, profitability is not, or, atak, not in the same
measure. The effect of OC on output is analyzed bisDe and Dutta (2007) and Lev
and Radhakrishnan (2005); the analysis with respecprofitability represents an

improvement with respect to these two models.

4.3.2 The model and estimation procedure
We consider a production function process that uses inputs to produce
output:

Q, =A f(K,.L,.R,.OC,) (4.14)
where Q, is theith firm’s output at timet, A, captures unobservable differences in
production efficiency and time effect¥, represents physical capital,, represents
labour, R, is R&D stock andOC, is OC. We model the production function in the
Cobb-Douglas form:

Q. = AKPLIR OC (4.15)
Taking the logarithm of equation 4.15, the finaldabis:

G =& + Bk, + Bl + By + B,06G, (4.16)

% De and Dutta (2007) shows that the two differesasures of OC proposed produce fairly robust esult
and that the pronounced difference between theapg&ars once the variables are expressed in lag for
Even though both measures are indicated as apptepiwe have chose to capitalize 20% annual SGA
expenses with a 10% obsolescence rate for the paratgeason explained above.

113



where g, is the log of outputa, is the log of time and firm-specific effects, is log of
physical capitall, is log of labour,r, is log of R&D stock andbc, is log of OC. The
coefficients 8, (n = 1, 2, 3, 4)represent the elasticities of output with respedhputs,

i.e. the percentage change in total output whemtheunt of input changes by 1%.

The Cobb-Douglas functional form (Cobb and Dougl®#29) has been proven to
be a good description of technology and satisfy ghaperties usually required for the
production function, such as diminishing marginaductivities (Hayashi, 2000).

In this specification returns to scale are giventiry sum of the coefficienfs,.

Two major assumptions are implied by such a maegélrns to scale do not change with
the level of production and the elasticity of sithgibn is constant and equal to one.

The literature has also modeled the productiontfondn more flexible forms,
such as the transcendental logarithmic (or trandimgctional form, first introduced by
Berndt and Christensen (1973). The translog is efuugyeneralization of the Cobb-
Douglas that has both linear and quadratic tertrs;gonceptually simple and has been
widely used in empirical analysis to study techhiclhange and productivity growth
(May and Denny, 1979; Humphrey, Moroney, 1975),uinpubstitution (Berndt and
Christensen, 1973) and returns to scale (Kim, 1992bh respect to the Cobb-Douglas,
the translog does not impose restrictions on outgasticities and elasticities of
substitutions; the former, in fact, are not assuteebe constant but depend on levels of
inputs and the latter are not assumed to be equalé. For these reasons we also model
the production function in the translog form and eeenpare the results reached with the
two different specifications.

The general form of the translog function

N 1N, N
Iny=A)+;,8ilnxi +§;]Z:1y” Inx Inx, (4.17)
here becomes, taking the logs
G =8 + Bk + Bl + B+ B0G + Ve (k)* + 1 (1) + ¥, (1)7 + Voo (0G,)°
Vi (Kelio) + Vo (KiTi) + Vo (KOG ) + 1 (rili) + Vo (7,06G.) + ¥, (106G

where the dependent and independent variablexxpressed in log form. In eq. 4.18, the

(4.18)

individual parameters of the translog function ac¢ readily interpretable and do not
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represent elasticities as in the Cobb-Douglas.dddgiven that the elasticities are given

by the partial derivatives of output with respectrtput

aa>(<]i % - aa|11n>(<qi (4.19)

in this model elasticities are therefore given g following four equations:

Ei = B 2V K + Vil + Vie T + VioOC: (4.20.a)
& = B+ 201 * VK + VaTe + N0 (4.20.b)
Eq =B+ 2V + Yk + Vali + V006, (4.20.c)
Eor = B+ 2V00C; * VoK * Vol + Vol (4.20.d)

Due to the nature of the model, including R&D stoakd to the fact that not all
firms in the sample report R&D expenses, we divide dataset in two sub-samples:
R&D firms and non R&D firms. The model is estimatseparately on the two sub-
samples.

| start by estimating the effect of OC and produttfunction inputs on firm’s
productivity.

| estimate eq. 4.16 in levels (year 2006) with @ES procedure; in order to
justify the use of this estimator some conditioasénhto hold. The linearity condition is
obviously satisfied by taking the logs of variabl&@se assumption of no correlation in
the error terms of different observations couldnb&de false in principle presence of
knowledge spillovers among closely located firmsywhver, due to the wide
geographical area considered, its inter-industtyinea and the dispersion of the firms,
spillover effects are not expected to invalidate #ssumption.

For what concerns the strict exogeneity assumptibrseems reasonable to

assume, given the cross-section nature of the dhtd, x. is independent from
u, fori # j. Problems instead arise concerning the assumegeémdence ok, andu; as

this would imply that input quantities are choseithwno regard to the firm level
efficiency. For the same reason output could beogaous: this would be the case if
level of output would depend on firm efficiencynéily, there is no a priori reason to

assume that errors are identically distributed. ertetkedasticity does not generate
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inconsistent or biased estimators; however, it wownder inference useless, as the
standards errors andtatistics would be miscalculated (Wooldridge, 200

In order to check the strict exogeneity assumptiorestimate eq. 4.16
instrumenting regressors through log of physicalited labour and R&D stock of the
previous year and SGA expenses of the previous yearder to control for sector and
country effects, dummies are included in the resioes results report only significant
dummies, selected through the Wald test. The Coelsh¥¢rg test is performed on the
residuals of the regression in order to checkliergresence of heteroskedasticity; if the
null hypothesis is rejected (i.e. errors are hatezdastic), we re-estimate the regression
using the OLS robust procedure (White variance-damae estimatoré). The true
model is then compared to the instrumented modeluth the Hausman test. Results
show that we can confirm the strict exogeneity agstion; therefore we can rely on the
estimates of the true model without the need tansteumental variables.

The descriptive statistics of the dataset showikleéy presence of severe outliers;
for this reason | also estimate eq. 4.16 with Hwdvet Tukey biweights to control for the
influence of outliers; results are compared.

As the Cobb-Douglas form imposes restrictions andlasticities of output and
elasticities of substitutions, we estimate the nftmeble translog model (eq. 4.18). Also
in this case results of the Cook-Weisberg testoéistawhether or not perform a simple
OLS regression or a robust OLS regression; couand/ industry significant effects are
selected through the Wald test on the regressionndes. If the log-quadratic and
interaction terms are not significant, the tranghogs back to be a simple Cobb-Douglas
and its estimation is useless; through a Wald @esthe log quadratic and interaction
terms we are able to determine whether or not ridweskog function is preferable and
captures effects that the Cobb-Douglas form isatde to capture. The Wald test almost
always rejects the null hypothesis of joint nonngigance of the log-quadratic and
interaction terms; therefore we can conclude thatrtanslog function is a better model.

Elasticities of output are calculated using eq.04al. In search for the best
model, we use the Wald test to identify a simpdifieersion of the translog that only

includes significant log-quadratic and interactierms; once these are selected, the new
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version of the translog function is re-estimated d@he corresponding elasticities of
output are calculated and reported. The same puoeed performed on the translog
function estimated using Huber and Tukey biweidiotscontrol for the influence of
outliers.

It should be stressed that the results so obtafred level-estimates could be
biased due to the presence of unobserved firmduteaeity. We assume that firm-

heterogeneity is constant over time and thatuphand u,_ are not correlated; we then

estimate eq. 4.16 in first difference, and “diffece away” firm-heterogeneity that could
be a cause of bias estimates in the model in leRasults of the model in first difference
can then be used to back up the validity of theal/enodel and estimates. The model in
difference is again estimated using OLS and theeefbe conditions required by this
estimator need to be verified. As seen for the rhaddevels, the more problematic
assumptions concern the strict exogeneity and hkedasticity. Problems of data
availability do not allow us to check for the endogity of physical capital and labour;
however, based on results of the model in level,car exclude that regressors are
endogenous. Some doubts are related to the endtygeh®C stock, due to the nature of
current expenses of the proxy on which the stodbuitt on; as a matter of fact, SGA
expenses are taken as endogenous variable by LeévRadhakrishnan (2005). We
therefore estimate eq. 4.16 in first differencarstrumenting OC through SGA expenses
from the period 2000-2004; the Cook-Weisberg testhe residuals of the regression
indicates whether or not use the OLS robust pragedilihe instrumented model is
compared with the true model using the Hausman &1 in this case we can conclude
that OC is not an endogenous variable and theref@ecan rely on the true model
estimates. Using the same methodology describedh®rmodel in levels, the first
difference Cobb-Douglas production function is cangal to the first difference translog
function; the translog function is simplified bycloding only the significant log-
guadratic and interaction terms selected with treddWest and elasticities of output are
calculated. The first difference Cobb-Douglas amadiglog production functions are also
estimated using Huber and Tukey biweights to cérfmo the influence of outliers.

Results in the different specifications are comgare
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In addition to the effects of OC on firm’s outpute check whether or not the
same conclusion holds with respect to profitabiifyregressing inputs on income, using
eq. 4.16 (Cobb-Douglas form) and eq. 4.18 (trandimgn) and the samenodus
operandi OLS is still the estimation method preferred, d@mel Cook-Weisberg tells us
whether or not to adjust for heteroskedasticityhia residuals. In this case there is no
reason to believe that the strict exogeneity astiomps not respected, given the
different dependent variable used; the model i3 esdimated controlling for the presence
of outliers. Unfortunately, due to missing inconaues for the year 2005, the model can
only be tested in levels, therefore results coudd diased due to unobserved firm
heterogeneity effects.

In brief, we measure OC by capitalizing 20% of @nSGA expenses and an
obsolescence rate equal to 10%. OC effect on oigghen measured using an extended
Cobb-Douglas production function that includes,ides the traditional input of physical
capital and labour, intangible resources, namely an@ R&D stock. A more flexible
functional form is then proposed: the translog fiow; which does not impose
restrictions such as constant output elasticities elasticity of substitution equal to one
assumed by the Cobb-Douglas form. The two model&stimated first in levels, then in
first difference, in order to control for the pdssi presence of unobserved firm
heterogeneity in levels; results are compared. @€teis then tested, using the same
model — Cobb-Douglas and Translog function — om fprofitability as proxied by

income.

4.4 Data collection and analysis: the OC of the Copuistat Global

The dataset of this study has been built up by imgwn Compustat Global
dataset. Compustat Global provides financial dataower 28,500 worldwide publicly
traded firms that represent more than 90% of theldio market capitalization; it
includes more than 6,340 Europ&acompanies that correspond to 95% of the European
market capitalization. Created in 1999, this datab#& unique in that it provides

22 Besides the countries selected in this analykis,Buropean area for the Compustat Global general
database includes the following countries: CzeclpuRbc, Estonia, Hungary, Iceland, Liechtenstein,
Lithuania, Malta, Monaco, Norway, Poland, RomaRassia, Slovakia, Sweden, Switzerland, and Turkey.
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normalized templates for global companies. Instehédopting one country’'s set of
accounting principles as the standard for dateecttin, the database examines financial
statements of different countries, identifies itemdely reported and creates a consistent
set of financial data items. Based on this idezdifuniform template, data are normalized
to local accounting principles, disclosure methadd data items definitions. This allows
meaningful comparisons across a wide variety obaldirms using different accounting
standards and practices. From this database, wetselfirms belonging to the Euro
currency area, extended to include also United #amg and Denmark. These two
countries were included, even though they aremttie Euro zone, because their weight
within the European Economy has been consideredatrior an analysis that aims to be
at the “European level”. | have restricted the gsialto this geographical area mainly for
two reasons. First of all, firms attitude towards/dstments in OC is particularly
influenced by cultural factors and organizationdtudures; selecting a quite
homogeneous area for what concerns the businesgecand the economic and legal
infrastructural system, such as the one under sisalgan therefore help avoiding bias
due to cultural differences existing among firmdohging to other less homogeneous
geographical areas. Second, to our knowledge & shad analyzes the effect of OC, as
proxied by an income statement item, has not beefonmed at the European level, but
only for North American (USA) (Lev and Radhakrishn2005) and Asian (India) (De
and Dutta, 2007) firms.

Currency data that were not expressed in Euros lmeen converted by
Compustat Global. Given the nature of the studyy énims reporting Selling General
and Administrative expenses for the years 2000062tave been selected. The initial
sample consists of 1,309 firms; 562 firms have R&penditures and 747 do not.

Based on the study of Lev and Radhakrishnan (20069, also use Compustat
dataset, | have obtained the following variableem@any Name, yearly Revenues,
Yearly Incomes, Yearly Selling General and AdmiaiBve expenses (SGA), yearly
Property Plant and Equipment (PPE), yearly R&D @esps (R&D), yearly n. of
employees, SIC codes, and Country. Table 4.1 suinesathe collected items, the
variables for which they have been used as praxy,tlae years for which the items were

collected.
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Table 4.1: Compustat Global proxy items and study ariables

Proxy item from Compustat Global Variable Year
Company Name Firm

Yearly Revenues Firm performance: output measure 2006
Yearly Incomes Firm performance: profitability meses 2006-2005
Yearly SGA expenses Intangible resource: Organirafiapital 2006-2000
Yearly R&D expenses Intangible resource: R&D Stock 00&2000
Yearly PPE Physical Capital 2006-2005
Yearly n. of employees* Labour 2006-2005
SIC code Industry

Country Country

Notes: *N. of employees has been obtained from 3 diffeserces: Compustat Global, Amadeus and compahgites

Yearly revenues and yearly incomes represent tinrpgance measures used:
the former is assumed to be an index for outputleshthe latter for profitability.
Tangible capital is proxied by Property, Plant &wplipment; labour is proxied by n. of
employees. Intangible resources are representednoyation related capital and OC.
Innovation related capital is proxied by R&D stoderived from a series of R&D
expenses from 2000 to 2006 through the perpetwainiory method. The depreciation
rate is equal to 20%. The effect of OC on firm perfance is proxied by the income
statement item Selling General and Administrativegpdhses (SGA) as in Lev and
Radhakrishnan (2005). Following De and Dutta (20@DP6 of firm SGA expenses is
capitalized and taken as investments in OC. Thegbeal inventory method is applied to
these investments using an annual depreciatiorofat8%. The rational for this method
has been provided in 4.3.1. Industry codes arepgr@uinder the classification scheme of
Fama and French (1988, 1997), below presentedie #a2
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Table 4.2: Industry classificassion

Industry Sic code
Consumer Non-Durables:Food, Tabacco, Textile, Apparel, 0100-0999, 2000-2399, 2700-2749, 2770-2799, 31 33940-3989
Leather, Toys
Consumer Durables Cars, TVs, Furniture, Household Appliances ~ 2500-22590-2599, 3630-3659, 3710-3711, 3714-3716, 3781 33792-
3792, 3900-3939, 3990-3999

Manufacturing : Machinery, Trucks, Planes, Office furniture, Pa  2520-2589, 2600-2699, 2750-2769, 3000-3099, 32®333580-3629, 3700-

Commercial Printing 3709, 3712-3713, 3715-3715, 3717-3749, 3752-3792338799, 3830-3839,
3860-3899
Energy, QOil, Gas, and Coal Extraction and Products 1200-1399, 2900-2999
Chmicals and Allied Products 2800-2829, 2840-2899
Business Equipment Computers, Software and Electronic 3570-3579, 3660-3692, 3694-3699, 3810-3829, 73773
Equipment
Telecom,Telephone and Television Transmission 4800-4899
Utilities 4900-4949
Wholesale,retail, and Services (Laundries, repair shops) 5000-5999, 7200-7299, 7600-7699
Healthcare, Medical Equipment and Drugs 2830-2839, 3693-3693, 3840-3859, 8000-8099
Money, Finance 6000-6999
Others: Mines, Construction, Building Materials, Transpouati All other Sic codes

Hotels, Business Services, Entertainement

(Source: Lev and Radhakrishnan (2005) based on Fama and Et8688h1977)

Firms with data for Property Plant and Equipmend/ar n. of employees, and/or
revenues equal to zero were excluded as consicertectliable; data were not cleaned
behind these requirements, in order to avoid selgcbias. At the end of the cleaning
procedure, the final sample consisted of 828 fii® with R&D stock and 410 without
R&D stock.

Table 4.3 provides data analysis for the variabildsvels. The sample represents
a variety of firms of all sizes; the wide rangevilen maximum and minimum values for
all variables, in both sub-groups, suggests thatsdmple covers both large and small
firms.

In the first sample — R&D firms — the mean is largean the median for all the
variables, which indicates that the distributiorskewed, with slim tails (kurtosis always
greater than zero); the sample is affected by sewetliers at the high end which make
up, on average, 13% of the sample for each varig®i# of R&D firms have revenues
below 1,363.8 million Euros, which is lower tharetmean (5,254.5 million) and only
13.6% of firms have revenues above the mean. Winaarlg at incomes, the situation is
similar: 75% of firms have incomes lower than 81lion, value again lower than the
sample mean (322.3), and only 12% of observatiomsbove the mean. More than 75%

of firms have values for physical capital, R&D dtptabour and OC below the mean;
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approximately only 16% of firms have values fordab and OC above the mean and

11.2% have values for physical capital and R&D Ist@oove the mean.

Table 4.3: Variables Analysis (levels) - year 20!

R&D Firms

Obs Mean Std. Dev. Min 1st Q Median 3rd Q Max Igr Kurtosis
Revenues 410  5254.45 20992.37 0.40 45.92 229.76 1363.76 254114.307.88 79.75
(€ million)
Incomes 410 322.25 1582.44 -7281.54 0.72 11.17 81.01 20276.86 80.2899.89
(€ million)
Physical Capital 410 1685.37 7581.66 0.09 4.46 30.08 288.90  76594.86  284.44 2.236
(€ million)
ocC 410 693.74 2089.52 0.80 12.75 43.53 241.98 16016.71  229.23 5.062
(€ million)
Labour 410 16.66 49.03 0.01 0.26 111 8.13 472.50 7.88 36.89
(thousand)
R&D stock 410 588.67 2335.24 0.02 2.99 19.74 96.04 20754.48 93.05 240.4
(€ million)
Non R&D Firms

Obs Mean Std. Dev. Min 1stQ Median 3rd Q Max Igr Kurtosis
Revenue 418  1404.69 6453.54 0.29 45.32 177.14 543.31  77901.06 997.9 89.19
(€ million)
Income 418 55.67 213.55 -161.50 0.74 5.98 24.64 2761.92 23.91 80.14
(€ million)
Physical Capital 418 387.25 1825.10 0.01 3.52 23.70 134.02  25182.19 130.49 .4999
(€ million)
ocC 418 224.48 967.72 0.29 7.23 22.04 82.16 12075.20 74.94 87.53
(€ million)
Labour 418 7.15 32.54 0.00 0.22 0.71 3.01 456.30 2.79 118.31
(thousand)

Mean revenues, incomes and R&D stock are, on ageedgput 26 times larger,
mean OC and labour 15 times larger and mean physip#al about 56 times larger than
the respective medians. This is due to the presefctgiants” such as Siemens,
Volkswagen and Royal Dutch, among others. The naggrears thus to be drastically
affected by outliers. For this feature of the d#t®, median and the inter quartile range
provide a better description than the one provigethe mean and standard deviation.

The magnitude of OC is considerable: median OCighdr than median R&D
stock (43.53 versus 19.74). Median OC appears taldme greater than physical capital
(43.53 versus 30.08), although when comparing tleans, the reverse is true. OC
therefore appears to be perceived as an impowdatudrfby the firms in the sample, which
invest more heavily in this intangible that in piogd capital. This also shows that

measuring firm’s capital only through R&D stock mpyovide a distorted picture of
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firms’ attitude towards intangible investment stgyt. In this case, for example,
considering only R&D stock, would lead us to wrgngbnclude that firms still do not

understand the importance of intangible resourodsuader invest in them. The fact that
mean physical capital values are higher than me@nv@lues does not invalidate the
conclusion just reached,; it only indicates thatiaanty of firms in the sample still invest

more in physical capital and affect the mean distion. Furthermore, it does not imply
that these firms overvalue physical capital witbpect to OC; they could simply belong
to sectors where physical capital requires a gaeabunt of investments. We have to
recall, also, that OC and intangibles are importanfirm performance, but only when

interacting with other firms factors, such as pbgbicapital and labour which therefore
require a sound investment strategy as well.

Similar considerations apply to the non R&D samglbe distribution of the
variables is skewed with slim tails and it is aféstby severe outliers on the high end,
which make up on average 10% of the sample. The mseagain larger than the median
for all the variables, although, here, the diffeerbetween the two values is less
pronounced (even though still considerable) thathen R&D sample. Mean revenues,
incomes, labour and OC are, on average, abouttmmes greater than the respective
medians. Physical capital is still the variable gimy the greatest difference between
mean and median as in the R&D sample: mean physagadal is about 16 times greater
than its median. Also for this group the preseniceeoy large firms, such as Carrefour,
Tesco and Sainsbury, strongly affects the variaigans.

The comparison between the two groups seems teesugat firms investing in
R&D are significantly larger, profitable and havighrer values of output than firms that
do not report R&D expenses. Even though the twaggcare composed by almost the
same number of firms (410 R&D firms versus 418 R&D firms), R&D firms generate
78% of revenues and 85% of incomes of the entingpa Their physical capital, OC
and labour represent respectively the 81%, 75%6886 of the entire sample. Results of
the Wilcoxon-Mann-Whitney test show that there istatistically significant difference
between the underlying distribution of all depertd@md independent variables between
the two groups, and that mean values for R&D fiares significantly greater than mean

values for non R&D firms. Mean revenues and OC &DRfirms are about 4 times
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greater than those of non R&D firms; mean physiegiital is 6 times greater and mean
labour is 3 times greater. The median test insteagals that only values of OC, incomes
and labour are significantly different, with R&Drris showing again median values
greater than those of non R&D firms; median reverared physical capital, instead are
not significantly different (p = 0.13 and p = 0.45)

Within the R&D sample, firms appear to be committed the creation of
innovation related capital, over the seven-yeagrirdl analyzed, the majority of firms
have reported R&D expenses for at least 5 yeat$, ovily 10% reporting expenses for
only 1 year and 25% reporting expenses for alltlyears. Looking at the mean values,
R&D expenses have been slowly increasing betweed0 28nd 2006, with 2004
representing the year with the highest mean investr(l67.4 million Euros). Also in
this case, however, the mean is strongly affecethé presence of positive outliers. The
median for the year 2006 is, in fact, 4.9 millian,value 33 times smaller than the
respective mean of 165.9 million; in the year 2008% of firms have invested less than
28.4 million in R&D.

The same level of commitment is showed with resfmectvestments in OC: 75%
of R&D firms have reported SGA expenses for sevesry, with a minimum of 3 years
reported only by the 5% of firms; the average nundbgears is 6.44.

On average, mean annual R&D expenses represer24dte of mean annual
investment in OC over the period 2000-2006; eveamsicering that the method used to
build up OC capitalizes only 20% of SGA expensesan be said that the mean annual
investment in OC is higher than the mean annuastment in R&D capital. Once again,
however, the mean is strongly affected by positudiers, and median values for SGA
expenses are significantly lower (for the year 20686an SGA expenses is 760.1 million
while median SGA expenses is 45 million). When carmg median values of SGA and
R&D expenses over the years, the former appedrshiggher, even though not in the
same proportion provided by the comparison of tleams: R&D expenses represent
between the 7% and the 14% of the annual mediasiment in OC, depending on the
year considered.

With respect to continuity in OC investments, nafilRfirms do not differ from

R&D firms. Only 5% of firms have reported SGA fanlp three years, while the majority
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of firms have reported more than 5 years of investnactivity, with an average equal to
6 years. The investment strategy towards intangjilide therefore, similar for both
samples of firms. Once again this shows that usig R&D related proxies to measure
intangibles provides a reductive view of firms’ kviedge capital. It also suggests that
R&D capital is only one type of intangible, and rtbe main one; according to the
industry or sector in which they operate, firms nmeed or may need not to invest in
R&D. Independently from their business area, ingtadl firms need OC and invest in it;
firms therefore understand the importance of kndgdecapital; they just chose the type
of intangibles in which to invest according to theeeds. The fact that some of the firms
in the sample do not have R&D investments doesgoessarily mean that these firms
undervalue the importance of R&D capital; this bebtiatowards investment in R&D
may be simply due to the fact that the area in wihie firm operates does not require
investment in this specific intangible.

A significant difference between the two sampleseisorded for what concerns
the amount of investments in OC. The comparisowéah the two groups shows that
firms that invest in R&D capital also invest siga#ntly more in OC; this is probably due
to the fact that R&D firms are on average bigged drave greater availability of
resources, not that much to the presence of callitye between the two types of
investments. Also firms belonging to the non R&Dmgée have been increasing the
amount of investments in OC over the years, witlm®GA expenses going from 181.8
million of the year 2000 to 239.8 million of theaye2006. Once again, however, the
mean is strongly affected by positive outliers afigérs an upward biased value of the
average investment in OC. For the year 2006, fample, median SGA expenses are
reported to be 28.1 million, with only 25% of firmmeporting more than 100 million,
value still lower than the mean for that year.

It is interesting to analyze the rate of growthtled data, as presented in table 4.4.
Even when considering the growth rates, all theabées, for both sub-groups, present
mean values larger than median values, from whichn be inferred that the distribution
is again skewed, with slim tails (kurtosis alwaysajer than zero). Also the growth rates
are thus affected by outliers. In the R&D sampkyese outliers make up on average
2.93% of the distribution on the high end and 0.8&%the low end. In the non R&D
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sample the weight of the outliers is similar: thiepresent the 2.24% of the distribution
on the high end and the 1.32% on the low end. lin Isamples the growth rates of
physical capital and revenues are the most affebtethe presence of outliers; OC,
instead, is the least affected. Outliers make 8@%. on the high end and 0.27% on the
low end of the OC growth rate distribution in th&Rsample; 0.88% on the high end in

the non R&D sample.

Table 4.4: Variables Analysy (growth rate) - year 205/2001

R&D Firms
Obs Mean Std. Dev. Min 1st Q Median 3rd Q Max Igr Kurtosis
log(reyrev, ;) 375 0.13 0.40 -2.05 0.02 0.11 0.21 3.92 0.19 30.90
log(Gc.a) 375 0.05 0.45 -2.46 -0.08 0.01 0.13 3.87 0.21 29.91
log(OG/OC..,) 375 0.19 0.21 -0.69 0.09 0.15 0.23 2.69 0.14 56.79
log(hli.1) 375 0.09 0.35 -1.01 -0.02 0.04 0.15 4.49 0.17 75.78
log(kre.q) 375 0.09 0.43 -0.90 -0.12 0.04 0.21 3.62 0.33 26.68
Non R&D Firms
Obs Mean Std. Dev. Min 1st Q Median 3rd Q Max Igr Kurtosis
log(reyrev, ;) 453 0.16 0.34 -1.87 0.04 0.13 0.26 2.35 0.22 13.33
log(Gc.q) 453 0.11 0.49 -5.08 -0.05 0.05 0.23 341 0.28 35.87
log(OG/OC..,) 453 0.24 0.21 -0.10 0.11 0.18 0.33 1.95 0.22 14.74
log(bli.1) 453 0.13 0.34 -1.68 -0.02 0.07 0.22 3.28 0.23 25.11

Notes rev represents firm's revenues; c, r, | and Qesent respectively physical capital, R&D stoakdur (n. of employees) and organization capital.
The subscriptsandt-1 represent respectively the year 2006 and 2005.

In both sample OC appears to have registered tjfeesi increase in the period
considered, with mean growth rate of 19% for R&Dd @W% for non R&D firms.
Revenues have registered the second highest iec(2a%o in the R&D sample; 16% in
the non R&D sample), followed by labour (9% in R&D sample; 13% in the non R&D
sample), and R&D stock (9%). In both samples playstapital has recorded the lowest
percentage increase: 5% in the R&D sample and I1%e non R&D sample. This
confirms what is observed for the variables in Isyehile physical was once considered
the main resource for firms, its commoditizatiors h@ndered it less important with

respect to other factors, such as intangibles, bichwfirms now focus their investment
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efforts. Conclusions do not differ greatly whenudsimg on the analysis of the medians,
even though the magnitude of the growth rates appeabe reduced. OC still registers
the highest growth rate (15% in the R&D sample, 1Bfthe non R&D sample),
followed by revenues (11% in the R&D sample, 13%he non R&D sample), labour
(4% in the R&D sample; 7% in the non R&D sample)l &&D stock (4%), and finally,
by physical capital (1% in the R&D sample; 5% ie tion R&D sample).

When analyzing variables in levels we have readhedconclusion that R&D
firms appear to have a better performance. Howeliercomparison of revenue growth
rates between the two groups leads to differentclosions. The Wilcoxon-Mann-
Whitney test, in fact, rejects the hypothesis thatunderlying distribution of the growth
rates of revenues is equal only at the 1% sigmfiedevel (p = 0.06) and shows that non
R&D firms may have a mean percentage increaseventees that is higher than the one
of R&D firms (z = 3.66). Furthermore the percentaggease in the production function
inputs is always higher in non R&D firms (p = 0.00he median test shows that non
R&D firms have higher percentage increases in negeras well as in physical capital,
labour and OC.

From the above analysis we can conclude that bgibst of firms, those that
invest and those that do not invest in R&D, haw®orged an increase in revenues, with
the latter having recorded, in general, the higlpestentage increase. This does not
necessarily imply a slowing down effect of R&D dtamn output growth; it may simply
be due to other structural factors typical of R&Bnk. For example, R&D firms are, on
average, bigger than non R&D firms and thereforeensoibject to diseconomies of scale.
It could also be due to macroeconomic factorsntiagrity of firms investing in R&D, in
fact, belong to different industries with respeotrion R&D firms. R&D intensive
industries could therefore have been charactedmecore economic shocks and by a
slower output growth than non R&D industries. Theesting strategy of both firms has
been similar; intangible resources (here R&D stact OC) — have recorded the highest
growth rates, together with labour. Physical cgditas recorded the lowest percentage
increase, outlying the importance of intangibleotgses and the trend towards a
dematerialization strategy of the production precés particular, OC has recorded the

highest percentage increase: 19% in R&D firms adfb #h non R&D firms. Despite the
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fact that R&D firms are larger and have the avdlitgiof more resources, the percentage
growth rates of non R&D firms are higher.

The geographical distribution of firms in the saenglig. 4.1) is the following;
UK has the highest number of firms (63.04%), fokmirby Germany (11.96%), France
(5.56%), Netherlands (4.95%), Denmark (4.47%) amdeCGe (3.50%). The rest of the

countries, all together, represent only the 6.52%® sample.

Figure 4.1: Sample distribution by country
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OTHER: Austria (0.845%); Belgium (0.845%); Cyprsl2%); Finland (1.328%); Italy (0.362%);
Ireland (1.449%); Luxembourg (0.966%); Portugal 2956); Slovenia (0.241%); Spain (0.241%)

The strong presence of British, German, French,cibuind Danish firms,
representing by themselves almost 90% of the samgliects the composition of the
main financial core of the European Economy. Thaskt, in fact shows a concentration
of firms in certain areas of Europe, mainly UK, @any, France, Netherland, Denmark,
Greece, which are only six out of the sixteen coestforming the “extended euro area”
selected for the analysis. This is a close reptatien of the economic core of the area.

The peculiar composition of the dataset could be tdusome selectivity bias caused by
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the selection only of firms reporting SGA expenggghe year 2005 and 2006. Countries
that are not, or very partially, represented, coudact, use different reporting rules that
render the identification harder for these incoteens, resulting in their firms’ exclusion
from the database. The validity of the datasetasyever, not undermined; the countries
represented form the core of the European econonbyleesides the six major countries,
the group “Others” also includes other countriegiess economic weight and different
business cultures. Results however have to bepnettsd on the basis of the sample
composition; this study therefore mainly refledts effect of OC on firm performance in
those firms belonging to the financial and econocoie of Europe.

The proportions of the geographical distributioregemt small changes when
examining the two sub-samples separately (fig.a®fay. 4.3). United Kingdom (75.6%
of non R&D firms; 50.24% of R&D firms) and Germarf§.5% non R&D; 18.54%
R&D) are still the countries with the highest numbé firms. In the non R&D sample,
Greece follows with 4.07%, then Denmark and Ne#mat$ (3.35% each), France
(2.63%), and all the other countries together regméng the 5.50%. In the R&D sample,
France follows (8.54%), then Netherlands (6.59%gniark (5.61%), Greece (2.93%)

and all the other countries together representing/t56% of the sample.

Figure 4.2: Non R&D sub-sample distribution by courry Figure 4.3: R&D sub-sample distribution by country
5502%
4.067%
50.24%
18.54%
75.6%
27%
B OTHER BN Denmark BN OTHER I Denmark
I France Germany I France Germany
Greece B Netherlands Greece I Netherlands
United Kingdom United Kingdom
OTHER: Austria (0.478%); Belgium (0.239%); Cypr0s239%); Finland (0.000%); Italy (0.239%); OTHER:sMia (1.219%); Belgium (1.463%); Cyprus (0.000%jiland (2.682%); Italy (0.487%)
Ireland (2.153%); Luxembourg (1.196%); Portugal8%); Slovenia (0.478%); Spain (0.239%) Ireland@30%); Luxembourg (0.731%); Portugal (0.000%); 8hia (0.000%); Spain (0.243%)

Figure 4.4 shows mean and median levels for OCR&D stock by countries.
With respect to mean OC levels (fig. 4.4.a), theyga can be divided in three groups:
countries with high levels of OC (France, NethedanGermany and lItaly); countries

with medium levels of OC (UK, Austria, Belgium, Deark, Ireland, Luxembourg and
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Slovenia) and countries with low levels of OC (rektthe countries). With respect to
median values (fig. 4.4.b) groups, composition @nés differences with countries going
from one group to the group at the higher or lolegel. France and lItaly are still among
the countries with highest levels of OC; for Italyis is probably due to the high
investment strategy in marketing and advertisingp(tation investments partially
captured by the OC proxy SGA expenses) pursuedtdyani firms (O’Mahony and
Vecchi, 2000). The maidifference between mean and median OC values casopas
for Germany, which goes from the highest OC graughé lowest.

The country difference between median and mearesadfi OC seems to suggest
that the level of investments in OC is not strongljuenced by countries effects within
this homogeneous geographical area, and that,nach country, firms pursue different

levels of investments in OC.

Figure 4.4: Mean and Median OC and R&D stock by Countries
a) Mean OC and R&D stock by Countries b) Median OC andR&D stock by countries
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Notes Uk = United Kingdom; aus = Austria; bel = Belgiuayp = Cyprus; den = Denmark; fin = Finland; faFrance; ger = Germany;
gre = Greece; ire = Ireland; ita = Italy; lux =tambourg; net = Netherlands; por = Portugal; skbovenia; spa = Spain

With respect to R&D stock the sample can be divide® groups: Finland,
France, Germany and Netherlands, with high meaunesalfig. 4.4.a); the rest of the
countries with lower values. With respect to mediatues (fig. 4.4.b), the countries with
highest R&D stock values are still France and Fid)aas observed with respect to mean
values; all the rest of the countries have lowdues The bulk of the low R&D stock
countries is formed by Mediterranean countries (Ggp Greece, lItaly, Portugal and

Slovenia) which seems to suggest a country eflecR&D investment strategy. Even
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though British firms represent the majority of tR&D sub-sample, the level of R&D
stock of these firms is particularly low when comgghto firms belonging to other
countries.

The firms in the sample represent a wide varietyinolustries (fig. 4.5); the
majority belongs to Construction, Transportatiord &ntertainment - grouped under
“Others™ (22.71%), Business Equipment (21.01%)anMfacturing (13.16%) and
Wholesale (12.8%); the Utilities industry is thase numerous (0.6%). Firms belonging
to the financial sector, grouped under “Money”, ttally absent.

Figure 4.5: Sample distribution by industry
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The presence of firms belonging to different indest and sectors renders the
study original as the empirical literature that estigates the effect of intangible
resources on firm performance focuses mainly on Ré&dpital and therefore has
principally addressed sectors where this type @ksting activity is conducted (e.qg.
manufacturing, chemicals, pharmaceutical, highjte@his database, instead, includes

almost all sectors, as shown in fig. 4.5
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When looking at the industry representation of R&D and non R&D samples
separately, as shown in fig. 4.6 and 4.7, it cambsred that sectors such as Business
Equipment (which includes Computer and Software)anMacturing, Healthcare
(Medical Equipment and Drugs) represent the bulkthef firms investing in R&D
(65.37%), as found by previous studies. Also indestsuch as Mines, Construction and
Transportation (all together grouped under “Othe€present a conspicuous part of the
R&D sample (around 10%). In the non R&D sample,tiaority of firms belong instead
to Other, Wholesale and Consumer non-durable (68)43t is interesting to notice that
even R&D-intensive industries, such as Businessgagent, Manufacturing and Others,
represent a conspicuous part of the non R&D saniies. is probably due to the system
used to classify and group the numerous SIC cofldgewsingle observations (see Table
4.2); if we look at the composition of the groupth@rs” for example, we can see how
this includes sectors such as Hotels and Enterenhmvhich are not R&D-intensive,

together with Mines and Building Materials, whiale &nstead R&D intensive.

Figure 4.6: Non R&D sub-sample distribution by indwstry Figure 4.7: R&D sub-sample distribution by industry
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Figure 4.8 shows mean and median values for OCR&Id stock by industry.
The industries with the highest mean levels of @§. @.8.a) are Utilities, Chemical,
Telecom, Consumer durable and Energy; when lookingedian values (fig. 4.8.b), only
Utilities and Chemicals have values for OC siguifity higher than the rest of the other
industries. Mean values for R&D stock (fig. 4.8ag particularly high in Consumer
Durables, Healthcare and Chemicals, with all th& o# the industries having values
relatively in the same rangbledian values of R&D stock (fig. 4.8.b) are moreform
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among the industries that have firms investing &DRIt can be noticed that having the
highest percentage of R&D firms implies having lEgkalues for R&D stock only for

Healthcare.

Figure 4.8: Mean and Median OC and R&D stock by Coatries

a) Mean OC and R&D stock by Countries b) Median OC ad R&D stock by countries
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Note:: bus = Busequpment; chem = chemicals; Energyerdsn health = Healthcare; other = Other; tel =e€elm; uti = Utilities; whole = Wholesale; cons€Censumer Durables; consnd = Consumer
Non-Durables; manuf = Manufacturing

In all, the sample is basically divided in two hedvrepresented by firms with
R&D and firms with no R&D; it includes a wide rangéfirms of different dimensions
that belong to different sectors and different ¢aes and form a sample that describes,
in particular, firms belonging to the financial aadonomic core of the European area
considered. In the following, the estimation and tksults of the model presented in

section 4.3 are presented.

4.5 Results
4.5.1 Organization capital and firm output

The comparison between estimates of eq. 4.16 autainith instrumented
variables and with the actual regressors (see appenl, table Al.1l) leads us to
conclude that the strict exogeneity assumptionkeyt to hold; estimates do not differ
greatly and results of the Hausman test (R&D firms: 0.66; non R&D firms: p = 1.00)
seem to confirm that regressors are not endogenous.

Results obtained from the estimation of eq. 4.16 aaported in table 4.5.
Columns 1 report results for the OLS robust procedeolumns 2 report results using the

Huber and Tukey biweights to control for the infige of outliers.
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Table 4.5: Empirical estimates. Cobb-Douglas produion function (levels

With RD Without RD
Coefficient Coefficient
1) 2 1) (2
Variables
Intercept 3.54 3.54 3.20 3.06
(0.20) *** (0.12) **= (0.18) *** (0.17) ==
log(q) 0.16 0.16 0.10 0.06
(0.03) **=* (0.02) *** (0.03) *** (0.02) =
log(x) 0.02 0.02
(0.02) (0.01)
log(h) 0.56 0.56 0.37 0.42
(0.06) *** (0.03) **=* (0.05) **= (0.04) **=
log(0OQ) 0.30 0.29 0.47 0.50
(0.06) *** (0.03) *** (0.04) **= (0.03) **=*
Control dummies
Energy 0.76 0.75 1.08
(0.19) **=* (0.16) **=* (0.19) **=
Wholesale 0.25 0.41
(0.10) ** (0.11) ==
Telecom 0.49 0.78
(0.16) *** (0.18) ***
Manuf 0.35
(0.15) =
Busequip 0.32
(0.16) **
Other 0.20 0.39
(0.09) ** (0.11) ==
France 0.50
(0.20) **
Italy -0.46
(0.12) ***
Obs. 410 410 418 418
* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level
Notes:

1. Dependent variable ig §i.e. log(revenuegg))

2. Columns labeled (1) report OLS robust regressitimates; Columns labeled (2) report Huber ane¥ biweights
regression estimates

3. Standard Errors in parentheses

For both samples of firms, labour and OC have tlghdst elasticities;
surprisingly, R&D stock is not significant; resulise confirmed even when controlling
for the presence of outliers.

OC has a strong effect on output with elasticitygiag between 0.29 and 0.30 for
the R&D sample, and between 0.47 to 0.50 for the R&D sample, depending on the
estimation procedure used; this is significantlgher than the elasticity of physical
capital that is 0.16 for the R&D sample and ranigesveen 0.06 and 0.10 for the non
R&D sample. OC output elasticity (0.30) is alsoh@gthan output elasticity of R&D

stock (0.02), which is not even significant. Evaough R&D stock does not appear to
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significantly affect output, it seems to influenite effect of OC on firm performance;
OC elasticity with respect to output is in factrsfigantly higher for firms without R&D
stock (t-statistics = 5.25 for the Huber and Tukelyust estimates; t-statistics = 2.42 for
the OLS robust estimates). A first explanationtfus result could be the presence of a
structural difference between R&D and non R&D firnasso, the result could indicate
that in non-R&D firms OC “compensates” the lackR&D capital and substitutes it.

| then estimate the production function using theremflexible translog model.
The Cook-Weisberg test rejects the hypothesis ohdsikedastic residuals at the 1%
significance level for both samples of firm (p ©0); therefore | estimate eq. 4.18 using
an OLS robust procedure. Results are reportecbie #86. The Wald test rejects the null
hypothesis of joint non significance of the log-dragic and interaction terms at the 1%
significance level (p = 0.00), therefore we can atode that the translog function
captures effects not captured by the Cobb-Dougledygtion function and provides a
better description of the production process. Ascap observe in columns A, several
log-quadratic and interaction terms are, howevet, significant; we therefore try to
reach a simplified version of the translog functiby selecting only significant
interaction effects through the Wald test on thg-doadratic and interaction terms.
Results are shown in columns B, table 4.6.

The same procedure is performed on the translogtibmestimated with Huber
and Tukey biweights to control for the presencewtiers; results are reported in table
4.7

Since the individual parameters of the translogcfiom are not readily
interpretable, we have calculated elasticities otpot using eq. 4.20.a-d. These
elasticities are evaluated at the sample meareafdta and are presented in table 4.8.

As variable means are greatly affected by the pesef outliers, as seen in the
data analysis of paragraph 4.4, | have calculazstieities also using variables median

values (see Appendix n.1, table Al.2); output edaists do not substantially differ.
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Table 4.6: Empirical estimates. Translog productiorfunction (levels)

With RD Without RD
Parameter (A) (B) (A) (B)
a 2.93 2.78 221 2.31
(0.40) *** (0.35) *** (0.35) *** (0.35) ***
By 0.05 0.15 -0.11 -0.14
(0.11) (0.03) *** (0.09) (0.09)
By -0.12 -0.02
(0.08) (0.02)
By 0.24 0.07 0.22 0.31
(0.19) (0.09) (0.15) (0.09) ***
Bo 0.79 0.75 1.18 1.14
(0.19) ** (0.15) ** (0.13) ** (0.12) **
Yik 0.01 0.06 0.06
(0.01) (0.01) **= (0.01) **
Yir 0.01 0.01
(0.01) (0.00) ***
Vi -0.07 -0.10 -0.02
(0.04) * (0.02) ** (0.03)
Yoo -0.07 -0.06 -0.07 -0.07
(0.02) *** (0.01) ** (0.02) *** (0.02) ***
Yir 0.01
(0.01)
Yl 0.02 0.06 -0.04 -0.05
(0.03) (0.01) ** (0.02) * (0.02) **
(0.03) (0.03) ** (0.03) **
Vil -0.03
(0.02)
Yro 0.02
(0.02)
Yio 0.08 0.08 0.12 0.10
(0.05) (0.02) *** (0.04) ** (0.02) ***
Control dummies
Consumernd -0.26 -0.25
(0.09) *** (0.09) ***
Consumerd -0.35
(0.21) *
Telecom 0.44 0.45
(0.17) * (0.17) %
Energy 0.66 0.69
(0.15) *** (0.15) **
Healthcare -0.25 -0.23
(0.09) *** (0.09) **
Belgium 0.51 0.54
(0.17) * (0.17) **
Cyprus 0.54 0.57
(0.16) *** (0.15) **
Denmark 0.48 0.44
(0.21) ** (0.21) **
France 0.80 0.80
(0.24) ** (0.24) **
Germany 0.32 0.32
(0.19) * (0.19) *
Greece 0.51 0.53
(0.22) ** (0.21) **
Ireland -0.41 -0.41 0.59 0.61
(0.17) ** (0.16) ** (0.24) ** (0.24) **
Netherlands 0.74 0.70
(0.24) **= (0.24) **
Portugal 0.33 0.35
(0.16) ** (0.15) **
Spain 0.44 0.36 0.38 0.39
(0.10) *** (0.08) *** (0.16) ** (0.16) **
Unitedkingdom 0.29 0.29
(0.14) = (0.14) =
Austria -0.23 -0.25
(0.10) ** (0.09) ***
R? 95.2% 95.1% 86.6% 86.5%
Obs 41C 41C 41€ 41€

* Significant at the 10% level, **Significant atet5% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(revenuesgg))

2. Columns labeled (A) report regression estimafése complete translog function; Columns labéByreport a simplified version of the translog

function after selecting only significant log-quatic and interaction terms through the Wald test

3. Robust Standard Errors in parentheses
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Table 4.7: Empirical estimates. Translog productiorfunction (levels) - Huber and Tukey biweights

With RD Without RD
Parameter (A) (B) (A) (B)
a 3.43 3.52 2.67 2.99
(0.31) *** (0.24) *** (0.27) ** (0.21) **
By 0.01 -0.02 -0.13 -0.20
(0.09) (0.03) (0.08) (0.06) ***
Br -0.03 0.02
(0.06) (0.01) *
B 0.34 0.37 0.20 0.39
(0.15) ** (0.08) *** (0.13) (0.07) *=*
Bo 0.53 0.48 1.09 0.97
(0.14) ** (0.112) *** (0.12) *** (0.10) ***
Yk 0.02 0.03 0.05 0.04
(0.01) * (0.00) *** (0.01) *** (0.01) ***
Y 0.00
(0.00)
] -0.08 -0.07 -0.03
(0.02) ** (0.01) *** (0.02)
Yoo -0.04 -0.03 -0.07 -0.07
(0.01) *** (0.01) ** (0.01) *** (0.01) ***
Ve 0.01
(0.01)
Y 0.01 -0.02 -0.04
(0.03) (0.02) (0.02) ***
Yo 0.00 -0.04
(0.02) (0.02)
Ya -0.01
(0.02)
Yro 0.00
(0.01)
Yio 0.07 0.07 0.11 0.07
(0.03) * (0.02) *** (0.03) *** (0.02) **
Control dummies
Energy 0.69 0.66 0.65 0.68
(0.15) *** (0.15) *** (0.19) *** (0.18) ***
Wholesale 0.33 0.32
(0.15) ** (0.14) **
Manuf 0.14 0.13
(0.06) ** (0.06) **
Telecom 0.53 0.49
(0.16) = (0.16) ***
Obs 41C 41C 418 41€

* Significant at the 10% level, **Significant atet6% level, *** Significant at the 1% level

Notes:
1. Dependent variable ig §i.e. log(revenuesgg))

2. Columns labeled (A) report regression estimat¢lke complete translog function; Columns labgByireport a simplified version of the translog
function after selecting only significant log-quatic and interaction terms through the Wald test

3. Standard Errors in parentheses
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Table 4.8: Translog function estimated output elagtities evaluated at the sample mean of the dataeflels

With RD
(A) (B)
1) (2 1) (2
Output elasticities
Physical capital 0.19 0.17 0.18 0.07
(0.03) *** (0.02) *** (0.03) *** (0.02) ***
R&D stock 0.03 0.03 0.03 0.02
(0.02) (0.01) ** (0.02) (0.01) *
Labour 0.48 0.57 0.51 0.58
(0.06) *** (0.03) *** (0.05) *** (0.03) ***
ocC 0.33 0.25 0.31 0.25
(0.05) *** (0.03) *** (0.05) *** (0.03) ***
Without RD
Physical capital 0.04 0.04 0.04 0.05
(0.03; (0.02; * (0.03; (0.02; **
Labour 0.49 0.50 0.48 0.48
(0.05) *** (0.04) *** (0.05) *** (0.04) ***
ocC 0.49 0.47 0.49 0.47
(0.04) *** (0.03) *** (0.04) *** (0.03) ***

* Significant at the 10% level, **Significant atel5% level, *** Significant at the 1% lex

Notes:

1. Elasticities are evaluated at the sample medmeofiata

2. Columns labeled (A) report regression estimatese complete translog function; Columns labdByreport a
simplified version of the translog function afteteccting only significant log-quadratic and intdfac terms through the
Wald test

3. Columns labeled (1) report estimates obtaineah fihe OLS robust procedure; columns labeled @)nteestimates

obtained with Huber and Tukey biweights
4.Standard errors in parentheses

Elasticities of output are similar to those obtdinsing the Cobb-Douglas model
and are quite robust across the different estimgirocedures used. OC strong effect on
output is confirmed: elasticity ranges between 2&% 33% for the R&D sample and
between 47% and 49% for the non R&D sample. R&Rlswasticity is modest (average
is 0.03) and significant only for Hubey and Tukewdights estimation procedure. Also
physical capital has a small effect on output (R€ample: 0.07-0.19; non R&D sample:
0.04 — 0.05). Together with OC, labour is the othetlerminant input factor; its elasticity
ranges between 0.48 and 0.58 in the R&D sampleOagftl and 0.50 for the non R&D

sample.
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Based on the estimates in levels, a first set otlesions can be reached. The
first result relates to the strong effect that O&3 lon firm performance. OC average
elasticity is 0.29 in R&D firms and 0.48 in non R&ms; this is much higher than the
average elasticity of physical capital (0.16 for R&irms and 0.06 for non R&D firms).
This seems to confirm the view that sees intangjded in particular OC, idiosyncratic,
firm-specific, interrelated and hard to imitate tlas main factors of production.

The second result concerns OC and its relationstiih physical capital.
Estimates indicate that physical capital is notey kactor for success anymore; the
development, globalization and commoditization psses have rendered it easily
available and, therefore, not a factor on whichlcdbuip the competitive strategy.
Nonetheless, physical capital is still importarg, shown by its positive and generally
significant output elasticities. The interrelateature of OC, in fact, also needs traditional
factors of production, such as labour and physiegdital, in order to generate some
effects on performance. As results show, OC hagyrifisant effect on output, but
together with the significant effect of physicapital and labour.

The third results are somewhat unexpected; it aoscehe low and non
significant effect of R&D stock on firm performancehis could be due to the tedious
double counting problem — which could be exacerbatethis study by the inclusion of
OC among the production inputs - caused by thetfettphysical capital and labour also
include, respectively, materials used in R&D lalorias and researchers employed in
R&D activities. Studies (Mairesse and Sassenoul1@9Mahony and Vecchi, 2000)
have demonstrated that this could produce R&D doavdvbias estimates. Furthermore,
SGA expenses include, in certain cases, customegowernment sponsored R&D
expenses, and therefore part of the R&D stock effeald be captured by OC. In this
case, the model would provide biased estimatesvfat concerns R&D stock elasticity
and slightly overestimate the effect of OC on otitpu

The last main result to outline relates to thectftd OC in the two different sub-
samples of firms. Even though R&D stock does nowsto have a strong effect on firm
performance, OC elasticity is higher in firms withhdR&D; this is probably due to the
fact that firms without R&D stock operate in sestarhere R&D stock is not essentially

required and therefore OC can “compensate” foatisence of the R&D stock input.
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The model in level could have produced biased esésndue to the presence of
unobserved firm heterogeneity. In order to confitme conclusions just reached, we
estimate the same model in first difference, stgrivith the Cobb-Douglas production
function. OC could be endogenous; to verify thipdithesis we instrument it using SGA
expenses for the period 2000-2004. Results of #wression with instruments are
compared with OLS estimates using the Hausman(Aggiendix n. 1, table A1.3). For
both sub-samples we can state that OC is not angendus variable, and therefore we
can rely on estimates of the true model. Resuéipersented in table 4.9.

Table 4.9: Empirical Estimates. Cobb-Douglas prodution function (first difference)

With RD Without RD
Coefficient Coefficient
(1) (2) 1) (2
Variables
Intercept -0.01 0.03 -0.04 0.02
(0.02) (0.01) *** (0.02) ** (0.01)
l09(GCi.q) 0.03 0.08 0.07 0.04
(0.04) (0.02) ** (0.04) * (0.01) **+*
log(kr,.4) 0.05 0.00
(0.04) (0.02)
log(kl.1) 0.66 0.60 0.31 0.43
(0.06) *** (0.03) *** (0.08) *** (0.02) ***
log(OG/OC,.,) 0.39 0.28 0.66 0.37
(0.10) *** (0.05) *** (0.09) *** (0.04) ***
Obs 37E 37E 452 452
* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level
Notes:

1. Dependent variable igy;.,(i.e. log(revenuegysrevenuesy:))

2. Columns labeled (1) report OLS robust regressgiimates; Columns labeled (2) reports HuberTarkey biweight
regression estimates

3. Standard errors in parentheses

The strong effect of OC on firm performance is aonéd and it is slightly higher
compared to the estimates of the model in levelsinges between 0.28 and 0.39 for the
R&D sample and between 0.37 and 0.66 for the noDR&mple; R&D stock is not
significant, as in levels. Physical capital effectsmall: 0.03-0.08 in R&D firms, 0.04-
0.07 in non R&D firms. Results obtained with Hulzerd Tukey biweights show that
outliers have a quite significant influence in thedel in difference; estimates shown in
columns 2 are more similar to those obtained femtiodel in levels.

Table 4.10 presents results for the translog foncin first differences. On the

basis of the Cook-Weisberg test, which rejectsdypothesis of homoskedastic residuals
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at the 5% significance level for both samples aihé (R&D sample: p = 0.027; non
R&D sample: p = 0.021), | estimate eq. 4.18 using OLS robust procedure. The
translog function provides a better descriptiontttd phenomenon under analysis: the
Wald test rejects the hypothesis of joint non digance of the log-quadratic and
interaction terms at the 1% significance level (p.60). Columns B report results of the

simplified version of the translog function.

Table 4.10: Empirical estimates. Translog productio function (first difference)

With RD WithouRD
Parameter (A) (B) (A) (B)
a 0.00 0.00 -0.03 -0.03
(0.02) (0.02) (0.02) (0.02)
B 0.41 -0.12 0.09 0.06
(0.35) (0.06) * 0.12) (0.04¥
Br 0.29 0.06
(0.16) * (0.04)
B -0.12 0.60 0.02 0.03
(0.63) ** (0.11) *** (0.13) (0.10)
Bo 0.12 0.34 0.96 1.01
(0.46) (0.15) ** (0.16) *** (0.15) ***
Yik 0.02 0.04 -0.01
(0.02) (0.01) *** (0.01)
Yir 0.01
(0.01)
i -0.22 -0.09 -0.04 -0.04
(0.10) ** (0.02) *** (0.02) * (0.02) **
Yoo 0.09 -0.07 -0.06
(0.07) (0.02) *** (0.02) **
Yir -0.02
(0.03)
Yud 0.15 0.02
(0.10) (0.03)
Yko -0.10 0.02
(0.08) (0.03)
Y 0.06
(0.06)
Yro -0.05
(0.04)
Yio 0.02 0.09 0.10
(0.13) (0.04) ** (0.03) ***
R? 65.97% 64.51% 44.99% 44.63%
Obs 375 375 453 453
* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level
Notes:

1. Dependent variable i Y;.1(i.e. log(revenuggysrevenueg))

2. Columns labeled (A) report regression estimatdése complete translog function; Columns labéRpreport a

simplified version of the translog function aftetecting only significant log-quadratic and inteiai terms through the Wald test
3. Standard Errors in parentheses

Estimates obtained when controlling for outliers ahown in table 4.11; also in
this case the translog function is the preferreddehcas the Wald test rejects the
hypothesis of joint non significance of the log-dratic and interaction terms at the 1%
significance level for the R&D sample (p = 0.00@daat the 5% significance level for
the non R&D sample (p = 0.032).
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Table 4.11: Empirical estimates. Translog productio function (first difference) - Huber and Tukey biweights

With RD WithouRD
Parameter (A) (B) (A) (B)
a 0.03 0.05 0.02 0.02
(0.01) *** (0.01) *** (0.01) ** (0.01) **
Br 0.01 -0.05 -0.06 0.02
(0.09) (0.02) ** (0.04) (0.02)
Br 0.14 0.02
(0.05) *** (0.02)
B 0.69 0.57 0.09 0.06
(0.16) *** (0.03) *** (0.06) * (0.05)
Bo 0.00 0.12 0.76 0.74
(0.15) (0.06) * (0.07) **=* (0.07)**
Yik 0.01 0.02 0.01
(0.01) ** (0.00) *** (0.00) **
Yir 0.00 -0.01
(0.01) (0.00) **
i -0.06 -0.07 -0.04 -0.04
(0.02) ** (0.01) *** (0.01) *** (0.01) ***
Yoo 0.04 0.01 -0.07 -0.06
(0.02) * (0.01) * (0.01) *** (0.01) ***
Yir -0.01
(0.01)
Yud 0.03 -0.04 -0.02
(0.02) (0.01) *** (0.01) ***
Yko 0.00 0.01
(0.02) (0.01)
Yu 0.01
(0.01)
Yro -0.02
(0.01)
Yio -0.04 0.13 0.13
(0.03) (0.02) *** (0.02) *+*
Obs 37¢ 37¢ 453 453
* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level
Notes:

1. Dependent variable igy.(i.e. log(revenuegysrevenuesy,:))

2. Columns labeled (A) report regression estimatdse complete translog function; Columns labéRHreport a

simplified version of the translog function aftetexting only significant log-quadratic and inteiac terms through the Wald test
3. Standard Errors in parentheses

Estimates of elasticities of output (shown in tadbl&?), evaluated at the sample
mean, substantially confirm results reached whémasng the model in levels. Results
do not differ when elasticities are calculatedhst sample median (see Appendix n. 1,
table Al.4).

OC and Labour are confirmed as the inputs with ésgloutput elasticities; OC
elasticities range between 0.23 and 0.39 for th®R&mple and between 0.31 and 0.57
for the non R&D sample. Physical capital is stile tfactor with the smallest impact on
firm performance; its elasticity is the lowest amghges between 0.09 and 0.16 for the
R&D sample and between 0.02 and 0.09 for the no R&mple. R&D stock elasticity
is confirmed to be low and not significant; howeve&D firms still have higher values

of OC output elasticities with respect the non R&ins.
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Table 4.12: Translog function estimated output elagities evaluated at the sample mean of the datdirst difference)

With RD
(A) (B8
(1) (2 (1) (2)
Output elasticities
Physical capital 0.13 0.09 0.16 0.11
(0.10) (0.02) *** (0.09) * (0.02) ***
R&D stock 0.08 0.00 0.06 -0.03
(0.06) (0.03) (0.04) (0.03)
Labour 0.49 0.56 0.50 0.49
(0.15) *** (0.03) *** (0.12) ** (0.03) ***
ocC 0.39 0.26 0.34 0.23
(0.13) ** (0.06) *** (0.15) ** (0.05) ***
Without RD
Physical capit 0.0¢ 0.0z 0.0€ 0.0z
(0.04) ** (0.02) (0.04) * (0.02)
Labour 0.37 0.43 0.38 0.43
(0.07) *** (0.03) *** (0.07) *** (0.03) ***
ocC 0.55 0.31 0.57 0.31
(0.09) *** (0.05) *** (0.09) *** (0.05) ***

* Significant at the 10% level, *Significant atet5% level, *** Significant at the 1% level

Notes:

1. Elasticities are evaluated at the sample medneoflata

2. Columns labeled (A) report regression estimateke complete translog function; Columns lab&Byreport a

simplified version of the translog function aftetecting only significant log-quadratic and interae terms through the Wald
test

3. Columns labeled (1) report estimates obtaineah fihe OLS robust procedure; columns labeled @nteestimate

obtained with the Huber and Tukey biweights
4.Standard errors in parentheses

Summing up, compared to the Cobb-Douglas produdtimetion, the translog
can be considered, in this case, a more adequatel toodescribe the production process
(even though the two models produce similar esemadf output elasticities). In
particular, | propose, as the best model, a simeglif’ersion of the translog production
function. According to this model, OC elasticitytismated in first difference, to control
for the possible presence of unobserved firm hgtareity, ranges between 0.23 and 0.34
for the R&D sample and between 0.31 and 0.57 femibn R&D sample. The robustness
of the results across the different estimated $ipatibns lets us, quite confidently,
conclude that, in the sample considered, OC hasrangs effect on performance,
especially when compared to the small effect ofsptal capital and to the small and non
significant effect of R&D. Average OC elasticity @30 for the R&D sample (ranging
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between 0.23 and 0.39) and 0.47 for the non R&Dpdarfranging between 0.31 and
0.66), which confirms the importance of OC for fiparformance.

Results also outline the interrelated nature ofitkengible OC and firm resources
in general, confirming the RBV postulates. OC,antf has a strong effect on output, but
together with traditional resources: physical capjaverage elasticity R&D firms: 0.13;
average elasticity non R&D firms: 0.05) and lab(awrerage elasticity R&D firms: 0.55;
average elasticity non R&D firms: 0.42).

Even though significant only in levels, there idiffierence in the elasticity of OC
between R&D and non R&D firms, with the latter hayia higher value. Given the fact
that firms that do not invest in R&D belong to isthies different from those of firms
that invest in R&D, this result could imply, in oapinion, that in certain industries OC
also takes up the role of R&D stock. It also se&oint to the existence of a structural
difference between firms that invest and firms thanot invest in R&D.

The most unexpected result relates to the effed®&D stock, generally very
small and not significant, which is in contrastiwthe results of empirical studies that
analyze the effect of this intangible on firm penfi@nce. In search of an explanation for
this unusual result, 1 have tested the same moaslepted in 4.3 using a production
function that only considers three inputs: physaagital, labour and R&D stock, as done
by the majority of the studies that analyze theeaffof innovation related capital.
Results, presented in the Appendix 2, are quiteisbhcross the different specification.
Through the analysis of the estimated elasticitrgs,can observe how conclusions for
R&D stock are different when the effect of OC ist monsidered in the production
function.

The elasticities of physical capital and labour i substantially change; the
simplified version of the translog function, propdsas the “best model”, estimates
physical capital elasticity in the range betweekO(nd 0.19 (Table A2.6.a) - similarly to
that of the model including OC (0.11-0.16) - anddar elasticity in the range between
0.58 and 0.66, again similarly to that of the madeluding OC (0.49-0.50). The main
difference relates to the elasticity of R&D, whishnow always significant and higher —
ranging between 0.03 and 0.11. Considering theltsestl the different specifications,

R&D average elasticity is about 0.07, which is velgse to that found by similar studies

144



(Griliches and Mairesse, 1981, Aiello and Cardam@®86). This seems to suggest that
studies that do not include the effect of OC in fmeduction function, could be
misspecified and overvalue elasticity estimatesR&D stock. On the other side, the
same consideration could apply to the model presemere. Including OC stock could in
fact capture the effect of R&D stock, which woul@ lan explanation of the non
significant R&D elasticity observed.

Compared to the estimates obtained by De and [{2@@7), who use a similar
model, our elasticity estimates for OC are somewdvaer; however both studies confirm
the importance of OC for firm performance. Givea thbust, quite stable and reasonable
nature of the estimates obtained, the inclusiothefOC measure appears to be justified,
not only at the theoretical but also at the emairlevel. The model seems to perform
well overall, with the exception of R&D elasticigstimates whose non significance has
been justified. Contrary to De and Dutta (2007 grewith the inclusion of OC, we can
exclude that the production function has increasiatyrns to scale (as shown in
Appendix 1, table A.5 and A.6)

4.5.2 Organization capital and profitability

The effect of OC on performance proxied by outpag heen confirmed; we now
test the same hypothesis on profitability using shene methodology but a different
dependent variable: incomes. For the reasons eeulan 4.3, the model is tested only in
levels. For both sub-samples, the Cook — Weiskesigperformed on the residuals of the
OLS regression of eq. 4.16 (with income as dependaniable) rejects the null
hypothesis of constant variance in the residudle; €obb-Douglas function is thus
estimated using the OLS robust procedure and sesukt presented in Table 4.13
columns 1. Columns 2 report the estimates obtawteeh controlling for the presence of

outliers with Huber and Tukey biweights.
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Table 4.13: Empirical estimates. Cobb-Douglas (lel& - Profitability

With RD Without RD
Coefficient Cdiefent
(1) (2 (1) (2
Variables
Intercept -0.08 -1.34 -0.08 -0.20
(0.42) (0.50) ** (0.33) 0.27)
log(q) 0.31 0.26 0.29 0.28
(0.06) *** (0.05) *** (0.05) *** (0.04) *+*
log(r) 0.05 0.09
(0.03) * (0.03) ***
log(h) 0.15 0.09 0.29 0.24
(0.13) (0.08) (0.09) ** (0.07) =
log(0Q) 0.44 0.53 0.32 0.38
(0.12) *+* (0.07) *** (0.07) *** (0.06) ***
Control dummies
Energy 0.75 0.86 1.07 1.56
(0.20) *** (0.33) *** (0.50) ** (0.32) ***
Manuf -0.26
(016) * Fokk
Consumerd -0.51
(0.30) *
Consumernd 0.39
(0.20) *
Chemicals -0.56 -0.44
(0.23)** (0.22) **
Wholesale -0.33
(0.14) *=
Busequip 0.86 0.97
(0.26) *** (0.26) ***
Telecom 1.03 0.96
(0.20) ** (0.34) =
Healthcare -0.92 -0.71
(0.32) ** (0.40) *
Other 0.57 0.57
(0.15) ** (0.14)
Austria 1.24
(0.60) **
Belgium 1.52
(0.57) *
Denmark 1.19
(0.49) *
Finland 0.56 1.41
(0.20) ** (0.53) **
France 0.85
(0.48) *
Germany 0.77
(0.46) *
Greece 1.50
(0.55) **
Luxembourg 1.24 2.35
(0.39) ** (0.70) **
Netherlands 1.08
(0.48) **
Unitedkingdom 1.02
(0.45) **
Italy 1.56
(037) Kok
Spain 0.67
(011) Kok
Obs 321 321 342 34:
* Significant at the 10% level, *Significant ata5% level, *** Significant at the 1% level
Notes:

1. Dependent variable ig (i.e. log(incomeyge))

2. Columns labeled (1) report OLS robust regressiiimates; Columns labeled (2) report Huber andy biweights
regression estimates

3. Standard Errors in parentheses
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OC capital has a strong effect also on profitapiléverage elasticity is 0.48 for
the R&D sample and 0.35 for the non R&D sample.sTdorresponds to the opposite
with respect to what observed for firm performanwsasured by output, where the effect
of OC was higher for non R&D firms. The elasticdf/physical capital ranges between
0.26 and 0.31 for the R&D sample and between Oc28He non R&D sample; these
estimates are slightly higher compared to thosaiodt with respect to output. Still,
physical capital has a lower effect on profitaiitivan OC; interestingly physical appears
to have the same effect in both sub-samples. Ladlasticity with respect to profitability
is drastically smaller compared to its effect ondurctivity, which could be expected; it
ranges between 0.09 and 0.15 for the non R&D sammiie0.24-0.29 for the non R&D
sample. While R&D stock was not significant witlspect to productivity, its elasticity is
now significant and positive (average: 0.07) wikpect to profitability.

Table 4.14 presents results obtained from the lwgrfsinction using OLS robust
procedure and Huber and Tukey biweights. For wiosicerns the R&D sample, the
Wald test rejects the hypothesis of joint non digance of the log-quadratic and
interaction terms at the 5% significance level onlgen controlling for outliers (p=
0.0246); when using the OLS robust procedure th&\tést (p = 0.1371) indicates that
the translog goes back to be a simple Cobb-Douflaswhat concerns the non R&D
sample, instead, the translog function capturesctffnot captured by the Cobb-Douglas
and it is the model indicated as preferred. ColurAngresents the complete translog
function, while columns B present the simplifiedrsien that only includes significant
interaction terms. Elasticities of output are chlted at sample means and are presented
in table 4.15; they do not significantly differ frovalues obtained using median values,

as shown in the appendix 1, table A1.7
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Table 4.14: Empirical estimates. Translog (levels)Profitability

With RD Withouth RD
(2) (2) 1)
Parameter (A) (B) (A) (B) (A) (B)
a 0.84 0.02 0.11 0.18 -0.42 0.25
(0.86) 0.73 (0.51) 0.27) (0.68) (0.40)
i -0.01 0.26 -0.02 0.01 0.20 0.08
(0.21) (0.05) *** (0.14) (0.06) (0.20) 0.09
Br 0.12 0.08
(0.15) (0.03) ***
B 1.02 0.43 0.06 0.26 -0.09 0.31
(0.34) * 0.17) *=* (0.23) (0.06) ** 0.27) (0.08) *
Bo -0.51 -0.16 0.69 0.55 0.84 0.52
(0.45) (0.28) (0.21) *** (0.10) *** (0.24) *** (0.13) ***
Yk 0.04 0.09 0.07 0.07 0.06
(0.03) (0.02) *** (0.01) =+ (0.03) *** (0.02) ***
Yre 0.01
(0.01)
] 0.07 -0.05 -0.05
(0.05) (0.04) (0.05)
Yoo 0.15 0.08 -0.01 -0.02
(0.07) * (0.03) ** (0.03) (0.02)
Yir 0.02
(0.02)
Vi -0.05 -0.01 0.02
(0.06) (0.04) 0.05
Yio -0.02 -0.09 -0.07 -0.12 -0.06
(0.06) (0.04) ** (0.02) *** (0.06) ** (0.03) **
Yn -0.02
(0.04)
Yro -0.03
(0.04)
Yio -0.17 -0.08 0.09 0.11
(0.09) * (0.04) ** (0.06) (0.06) *
Control dummies
Chemicals -0.54 -0.58
(0.22) * (0.22) *
Consumernd -0.51 -0.56
(0.23) ** 0.22 *=
Consumerd -0.85 -0.83
(0.32) *** (0.31) ***
Energy 0.98 1.05
(0.35) *** (0.31) ***
Busequip 0.42 0.49
(0.24) * (0.24) *=*
Healthcare -1.41 -1.41 -1.57 -1.53
(0.42) (0.41) =+ (0.29) *** (0.26) ***
Telecom 0.55 0.50
(0.22) = (0.21) =
Wholesale -0.67 -0.66
(0.18) **= (0.18) ***
Austria 1.52 1.51
(0.59) ** (0.59) **=*
Belgium 1.64 1.54
(0.57) **=* (0.57) ***
Denmark 1.35 1.25
(0.48) *** (0.49) ***
Finland 1.64 1.48
(0.52) *** (0.52) ***
France 1.09 1.01
(0.47) * (0.47) =
Germany 0.89 0.79
(0.46) * (0.46) *
Greece 1.58 1.49
(0.55) *** (0.54) ***
Luxembourg 2.48 2.66
(0.71) *= (0.70) ***
Netherlands 1.16 1.07 0.68 0.66
(0.48) ** (0.48) ** (0.35) * (0.34) *
Unitedkingdom 1.21 1.05
(0.45) *** (0.45) **
Italy 2.06 2.16 1.86 2.01
(1.16) * (1.15) * (0.36) *** (0.35) ***
Spain 0.38 0.35
(0.13) * (0.12) ***
Obs 321 321 342 342 342 342

* Significant at the 10% level, *Significant atetb% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(incomeyo))

2. Columns labeled (1) report OLS robust regresetimates; Columns labeled (2) reports HuberTaney biweight regression estimates
3. Columns labeled (A) report regression estimftethe complete translog function; Columns labgB}ireport regression estimates for the
simplified version of the translog function

4. Standard errors in parentheses
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Table 4.15: Translog function estimated output eldities evaluated at the sample mean of the datdefels) - Profitability

With RD Without RD
(A (B A (B
(2 (2 1) (2 (1) (2)
Output elasticities
Physical capital 0.27 0.26 0.28 0.24 0.30 0.26
(0.05) *** (0.05) *** (0.04) *** (0.04) **=* (0.05) **=* (0.04) **=*
R&D stock 0.12 0.08
(0.04) **=* (0.03) ***
Labour 0.11 0.09 0.35 0.32 0.31 0.26
(0.08) (0.08) (0.07) *** (0.07) **= (0.08)*** (0.06) ***
ocC 0.47 0.53 0.28 0.29 0.31 0.34
(0.08) *** (0.08) *** (0.07) *** (0.06) **= (0.07) *** (0.06) ***

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(incomey))

2. Elasticities are evaluated at the sample meameodata

3. Columns labeled (1) report regression estimaftéise complete translog function; Columns labéBdreport a simplified version of t
translog function after selecting only significdog-quadratic and interaction terms through theld\Mest

4. Columns labeled (a) report estimates obtaindid thhe OLS robust procedure; columns labeled (byneestimates obtained with

the Huber and Tukey biweights

5.Standard errors in parentheses

Results of the estimates using the translog funci@ very robust in comparison
with elasticities of the Cobb-Douglas productiomdtion. Considering the different
specifications, we can affirm that average OC ®i#gtwith respect to profitability is
0.49 for R&D firms and 0.32 for non R&D firms. R&Btock elasticity is positive and
significant (0.08) even though smaller than theeotimtangible resource, OC. Also
traditional inputs significantly contribute to firrofitability: average physical capital
elasticity is 0.27 for both R&D and non R&D firmehile average labour elasticity is
0.11 for R&D firms and 0.29 for non R&D firms. Rétsuseem to indicate a structural
difference between R&D and non R&D firms. In non B&rms, the three inputs, -
physical capital, OC and Labour - seem to equalhtribute to profitability, which could
be a confirmation of the strong interrelated natiréirm resources. In non R&D firms,
resources are still interrelated and need one anathorder to generate profitability;
however, OC seems the most important resourcerforpgerformance, having the highest
elasticity. Furthermore, the effect of OC on piatitity is significantly higher for R&D
firms with respect to non R&D firms.

Even though results are quite robust with respedhé different specifications

tested, it has to be reminded that estimates cbaldiased due to the presence of
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unobserved firm heterogeneity, as the effect offitatmlity has been tested only for the
model in levels.

Concluding, the main object of this study was talgze the effect of OC on
performance and test the hypothesis that OC isuaiatrfactor for competitiveness.
Results seem to confirm this view; OC elasticitpasitive and significant with respect to

both measure of performance used.

4.6 Discussion and concluding remarks

The main objective of this chapter was to analyhe effect of OC on
performance, using an accounting proxy, preferoeithé usual proxies adopted - indexes,
gualitative data and survey answers — as abledage a relatively more objective OC
measure. Following the trend that measures intégbock from income statement
proxies, the most recent literature on the subj@st proposed the use of two financial
proxies for OC: SGA expenses (Lev and Radhakrishr#Z005) or, alternatively,
Administrative expenses (De and Dutta, 2007). Tiesetems represent the majority of
firm expenses in OC; as a consequence, OC is defimanly through its components
(organizational practices, information technologgputation enhancement human
resources related investments). The two studieg doel Radhakrishnan, 2005; De and
Dutta, 2007) that measure the effect of OC on perémce using income statement
proxies have been critically analyzed and compared.

Lev and Radhakrishnan (2005) measure OC as produitinction residual using
SGA expenses; however, the residual is an overadisure of production efficiency that
also includes other effects such as measuremeotsgraggregation bias and model
misspecification. Furthermore, this method impkssuming OC elasticity equal to one.
De and Dutta (2007), instead, measure OC throughatbplication of the perpetual
inventory method to a percentage of Administragxpenses, similarly to what is done to
calculate R&D stock from R&D expenses. Both studmesdel the production process
using a Cobb-Douglas production function; only e ®utta (2007), however, consider
OC as a production input. Even though both stukdées the merit to attempt to estimate
the effect of OC using financial statement data,abd Dutta’s (2007) model has been

considered more solid.
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Building on these two studies, in the attempt ttegnate their strengths and
introduce improvements, | have presented a newcteclenodel. | have used SGA
expenses as OC proxy, being that it is more congmsfie and available than
administrative expenses, as in Lev and Radhakmsl{p@05); following De and Dutta
(2007), OC has been considered an input of theuotomh function and has been
measured through the application of the perpetwatritory method to part of SGA
expenses. The effect of OC on firm performancelieen tested using a Cobb-Douglas
production function, extended to include, besidaditional inputs (labour and physical
capital) intangible resources, namely R&D stock @@l In the attempt to improve the
model, | have also used the more flexible trandlagction, which does not impose
restrictions on elasticity of output and elastiaifysubstitution; results have shown that
this last specification is, in fact, better, assitable to capture effects neglected by the
Cobb-Douglas production function. Furthermore, ¢fffect of OC on firm performance
has been tested not only on output, but also ofitgindity (proxied by firm’s income),
performance measures less influenced by firm stratfactors than output.

Data has been downloaded from Compustat Globalhwprovides normalized
financial templates for global companies and allonsaningful comparisons across a
wide variety of global firms using different accamg standards and practices. From this
database, | have selected firms belonging to th® Eurrency area, extended to also
include the United Kingdom and Denmark. As OC idgipalarly influenced by cultural
factors and organizational structures, this geduycah selection criterion has minimized
possible bias due to differences in business @sdtuand economic and legal
infrastructural systems present in less homogenamas. Furthermore, it has increased
the novelty of the study as, to our knowledge,dfiect of OC, as proxied by an income
statement item, has not been tested at the Eurdeesin

Firms reporting Selling General and Administrateseenses for the years 2000 -
2006 have been selected. After the cleaning praeedue final dataset has consisted of
828 firms, 418 with R&D stock and 410 without R&ek.

Yearly Revenues and yearly incomes have providesl tiio proxies for
performance; the traditional input factors of plogséicapital and labour have been

proxied by yearly Property Plant and Equipment (P&kd n. of employees. Intangible
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resources have been represented by innovatioredetatpital — R&D stock, proxied by
R&D expenses - and OC, proxied by SGA expenses.

The firms in the sample represent a wide varietyndfistries; this renders the
study particularly original as the empirical literee that investigates the effect of
intangible resources on firm performance focusesimnan R&D capital, and therefore
principally addresses sectors where this type wsting activity is conducted. Country
distribution reflects the composition of the mamahcial core of the European Economy.

The dataset analysis indicates that OC appeare foelceived as an important
factor by the firms in the sample that invest mbeavily in this intangible than in
physical capital; OC has registered the highestase in the period considered, with an
average growth rate of 20%. Physical capital, axtéas recorded the lowest percentage
increase (5% - R&D sample; 11% - non R&D sample)tlying the importance of
intangible resources and the trend towards a deial@ation strategy of the production.
Firms appear to be committed to the creation obwation related capital; the majority of
them have, in fact, R&D expenses for at least $syand have invested in OC for at least
6 out of the 7 years considered. The investmeategjy towards intangibles is therefore
similar for both R&D and non R&D firms; the mainffégirence concerns the amount of
investments in OC, higher for R&D firms, probablyedto the fact that they result to be,
on average larger,

The dataset has been divided in two subgroups — R&Dnon R&D firms — and
the model has been estimated on both sub-sampfesrasely, through the OLS,
controlling for heteroskedasticity of errors, endogity of inputs and influence of
outliers. The two specifications — Cobb-Douglas &rahslog production function — have
been compared and results have indicated the,lattés simplified form, as the most
appropriate one. The model has been first estimatézl/els; to check and eliminate the
possible effect of omitted variable bias causedibgbserved firm heterogeneity, | have
further estimated the model in first difference andhpared results.

Results appear to be quite robust across the @iffespecifications and interesting
findings emerge from their analysis.

First of all, OC has a strong effect on output:rage OC output elasticity is 0.30
for the R&D sample (ranging between 0.23 and 0z8®) 0.47 for the non R&D sample
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(ranging between 0.31 and 0.66). This is much highih respect to physical capital
output elasticity and confirms the view that seetangibles, and in particular OC,
idiosyncratic, firm-specific, interrelated and haalimitate, as a crucial factor for firm
performance. Estimates indicate that physical abp# not a key factor for success
anymore; the development, globalization and comtizadion processes have render it
easily available and, therefore, not a factor omctvitio build up a competitive strategy.
Nonetheless - and this leads us to the secondestieg finding - physical capital is still
important, as shown by its positive and generaignificant output elasticities. This
outlines the interrelated nature of the intangiBl€, and firm resources in general,
confirming the RBV postulates; OC, in fact, als@de traditional factors of production,
such as labour and physical capital, in order toegate effect on performance. As results
show, OC has a significant effect on output, bigetber with traditional resources:
physical capital (average elasticity 0.13 - R&Dri#; 0.05 - non R&D firms) and labour
(average elasticity 0.55 - R&D firms; 0.42 - non B&irms).

The third interesting finding concerns the factttdC elasticity appears to be
higher in non R&D firms, even though R&D stock doed show to have a strong effect
on firm performance. This is probably due to thet fdnat firms without R&D stock
operate in sectors where R&D stock is not esséntiaquired and therefore OC can
“compensate” for the absence of the R&D stock inpabther explanation could be the
existence of a structural difference between fithad invest and firms that do not invest
in R&D.

The last interesting finding concerns the effectOdf on profitability which is
also high: average OC elasticity is 0.49 for R&Bris and 0.32 for non R&D firms. Also
with respect to profitability, results seem to iwate a structural difference between R&D
and non R&D firms. In non R&D firms, the three inpu- physical capital, OC and
Labour - seem to equally contribute to profitaljlivhich could be a confirmation of the
strong interrelated nature of firm resources. Im MR&D firms, resources are still
interrelated and need one another in order to gémgrofitability; however, OC seems
the most important resource for firm performancayvihg the highest elasticity.
Furthermore, the effect of OC on profitability igmficantly higher for R&D firms with

respect to non R&D firms; the opposite with respéstthat observed for firm
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performance measured as output. Even though esBnaa¢ quite robust with respect to
the different specifications tested, profitabiligsults have to be read with caution; due to
missing income values for the year 2005, the et @C on profitability has been tested
only in levels and therefore results could be ldatee to unobserved firm heterogeneity.

Given the robust, quite stable and reasonable eaffuthe estimates obtained, the
inclusion of the OC measure appears to be justifietlonly at the theoretical but also at
the empirical level. The model seems to performl weerall, with the exceptions of
R&D elasticity estimates, generally very small amat significant. This is the most
unexpected result, in contrast with findings of ilamstudies. Such a result could be
caused by the double counting problem — which cbel@éxacerbated in this study by the
inclusion of OC among the production inputs; it ldoalso be due to the fact that SGA
expenses include, in certain cases, customer cergment sponsored R&D expenses,
and therefore part of the R&D stock effect coulddagtured by OC. In this case, the
model would provide biased estimates for what coreceR&D stock elasticity and
slightly overestimate the effect of OC on output.skearch of an explanation for this
unusual result, we have tested the same model wittansidering OC, using a 3 input
production function as done by the majority of ¢hedies that analyze the effect of R&D
on firm performance. While the elasticities of plogs capital and labour do not
substantially change, R&D stock elasticity showb® significant and higher: R&D
average elasticity is about 0.07 — ranging betw@88 and 0.11 - which is very close
with that found by similar studies (Griliches andikésse, 1981, Aiello and Cardamone,
2006). | have concluded that this could suggegtshalies that do not include the effect
of OC in the production function could be misspiedifand overvalue elasticity estimates
for R&D stock.

In conclusion, the main objective of this studyswa analyze the effect of OC on
performance and test the hypothesis that OC isuaiatrfactor for competitiveness.
Results seem to confirm this view; OC elasticitpasitive and significant with respect to
both measures of performance used. Some objeatmuiis however be moved against
the methodology used to measure OC.

The main concerns probably arise with respectéatieasurement of OC through

the perpetual inventory method applied to SGA espsneven though, as the method has
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been widely used to measure R&D stock, anothengilde, in principle there should be
no problems. Due to the novelty of its applicattonOC, however, the usual worries
about proper obsolescence rate, length of thessefiexpenses and lags to use have not
been deeply studied yet. | agree that the percerda§GA expenses to capitalize and the
obsolescence rate are chosen, somehow, in anaaybitay (as in De and Dutta, 2007),
but notin toto. | believe that considering only 20% of SGA expnis appropriate and
allows to take into consideration: first, the fétat only part of SGA expenses actually
contribute to the creation of OC; and second, ttim$ process takes time. The
obsolescence rate of 10% is chosen by comparistintihe one commonly adopted for
R&D (usually 15%-20%). Even though R&D stock and @&e similar properties that
justify the application of a similar methodology tweasure them, | believe that OC is
more tacit, firm-specific and harder to imitate;r fthis reason, the lower 10%
depreciation rate is considered more appropriat®fo.

Another possible objection to the adopted OC measuthe fact that it assumes
that firms with the highest SGA expenses have adn@C level, which could be false
when firms spend more in SGA expenses due to aieffties. However, the same
consideration could apply the methodology usedéasure R&D stock, when firms have
higher R&D expenses as a result of inefficient argation of their R&D activities.
Finally, it could be objected that this OC meastaptures only aspects of the firm that
are correlated directly with observed expendituredile aspects not related to
expenditures — for example managerial talent -desseegarded and included in the error;
it is however likely that even this unobserved &ble requires some sort of monetary
investment and, therefore, the effect of these §ggets should be negligible.

With respect to the validity of the database, twpexts need some consideration:
selectivity bias and representative level of thenda. Selectivity bias could affect
estimates, as firms that do not report data for ®&penses have been excluded from the
dataset. This is a wide spread and common probhamnalso characterizes studies that
analyze the effect of R&D on performance and cay be overcome by improving the
guantity and quality of information released byrf& Regarding the representative level
of the sample, the concentration of firms in 6 mauropean countries does not

undermine its validity; the countries representaunfthe core of the European economy
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and, besides the six major countries, the datdsetiacludes other countries with less
economic weight and different business culturegnethough on a smaller percentage.
Results, however, have to be interpreted on thes lmdsthe sampleeomposition; this
study, therefore, mainly reflects the effect of ©Of firm performance in those firms
belonging to the financial and economic core ofdper

The study is original with respect to methodologed to measure OC, model
used to analyze its effect on firm performance aodgelty and composition of the
dataset. Even though the model presents some lithésobustness of the results across
the different specifications can be taken as ainoation of the relative validity of the
results, that have produced interesting findings @nfirmed the main hypothesis tested:

the importance of OC for firm performance.
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Further Estimates: Production function with OC

Appendix 1

Table Al1.1: Empirical estimates. Cobb-Douglas productin function with instruments (levels

With RD
Coefficient
1) (2 (1) (2
Variables
Intercept 3.25 3.74 3.01 3.20
(0.39) *+* (0.21) *+* (0.30) **+* (0.18) **+*
log(q) 0.17 0.16 0.12 0.10
(0.04) *+* (0.03) **+* (0.03) **+* (0.03) **+*
log(r) -0.01 0.01
(0.03) (0.02)
log(b) 0.41 0.55 0.32 0.37
(0.10) **+* (0.06) *** (0.08) *** (0.05) **+*
log(0OQ) 0.47 0.31 0.51 0.47
(0.14) ** (0.06) *** (0.09) *** (0.04) ***
Control dummies
Energy 0.82 0.77
(0.18) *** (0.19) ***
Wholesale 0.26 0.25
(0.11) ** (0.10) **
Telecom 0.46 0.49
(0.17) *+* (0.16) ***
Other 0.22 0.20
(0.09) ** (0.09) *
Austria -0.41 -0.33
(0.14) *»* (0.13) =+
Denmark -0.45 -0.31
(0.20° ** 0.17 *
France -0.28 -0.22 0.49 0.50
(0.14) ** (0.13) * (0.21) ** (0.20) **
Germany -0.25 -0.19
(0.13) * (0.12)
Greece -0.4C -0.37
(0.22) * (0.20) *
Ireland -0.66 -0.56
(0.31) ** (0.25) **
Netherlands -0.33 -0.27
(0.19) * (0.17)
UnitedKingdor -0.3¢ -0.21
(0.14) ** (0.12) *
Italy -0.44 -0.46
(0.10) *** (0.12) *+*
R? 94.2% 94.5% 84.2% 84.3%
Obs. 375 410 418 418
Hausmal 0.6€ 1.0C

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(revenuegy))

2. Columns labeled (1) report regression estimagg®y instrumented variables. Instruments: lpg(dog(r.,)
log(l.1); sgai. Columns labeled (2) report OLS robust regressgiimates

3. Robust Standard Errors in parentheses
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Table A1.2: Translog function estimated output elaticities evaluated at the sample median of the dat@evels)

With RD
(A (B
(€] 2 1) 2
Output elasticities
Physical capital 0.17 0.16 0.16 0.07
(0.03) *** (0.02) **=* (0.03) **= (0.02) **=*
R&D stock 0.04 0.03 0.03 0.02
(0.02) (0.02) * (0.02) *** (0.01) *
Labour 0.49 0.60 0.54 0.61
(0.07) Fokok (004) Fokk (005) Fkok (003) ok
ocC 0.36 0.25 0.33 0.25
(0.06) **+* (0.04) *** (0.04) **= (0.03) ***
Without RD
Physical capital 0.06 0.06 0.06 0.06
(0.02) *** (0.02) **=* (0.02) **= (0.02) **
Labour 0.47 0.49 0.46 0.47
(0.05) *** (0.04) **= (0.04) **= (0.04) **=*
ocC 0.50 0.48 0.51 0.49
(0.04) ** (0.04) **= (0.04) **= (0.03) **=*

* Significant at the 10% level, **Significant ateb5% level, *** Significant at the 1% level

Notes:

1. Elasticities are evaluated at the sample meafiéine data

2. Columns labeled (A) report regression estimateélse complete translog function; Columns labdByreport
simplified version of the translog function aftelecting only significant log-quadratic and interae terms through the
Wald test

3. Columns labeled (1) report estimates obtainech fihe OLS robust procedure; columns labeled @)nteestimates
obtained with the Huber and Tukey biweights

4.Standard errors in parentheses

Table A1.3: Empirical Estimates. Cobb-Douglas prodation function with instruments (first difference)

With RD Without RD
Coefficient Coefficient
1 2 (€] 2
Variables
Intercept 0.05 -0.01 0.02 -0.04
(0.07) (0.02) (0.06) (0.02) **
log(gc.1) 0.04 0.03 0.09 0.07
(0.04) (0.04) (0.05) (0.04) *
log(rreq) 0.12 0.05
(0.09) (0.04)
log(kli.1) 0.79 0.66 0.39 0.31
(0.15) #** (0.06) *** (0.11) *** (0.08) ***
log(OG/OC,,) -0.01 0.39 0.34 0.66
(0.47 (0.10 *** (0.31 (0.09 ***
R? 57.8% 59.4% 40.1% 43.0%
Obs. 375 375 453 453
Hausma 0.74 0.94
* Significant at the 10% level, **Significant atet5% level, *** Significant at the 1% level
Notes:

1. Dependent variable igy;.1(i.e. log(revenuegggrevenuesyy:))

2. Columns labeled (1) report regression estimagary instrumented OC. Instruments: $88598q0: SU800;
SU3001,S98000. Columns labeled (2) report OLS regression estimates

3. Standard errors in parentheses

158



Table Al.4: Translog function estimated output elaticities evaluated at the sample median of the dafdirst difference)

With RD
(A) (B)
1) (2 1) (2
QOutput elasticities
Physical capital 0.12 0.07 0.01 0.10
(0.09) (0.02) *** (0.06) * (0.02) **=*
R&D stock 0.08 0.01 0.06 -0.03
(0.06) (0.03) (0.04) (0.03)
Labour 0.58 0.60 0.56 0.53
(0.14) ** (0.03) *** (0.12) ** (0.03) ***
ocC 0.34 0.24 0.34 0.22
(0.14) ** (0.05) *** (0.15) ** (0.05) ***
Without RD
Physical capital 0.08 0.03 0.06 0.03
(0.04) ** (0.02) * (0.04) * (0.02)
Labour 0.37 0.41 0.37 0.41
(0.07) *** (0.03) *** (0.07) ** (0.03) ***
ocC 0.57 0.32 0.58 0.31
(0.08) *** (0.04) **=* (0.09) *** (0.04) **

* Significant at the 10% level, **Significant atet5% level, *** Significant at the 1% level

Notes:

1. Elasticities are evaluated at the sample meafiime data

2. Columns labeled (A) report regression estimatése complete translog function; Columns labdB)report

simplified version of the translog function aftetexting only significant log-quadratic and intetia terms through the Wald test

3. Columns labeled (1) report estimates obtainewh fihe OLS robust procedure; columns labeled @nteestimates
obtained with the Huber and Tukey biweights
4.Standard errors in parentheses

Table A1.5: Estimated Returns to scale (level

With RD
Cobb-Douglas Translog
(A (B)
1) (2 (2 1)

Returns to scale 1.03 1.02 1.03

(0.01) (0.01) (0.01) (0.02) (0.02)
One-tailed test 0.99 0.95 0.95

Without RD

Returns to scale 0.97 1.01 1.02

(0.02) (0.02) (0.02) (0.03) (0.02)
One-tailed tes 0.92 0.7:2 0.62

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Columns labeled (A) report estimates of the detepranslog function; Columns labeled (B) remstimates for the

simplified version of the translog function

2. Columns labeled (1) report estimates obtaingld thie OLS robust procedure; columns labeled (@pmeestimates
obtained with the Huber and Tukey biweights
3.Standard errors in parentheses
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Table Al1.6: Estimated Returns to scale (first diffeence’

With RD
Cobb-Douglas Translog
(A) (B)
1) (2 1) (2 1) (2

Returns to scale 1.13 0.96 1.09 0.90 1.06 0.80

(0.06) (0.03) (0.10) (0.04) (0.09) (0.04)
One-tailed test 0.98 0.93 0.98 1.00 0.76 1.00

Without RD

Returns to scale 1.04 0.84 1.01 0.76 1.02 0.75

(0.09) (0.03) (0.09) (0.04) (0.10) (0.04)
One-tailed tes 0.6€ 1.0C 0.54 1.0C 0.5€ 1.0C
* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Columns labeled (A) report estimates of the detepranslog function; Columns labeled (B) remstimates for the
simplified version of the translog function

2. Columns labeled (1) report estimates obtainel thie OLS robust procedure; columns labeled (@pmeestimates
obtained with the Huber and Tukey biweights

3.Standard errors in parentheses

Table A1.7: Translog function estimated output elascities evaluated at the sample median of the datdevels) - Profitability

With RD Without RD
(A) (B) (A (B
(2 (2 1) (2 (1) (2)
Output elasticities
Physical capital 0.26 0.26 0.29 0.25 0.26 0.26
(0.05) *** (0.05) *** (0.04) *** (0.04) **= (0.04) **=* (0.04) ***
R&D stock 0.15 0.08
(0'05: Fokok (003: Fokok
Labour 0.16 0.14 0.35 0.33 0.26 0.26
(0.09) * (0.08) * (0.08) **= (0.07) *** (0.06) *** (0.06) ***
ocC 0.41 0.47 0.28 0.29 0.35 0.34
(0.09) **=* (0.08) *** (0.08) *** (0.06) **=* (0.06) *** (0.06) ***

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(incomeyy))

2. Elasticities are evaluated at the sample meafiime data

3. Columns labeled (1) report regression estimaftéise complete translog function; Columns labéBdreport a simplified version of the
translog function after selecting only significdod-quadratic and interaction terms through thdd/est

4. Columns labeled (a) report estimates obtaindid the OLS robust procedure; columns labeled (bynteestimates obtained with

the Huber and Tukey biweights

5.Standard errors in parentheses
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Appendix 2

Estimates for the model without OC: 3 input producton function

Table A2.1: Empirical estimates. 3 input Cobb-Dougls production function (levels

Cobb-Douglas

1) 2)
Variables
Intercept 4.47 4.49
(0.12) *** (0.08) ***
log(g) 0.21 0.16
(0.03) **=* (0.02) ***
log(r) 0.06 0.07
(0.02) *** (0.01) ***
log(k) 0.73 0.77
(0.05) *** (0.03) ***
Control dummies
Consumerd -0.24
(0.10) **
Energy 0.69 0.74
(0.26) * (0.17) *+*
Wholesale 0.54
(016 Hokk
Telecom 0.46 0.61
(0.21) ** (0.21) *+*
Healthcare (0.27)
(0.09) ***
Greece -0.31
(0.16) **
Spain -0.20
(0.04) ***
Obs 41C 41C

* Significant at the 10% level, *Significant atetb% level, *** Significant at the 1% level

Notes:
1. Dependent variable ig §i.e. log(revenuegy))

2. Columns labeled (1) report OLS regression edts) Columns labeled (2) report Huber and Tukesights

regression estimates
3. Standard Errors in parentheses
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Table A2.2: Empirical estimates

. 3 input Translogproduction function (levels)

Translog
(A) (B)
€] (2 @ 2
Parameter
a 4.56 4.86 4.55 4.76
(0.22) *** (0.13) *** (0.10) *** (0.08) ***
B 0.17 -0.07 0.19 -0.04
(0.11) (0.07) (0.03) *** (0.03)
B, 0.00 0.00 0.01 0.03
(0.04) (0.03) (0.02) (0.02) *
B 0.54 0.84 0.49 0.78
(0.16) *** (0.10) *** (0.05) *** (0.03) **
Vi 0.00 0.03 0.03
(0.01) (0.01) **+* (0.00) ***
Yir 0.01 0.01 0.01 0.01
(0.01) *** (0.00) * (0.00) *** (0.00) **+*
i (0.09) (0.04) -0.10 -0.05
(0.03; *** (0.02 * (0.01) **+* (0.01; **
YVie 0.00 0.01
(0.01) (0.01)
Y 0.07 -0.01 0.08
(0.04) * (0.03) (0.01) ***
i -0.01 -0.01
(0.02) (0.01)
Control dummies
Consumerd -0.27 -0.29
(0.08; *** (0.08; ***
Consumernd 0.18 0.17
(0.10) * (0.10) *
Manuf 0.17 0.17
(0.06) *+* (0.06) ***
Energy 0.56 0.73 0.56 0.75
(0.20) *** (0.16) *** (0.19) *** (0.16) ***
Healthcare -0.29 -0.28
(0.10) *** (0.09) ***
Telecom 0.44 0.46
(0.19) ** (0.19) **
Wholesale 0.58 0.57
(0.15] *+* (0.15; »*
Austria -0.22 -0.22
(0.10) ** (0.09) **
Greece -0.40 -0.38
(0.17) = (0.17) *
Ireland -0.35 -0.34
(0.10) *** (0.10) ***
Netherlands -0.23 -0.22
(0.09) ** (0.09) **
Obs. 410 410 410 410

* Significant at the 10% level, **Significant atet5% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(revenuggyd)

2. Columns labeled (A) report regression estimatése complete translog function; Columns labgBYXreport
a simplified version of the translog function afsetecting only significant log quadratic and iatgion terms through

the Wald test

3. Columns labeled (1) report estimates obtainech fihe OLS robust procedure; columns labeled (Drtegstimates
obtained with the Huber and Tukey biweights
4.Standard errors in parentheses
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Table A2.3: 3 input Translog function estimated oyput elasticities (levels)

A2.3.a: output elasticities estimated at the sampleean of the dats

(A) (B
Output elasticities (1) (2) (1) (2)
Physical capital 0.23 0.17 0.23 0.17
(0.03) **=* (0.02) *==* (0.03) **= (0.02) **=
R&D stock 0.08 0.08 0.07 0.09
(0.02) **= (0.01) *==* (0.02) **= (0.01) **=
Labour 0.67 0.74 0.68 0.74
(0.05; **=* (0.03 **=* (0.04 **=* (0.03 **=*
A2.3.b: output elasticities estimated at the samplmedian of the data
(A (B
Output elasticities (1) (2) (1) (2)
Physical capital 0.20 0.16 0.20 0.16
(0.03) **=* (0.02) *==* (0.03) **= (0.02) **=
R&D stock 0.08 0.08 0.07 0.09
(0.03) **=* (0.02) **=* (0.02) **=* (0.01) **=
Labour 0.72 0.77 0.73 0.77
(0.05; **=* (0.03 *** (0.04 **=* (0.03’ **=*

* Significant at the 10% level, *Significant atetb% level, *** Significant at the 1% level

Notes:
1. Elasticities are evaluated at the sample meafisine data

2. Columns labeled (A) report regression estimatée complete translog function; Columns labdByreport

simplified version of the translog function aftetecting only significant log-quadratic and intefae terms through

the Wald test

3. Columns labeled (1) report estimates obtainech the OLS robust procedure; columns labeled (@)ntesstimates

obtained with the Huber and Tukey biweights
4.Standard errors in parentheses

Table A2.4: Empirical estimates. 3 input Cobb-Dougls production function (first difference)

Cobb-Douglas

1) (2
Variables
Intercept 0.05 0.07
(0.01) **+* (0.01) **
log(gci.q) 0.04 0.09
(0.04) *+* (0.02) ***
log(iri.n) 0.12 0.05
(0.04) *+* (0.02) ***
log(ll:.1) 0.78 0.70
(0.05) *** (0.02) ***
Obs 37¢ 37¢

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:
1. Dependent variable is Y., (i.e. log(revenuggysrevenuesgq:))

2. Columns labeled (1) report OLS robust regressitimates; Columns labeled (2) reports HuberTaey biweight

regression estimates
3. Standard errors in parentheses
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Table A2.5: Empirical estimates

. 3 input Translogproduction function (first difference)

Translog
(A) (B)
Parameter (1) (2) (1) (2)
a 0.05 0.07 0.05 0.07
(0.01) **=* (0.01) **=* (0.01) **=* (0.01) **=
Bk 0.21 -0.01 0.29 -0.07
(0.12) * (0.06) (0.06) **=* (0.02) **=
B 0.26 0.08 0.28 0.05
(0.06) **=* (0.03) **=* (0.06) **=* (0.02) **=
By 0.17 0.73 0.07 0.82
(0.18) (0.09) **=* (0.13) (0.03) **=*
Yk 0.01 0.02 0.02
(0.01) (0.01) ** (0.00) **=*
Yir 0.01 0.00
(0.01) (0.00)
i -0.18 -0.05 -0.20 -0.03
(0.04) **= (0.02) **=* (0.03) **=* (0.01) **=
Yir -0.05 -0.01 -0.05
(0.02) **= (0.01) (0.01) *==*
Yl 0.12 0.02 0.14
(0.04) **= (0.02) (0.02) *==*
Vi 0.05 -0.03 0.06 -0.04
(0.02) ** (0.01) **=* (0.02) **=* (0.01) ***
Obs 37¢ 37E 37E 37¢

* Significant at the 10% level, **Significant atetb% level, *** Significant at the 1% level

Notes:

1. Dependent variable ig §i.e. log(revenuggge))
2. Columns labeled (A) report regression estimatéke complete translog function; Columns labgRyreport

simplified version of the translog function aftetexting only significant log-quaratic and intefaotterms through

the Wald test

3. Columns labeled (1) report estimates obtainech the OLS robust procedure; columns labeled @)nteestimates
obtained with the Huber and Tukey biweights
4.Standard errors in parentheses
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Table A2.6: 3 input translog function estimated ouyput elasticities (first difference)

A2.6.a: output elasticities estimated at the sampleean of the dats

)] (B8)
€] (2 1) (2)
Output elasticities
Physical capital 0.19 0.10 0.19 0.10
(0.05) **=* (0.02) *==* (0.05) **= (0.02) **=
R&D stock 0.14 0.05 0.11 0.03
(0.05) **=* (0.03) * (0.04) *==* (0.02)
Labour 0.57 0.65 0.58 0.66
(0.06, *** (0.03; **=* (0.06 **=* (0.03; **=*
A2.6.b: output elasticities estimated at the samplmedian of the data
(A (B
(1) (2 1) (2)
Output elasticities
Physical capital 0.15 0.08 0.15 0.09
(0.04) **= (0.02) *==* (0.04) *= (0.02) **=
R&D stock 0.14 0.06 0.11 0.04
(0.05) **= (0.03) ** (0.04) *==* (0.02) **
Labour 0.65 0.67 0.67 0.68
(0.05; **=* (0.03; **=* (0.05; **=* (0.02] **=*

* Significant at the 10% level, *Significant atetb% level, *** Significant at the 1% level

Notes:
1. Elasticities are evaluated at the sample meafisine data

2. Columns labeled (A) report regression estimatée complete translog function; Columns labdByreport
simplified version of the translog function aftetecting only significant log-quadratic and intefae terms through

the Wald test

3. Columns labeled (1) report estimates obtainech the OLS robust procedure; columns labeled (@)nteestimates

obtained with the Huber and Tukey biweights
4.Standard errors in parentheses
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Conclusions

The structural change that has characterised th@oetdc systems in the last few
decades, brought about globalization, new emergavegers, international fragmentation,
and deregulation privatization, has dramaticallygraanted market competition,
increased the complexity of the innovative procasd the market and technological
uncertainty. In this new scenario, firms have bémced to reconsider the sources of
their competitive advantage; focusing on interealources and competences is no longer
sufficient; understanding which of them more arategic has become necessary. A vast
theoretical and empirical literature has identifiethngible resources as the key factors to
provide sustained competitive advantage.

This thesis has investigated the scientific foulthatof this new “strategic
business credo”, both from a theoretical and anigeap perspective, starting from a
critical examination of the notion of intangibléee economic nature of the causal link
intangibles-performance and the empirical impaet # “special” kind of intangibles —
organizational capital (OC) — has on a large nunolb&rms in the European area.

Although the massive literature on the topic appidyeseems to make the
analysis of the intangible notion a redundant neteaffort, its relevance and originality
become evident as, even though many have writtentdbem, there is still no consensus
concerning the real nature of these resources @rsequently, there is no consensus
about their definition and classification. The diént contributes have generated a real
“terminological soup” that needs to be clarified. this research | have analysed the
identification problems, trying to clarify the cemt of the intangible ‘black box’. Among
the different terms (capital, asset, resource,stnaents) adopted to refer to intangibles, |
have chosen “resources” as a wider category thegtgsable to grasp the variety of these
resources and include also the ones that are ken t&to consideration by traditional
financial reports. Intangibles have not yet bearart defined. The definitions found in
the literature describe them, alternatively, as wedge-based resources, lacking
physical substance, interdependent, firm specifet @pable of generating future profits.
However, they do not offer clear inclusion or esotun criteria. The accounting
definition of IAS 38 instead, offers precise, boo tstrict recognition criteria that do not

recognize the most valuable intangibles of the firm
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Scholars have tried to improve the framework fa #malysis of intangibles by further
classifying them in sub-groups. Classificationsenagen made with the aim of creating a
framework for their analysis, but also with measueat or management purposes. | have
reorganized the different classifications found the literature and grouped them
according to the number of sub-groups used. Thesifieation based on three sub-groups
seems to be the most common, but also classifitai two and four sub-groups seem
diffused. The real problem, however, concerns threant of the sub-groups that not only
are named differently, but also have different niegraccording to the different authors.

Intangibles form a heterogeneous class of ressundth peculiar features that
vary across the different types considered. Therbgeneity of intangibles and their
peculiar features are surely one of the causdsedfick of a clear definition.

Weak property rights or no property rights coveamyibles. This generates a situation of
partial excludability that renders the benefitsidag from intangibles only partially
appropriable. Intangibles are non contractible, dndnot have a market; furthermore,
they are characterised by high risk and uncertdewgls regarding their production and
the capacity to the appropriate benefits that tenerate.

To the problem of definition one should also adat tf their measurement. The
peculiar features of intangibles, in fact, genepatghlems concerning the capacity of the
firms to control intangibles and measure the bémelériving from them. Intangibles are
not recorded in financial reports, and markets dblave enough information to value
them. Firms and markets are increasingly askingrradtive mechanisms for their
measurement and valuation. Many alternative measmemethods have been proposed
but none have been proven successful; the moresdiff seems to be the Balance
Scorecard of Kaplan and Norton. Some authors peovithnagement models for
intangibles (Sullivan 1999, Kaplan and Norton, 200¥wever they are quite abstract
and do not seem to provide concrete answers. Ffiane also the necessity to
communicate the value of their intangibles to therkat, that otherwise, left without
information and “measures”, does not value intalegibThe consequence is a high cost
of capital and resource misallocation. Several astl{Garcia-Ayuso, 2002, Canibano
and Sachez, 2003, Lev, 2004) indicate the qual@atind quantitative improvement of

information disclosure as a possible solution teséh problems, together with the
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diffusion by public institutions of non-mandatoryidelines in order to improve and
facilitate voluntary disclosure (Brennan and Con2€l00, Vance, 2001, Garcia-Ayuso,
2002).

A second important point of this research has libensearch for a theoretical
framework for intangibles. The analysis of intargg is usually not related to a
conceptual theory; only a few authors point togkelutionary theory of the firm and the
resource based view (RBV) as possible theoretreahéworks (e.g. Hall, 1992, Clement
et al, 1998, Fernandez et al, 2000). The contibstof leading authors in the field of the
theory of the firm and RBV have therefore been stigated in the attempt to analyse
intangibles and the reasons behind their importantige context of a “theory”.

Economics and has for long neglected this typeesburces, due to their peculiar
features that make them non-tradable goods. Parigrman indirect analysis of
intangibles through the theories of the firms, ¥édnahown that the neoclassical theory of
the firm relies on assumptions that do not alloa/tleatment of intangibles and perceives
knowledge as fixed, publicly available and equahformation. It is through the critic of
these assumptions that intangibles slowly entertime economic theory of the firm. The
recognition of the existence of market failurespériect information and bounded
rationality of individuals (contractarian approacthe observation that firms, as formed
by individuals, are characterised by bounded ratign (behavioralist approach), the
introduction of uncertainty and the need to copthwi (Knight, 1921) open the way to
the development of a theory of the firm that in@sidntangibles, mainly in the form of
tacit knowledge, skills and competences (Penro889)1 On this ground, Nelson and
Winter (1982) have developed the evolutionary thealr the firm, which sees those
intangibles such as routines, skills and capabdias the main factors to survive in the
market competition. Clement et al. (1998) readaot @ply Nelson and Winter's model
to the classification of investments in intangit#sources.

The analysis of the theories of the firm shows thase “heterodox” approaches
that reject the assumptions of the neoclassicabryhein particular the evolutionary
theory of Nelson and Winter (1982) and its strategialysis development, the RBV, can
possibly provide a theoretical framework for thelgeis of intangible resources, and

hopefully improve their understanding. While theoletionary theory provides a
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dynamic framework that well fits the representationthe “flows” (investments) in
intangibles, the resource-based view, static aghroaffers a possible model for the
analysis of the stock of intangible resources.

The resource-based view sees the firm as a burfdlangible and intangible
resources and focuses on the features that tharoesomust posses in order to confer
sustainable competitive advantage. The RBV apphethtangible resources has led to
the recognition of the role of knowledge, particlylaanalyzed by the knowledge-base
view (KBV) that has underlined the important roletbe organisational culture in its
transmission and in the generation process of neswledge. Three classifications of
resources based on the RBV have been presentexdefBdr991, Hall, 1993, Fernandez
et al., 2000), together with the identificationternia that have to be satisfied in order to
provide competitive advantage and the protectiorchaeisms associated with the
different types of intangibles. Building on RBV s#ifications and on the contributions
of the literature, mainly managerial, on intangijlean eclectic classification of
intangibles that groups them in human capital, wimgdional capital (OC), intellectual
property and innovation related capital, has bempgsed. A RBV model (Barney,
1991), that requires resources to be not only \ddué.e. controlled and strategically
significant) but also heterogeneous and imperfaatiyobile in order to be classified as
sustainable-advantage resources, has been appled proposed classification. This has
indicated OC, identified with codified knowledgeofms, guides and databases), tacit
knowledge (corporate culture and organizationatineg, co-operation agreement) and
reputation, for its specific characteristics, asuatainable-advantage resource, therefore
crucial for firm performance, and has provided finst important result of the thesis,
although still from a purely theoretical perspeetiv

Such a theoretical result however needs empirioafienation. As the theory
indicates intangibles, OC in particular, as the thoosnpetitive resources of the firm, in
search for an empirical confirmation of this thema assumption, studies that
investigate the effect of intangibles on firm penfiance have been critically analysed.
The analysis has been conducted with particulanatin to the proxy used for the
different intangibles, the methods and econometriodels utilised to study the
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relationship intangibles and performance, the mesults reached and the problems and
the limits of these studies.

Studies on the impact of intangibles on performahaee focused mainly on
R&D and innovation related intangibles. More retgnbther dimensions of firm’s
intangibles have been analysed: human capitalntifaavertising. The attention on these
types of intangibles is due to the fact that thereelatively no consensus in academia
about their definition, even though different pexiare used to measure them. Despite
concerns about statistical tools, quality of datd eneasurement errors, the evidence of a
positive relationship between these intangibles fand performance has been somehow
confirmed, even though results are not comparahte strongly vary in magnitude.
Efforts of researchers who have attempted to measie effect of OC on firm
performance have instead been “uncoordinated aodadig” and have not reached
conclusive results. Researchers have chosen toy po&X using data related to its
elements: mainly information and communication tedbgies (ICT), training, Human
Resource Systems (HRS) and workplace practice. Bvemgh there is evidence that
these single components have an effect on perfa®ahe same conclusion cannot be
reached for OC. Given the status of the empiritatdture on the relationship OC-
performance, the extensive analysis of empiricatliss on the relationship between
intangibles and firm performance has therefore bhegortant to analyze how the causal
relationship mechanisms, measurement and econarpettblems have been treated with
respect to other types of intangible resources.

As outlined in chapter two, the theory suggestd & is a very valuable
intangible; however its effect on performance haerbstudied to a smaller extent
compared to other intangible resources and theatetonclusions are not supported by
empirical literature. We believe that OC is indeeslource of competitive advantage and
that it has positive effect on performance basedhaoretical considerations; we also
believe that empirical evidence for this relatiapshup to date lacking, can be provided
with better empirical models and data availability
In the attempt to integrate empirical and theoed¢tevidence and help filling the gap in
the empirical literature on the evidence of theitpas effect of OC on performance, |

have presented an eclectic model that draws omtelexelopments in the field (Lev and
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Radhakrishnan, 2005, De and Dutta, 2007). In thisdeh the effect of OC on
performance is measured using an accounting prpsgferred to the usual proxies
adopted in the literature - indexes, qualitativéadand survey answers — as able to
provide a relatively more objective OC measure. €Gck has been measured by
capitalising an income statement item (Selling, @ahand Administrative expenses)
that includes expenses linked to information tetbgy business process design,
reputation enhancement and employee training. fif@asure of OC is employed in a
cross-sectional estimation of a firm level prodotiunction, modeled first, in the Cobb-
Douglas form, and then, in the more flexible TragsIThis model is used to test the
relationship with OC and profitability.

The quantitative data, on which the empirical gsial has been based, is drawn
from the Compustat Global database that providesalised financial data on over
28,500 worldwide publicly traded firms that reprasenore than 90% of the world’s
market capitalization. The dataset selected fag #malysis includes 1,309 (Euro area,
Denmark and UK) reporting Selling, General and Adstrative Expenses. Data for each
firm in the sample include: industry, country, JWgaevenues (2005-2006), yearly SGA
(2000-2006), yearly property, plant and equipm@00b-2006), yearly intangible assets
(2005-2006), yearly R&D expenses (2000-2006), yearl of employees (2005-2006),
net income (2005-2006). After the cleaning procedthe final sample has consisted of
828 firms, 418 with R&D stock and 410 without R&Bek.

The firms in the sample represent a wide varietyndfistries; this renders the
study particularly original as the empirical literee that investigates the effect of
intangible resources on firm performance focusesimnan R&D capital, and therefore
principally addresses sectors where this type wdsting activity is conducted. Country
distribution reflects the composition of the mamahcial core of the European Economy.
The dataset analysis indicates that OC appears fretceived as an important factor by
the firms in the sample that invest more heavilyhis intangible than in physical capital
outlying the importance of intangible resources tredtrend towards a dematerialization
strategy of the production. Firms appear to be citachto the creation of innovation
related capital; the majority of them have, in f&R&D expenses for at least 5 years and

have invested in OC for at least 6 out of the 7yeansidered.
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The model is estimated in levels and first diffeegrthrough the OLS, controlling
for heteroskedasticity of errors, endogeneity gbuts and influence of outliers and
provides robust and interesting results.

First of all, OC has a strong effect on output:rage OC output elasticity is 0.30
for the R&D sample (ranging between 0.23 and 0z8®) 0.47 for the non R&D sample
(ranging between 0.31 and 0.66). This is much highéh respect to physical capital
output elasticity and confirms the view that seetangibles, and in particular OC,
idiosyncratic, firm-specific, interrelated and haodimitate, as a crucial factor for firm
performance. Estimates indicate that physical abp# not a key factor for success
anymore; the development, globalization and comtizadion processes have render it
easily available and, therefore, not a factor omctvito build up a competitive strategy.
Nonetheless - and this leads us to the secondestieg finding - physical capital is still
important, as shown by its positive and generaignificant output elasticities. This
outlines the interrelated nature of the intangiBl€, and firm resources in general,
confirming the RBV postulates; OC, in fact, als@de traditional factors of production,
such as labour and physical capital, in order ttegate effect on performance. The effect
of OC on profitability is also high: average OCstieity is 0.49 for R&D firms and 0.32
for non R&D firms.

The study is original with respect to methodologgdi to measure OC, model used to
analyze its effect on firm performance and novaltg composition of the dataset. Even
though the model presents some limits, the robastoé the results across the different
specifications can be taken as a confirmation efréative validity of the results, that

have produced interesting findings and confirmed thain hypothesis tested: the

importance of OC for firm performance.
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