
Alma Mater Studiorum - Università di Bologna
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Abstract

In the first part of this thesis we study the Aubry-Andr model for inter-
acting fermions. We numerically describe its phase diagram at half filling,
performing both DMRG and QMC simulations. We show the existence of
a localized phase and other three regimes: luttinger liquid, charge density
wave and productstate. We study the properties of the excited states of
the Hamiltonian, looking for a many-body mobility edge in the spectrum,
i.e. an energy threshold that separates localized from ergodic states and
analyzing many indicators we prove its existence. Finally we propose a
quench-spectroscopy method for detecting the mobility edge dynamically.
In the second part we study the expansion dynamics of two bosons in a
one-dimensional lattice as ruled by the Bose-Hubbard model Hamiltonian,
both in the attractive and repulsive regime. Using the Bethe Ansatz we
identify the bound states effects unambiguously and how the two-particles
state evolves in time. We show that, independently from the kind of initial
state, there exists a strong relation between the expansion velocity and the
presence of bound states in the spectrum. Moreover, we discuss the role of
the discrete lattice in expansion of the system.
In the third part we study the time evolution of the entanglement entropy in
the Ising model, when it is dynamically driven across a quantum phase tran-
sition with different velocities. We computed the time-evolution of the half
chain entanglement entropy and we found that, depending on the velocity at
which the critical point is reached, it displays different regimes: an adiabatic
one when the system evolves according to the instantaneous ground state; a
a sudden quench regime when the system remains frozen to its initial state;
and an intermediate one, where the entropy starts growing linearly but then
displays oscillations. Moreover, we discuss the Kibble-Zurek mechanism for
the transition between the paramagnetic and the ordered phase.
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Introduction

Recent experimental progresses in atomic, molecular, optical and con-
densed matter physics have made possible to control and study quantum
many-body systems with high accuracy at and out of equilibrium [1–7].
The birth of this new field in the experimental research has renewed the
interest on the dynamics of isolated quantum many-body systems, a field
vastly studied from a theoretical point of view over the years, but which
had so far mainly an academical interest [8]. One of the issues that received
an increasing attention in the last years has been the relaxation dynamics
of closed quantum system driven out of equilibrium. Two different scenario
have been so far observed: thermalization and localization.

In isolated quantum systems, thermalization may occur only if the sys-
tem itself acts as its own heat bath. In this regime, often called “ergodic”,
the long-time behavior of the system is described by a thermal density
matrix, all its eigenstates follow the Eigenstate Thermalization Hypothesis
(ETH) [9–11] and standard statistical mechanics can be applied to predict
the equilibrium properties of the system. This hypothesis, formulated in
the early 90s by Deutsch and Srednicki, asserts that the expectation value
of any reasonable few-body observable in a certain eigenstate |ψi〉 of a closed
system is equal to the microcanonical average of that operator, in the limit
in which |ψi〉 is the only state in the microcanonical energy window.
When the ETH holds, the thermodynamics of the system is ruled by all
the so called “single-eigenstate ensembles”, i.e. ensembles constructed by
just one eigenstates of the full system’s Hamiltonian. All these ensembles
reproduce the correct thermal equilibrium properties of a subsystem as in
the case of standard statistical mechanics.

There are mainly two classes of systems that violate the ETH: integrable
and localized systems. For integrable systems, i.e. systems that have an in-
finite number of non-trivial conserved charges that restrict the dynamics to
a portion of the Hilbert space, it has been shown that is possible to build a
“generalized Gibbs ensemble” (GGE) [11–13] describing the stationary state
reached after relaxation.
For localized systems some correlation from the initial state will last forever
during the time evolution and the system will fail to thermalize in any sense.
The study of quantum localization started in 1958 when Anderson [14] re-
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alized that in a one dimensional system of non interacting particles an in-
finitesimal disorder is sufficient to localize all the eigenstates of the spectrum.
This result aroused interest and in the last 60 years many physicists have
addressed their research to this field. Anderson localization has also been
recently observed experimentally in different setups [15, 16]

One of the main questions that are still to answer is the following: can
localization survive interactions between particles leading to the so-called
Many Body Localization (MBL) [17, 18]? Clearly the problem of MBL is
not easy, and it is still far from being completely understood.

In recent times, after the work by Basko et al. [19], the existence of MBL
has been demonstrated from many different perspectives: perturbative ar-
guments [17, 19–21], numerical exact diagonalization and Density matrix
renormalization group (DMRG) studies [22–28], mathematical proof [29]
and recently also experimental realization [30–32].
Localized systems exhibit many intriguing phenomena. As described before
the excited states of a localized system can not be considered as thermal
states since they do not fulfill the ETH and they are characterized by a
non-extensive entanglement entropy that violate the volume law [33]. From
a dynamical point of view localized systems are characterized by a sub-
diffusive, in many situations logarithmic, growth of the entanglement en-
tropy (starting the evolution from a product state) [34] as well as by the
absence of diffusion and dissipation. Another interesting phenomenon that
MBL system can exhibit, is the many-body mobility edge [26], namely an
energy threshold in the energy spectrum that separate localized eigenstate
from those that respects the ETH.

Another class of systems that display intermediate features between truly
disordered and translational invariant are almost periodic systems. These
systems, known also as quasiperiodic systems, have been deeply studied in
the last thirty years from both a physical and mathematical point of view
[35–60]. An example is provided by quasiperiodic crystals [61–65], namely
solids exhibiting different periodic structures whose periods are incommen-
surate with each other.

One of the first quasiperiodic system that has been studied is the so-
called Aubry-André [36], or Harper [35], model, that describes a quantum
particle in a lattice subject to a chemical potential spatially modulated by
a cosine incommensurate with the lattice as well as, for a particular value
of the couplings, an electron moving in a two-dimensional lattice in the
presence of a perpendicular magnetic field [52, 60]. This model has been
extensively studied in several contexts, and there exist excellent reviews
[35, 36, 42, 49, 50, 54, 55, 59, 66].



The most peculiar feature of the Aubry-André model is that, for a truly
incommensurate potential [46], the system shows a metal-insulator transi-
tion at a finite critical value of the quasiperiodic potential strength. This
critical point, called self-dual point separates localized and extended states
at any energy the phase diagram of the model.
Such a systems as the advantage of showing localization properties similar to
the truly disordered, but it may be implemented experimentally in a much
easier way [15, 30, 67]. Localization in a system of interacting particle, i.e.
MBL, has been first observed in an ultracold-atom experiment simulating a
quasiperiodic model [30].

In the first part of this thesis, after a brief overview of single particle
quasiperiodic system in Ch. 1, we investigate in Ch. 2 the physics of the
one-dimensional interacting Aubry-André model. The latter describes the
motion of interacting spinless fermions in a incommensurate quasiperiodic
potential and is represented by the Hamiltonian:

Hint =

L−1∑
i=1

[
−j
(
c†ici+1 + c†i+1ci

)
+ V nini+1

]
+

L∑
i=1

∆ cos (2π(α i+ φ)) ni .

(1)

Here c†l , cl are fermionic operators, ni is number operator and j, V,∆ are re-
spectively the hopping rate, the interaction and the quasiperiodic strength.
In order to have a quasiperiodic potential the coefficient α must be an ir-
rational number [46]. Since the model is not exactly solvable we will use
a mix of analitical (on the two axes) and numerical results to describe the
ground state phase diagram as a function of quasi-disorder and interaction.
At half filling, we observe the existence of four different phases: Luttinger
liquid, charge-density wave, phase separation and localized. Especially we
estimate for a particular value of the interaction V = 2 the Luttinger liquid
to localized transition to occur at ∆ = 2.5 ± 0.1 and ∆ = 1.5 ± 0.1 respec-
tively in the ground and in most excited state of the Hamiltonian.
Motivated by this asymmetry in the two transitions, we then studied the
properties of the excited states of the Hamiltonian looking for a many-body
mobility edge in the spectrum, i.e. an energy threshold that separates local-
ized from ergodic states. As a first indicator, we analyze the changing in the
level statistics of adjacent energy gaps between a Poissonian distribution, for
the localized phase, to a distribution consistent with the Gaussian orthogo-
nal ensemble of random matrices, for the ergodic regime. We also analyze
the crossover in the scaling of the entanglement entropy from volume to area
law, at the transition from ergodic to localized regimes respectively, and its
standard deviation that has been shown to diverge with the system size at
the boundary. From the results of all these indicators, that, as we will show,
are in perfect agreement with each others, we obtain clear evidences for a



many-mobility edge in the spectrum of the Hamiltonian.
In the last section we propose a method for detecting the many-body mo-
bility edge via quench-spectroscopy. The many-body mobility edge can be
observed studying the time evolution of a system driven out of equilibrium
by a global quench. In fact there is a direct relation between the quench
amplitude and the energy window we populated in the spectrum with the
quench. Our conjecture is that the expectation value of a given operator
over the evolved state of the system after a certain quench, after a long
enough time, will be the same as if calculated on the eigenstates in the cor-
responding energy window. Moreover, this protocol is easily implementable
in an experimental setup of ultracold-atoms and can, in principle, lead to
the direct observation of the many-mobility edge.
We will apply our method to the interacting Aubry-André model studying
the long time behavior of two bipartite quantities: the entanglement entropy
and the density fluctuations. We find a good agreement between the long
time behavior of the system and the properties of its excited states demon-
strating the validity of our surmise.

In the second part of this work, Ch. 1, again related to the general
problem of the dynamics in quantum many-body physics, we will study
two different protocols for driving the system out of equilibrium: a sudden
quench for a bosonic Hamiltonian in a lattice and an adiabatic evolution in
the transverse field Ising model.

The expansion dynamics of bosonic gases in optical lattices has recently
been the focus of an increasing attention, both experimental and theoretical.
Since the first experimental realizations of Bose-Einstein condensates [68–
70], huge efforts have been devoted to the study of ultra-cold bosonic atoms
loaded into magnetic-optical traps [71, 72]. For one-dimensional systems a
variety of interesting phenomena have been observed: the non-thermalization
of a Lieb-Liniger gas [1], the dynamical fermionization of expanding hard-
core bosons [73, 74], the quantum distillation of double occupations [75–77]
and the dynamical quasi-condensation of an initial product state [78, 79].
Motivated by the experimental results of Ref. [76], we study the expansion
dynamics of a bosonic system by means of the well-known Bose-Hubbard
model Hamiltonian:

H(U) = −j
L/2∑

k=−L/2

(
b†kbk+1 + b†k+1bk

)
+
U

2

L/2∑
k=−L/2

n̂k (n̂k − 1) (2)

here bk, b
†
k are bosonic operators and j and U are respectively the hopping

and the on-site interaction coefficients.



In this case, despite the non-integrability of the general N-particles Hamilto-
nian, it is possible to solve the two particles problem exactly, thanks to the
separation of center-of-mass and relative coordinates, obtaining information
on all the eigenstates and eigenenergies.
We analyze the dynamical expansion starting from two different classes of
initial conditions: a) product states, corresponding to bosons with well de-
fined initial positions in real space, and b) entangled states, corresponding
to the ground states of a non interacting Bose-Hubbard Hamiltonian, in an
open box of size l.
We show that, independently from the kind of initial state, there exists a
strong, almost inverse, relation between the expansion velocity and the pres-
ence of bound states in the spectrum, providing a quantitative support to
the importance of the bound pair states on the system’s dynamics. In ad-
dition, we discuss a number of quantitative and qualitative features about
the expansion of initially confined bosons on a 1D lattice, as well as the role
of the lattice during the expansion, compared to the continuum case.

In the third part of this thesis, Ch. 1, we deal with the problem of
studying the time evolution of the Ising model [80–82] in a time dependent
transverse field, when it is driven from one phase to another one by allowing
the field to change in time. The Hamiltonian of the model is:

H = −
L∑
j=1

[
σzjσ

z
j+1 + h(t)σxj

]
(3)

here ~σ are the usual Pauli matrices and the magnetic field varies as h(t) =
hi+

t
τ where τ is the inverse of the velocity at which the system is driven and

we choose hi > 1 to be in the paramagnetic phase. For different values of
τ we obtained three qualitatively different regimes: an adiabatic one (large
τ) when the system evolves according to the instantaneous ground state,
a sudden quench (small τ) regime when the system is essentially frozen to
its initial state and an intermediate one, where the entropy starts growing
linearly (because of finite speed the correlations spreading in the system
[83, 84]) and starting then to oscillate because the system ends up, after
passing the critical point, in a linear combination of excited states of the
instantaneous Hamiltonian.
The transition between the paramagnetic and the ordered phase gives us
the perfect framework for discuss the Kibble-Zurek mechanism [85–89] that
hallows us to predicts the scaling of the number of topological defects pro-
duced after the dynamical transition of a critical point.
The evolution of the system can be divided into three parts: a first adiabatic
one, where the wave function of the system coincides with the ground state
of instantaneous Hamiltonian. A second impulsive, closed to the critical
point where the correlation length ξ starts to diverge and the wave function
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of the system is practically frozen and a third adiabatic one, as the system is
driven away from the critical point [89]. We will also analyze the formation
of topological defects on distances smaller than the correlation length ξ. Ac-
cording Kibble-Zurek mechanism ξ is supposed to scale as ξ ∼ τν/(τz + 1)
where, τ is the inverse velocity define beofre, and ν and z are the critical
exponent that characterize the crossed transition.

The results from the second and third part of this thesis have been col-
lected in two papers published during the PhD.
The part second is published in:

C. Degli Esposti Boschi, E. Ercolessi, L. Ferrari,
P. Naldesi, F. Ortolani, L. Taddia
Bound states and expansion dynamics of interacting bosons
on a one-dimensional lattice,
Phys. Rev. A 90, 043606 (2014).

while the third in:

E. Canovi, E. Ercolessi, P. Naldesi, L. Taddia, D. Vodola,
Dynamics of entanglement entropy and entanglement spectrum
crossing a quantum phase transition,
Phys. Rev. B 89, 104303 (2014).

http://journals.aps.org/pra/abstract/10.1103/PhysRevA.90.043606
http://link.aps.org/doi/10.1103/PhysRevB.89.104303


1

The Aubry-André model

“Philip Warren é ora di rimettere a posto la tua camera!
Aspetteremo la localizzazione la settimana prossima..”

“Ma uffa peró mammaaa!!”

— La signora Anderson sul disordine

In the first Sec. 1.1 of this chapter, we review the main features of local-
ization in quasiperiodic systems of non interacting particles discussing the
Aubry-André model and its self-duality. We then describe the properties of
the energy spectrum in Sec. 1.16 in the different regimes. In this last section
we also how to characterize numerically the localization transition via the
Inverse Participation Ratio.

1.1 Aubry-André model and self-duality

The single particle Hamiltonian for the fermionic version of the model is
composed by a kinetic term, plus a term that couples the quasiperiodic po-
tential with the density:

H =

L∑
l=1

[
−j
(
c†l cl+1 + c†l+1cl

)
+ hl nl

]
hl = ∆ cos (2πα l + φ) (1.1)

Here c†l , cl are fermionic creation and annihilation operators, nl is the num-

ber operator defined as nl = c†l cl, j is the hopping rate between neighboring
sites and ∆ is the strength of the on-site potential, spatially modulated by
a cosine with wave number 2πα and phase shift φ.
This Hamiltonian can be mapped onto a hardcore-boson model in a bichro-
matic potential via a Jordan-Wigner transformation 4.A. Both in the case of
bosons or fermions the Aubry-André Hamiltonian can be now implemented
in experiments with ultracold atoms trapped in optical lattices [42, 67, 90–
94].
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2 The Aubry-André model

Following the seminal work by Aubry André, we derive the self-duality ar-
gument for the model that will give us insight into the phase diagram of the
system.

 0
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extended localized

(a) (b)
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Figure 1.1: The phase diagram of the Aubry-André model, in panel (a), is sepa-
rated at any energy in the two extended and localized regimes from the line ∆/j = 2.
The inverse energy independent localization length as a function of the disorder
strength, in panel (b).

Without loss of generality, as we will discuss in the following, we set the
parameter α equal to the inverse of the golden number, α = (

√
5−1)/2. We

start the study of the Hamiltonian (1.1) introducing a new set of fermionic
operators ηk defined by the following canonical transformation

ηk =
∑
l

ψk,l cl with
∑
k

ψk,l ψ
∗
k,l′ = δl,l′ (1.2)

and recast the Hamiltonian in a diagonal form

H =
∑
k

εk

(
η†kηk −

1

2

)
(1.3)

where both the energy εk and the coefficients ψk,l have to satisfy the follow-
ing almost Mathieu equation for every k (we drop the index k for simplify
the notation).

j (ψl−1 + ψl+1) + ∆ cos (2πα l + φ) ψl = ε ψl . (1.4)

We want to transform now the coefficients ψl to reciprocal space

χl =
∑
m

ψm eim(2πα l+φ)eilφ (1.5)
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where, from eq (1.4), χl has to satisfy the following equation

∆

2
(χl−1 + χl+1) + 2j cos (2πα l + φ) χl = ε χl . (1.6)

Now the self-duality is clear since the two equations (1.4) and (1.6) have the
same form but with the roles of ∆ and 2j exchanged.
From equation (1.5) it follows directly that χl and ψm are connected in par-
ticular, if the first is localized, the second is extended, namely:∑

l

|χl|2 <∞ →
∑
m

|ψm|2 =∞ . (1.7)

From the symmetry of the dual equations (1.4) and (1.6) we can deduce that
is valid also the opposite relation: if χl is extended, then ψm is localized.∑

l

|χl|2 <∞ →
∑
m

|ψm|2 =∞ . (1.8)

Another step forward in the description of localized and extended states can
be taken studying the characteristic exponent γ(E) [95] that is defined for
a state ψ with energy E as

γ(E) = − lim
m→∞

log
(
ψ2
m + ψ2

m+1

)
2m

≥ 0 (1.9)

where ψm is the coefficient of the wave function at site m. This quantity
determines the asymptotic decay of the wave function. From the definition
it is always non negative, it vanishes for extended states and it gives the
inverse of the localization length lloc for localized states.
The characteristic exponent γ(E) is linked to the density of states ρ(E) via
a formula due to Thouless [96] that we directly apply to equation (1.4) to
obtain the characteristic exponent γψ(E) for a state ψ with energy E:

γψ(E) =

∫ Emax

Emin

dE′ log

∣∣∣∣E − E′t

∣∣∣∣ ρ(E′) . (1.10)

This formula, that holds for one-dimensional random systems with nearest-
neighbor hopping, is also valid for quasiperiodic systems only provided that
α, defined in equation (1.1), is not only irrational but as well a Diophantine
number [46].
We want now to apply the same formula to equation (1.6), in order to ob-
tain the characteristic exponent γχ(E) for the states χ. Since the two dual
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equations (1.4) and (1.6) have the same density of states [36] we obtain

γχ(E) =

∫ Emax

Emin

dE′ log

∣∣∣∣2 (E − E′)
∆

∣∣∣∣ ρ(E′) (1.11)

and straightforwardly from equations (1.10, 1.11) we get a relation between
the two characteristic exponents

γψ(E) = γχ(E) + log (∆/2j) . (1.12)

As we discussed above, if the eigenstates ψ are extended, then γψ(E) = 0.
From the previous equation we have that this condition is met only for
∆/j ≤ 2:

γχ(E) = log (2j/∆) ≥ 0 → ∆/j ≤ 2 . (1.13)

On the other hand, if the eigenstates ψ are localized, then the dual states χ
are extended with γχ(E) = 0, i.e.

γψ(E) = log (∆/2j) ≥ 0 → ∆/j ≥ 2 . (1.14)

Since the characteristic exponent gives us the inverse of the localization
length for localized states, we can conclude that:

lloc =
1

log(∆/2j)
. (1.15)

Equations (1.13) and (1.14) show us that, at any energy, the eigenstates ψ
are extended for ∆/j ≤ 2 and localized for ∆/j ≥ 2, and that the transition
occurs at ∆/j = 2 giving us the phase diagram of the model in Fig. 1.1.
The really important feature of this transition is that it occurs at every en-
ergy for the same intensity of the quasiperiodic potential strength ∆/j = 2.
From equation (1.15) we can see also that the localization length is energy-
independent. Both features are strikingly in contrast with the case of the
Anderson model [14], where the transition occurs for infinitesimal disorder
with a localization length that depends both on the disorder strength and
on the energy.
Generalizations of this model [97, 98] to long-range hopping have been stud-
ied. In these systems the duality relation is not anymore energy-independent
and therefore the transition appears at a different strength of the potential
for different energy. For a particular value of the Hamiltonian parameters
we can then observe a transition in energy between localized and extended
states: the critical point that separates the two regimes is called mobility
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edge.
The last aspect we want to emphasize is the relation between commensurate
and incommensurate system. We said above that a necessary and sufficient
condition for the localization transition is to choose the wave number α be-
tween the irrational Diophantine numbers [46]. This condition cannot be
completely fulfilled in a realistic framework for numerical or experimental
realizations. In both situations the system has a finite-size and moreover
any number can be in the reality given only with a finite number of digit re-
sulting, as matter of fact, rational. The relation between commensurate and
incommensurate potentials it has been the subject of some studies [36, 42]
and it has been found that for a realistic system it is sufficient to require to
have a large enough number of lattice sites within the actual periodicity of
the potential and a size of the system comparable with the latter in order to
avoid periodic replicas. A detailed discussion of this problem can be found
in a recent work [42].

1.2 Spectral properties and numerical results

The energy spectrum of the Aubry-André model has been studied in numer-
ous works [49, 51–53, 56–58, 99] and it displays very rich structure in both
the extended and localized regimes Fig. 1.2.

Figure 1.2: Energy spectrum of the Aubry-André model as a function of the
wave number α for different values of the ratio ∆/j calculated for a lattice with
length L = 200. At the transition, ∆/j = 2, the spectrum reproduce a Hofstadter
butterfly and shows a rich fractal structure.

At ∆ = 0 the single particle spectrum is continuum and given by the
usual dispersion relation εk = −2j cos(k) with the momentum quantized
as kn = 2πn/L.
Turning on the quasi-disorder potential the spectrum organizes in increas-
ingly narrow bands separated by minigaps, as it can be seen in Fig. 1.5 a/b.
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Increasing the quasi-disorder the number of minigaps increases in turn and
at the transition point ∆/j = 2 the spectrum, in the thermodynamic limit,
forms a Cantor set [100]. At this critical point the spectrum as a function of
the parameter α is really peculiar and it reproduces a Hofstadter butterfly
as shown in Fig. 1.2b. This case has been widely studied, since it reproduces
the physics of a quantum particle moving on a two dimensional lattice in a
transverse magnetic field [52, 60].
Another interesting feature is that, in the localized regime for ∆ > 2 the
spectrum is strongly dependent on the phase φ and it thus changes for dif-
ferent realizations of the disorder as can be seen in Fig. 1.3. This is to be
contrasted with the extended regime in which the dependence on φ is very
weak.
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Figure 1.3: First four energy levels in the spectrum as a function of the phase φ
for different values of the ratio ∆/j calculated for a lattice with length L = 200.
Energies have been rescaled to zero and the phase φ is in units of 2π.

One of the observables that can be considered for describing the localiza-
tion feature of every eigenstate is the inverse participation ratio (IPR). For
a given state ψk, it is defined as:

IPR k =

∑
l |ψk,l|

4

(
∑

l |ψk,l|
2)2

(1.16)

where the index n runs over all the sites of the chain. The IPR gives us
the inverse of the number of sites occupied by the wave function: it thus
approaches zero as 1/L for an extended state, while it effectively tends to 1
for a wave-function localized on a single site. This strong sensitivity to the
nature of the wave-function, makes the IPR a good parameter for studying
the localization transition.

We want now to probe numerically the analytic results obtained in the pre-
vious sections. The single particle Hamiltonian (1.1), is defined by a L× L



1.2 Spectral properties and numerical results 7

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  1  2  3  4

IPR

∆/j

Figure 1.4: The inverse participation ratio IPR as a function of the disorder
strength ∆ averaged over the full spectrum for a lattice with length L = 200,
is a good numerical indicator for studying the localization transition in the full
spectrum.

square matrix [80] with L the size of the system, that can be easily diag-
onalized numerically giving us direct access to all the eigenfunctions and
eigenvalues.
In Fig. 1.4 we show the IPR as a function of the quasi-disorder strength ∆ av-
eraged over all the eigenstates in the spectrum for a lattice of L = 200 sites.
The IPR vanishes in the extended phase and becomes finite for ∆/j ≥ 2
reaching 1 in the limit of strong disorder, where all the eigenstates are lo-
calized, exhibiting the transition for ∆/j = 2.

Figure 1.5: Color plot of the IPR for the Aubry-André model as a function of
the energy, in panel (a), for different values of the ratio ∆/j calculated for a lattice
with length L = 200. In panel (b) the energy have been rescaled to the window
[0, 1] and in panel (c) with the number of the eigenstates in the ordinate axis, in
ascending order of energy.

We perform the numerical analysis of the IPR state by state as a function
of the ratio ∆/j on a lattice with length L = 200. In Fig. 1.5 we show the
color plot of the inverse participation ratio as a function of the energy, in
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panel (a), for different values of the ratio ∆/j. In panel (b) energy have
been rescaled to the window [0, 1] as:

ε =
E − Emin

Emax − Emin
(1.17)

where Emin and Emax are respectively the ground and the maximum ex-
cited states. In panel (c) we show the same plot but with the eigenstate’s
number in the ordinate axis, in ascending order of energy. We see that the
localization transition between the extended and localized regime at critical
value ∆/j = 2 is well highlighted by IPR.



2
Many-body Localization in Quasiperiodic

Potentials

“Localizziamoci e partite”

— Detto popolare

After introducing in the first Sec. 2.1 the main idea of Many-Body Lo-
calization we will introduce in Sec. 2.2 the interacting Aubry-André model
(2.8). The ground-state phase diagram of the model is then analyzed in
Sec. 2.2 giving particular attention to the Luttinger liquid - localized transi-
tion. We then turn to the spectral properties of the Hamiltonian analyzing
both the level statistics and the entanglement entropy of the full spectrum
proving the existence of a many-body mobility edge. In Sec. 2.4 we pro-
pose a method for detecting the mobility edge via quench spectroscopy. We
then apply it to the interacting Aubry-André model (2.8) and we provide
evidences of its validity. Finally, in Sec. 2.5, we draw our conclusions and
comment on possible developments both from a theoretical and from an ex-
perimental point of view.

2.1 Many-Body Localization

A system of non interacting particles in presence of disorder, either quasiperi-
odic as we discussed in Ch. 1 or purely random as in the Anderson model
[14], can exhibit the phenomenon of localization. The question of how local-
ization can survive interactions between particles, leading to the so-called
many-body localization (MBL) [18, 33, 101], has been of interest to several
recent studies after the work by Basko et al. [19] and it is still far from being
completely understood. One of the most peculiar properties of MBL is its
violation of the eigenstate thermalization hypothesis (ETH) [9–11] resulting
in the absence of thermalization. This hypothesis, formulated in the early
90s by Deutsch and Srednicki in the contest of quantum chaos theory, has
been verified numerically for several many-body systems [11, 102–105].

9
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In order to introduce the main concept of the ETH, let us consider an
isolated quantum N -body system with Hamiltonian H. Let |α〉 denote the
eigenvectors of H with eigenvalues Eα and let Â be a given many-body
observable. Starting from the ground state |ψi〉 of a different Hamiltonian
Hi = H + λH0, we will turn λ to zero instantaneously as soon as the time
evolution starts. This is sometimes referred to as a sudden quench proto-
col, in contrast with a slow quench where the Hamiltonian is continuously
changed from H to Hi over some finite time span (in Ch. 4 we will study an
example of slow quench, in a different system)

We can rewrite the initial state in terms of the eigenbasis of H as
|ψi〉 =

∑
α cα |α〉, where the coefficients cα must satisfy

∑
α |cα|

2 = 1 to
ensure the normalization. The system, at a certain time t will be in the
state (we set from now on ~ = 1):

|ψ(t)〉 = e−iHt |ψi〉 =
∑
α

e−iEαtcα |α〉 (2.1)

and the time-dependent expectation value of the observable Â will evolve as:

〈Â(t)〉 = 〈ψ(t)|Â|ψ(t)〉 =
∑
α

|cα|2Aα,α +
∑
α 6=β

c∗αcβe
i(Eα−Eβ)tAα,β (2.2)

The long-time average of 〈Â(t)〉 is, in the case of non-degeneracy of the en-
ergy eigenvalues [106], equal to:

〈Â(t)〉 =
∑
α

|cα|2Aα,α . (2.3)

This result for the time average of the observable Â is referred to as the one
predicted by the diagonal ensemble [9, 12, 107, 108]. It must be pointed
out that the diagonal ensemble is strongly dependent on the initial state,
namely, on the expansion coefficients cα.

The energy of the system E and its uncertainty ∆E can be calculated
as:

E =
∑
α

|cα|2Eα ∆E =

√∑
α

|cα|2 (E − Eα)2 (2.4)

We will assume that ∆E/E ∼ N−1/2 as it is the case for a sudden quench
[11], therefore the sum in equation (2.3) mainly sums terms in the energy
window E ±∆E/2, that we populated with the quench.

The ETH asserts that the diagonal terms Aα,α = 〈α|Â|α〉 are almost
constant varying α (up to correction exponentially small in the number of
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particles N) and that the off-diagonal terms Aα,β = 〈α|Â|β〉 are exponen-
tially small in N .

When the ETH holds, all the coefficient Aα,α in the right-end side of
equation (2.3) are almost constant, and the long-time average expectation
value of Â is then equivalent to its microcanonical average in the same energy
window E ±∆E/2, where all the energy eigenstates are weighted equally.

〈Â(t)〉 = 〈Â〉MC (2.5)

The ETH can thus be viewed as the equivalence between the diagonal and
the microcanonical ensemble. The latter depends only on the energy and,
in contrast with the diagonal ensemble, it is completely independent of the
initial state |ψi〉. We can say that, when ETH holds, the system will reach
an equilibrium thermal state that is the one predicted by the microcanonical
ensemble, loosing memory of the initial conditions, except for the informa-
tion about global conserved quantities such as particle number or energy.
More precisely all the details of the initial state are inaccessible to local
measures and remains hidden in the system.
It must be noticed that, since the Aα,α are almost constant in energy, the
ETH implies that the expectation value of the observable Â in a single en-
ergy eigenstate is equal to the value predicted by a microcanonical ensemble
constructed at the same energy scale.

A typical measure of the entanglement between two subsystems is the
von Neumann entropy. If we partition it into a subsystem A and its ‘envi-
ronment’ B, with B � A, for a given eigenstate |α〉, we can calculate the
reduced density matrix of A tracing out the degrees of freedom of B.

ραA = TrB |α〉 〈α| (2.6)

Then the von Neumann entropy (or entanglement entropy) of the biparti-
tion for the eigenstate |α〉 is defined as

SA = −TrA (ραA log2 ρ
α
A) (2.7)

For an eigenstates that fulfill the ETH, the von Neumann entanglement en-
tropy of the region A coincides with the thermal entropy, which is extensive
with respect to the system size L [19, 109–111], i.e. they satisfy a volume-law
for the entanglement entropy.

Many-body eigenstates of a localized system do not obey the ETH. In
particular they do not show a volume law for the entanglement entropy,
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that grows instead linearly with the size of the boundary between the two
subsystems; and for a one-dimensional localized system, it remain constant
[18, 26]. Such an area-law scaling for the entanglement entropy in the ex-
cited states at finite energy is a signature of the MBL and has been the
subject of several studies [18, 19, 23, 26, 109–118].
Also the standard deviation of the sample-to-sample fluctuations σS of the
entanglement entropy (i.e. induced by averaging over different disorder re-
alizations) displays a peculiar behavior at the transition between the two
different regimes. In the ETH phase the entanglement entropy depends
only on the energy, and its standard deviation goes to zero in thermody-
namic limit, whereas in the MBL regime the area-law for the entanglement
entropy leads to a constant σS [26, 27, 119–121]. At the transition the vari-
ance is expected to diverge with the size of the system, because a small
variation in the disorder realization introduces a change in the energy of the
system that can lead both to localized and ergodic states.
In the same spirit of the entanglement entropy, the particle-number fluctu-
ations of a subsystem are supposed to display a change from a volume-law
to an area-low upon crossing the ETH/MBL transition [26, 27, 121].

The spreading of the entanglement after a sudden quench is another key
feature for discerning between MBL and other regimes. For integrable sys-
tem it as been shown that the entanglement entropy of a subsystem Sl(t)
of size l, grows linearly in time, as Sl(t) ∼ t [83, 122], before saturating to
a constant proportional to the system size. This is due to finite velocity
of the excitations that are created following the quench. These excitations
are carried by couples of quasiparticles moving with opposite momenta and
opposite finite group velocities. If we now divide the system in two halves,
the rate of quasiparticles that cross the boundary between the two subsys-
tems is constant and, as a consequence, the entanglement entropy between
the two regions grows linearly in time. This prediction has been also con-
firmed for non-integrable system [123] where, although the energy transport
is diffusive the entanglement entropy spreads ballistically. This is contrast
with what has been proved for the MBL phase where, if the initial state
before the quench is non-entangled (i.e. a product state), the entanglement
grows logarithmically in time, as Sl(t) ∼ log(t) [34, 124]. This effect can be
explained by a dephasing mechanism due to interactions between localized
particles [114, 115, 125] Some recent works [126, 127] have also revealed the
presence of an intermediate delocalized regime where the entanglement has
a sub-ballistic growth law, Sl(t) ∼ t1/z were the dynamical exponent z di-
verges when approaching the transition to the MBL phase.

The knowledge we have about the MBL is increasing constantly, but a
complete theory is still far from being constructed and several open ques-
tions remain. One of those revolves around the issue of whether MBL can
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occur also in translationally invariant system, i.e. in the absence of any kind
of disorder, assuming that the randomness in the initial state of the system
would be enough to localize the system. This is a strongly debated question
and many related types of models have been considered [128–131].
Another important open question is about the nature of the localization/delocalization
transition, and the possible breaking of ergodicity in the delocalized regime
close to the transition [25, 132–134].

2.2 Hamiltonian and ground-state properties

We consider now the natural extension of the Aubry-André model (1.1) to
interactions: a one-dimensional model of spinless interacting fermions mov-
ing in a quasiperiodic potential.
This model has been recently studied in many works [135–143] from both a
static and dynamic point of view. In particular in [143] a first attempt of
studying the ground-state phase diagram was reported. Related models (as,
for example, interacting bosons in a quasiperiodic potential or interacting
fermions in a pure random potential) has been theoretically studied in the
last years [23, 27, 28, 34, 99, 127, 142, 144–151]. Recently MBL has been
experimentally observed in a one-dimensional system of ultra-cold interact-
ing fermions with spin in a quasiperiodic disordered lattice potential [30].
The Hamiltonian of the model, for a chain with L sites and open boundary
conditions, is defined in the following way:

Hint =

L−1∑
i=1

[
−j
(
c†ici+1 + c†i+1ci

)
+ V nini+1

]
+

L∑
i=1

hi ni (2.8)

hi = ∆ cos (2π(α i+ φ)) (2.9)

We use here the same notation of (1.1), with the addition of the interaction
term which intensity is ruled by V . We will set from now on j = 1. In
contrast to Ch. 1, we take a different choice for the incommensurate wave
number setting α = 532/738 ≈ 0.721 as implemented in a recent experimen-
tal setup[30].
Since the Hamiltonian (2.8) commutes with the total number of particle Ntot

Ntot =

L∑
i=1

nl
[
Hint, Ntot

]
= 0 (2.10)

in the following we will restrict our attention to the half filling sector n =
Ntot/L = 0.5 of the Hamiltonian.
The Hamiltonian (2.8) is not exactly solvable because of the presence of
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both the quartic interaction term and the quasiperiodic potential. We will
then start the analysis of the ground-state properties of the model from the
two limits V = 0 and ∆ = 0 where exacts results are available.

Figure 2.1: Ground state phase diagram of the model. The contour plot shows
the behavior of the half-chain entanglement entropy SL/2 for a single realization
of the disorder of a chain with L = 72 sites. Data obtained from both DMRG
(contour plot) and QMC simulation (dots with error bars) are in good agreement
except for both the PS-LOC and the LL-CDW transitions that are not captured
by the entanglement entropy.

In the noninteracting case (vertical axe at V = 0 in Fig. 2.1) the Hamil-
tonian (2.8) reduces to the Aubry-André model (1.1). As discussed in the
previous Ch. 1, for ∆ = 2 this model has an energy independent transition
from and extended to a localized phase (LOC) (big black dot in Fig. 2.1).
Above this value all the eigenstates of the Hamiltonian are localized, with a
localization length lloc = 1/ log (∆/2).
In the opposite limit where the quasiperiodic potential is set to zero, the
resulting model of interacting fermions can be mapped on a spin 1/2 XXZ
[152, 153] model by a Jordan Wigner transformation [80]. This model is
integrable via Bethe Ansatz [153] and its ground-state phase diagram, cor-
responding in Fig. 2.1 to the ∆ = 0 axe, is composed by two gapped phases
for |V | ≥ 2 separated by a gapless critical phase in the middle for |V | ≤ 2.
In the language of fermions the two gapped phases corresponds to a phase
separation (PS) for attractive interactions where particles in the classical
limit V → ∞ segregates on one half of the chain. In the other gapped
regime where the interaction is repulsive, particles tends to maximize their
distance crystallizing in a charge density wave (CDW). In the gapless phase
particles are delocalized and the long-wavelength properties of this phase
are described by a Luttinger liquid theory (LL) with correlation functions
that decay as a power law, in contrast with the two other regimes where
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they exhibit and exponential decay.

As we commented before, the Hamiltonian (2.8) is not exactly solvable
and we thus studied numerically the ground-state phase diagram away from
the two axes ∆ = 0 and V = 0. We performed numerical simulations
using two different methods: the Density Matrix Renormalization Group
(DMRG) [154–158] and the Quantum Monte Carlo (QMC) [159]. The main
results obtained with both methods are collected in Fig. 2.1. In order to
perform the QMC simulation and avoid the sign problem, we exploit the
correspondence between bosons in the hard core regime, where double oc-
cupations are highly suppressed, and fermions. We therefore perform the
QMC simulation on the equivalent bosonic Hamiltonian of (2.8), with strong
repulsive on-site interaction varying the interaction between nearest neigh-
bors [99, 145] and we study the changing in the asymptotic decaying of the

correlation g1(r) = 〈b†0br〉 where b†i , bj are the bosonic creation and annihi-
lation operators. This correlation function decays exponentially in all the
phases of the system (LOC, PS, CDW), with the exception of the LL regime
where it shows a power-law decay. Through this change in the asymptotic
behavior of the g1(r) we can therefore estimate all the transitions n phase
diagram except the PS-LOC transition where in both the regimes the g1(r)
function exponentially decaying. It this case we locate the transition by ob-
serving the appearance of droplets in the density profile of the ground-state.

g 1
(r
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Figure 2.2: Behavior of the correlation g1(r) as a function of the distance r for
V =2 and various values of the quasiperiodic strength ∆ on a chain with L = 160
sites. For ∆=2.5 we can observe a transition between power law to exponential in
the long distance decaying.

In Fig. 2.2 we show the results obtained from a single realization of the dis-
order in a chain with L = 160 sites for V = 2 as a function of the disorder
strength ∆. Both for QMC and for the DMRG simulations, we do not per-
form a proper disorder-averaging and we assume that the system sizes are
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we can reach are big enough to determinate a self-averaging in the observ-
able we study.
Give that periodic boundary conditions are used in the QMC calculation,
the g1(r) function is averaged over all the translation of the reference site
along the chain.
The change in the decaying behavior from exponential to power law is evi-
dent, and allows us to locate the transition from an extended to a localized
regime at the critical value of the quasiperiodic potential ∆ = 2.5 ± 0.1.
We performed the same analysis for reconstruct the boundary between the
LL and the LOC regime as well as the boundaries for the LL-CDW and
PS-LL transitions (respectively black, green and blue line in Fig. 2.1). We
also analyzed the half-chain entanglement entropy of the ground-state, as
defined in (2.7).
Data for entanglement entropy in Fig. 2.1 are obtained performing DMRG
simulation from a single realization of the disorder on chain with L = 72
sites. In the LOC and in the PS regimes the entanglement entropy is strongly
suppressed since both the regimes are dominated by the diagonal part of the
Hamiltonian and the corresponding ground state is closed to a Fock state
when V,∆ � 1. In the LL regime, where particles are delocalized the
entropy is enhanced and, on the half chain, it is expected to diverge as
S(L/2) ∼ log2(L/2). In the CDW phase the ground-state is a linear com-
bination of the two states composed by alternating void and occupied sites
and the entanglement entropy of any bipartition is therefore log2(2) = 1 for
V � 1. While the transitions between LL and LOC phases and between LL
and PS regime are clearly marked by the entanglement, it is not possible
to observe the PS to LOC and the LL to CDW wave transition using only
the entanglement entropy since in both side in the first case both phases are
weakly entangled while in the second case the logarithmic growth of entan-
glement in the LL makes our system size insufficient to observe a drastic
change.
We will now derive another feature of the Hamiltonian that allows us to
relate its properties for different values of the parameters.
The most excited state of H is the ground state of −H. The canonical gauge
transformation (GT) ci → (−1)ici allows us to change the sign of the hop-
ping term j → −j freely. Moreover, on average over the phase (PA) φ the
sign of ∆ becomes arbitrary.

Hint (j, V,∆) =

−Hint (−j,−V,−∆)
GT−−→ −Hint (j,−V,−∆)

PA−−→ −Hint (j,−V,∆)
(2.11)

We can therefore identify the most excited state of Hint (j, V,∆) with the
ground state of Hint (j,−V,∆), and the phase diagram we reconstruct for
both positive and negative V informs us on the behavior of the ground state
as well as the most excited state of the Hamiltonian. This relation suggests
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us the first step for studying the localization properties of excited states.
We focus now on the two lines V =±2 of the phase diagram. As already
discussed, we estimated the transition in the ground-state for V = 2 at the
critical value of the disorder strength

∆GS
c (V = 2) = 2.5± 0.1 (2.12)

that is in good agreement with the results we obtained via DMRG simula-
tion for the half-chain entanglement entropy. In the same spirit we obtain
the critical value of the disorder for V = −2 corresponding to the critical
value for the most excited state of Hint (t, V,∆):

∆Emax
c (V = 2) ≡ ∆GS

c (V = −2) = 1.5± 0.1 (2.13)

The localization transition for V = 2 takes therefore place at two different
critical values of the disorder in the ground-state and in the most excited
state. This asymmetry alone already suggests that for 1.5 ≤ ∆ ≤ 2.5 ther
should be a transition in energy between localized and extended states in
the spectrum, i.e. a many-body mobility edge (MBME).

2.3 Properties of the spectrum

The mobility edge is a really particular transition that takes place be-
tween localized and extended regions of the spectrum at a finite energy
[26, 120, 121, 142, 160]. In order to detect this transition it is necessary
to analyze the properties of all the excited states of the Hamiltonian. This
is a peculiar transition, as it is not expected to lead to visible signatures
in the equilibrium thermodynamics of the system, but rather in the out-of-
equilibrium dynamics.
In this section we will analyze the properties of the level statistic, in sec.
2.3.1, and of the entanglement entropy, in sec. 2.3.2, for different slices of
the spectrum and we will provide evidence for the existence of a mobility
edge in the Hamiltonian (2.8).

2.3.1 Levels statistics

One of the ways to characterize the localization-delocalization transition in
the spectrum goes through the study of the spectral statistics of adjacent
levels in the many-body Hamiltonian. This idea, stems from random ma-
trix theory [161], it has been introduced to study disordered systems at the
single-particle level [162–164] and later exploited extensively to investigate
many-body systems [22, 24–26, 121, 138, 148, 165–167].
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Oganesyan and Huse [22] where the first to study the level statistics of the
energy spectrum in a system of interacting fermions in a random potential.
They discovered that the statistics exhibits a crossover between Poissonian
distribution of level spacing, and a distribution consistent with the Gaus-
sian orthogonal ensemble of random matrices (also-called Wigner’s surmise)
[168, 169].
Deep in the localized regime the eigenstates are localized in the many-body
Fock space of localized single particle orbitals. Thus for a large enough sys-
tem, namely in the thermodynamic limit, different states closed in energy
have exponentially small overlap in Fock space since they differs by large
number of particles rearrangement. The eigenstates then do not interact
with each other and do not have any level repulsion and the level statistics
is simply Poissonian as in the case of integrable models.
On the other hand, in the fully delocalized regime the level statistics is also
described by random matrix theory, namely by the Gaussian orthogonal en-
semble (GOE) [170] characterized by level repulsion. What happens exactly
at the critical point is still far from being understood but proposals exist for
the interpolation between the two regimes [25, 171].
For a specific realization of the disorder, once we know the two limits of the
band Emin and Emax, we rescale every energy levels as follows

0 ≤ εn ≡
En − Emin
Emax − Emin

≤ 1 (2.14)

This allows us to compare different disorder realizations, since Emin and
Emax are in general dependent on the phase of the quasiperiodic potential.
After sorting the spectrum in ascending order, we define then the adjacent
energy gap δn as the difference between two adjacent eigenstates

δn = εn − εn−1 δn ≥ 0 (2.15)

The adjacent gap ratio is then defined as follows

rn =
min(δn, δn+1)

max(δn, δn+1)
0 ≤ rn ≤ 1 (2.16)

For localized spectrum, the Poisson probability distribution PPoiss.(r) and
its mean value 〈rn〉Poiss. are then

PPoiss.(r) =
2

(1 + r)2
〈rn〉Poiss. = 2 ln 2− 1 ∼= 0.386 (2.17)

In the opposite regime, the mean value of the distribution 〈rn〉GOE con be
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calculated numerically using large GOE random matrices [22, 26]

〈rn〉GOE = 0.5295± 0.0006 (2.18)

To each energy level εn (except the first and the last one) thus corresponds
an adjacent gap ratio rn that depends not only on the index n but also on
the size of system L, on the particular realization of the potential given by
the phase φ and on the strength of the quasiperiodic potential ∆. Average
over the phase of the quasipriodic potential and over finite windows of the
energy spectrum allows to minimize finite-size effects and to have sufficient
statistic at any given energy. For a certain value of the energy ε we consider
the set {εn}ε composed by the energy levels belonging to the interval ε±0.05.
We then first average the adjacent gap ratio over this energy window, and
after that over different realizations of the quasiperiodic potential.

〈rn (φ,∆)〉ε = rε (φ,∆) 〈rε (φ,∆)〉φ = rε (∆) ≡ r(ε,∆) (2.19)

Since the tails of the spectrum display a very low density of states, we limit
our attention to the energy window ε ∈ [0.1, 0.9]. The above procedure gives
us in the end an energy-resolved adjacent gap ratio r(ε,∆) that, for a fixed
chain length L, depends only on ε and ∆.
The method we just introduced requires the full diagonalization of the
Hamiltonian, i.e. of a matrix that grows exponentially in the system size.
For a model of spinless fermions in a chain of L sites, i.e. for the Hamilto-
nian (2.8), the dimension of the subspace with N particles is the binomial
coefficient

(
L
N

)
. The level statistics analysis has been so far applied to the

full spectrum in chains at half filling, N = L/2, with sizes up to 18 sites in
two-leg ladder [121], or even 22 sites [26] but limiting the diagonalization to
some slices of the spectrum [172]. Since the available sizes are really small, a
finite-size scaling analysis is absolutely necessary to identify the transition.
We analyzed the level spectroscopy in the model (2.8) setting V =2 and vary-
ing ∆ in the window ∆ ∈ [1, 5] for different system sizes L = 11, 12, 13, 14, 15.
We average first over the full spectrum Fig. 2.3a and then over different
slices ε = ε∗ ± 0.05 Fig. 2.4a/b. The results we show are obtained by aver-
aging over 1200, 600, 400, 300, 200 different realizations of the potential for
L = 11...15 respectively. Since it is not possible to keep the density of parti-
cle constant to half filling for both even and odd system sizes L, we consider
n = N/L = 1/2 for even L, and N = L/2 − 1 for odd L. To every values
of r(ε,∆) we associate a statistical uncertainty δr originating from by the
disorder averaging over R different realizations, that is equal to

δr = ±
√
〈r(ε,∆)2〉 − 〈r(ε,∆)〉2

R− 1
(2.20)
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When error bars are not shown in Fig. 2.3a and in Fig. 2.4, they are smaller
than the size of the symbol used in the plot.
A further aspect we want to stress out are the boundary conditions we used
in the simulation. We initially performed simulations imposing open bound-
ary conditions as in the Hamiltonian (2.8), but we immediately noticed that
such boundary conditions lead to too strong finite-size effects. We then
turned to “mixed boundary condition”, i.e. we closed the link between the

last and the first site of the chain adding the term −t
(
c†Lc1 + c†1cL

)
+V n1nL

to the Hamiltonian and leaving unchanged the chemical potential. We no-
tice that, due to the incommensurability between the quasiperiodic potential
and the chain length, the potential has an artificial jump between site 1 and
L. This aspect could be fixed by seeking rational approximations of α in
the form p/L with p integer, but this in turn leads to very regular potential
(due to the small values of L) which are very far from the original one.
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Figure 2.3: Panel (a): Scaling of the adjacent gap ratio averaged over the whole
spectrum as a function of quasiperiodic potential strength ∆ at the point V = 2
for different sizes L = 11, 12, 13, 14, 15. The value of ∆ where the whole spectrum
is localized is estimated ∆FL = 3.75 ± 0.15 . Panel (b): Contour plot of the
energy-resolved adjacent gap ratio as a function of energy ε and intensity of the
quasiperiodic potential ∆ for L = 15. Black and red symbols shows the value
(with error bars) for the MBL transition obtained from finite-size scaling 2.4. The
region between the two vertical dotted lines shows the transition to a full localized
spectrum.

Fig. 2.3a shows the adjacent gap ratio as a function of the quasiperiodic
potential ∆ strength for different sizes, averaged over the whole spectrum.
Here we can see that in both cases for low and large enough ∆ we recover
an average 〈r〉 compatible with Poissonian and GOE statistics respectively.
The crossover between the two limits becomes more and more sharp upon
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increasing the system size, and we can estimate the critical value of ∆ look-
ing at the crossing between the lines corresponding to different L (shaded
area in the plot). We can then estimate that the whole spectrum becomes
localized for ∆ ≥ 3.75± 0.15 as shown in Fig. 2.3b.
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Figure 2.4: Scaling of the adjacent gap ratio of the energy-resolved adjacent gap
ratio as a function of the quasiperiodic potential ∆ strength at the point V = 2 for
different sizes L = 11, 12, 13, 14, 15 at the energy ε = 0.4 in panel (a) and ε = 0.5
in panel (b). The critical values of ∆ where occurs the MBL transition, (shaded
area in the plots), are reported in Fig. 2.3.

We then move to the analysis of the energy-resolved adjacent gap ratio
r(ε,∆), keeping ε fixed and changing ∆ to obtain the critical value ∆c(ε)
(black symbols in Fig. 2.3 b). In Fig. 2.4 we show the results as a func-
tion of ∆ in the two energy windows (ε ∈ 0.4 ± 0.05) in panel (a) and
(ε ∈ 0.5 ± 0.05) in panel (b) and the two critical values of ∆crit(ε) that
we extrapolated (shaded area in the plots). We performed the same anal-
ysis for different values of ε (upon varying ∆) as well as by varying ε at
fixed ∆, leading to the estimates of the ergodic/localizes boundary, shown
in Fig. 2.3b as red and black dots respectively.

2.3.2 Entropy and fluctuations

Another tool that allows us to study the spectrum is the entanglement be-
tween two partitions of the system. This quantity shows completely different
behaviors in the ergodic and localized regimes and it is therefore a good in-
dicator for detecting the MBL transition [18, 19, 23, 26, 109–118].
In the same spirit of section 2.3.1 we want to perform spectral and disorder
averaging on SnA, defined in (2.7), for obtaining a good indicator of the tran-
sition. For a particular realization of the quasiperiodic potential and for a
given every energy ε we consider all the energy level {εn}ε in the interval
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ε± 0.05, we then define an average entanglement entropy over these states.
We finally average over different realizations of the disorder, obtaining the
energy resolved entropy SA(ε).

〈SnA(φ,∆)〉{εn}ε = SA(ε, φ) SA(ε) = 〈SA(ε, φ)〉φ (2.21)

We also calculate the standard deviation of the sample-to-sample fluctua-
tions σSA(ε) of the entanglement entropy [26, 27, 119–121]

σSA(ε) =
√
〈SA(ε)2〉φ − 〈SA(ε)〉2φ (2.22)

Recalling the discussion in Sec. 2.1, for sufficiently low disorder in the ex-
tended regime all the excited states follow the Eigenstate Thermalization
Hypothesis, and their reduced density matrices are equivalent to thermal
density matrices of a system at high temperature. The entanglement en-
tropy is therefore extensive and exhibits a volume-law scaling

1D systems, Extended Phase → S ∝ αsL (2.23)

Moreover for a system that fulfills the ETH the entropy depends only on
the energy, giving a σSA(ε) that goes to zero in thermodynamic limit. The
volume-law for highly excited states has been observed both for weakly dis-
ordered systems [26, 120] and for completely non random ones [173–175].
In the opposite limit, in the insulating phase, the many-body eigenstates
are localized and well approximated by product states since they have small
entanglement. The entanglement entropy of a subsystem thus scales as the
surface area of the bipartition satisfying a so-called area-law. In the local-
ized regime the area-law is valid not only for the ground-state but also for
all the excited states.

1D systems, Localized Phase → S ∝ const. (2.24)

This change in the scaling from area to volume-law allows us for detecting
accurately the MBL phase transition.
The entropy has thus almost no fluctuations reflecting in a vanishing σSA(ε)
in the limit of large disorder as in the case of the ergodic regime. At the tran-
sition the entropy is strongly dependent on the disorder realization since a
small variation in the phase of the quasiperiodic potential introduces a vari-
ation in energy and can lead to both a localized or an ergodic state. This
strong fluctuations in the entropy for different disorder realization leads to a
divergence of the σSA(ε) upon increasing the size of the system at the MBL
transition [120].
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Figure 2.5: Entanglement entropy (a) and its standard deviation (b) as a function
of the quasiperiodic potential ∆. Data are averaged in the energy window ε =
0.5± 0.05 and over the disorder ensemble. The MBL transition, the grey shade, is
obtained by the maximum of the standard deviation of the entanglement entropy.

The results we show in Fig. 2.5 and Fig. 2.6 are obtained from the same
set of simulations we analyzed in section 2.3.1. For even length of the chain
we bipartite the system in two halves containing L/2 sites each, while for
odd lengths the two partitions differ by one site (in the plots we will use the
label SL/2 also for chains the odd length). Again, as in section 2.3.1, since
the tails of the spectrum have really low density of states, we restrict our in
analysis in the energy interval ε ∈ [0.1, 0.9].
In Fig. 2.5a we show the numerical results for the entanglement entropy and
its standard deviation as a function of the quasiperiodic potential ∆ in the
energy window ε = 0.5 ± 0.05. We see that the crossover from volume-law
to area-law is clear. For weak disorder, i.e. in the thermal phase, we fit data
with a volume-law scaling for the entanglement entropy finding a perfect
agreement with previous literature [120].

SThL/2 ∝ α
Th
S

L

2
→ αThS = 1± 0.01 (2.25)

In the opposite regime for high disorder the entanglement entropy is almost
insensitive to the system size, respecting the predicted area-law for the lo-
calized phase. The MBL transition is emphasized by the behavior of the
standard deviation σSL/2 , in Fig. 2.5b, that shows a peak near ∆ = 3.6
that becoming sharper with increasing system size. We estimate the critical
value of ∆ where the MBL transition occurs, as shown in Fig. 2.5b and in
Fig. 2.7, with the maximum of the σSL/2 .

We performed the same analysis for different energies (black symbols in
Fig. 2.6b) and also keeping ∆ fixed as a function of ε for obtaining the criti-
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Figure 2.6: Contour plot of entanglement entropy (a) and its standard deviation
(b) as a function of the quasiperiodic potential ∆ and of the energy ε. Data are
averaged in the energy window ε = ε∗±0.05 and over the disorder ensemble. In panel
(b) black and red symbols show the value (with error bars) for the MBL transition
obtained from the maximum of the standard deviation of entropy Fig. 2.5.

cal value εc(∆) (red symbols in Fig. 2.6b). All the results obtained from the
study of entanglement entropy are collected in Fig. 2.6b.

2.3.3 Evidences for mobility edge

We collect in Fig. 2.7 all the results of two previous sections where we stud-
ied the behavior of the level statistics (sec. 2.3.1) and entanglement (sec.
2.3.2).

The results obtained with the two indicators are well consistent within the
error bars, and they clearly point towards the existence of a MBL transition
between an ergodic extended regime and a localized one. This transition
takes place at different values of the disorder for different values of the en-
ergy leading to a MBME (red line in Fig. 2.7). The critical values of the
parameters where the transition occurs in the excited states are also con-
sistent with the critical values found for the ground-state of H(V = 2) and
H(V =−2) ∆ = 2.5± 0.1 and ∆ = 1.5± 0.1, respectively, as it can be seen
from the extrapolation done in Fig. 2.7.
In particular for purposes that will become clear in the next section, we
focus on the case ∆ = 2.5 and V = 2, for which we identify the MBME to
occur in the interval

0.72 ≤ εME(∆=2.5) ≤ 0.85 (2.26)
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Figure 2.7: Spectral phase diagram for V =2. Blue and black symbols shows (with
error bars) the critical values estimated via level statistics (Fig. 2.3, Fig. 2.4) and
entanglement entropy (Fig. 2.5, Fig. 2.6) respectively. The line in red, interpolating
the two transition in the groundstate of H(V = 2) and H(V =−2) 2.1, is a guide
to the eyes for the energy dependent MBL mobility edge from ergodic to localized
regimes.

2.4 Mobility-edge spectroscopy via quench

The MBME can be observed studying the time evolution of a system driven
out of equilibrium by a local (or global) quench. Let’s say we prepare our
system in the ground-state of the Hamiltonian Hi and that we will then
evolve it with a different Hamiltonian Hf . The initial state is not, in gen-
eral, an exact eigenstate of the final Hamiltonian and its time evolution
will involve many excited states in some energy window that depends on
the parameters of Hi and Hf . As we will show in this section, growing
the quenching amplitude we can control the energy of the excited state of
Hf . Since the mobility edge separates ergodic and localized regions of the
spectrum at a finite energy, the protocol we will propose can be a good can-
didate for detecting dynamically the transition. Moreover, this protocol is
easily implementable in an experimental setup of ultracold-atoms [92, 94],
and can, in principle, lead to the direct observation of the many-mobility
edge.

2.4.1 Quench energy

Our quench protocol starts by preparing the system in the ground-state∣∣ψi0〉 of the Hamiltonian (2.8) for a particular choice of the parameters
Hi ≡ Hint(φ,∆i, V ).

Hi
∣∣ψi0〉 = Ei0,φ

∣∣ψi0〉 (2.27)
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From now on we will write the expectation value of some operator O on the
ground-state of the initial Hamiltonian

∣∣ψi0〉 as:

〈ψi0|O|ψi0〉 = 〈O〉0 (2.28)

and quantities with the subscript Aφ as calculated for a particular realiza-
tion of the quasiperiodic potential, i.e. not averaged over the phase.
We then proceed with our protocol performing the quench, i.e. evolving the
state

∣∣ψi0〉 with the Hamiltonian Hf ≡ Hint(φ,∆f , V ) obtained from (2.8)
by another different choice of the parameters.

|ψ(t)〉 = e−itHf
∣∣ψi0〉 . (2.29)

We also define the ground-state energy Emin,φ and the maximum excited
energy Emax of the final Hamiltonian Hf as:

Emin,φ = 〈ψf0 |Hf |ψ
f
0 〉 Emax,φ = 〈ψfmax|Hf |ψfmax〉 (2.30)

where
∣∣∣ψf0〉 is the ground-state and

∣∣∣ψfmax〉 is the maximum excited state of

the Hamiltonian Hf . The energy we inject into the system with the quench,
and its uncertainty, are then defined as:

Eφ = 〈Hf 〉0 δEφ =
√
〈H2

f 〉0 − (〈Hf 〉0)2 (2.31)

In order to compare results obtained by different realizations of the quasiperi-
odic potential, we rescale the energies in the window ε ∈ [0, 1] and accord-
ingly its uncertainty

0 ≤ εφ =
Eφ − Emin
Emax − Emin

≤ 1 δεφ =
δEφ

Emax − Emin
(2.32)

Finally we can average over different realization of the quasiperiodic poten-
tial obtaining the final values:

ε = 〈ε〉φ δε = 〈δε〉φ (2.33)
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In principle we should consider also the uncertainty that comes from the
disorder average. We neglected it since after numerical checks we observe
that it is far smaller than the uncertainty δε introduced by the quench.
If we consider a particular quench, let us say from ∆i to ∆f , the injected
energy and its uncertainty indicates in which energy window ε(∆i) ∈ [ε −
δε, ε + δε] of the final Hamiltonian the dynamics takes place, in the sense
that the eigenstates ofHf in this energy window will have the largest overlap
with the initial state and they will give the main contribution on the long-
time behavior of the system.
In Fig. 2.8 we estimate numerically ε and δε for ∆f = 2.5 as a function of
∆i averaging over 1000 disorder realizations. This quantity is almost size-
independent and can be considerate as intensive once averaged over different
realizations of the quasiperiodic potential. The injected energy ε vanishes
as the quench amplitude δ∆ = ∆f −∆i approaches zero and increases, up
to a maximal value near to unity, increasing δ∆ whereas the uncertainty δε
is almost constant in a large window of different ∆i values and, at least in
the ETH regime, it should scale like ∼ L−1/2.
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Figure 2.8: Panel (a): energy injected in the system with the quench protocol
and his variance as a function of the initial value of the disorder ∆i. The interaction
strength is kept fixed to V = −2 and the final disorder is set to ∆f = 2.5. The
gray shadow indicates the value, with uncertainties, where the mobility edge take
place for V = −2. Panel (b): time evolution of the entanglement entropy for the
quench with ∆i = −2.5 and different system sizes. Data are averaged over several
disorder realizations.

The numerical analysis in Fig. 2.8a thus gives us a relation between the
starting point ∆i of the quench and the energy window in the spectrum
centered in ε(∆i) we populated with the quench. We expect that for a certain
quench starting point ∆i the long-time behavior of certain quantities, such
as entropy and bipartite density fluctuations, exhibit similar characteristics
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of those calculated over the eigenstates in the energy window around ε(∆i).

In particular we can relate the critical energy window εME ∈ [0.15, 0.28],
where the mobility edge takes place for ∆f = 2.5 and V = −2, and the
amplitude of the quench δ∆ME for which we select that energy window.
Specifically we estimate that:

εME ∈ [1.5, 2.8] → ∆ME
i ∈ [−0.5, 0.5] (2.34)

2.4.2 Time-dependent Entropy and Density Fluctuations

Using our quench protocol, we study the time evolution of two bipartite
quantities: the half-chain entanglement entropy and the bipartite density
fluctuations F [26, 27]. The latter is defined as:

F = 〈ψ|(N̂L/2)2|ψ〉 − 〈ψ|N̂L/2|ψ〉2 N̂L/2 =

L/2∑
i=1

n̂i (2.35)

The bipartite density fluctuations have been studied in recent works in the
context of MBL [26, 27, 121, 150, 176]. It has been numerically proved that,
crossing the localization transition, their scaling changes from volume to
area-law, showing a behavior similar to the entanglement entropy.
In particular Singh et al. [27] studied what happens if we evolve an ini-
tial product state with a Hamiltonian whose eigenstates are all extended or
with a Hamiltonian with a full localized spectrum (as it could be for (2.8) for
∆ > 3.75 and V = 2). The long-time values (t∞ = 1016) of both the entan-
glement and the bipartite density fluctuations show an extensive behavior,
when the evolving Hamiltonian is in the extended regime. In the opposite,
localized regime the asymptotic entanglement entropy still shows a linear
growth with the system size but, with a lower rate, the bipartite density
fluctuations do not grow at all. Intuitively these considerations suggest us
that, when the evolving Hamiltonian is fully localized, in the long-time dy-
namics there is still transport of information, while the mass transport is
completely suppressed.
In a similar spirit, we perform several evolutions starting from the ground-
state of the Hamiltonian (2.8) and varying the quasiperiodic potential strength
in the range ∆i ∈ [−2.5, 2.25], and quenching it to the final value ∆f = 2.5
while keeping the interaction fixed to V = −2.

In Fig. 2.8b we show the results for the time evolution of the entan-
glement entropy after a quench from ∆i = −2.5 for different system sizes
L = 11, 12, 13, 14, 15, until the time t = 400 and averaging respectively over
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1000, 800, 600, 400, 200 different realizations of the quasiperiodic potential.
We observe that, after an initial sub-diffusive regime [126, 127], the entan-
glement saturates to a finite value SL/2,∞ that, for this specific quench,
grows linearly with the system size. We noticed that the bipartite density
fluctuations have a similar behavior. Interestingly we also find that, since
the ground-state of (2.8) for ∆ = −2.5 has a really low entanglement, these
results are in good agreement with those obtained in [27].
Here we do not observe any logarithmic growth of the entanglement because
the Hamiltonian that rules the time evolution is not completely localized
since it has a MBME in the spectrum. For quenches starting from larger
values of ∆i the time evolution of the entanglement entropy is really differ-
ent from what shown in Fig. 2.8b, since the initial states is characterized by
a bigger entropy comparable, in some cases, with its long-time saturation
value.
We then analyze the long-time values of the two quantities SL/2 and F .
Simulations are performed on the same sizes and averaged over the same
number of realization of the example in Fig. 2.8b. In the following we will
indicate the long-time expectation values A∞ of some operator A as its ex-
pectation value averaged in the time window ∆t = [350, 400]

A∞ ≡ 〈ψ(t)|A|ψ(t)〉∆t (2.36)

In Fig. 2.9 and Fig. 2.10 we show the saturation values SL/2,∞ and F∞ as
a function of the initial value of the quasiperiodic potential ∆i and of the
injected energy ε.
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Figure 2.9: The long-time value of the density fluctuation, in panel (a), and of
the half-chain entanglement entropy, in panel (b), as a function of ∆i. Increasing
the width of the quench both the quantities move from an intensive to extensive
behavior.
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Figure 2.10: The long-time value of the density fluctuation, in panel (a), and of
the half-chain entanglement entropy, in panel (b), as a function of ε. Exceeding
the energy of the mobility edge, the grey shadow, both the quantities move from
an intensive to extensive behavior.

We can observe that the behavior of both quantities is really peculiar, and
that it changes quantitatively upon varying the quench amplitude. In fact
for small values of ∆f−∆i both the entropy and the density fluctuations are
almost independent of the system size L. This is contrast with the opposite
large-quench regime where, for larger ∆f − ∆i, both the SL/2,∞ and F∞
become extensive.
In Fig. 2.10 we plot the long-time values SL/2,∞ and F∞ as a function of the
injected energy and we show the MBME with a shadowed region. We can
clearly notice, in Fig. 2.10a, how the MBME separates the intensive from
extensive regime for the density fluctuations, which also display a maxi-
mum at the MBME as already observed in Ref. [27, 121]. The crossover
is more gradual in the scaling of the entanglement entropy, which also for
intermediate quenches shows a volume-law but characterized by a smaller
growth-coefficient.
In order to get a more quantitative on the evolution of our results as a
function of the quench amplitude, we perform a fit of the long-time values
of the entanglement entropy SL/2,∞ and density fluctuations F∞ using the
following formulas:

SL/2,∞ ∝ αs
L

2
F∞ ∝ αF

L

2
(2.37)

We show the results for the coefficients αS and αF in Fig. 2.11 as a function
of both ∆i and ε.

Both αS and αF display the same trend: they start from a value close to



2.4 Mobility-edge spectroscopy via quench 31

αF

∆i

 0

 0.02

 0.04

 0.06

 0.08

 0.1

-3 -2 -1  0  1  2  3

αS

∆i

-0.2
 0

 0.2
 0.4
 0.6
 0.8

 1
 1.2

-3 -2 -1  0  1  2  3

αF

ε

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0  0.2  0.4  0.6

αS

ε

-0.2
 0

 0.2
 0.4
 0.6
 0.8

 1
 1.2

 0  0.2  0.4  0.6

(a) (b)

(c) (d)

Figure 2.11: Coefficients of the linear fit, as in (2.37), performed for the long-time
values of the entanglement entropy SL/2,∞ and of the density fluctuations F∞. In
panel (d) we also show the coefficient αTH

S obtained from fitting the Boltzmann
thermal entropy SB .

zero for small quenches (and small ε); they grow by increasing the amplitude
of the quench; they reach a maximum for intermediate quenches (around
ε ' 0.5) and they sligthly decrease for even larger quenches. Interestingly
the maximum value for αS is equal to 1, consistent with the value of the
entropy density, (2.25), for a thermal state at infinite temperature.
We can obtain further insight by comparing the results of the quench dy-
namics with the microcanonical Boltzmann entropy as a function of energy.
Making use of the exact diagonalization results presented in Sec. 2.3 for any
energy ε we calculate the logarithm of the number of states Nε in the energy
window [ε− 0.05, ε+ 0.05] for each realization of the disorder; and then we
average over different realizations, to obtain the microcanonical equilibrium
entropy:

SMC(ε, φ) = log2(Nε) → SMC(ε) = 〈SMC(ε, φ)〉φ . (2.38)

We performed this calculation for different sizes of the system and we then
fit the results in order to extract the equilibrium entropy density sMC(ε)

SB(ε) ∝ sMC(ε)
L

2
(2.39)

Panel (d) of Fig. 2.11, compares the entanglement entropy density obtained
from the stationary regime following a quench with energy injection ε and
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the microcanonical entropy density.
The equivalence between the two entropy densities implies that the ETH
regime is reached for sufficiently large quenches, whereas the MBL is mani-
fested in the case of small quenches: namely even if the entanglement entropy
becomes extensive, the entropy density is well below its thermal value. This
is a clear signature for the MBL transition, and it provides evidence that
our spectroscopy protocol detects the presence of a MBME in the spectrum
making use of controlled quench dynamics.

2.5 Conclusions

In this Chapter we analyzed a generalization of the Aubry-André model to
interacting fermions from different point of view. We described numerically
its phase diagram at half filling as a function of quasi-disorder and interac-
tion, showing the existence a localized phase (LOC) and other three different
regimes: LL, CDW and PS. Especially we estimate for a particular value of
the interaction V = 2 the LL-LOC transition to occur at ∆ = 2.5± 0.1 and
∆ = 1.5 ± 0.1 respectively in the ground and in the most excited state of
the Hamiltonian.
Motivated by this asymmetry in the two transitions, we then studied the
properties of the excited state of the Hamiltonian looking for a many-body
mobility edge in the spectrum, i.e. an energy threshold that separates lo-
calized from ergodic states. Collecting results from the level statistics of
adjacent energy gap, the entanglement entropy and its variation we provide
clear evidences for the existence of a many-mobility edge in the spectrum.
In particular we estimate the many-mobility edge to take place for V = 2
and ∆ = 2.5 in the energy density window [0.72, 0.85].
Finally we propose a method, and we provide numerical results of its va-
lidity, for detecting the mobility edge via quench-spectroscopy, particularly
interesting because it can be easily implemented in an experimental setup
of ultracold atoms.



3
Bound states and expansion dynamics of bosons

on a one-dimensional lattice

“A sam cum in trii su onna scrana e un c’al spénz par salir”

— Detto popolare

We derive in the first Sec.3.1 the exact solution of the two-bosons prob-
lem for the Hamiltonian (3.1) on a finite lattice with periodic boundary
conditions. We find scattering and bound-state eigenfunctions for both at-
tractive and repulsive interactions. We then analyze the effects of bound
states in the dynamical evolution of the system, when the initial state is not
an eigenstate of the Hamiltonian. We consider two classes of initial condi-
tions: a) product states, corresponding to bosons with well defined initial
positions in real space, and b) entangled states, corresponding to the ground
states of a non interacting Bose-Hubbard Hamiltonian, in an open box of
size l. We collect some results about the expansion of a single boson on a
lattice in Sec.3.4. In Sec. 3.5 we draw our conclusions. In Appendices 3.A
and 3.B we give details respectively on the formulas for the expansion ve-
locities in the non-interacting case and on the U ↔ −U inversion theorem,
as formulated in Ref. [177].

3.1 The two-boson problem on a lattice: exact results

We study the expansion dynamics of two bosons on a lattice as ruled by the
Hamiltonian of the well know Bose-Hubbard model [178]:

H(U) = −J
L/2∑

j=−L/2

(
b†jbj+1 + b†j+1bj

)
+
U

2

L/2∑
j=−L/2

n̂j (n̂j − 1) (3.1)

where {b†i , bj} is a set of bosonic creation and annihilation operator, J and
U are respectively the hopping and the on-site interaction coefficients and
n̂j = b†jbj is the number operator. In the following we will fix the size of the

33
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system to L+ 1, with L even.
Despite the non-integrability of the Hamiltonian (3.1) [179], it is possible to
solve the Schrödinger equation for two particles exactly thanks to the sepa-
ration of center-of-mass and relative coordinates. This method is a kind of
simplification of the Bethe ansatz technique and was exploited by Valiente
and Petrosyan, for studying the system in the thermodynamic limit, in two
previous works [180, 181].
A general eigenstate of H takes the form

|φ〉 =

L/2∑
j,k=−L/2

φjkb
†
jb
†
k |0〉 (3.2)

where the coefficients φjk are symmetric under the exchange of j and k and
properly normalized. Moreover, they have to satisfy, for every k and j the
system of equations :

J (φj+1,k + φj−1,k + φj,k+1 + φj,k−1)− (Uδjk − E)φjk = 0 (3.3)

Following the standard prescription of the Bethe Ansatz [182] we look for
solutions with the following form:

φjk =
[
a12e

i(p1j+p2k) + a21e
i(p1k+p2j)

]
ϑ(j − k) +

+
[
a12e

i(p1k+p2j) + a21e
i(p1j+p2k)

]
ϑ(k − j) (3.4)

where ϑ(�) is the Heavyside function defined in the origin as ϑ(0) = 1/2. We
now rewrite the eigenfunctions (3.4) in the following way

φjk = eiPX
(
a12e

ip|x| + a21e
−ip|x|

)
(3.5)

where we have defined the center-of-mass and relative coordinates of the two
particles by

X =
j + k

2
x = j − k (3.6)

and their corresponding momenta by

P = p1 + p2 p =
p1 − p2

2
(3.7)

Imposing (3.5) to be a solution of (3.3) we find that the energies E of the
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eigenfunctions are given by:

E = −2J (cos p1 + cos p2) = −4J cos
P

2
cos p (3.8)

By now imposing periodic boundary conditions (φj,−L
2

= φj,L
2

+1), we can

fix the values of the relative and center of mass momenta P and p, which
have to satisfy the two equations:

Pn =
2πn

L+ 1
(3.9)

(−1)neip(L+1) = y (Pn, p) (3.10)

where n as integer values in the set n ∈ {−L/2, · · · , L/2} and the function
y(P, p) is defined by:

y(P, p) ≡ a21

a12
= −

U − 4iJ cos P2 sin p

U + 4iJ cos P2 sin p
(3.11)

This last equation must be solved numerically and for every different value
of n gives us L/2+1 solutions giving a total of (L/2+1)(L+1) independent
eigenstates.
While the values of Pn are for construction always reals, the solutions for the
relative momentum p can be either real, leading to scattering eigeinstates,
or pure imaginary, leading to bound eigenstates. We will denote them with
|s〉 and |b〉 respectively, with coefficients φsjk, φ

b
jk and energies Es and Eb.
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Figure 3.1: Energy spectrum of the 2 particle Bose-Hubbard model (3.1) on a
chain with L+ 1 = 101 sites and interaction U = 5.
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In Fig. 3.1 we show the full energy spectrum for a chain with L + 1 = 101
and for an interaction U = 5. We can see that the scattering states form
a band that becomes continuous in the thermodynamic limit. Moreover,
the bound states persist even in presence of a repulsive potential but with
energies that lie above the scattering band. It is easily seen from Eq. (3.10),
that the whole spectrum is inverted by changing U → −U . Therefore, in the
attractive case, the bound states lie below the scattering ones, as expected.
Let us observe that the energies of the bound states are shifted by changing
U . In particular, if |U | < 4J , the bound states close to the boundaries of
the Brillouin zone, have energies lower than the top of the scattering band.
These results fit perfectly with those obtained by Valiente and Petrosyan
with a different methods [180, 181].

We will now study the time evolution of the system with the following
scheme. We choose the system to be, at t = 0, in the initial state

|ψ0〉 =

L/2∑
j,k=−L/2

ψ0
jkb
†
jb
†
k |0〉 (3.12)

completely determined by the coefficients ψ0
jk. The evolved state at a time

t then will be given by

|ψ(t)〉 = e−itH(U) |0〉
=

∑
s

Cs0e
−itEs |s〉+

∑
b

Cb0e
−itEb |b〉 (3.13)

where

C
s/b
0 = 〈s/b|ψ0〉 = 2

L/2∑
j,k=−L/2

(
φ
s/b
jk

)∗
ψ0
jk (3.14)

We are interested in evaluating expectation values of observables on the
evolved state. In particular, we focus on the density

ρj(t) =
nj(t)

2
= 〈ψ(t)| n̂j

2
|ψ(t)〉 (3.15)

and on the single and double occupations

sj(t) = 〈ψ(t)| n̂j (2− n̂j) |ψ(t)〉 (3.16)

dj(t) = 〈ψ(t)| n̂j (n̂j − 1)

2
|ψ(t)〉 (3.17)
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To compute them we need the matrix elements of n̂j and n̂j
2 between the

eigenstates of H, which are given, using the previous relations, by:

〈α| n̂j |β〉 = 4

L/2∑
k=−L/2

(
φαjk
)∗
φβjk (3.18)

〈α| n̂2
j |β〉 = 4

(
φαjj
)∗
φβjj + 〈α| n̂j |β〉 (3.19)

where α and β can stand for either s or b.

3.2 Dynamics of product states

In this Section, we will study the time evolution, ruled by the Hamiltonian
(3.1), of two different initial types of state: product state in real space cor-
responding to two bosons on the central site of the chain:

∣∣ψ1
PS

〉
=

1√
2

(
b†0

)2
|0〉 (3.20)

or corresponding to a state with two bosons on two adjacent sites:∣∣ψ2
PS

〉
= b†0b

†
1 |0〉 (3.21)

The latter resembles the one reproduced experimentally in the work by
Ronzheimer et al. [76], where product states of N bosons on N adjacent
sites were considered.
In the following we will consider just non-negative values of U ∈ [0, 31], since
it was proven in Ref. [177] that for the initial product states and for the
observables we are considering (3.15,3.16,3.17) the dynamics performed with
H(U) or H(−U) is specular (see Appendix 3.B for a more precise discussion
of this point).
We perform the numerical simulation on a system of length L + 1 = 25,
evolved up to a final time t = 4 (from now on, we will measure time in units
of the hopping rate J defined in (3.1) and set ~ = J = 1). The results we
presents are obtained using the exact formulas we explicitly calculate in the
previous Sec. 3.1.

3.2.1
∣∣ψ2
PS

〉
: two bosons on adjacent sites

In this section we study the dynamical profiles of ρj(t), sj(t) and dj(t) at
different values of the interaction. starting from a states made by two bosons
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on adjacent sites
∣∣ψ2
PS

〉
. The behavior, as is showed in Fig. 3.2 turns out to

be quite peculiar: increasing U , the density profile, displaying a typical free
form for U = 0 and in the limit of large interactions whereas it changes for
intermediate interactions. This is explained by the fact that, in the limit of
large U also called hard-core limit [76], the interacting bosons become equiv-
alent to free fermions [179]. The similarity between the density for zero and
large interactions is possible just because the initial state is without double
occupations. This will not be the case for the initial states in the following
section

∣∣ψ1
PS

〉
where we will discover different phenomena.

While the single-occupation profile shows a similar behavior, the double-
occupation one differs significantly. In fact in the large-U regime, as a sign
of the fermionization of the dynamics double occupations are almost absent.
Another interesting feature is that for intermediate values of the interaction
(e.g. U ' 5) the double occupations of the central sites, that were com-
pletely suppressed for t = 0, are quite stable vanishing only at large times.
This phenomenon is known as quantum distillation [75], and was experimen-
tally observed for many particle wave functions, both in the case of spin-1/2
fermions [75, 77] and of bosons [76].
We analyze now the expansion velocities, defined as

v =
d

dt

√
R2(t)−R2(0) (3.22)

where R2(t) represents the time-dependent variance of the density distribu-
tion:

R2(t) =
a2

N

L/2∑
j=−L/2

nj(t) (j − j0)2 (3.23)

In Fig. 3.3(a) we show with a contour plot the numerical results obtained
for the expansion velocity v(t, U) as a function of time and interactions. We
notice that the initial velocity v(t = 0) is independent of the interaction U
and as can be seen in the inset is equal to thevelocity of the free case (3.35)
v =

√
2. Moreover, as also shown in the inset, for U 6= 0, some damped

oscillations of v as a function of t appear, with a period T (U) that decreases
as U increases.

We move now to the study of the asymptotic expansion velocities v∞(U).
For large time at each U we estimate it by fitting v(t) in the range of time
t ∈ [2, 4] with the following phenomenological formula that allows us to
avoid spurious effects from the transient oscillatory region:

v(t) = v∞(U) +A(U) cos

(
2πt

T (U)
+ φ

)
/tη (3.24)
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Figure 3.2: Dynamical profiles of density ρj (first row), single sj (second row) and
double dj occupations (third row) for an initial product state

∣∣ψ2
PS

〉
for different

values of the interactions U = 0, 2, 4 and 30.

We plot the results obtained for v∞(U) in Fig. 3.3(d) as a function of the
interaction U . We found that our results for two particles model is very
similar to the one observed in the many-body case [76]. In fact v∞(U) ap-
proaches the free value

√
2 in the two limit casesU = 0, +∞ (see Appendix

3.A for more details) and displays a minimum for an intermediate value
U ' 2.
A recent work by Sorg et al. [183] studyied the large-U behavior of the ex-
pansion velocity v∞(U) for a many-body system and they show that, for an
initial state with only single occupations and in the strong-repulsive regime,
v∞(U) ∼

√
2 + a/U2, were a is a constant. We check this prediction fitting

our numerical data and the result is shown in Fig. 3.3(d). We found an
excellent agreement between numerics and the analytic prediction and we
estimated the coefficient a of the fit as a ' −3.80

We also studied the period T (U) and the amplitude A(U) of the damped
oscillations of v(t). In the regime of strong interaction, T (U ≥ 5), they
display a clean power-law behavior as showed in Figs. 3.3(b) and (c). We
extrapolated the exponent of the power law decaying fitting data according
to the formula T (U)/A(U) = a0/U

a1 . For the period T (U) we found a de-
cays exponent very close to 1, a0 ' 6.41 and a1 ' 1.01, whereas for A(U)
we obtained the following values a0 ' 1.91 and a1 ' 1.31.
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Figure 3.3: Features of the expansion velocity for an initial state
∣∣ψ2

PS

〉
. Panel

(a): expansion velocity v(t, U) for U ∈ [0, 31]; inset: v(t) for U = 5 and U = 15.
Panels (b) and (c): large-U dependence of T (U) and A(U), as obtained by fitting
v(t, U) according to Eq. 3.24. Panel (d): asymptotic expansion velocity v∞(U) .
Panel (e): projection P b(U) of the state

∣∣ψ2
PS

〉
on the bound states of (3.1) .

We can get some more details of the asymptotic velocity behavior studying
the role that bound states play during the dynamical evolution. We consider
the projection of the wave functions on the subspace spanned by the bound
states. This quantity is time independent by construction and is defined as:

P b(t) =
∑
b

|〈b| ψ(t)〉|2 ≡ P b(0) =
∑
b

∣∣∣Cb0∣∣∣2 (3.25)

In panel (e) of Fig. 3.3 we show the numerical results obtained for the pro-
jection P b as a function of the interaction U . We can see at a glance from
a comparison between the panel (e) and (d) that the larger the projection
P b, the smaller the rate of expansion of the wave packet is. In fact when
the projection of the wave function over the bound states is small, then the
evolution is almost free-like, resulting in a fast expansion. In the opposite
regime, when the initial state has a large projection, the expansion velocity
decreases as particle where captured by bound states. We also fitted, with
a really good agreement as can be seen in (In Fig. 3.3(e)), the large U tale
of the projection with a power law decaying P b(U) = a0/U

a1 , obtaining
a0 ' 1.33, a1 ' 1.52.
Despite the qualitative agreement between the shapes of v∞ and P b as func-
tions of U , we noticed a quantitative displacement in the positions of the
maximum of P b with respect to the minimum of v∞. We argue that this
effect can be explained by the difficulty that we have in extracting the true
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value of v∞ in the small-U regime from the numerical data (we remind that
P b is always an exact quantity).

3.2.2
∣∣ψ1
PS

〉
: two bosons on the same site

We now analyze the dynamics for an initial product state
∣∣ψ1
PS

〉
prepared

with two bosons confined on the same site. The expansion of a general-
ization of this type of state to a many-body system, i.e. a Mott-insulator
like state with double occupancy, was studied in Ref. [184]. In Fig. 3.4 we
show the numerical results, obtained in the same way of the last section,
for dynamical profiles of the density, single and double occupations. In this
case although for small U the expansion is free-like this is no longer valid
U = +∞ where the mapping from hard-core bosons to free fermions can be
applied because of double occupations in the initial state

∣∣ψ1
PS

〉
[76]. Com-

paring Fig. 3.4 with Fig. 3.2 we can notice that the role of double and single
occupations is reversed. In fact starting from

∣∣ψ2
PS

〉
the double occupations

are stable also for large U while the single occupations, zero at t = 0, are
finite only in the small U regime.
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Figure 3.4: Dynamical profiles of density ρj (first row), single sj (second row)
and double dj occupations (third row) for an initial product state

∣∣ψ1
PS

〉
for U = 0,

2, 5 and 30.

In Fig. 3.5(a) we show with a contour plot the numerical results obtained
for the expansion velocity v(t,U) as a function of time and interactions.
As in the previous case, the initial velocity v(t = 0) is independent of the

interaction U and damped oscillations of v as a function of t appear, with
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Figure 3.5: Features of the expansion velocity for an initial state
∣∣ψ1

PS

〉
. Panel

(a): expansion velocity v(t, U) for U ∈ [0, 31]; inset: v(t) for U = 5 and U = 15.
Panel (b): asymptotic expansion velocity v∞(U) . Panel (c): projection P b(U) of
the evolved state on the bound states of (3.1).

a period T (U) that decreases as U increases. Moreover, we found that for
large U and early times the velocity periodically assumes negative values,
signaling a “breathing” behavior of the wave packet at these times.
We then turn to the study of the asymptotic velocity v∞(U). We noticed
that in this case that oscillations are highly suppressed and the long time
velocity is almost flat. We therefore fits v(t, U) in the interval t ∈ [3, 4] with
a constant and the results are plotted in Fig. 3.5(b). We observe that v as a
function of U presents a decreases monotonically for all the considered values
of the interaction and that in this case, the large-U values of v are well fitted
by a power law. We fit data according to the equation v∞(U) ∼ a0/U

a1 ,
giving a0 ' 3.84, a1 ' 0.97 and we found a perfect agreement as shown in
Fig. 3.5b.
Even in this case we found that large velocity and free expansion corre-
spond to a small projection of the wave function on the bound states, and
vice versa, illustrating the importance of the bound states even in this sit-
uation. Moreover, for large U , the projection on the bound states is shown
to saturate to 1 as 1 + 1/U2. We perform a fit according to the power law
P b(U) = 1 + a/U2, founding a ' −3.67 and we show it in Fig. 3.5(c).

3.3 Dynamics of entangled states

In this section, we consider a different kind of initial states, that we call
entangled, since they are not a direct product in real space, but are obtained
putting the two non interacting particle in the ground state of an open box
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of length l. ∣∣∣ψlES〉 =
1√
2

(
b̃†1

)2
〈0| (3.26)

where, b̃†1 represents the creation operator for particle of minimum momen-
tum [185]. Generalization of this type of states were also considered in a
recent work by Vidmar et al. [186]. The numerical results wi will present in
the following are obtained using the exact methods we discussed in of Secs.
3.1.
We start our analysis with the free case: as in the product cases of Sec.3.2,
the free evolution separates into two beams. This particular behavior is ex-
plicitly studied in Sec.3.4 where we will show that this effect is due solely
to the lattice. This phenomenon disappears if the size of the initial wave
packet is much larger than the lattice spacing, when particles stop to feel
the discrete nature of the system.
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Figure 3.6: Dynamical profiles of density ρj (first row), single sj (second row) and
double dj occupations (third row) for an initial entangled state

∣∣ψ2
ES

〉
for U = −30,

-9, -5, 5, 9 and 30.

We studied the expansion velocity of the two particle varying the size l of
the initial confinement. Although the time dependence of v in the free case
is trivial since v(t) is constant we found that increasing l, the expansion
velocity decreases with a power law ∼ l−1. This is also the behavior one
would have in the continuum case for a Gaussian wave packet 3.29, where
v ∼ σ−1. The l-dependence of the expansion velocity for 11 ≤ l ≤ 31 and
L+ 1 = 51, is also shown in Fig. 3.7b.
We then move to the study of the interacting system, where U 6= 0. It must
be pointed out that the entangled states are characterized by a non zero
value of both s0

j and d0
j , therefore they do no longer satisfies the conditions
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for the validity of the U ↔ −U theorem (see Appendix 3.B) and we have to
perform different calculations for positive and negative U .
In Fig. 3.6 we show the numerical results, in the case l = 2, for the profiles of
density, single and double occupations for different values of the interaction
U ∈ [−31, 31]. We performed similar analysis also for the cases l = 3, 4 but
they display almost only quantitative differences. Whereas mathematical
equality between the large-positive and large-negative U regimes does not
exist, the profiles are very similar to each other, while differences appears
for intermediate values of |U |. Interestingly whereas for small negative U ’s,
the behavior is similar to the large |U |’s ones, for small positive U ’s it is
more similar to the free ones. In order to have more insights we will analyze
the projection of the wave function on the bound states, P b(U) (Eq. 3.25)
and the expansion velocities.
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Figure 3.7: Panel (a): expansion velocity v(t, U) for an initial entangled state∣∣ψ2
ES

〉
and U ∈ [−31, 31]; inset: v(t) for U = ±10. Panel (b): expansion velocity

of an entangled wave packet in the non-interacting case as a function of the initial
confinement length 11 ≤ l ≤ 31, with a total system size L+1 = 51. The black dots
are the numerical data, while the red solid line is the best fit for large l, performed
with the formula y = a0/x

a1 , resulting in a0 ' 4.37, a1 ' 0.91. The plot is in
log-log scale.

We then move to the analysis of velocities and projection of the wave func-
tion on the bound states. In Fig. 3.7a we show in a contour plot the
numerical results for the expansion velocities as a function of time t and
interaction U for an initial box size of l = 2. For different sizes l = 4, 5 we
observed a similar oscillating behavior for short time and then a saturation
to certain value v∞(U).
For the entangled states we had to perform a different fitting procedure. For
l = 4 and for negative U ’s of l = 3 the oscillation are highly suppressed and
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we can fit data just with a constant. In the other cases we use for the fit a
9-parameters phenomenological formula in order to extract v∞(U).

v(t) = v∞(U) +A1 cos

(
2πt

T1
+ φ1

)
/tη1 +A2 cos

(
2πt

T2
+ φ2

)
/tη2 (3.27)

The fit results of v∞(U) for l = 2, 3 and 4 are shown in the first row of Fig.
3.8b:

 0.8

 1

 1.2

 1.4

v∞

0

0.2

0.4

0.6

0.8

1

-20 -10 0 10 20

Pb

U
-20 -10 0 10 20

U
-20 -10 0 10 20

U

1.39

1.4

1.41

1.42

0 1 2 3

0

0.04

0.08

0 1 2 3

0.6
0.8

1
1.2
1.4

0 0.05 0.1

1/|U| 1

1.2

1.4

0 0.05 0.1

1/|U|
1

1.2

1.4

0 0.05 0.1

1/|U|

0.46

0.48

0.5

0.52

0 0.005 0.01

1/|U|
0.34

0.36

0.38

0.4

0 0.005 0.01

1/|U| 0.28

0.3

0.32

0 0.005 0.01

1/|U|

l l l=2 =3 =4

(a)

(a)

(b)

(b)

Figure 3.8: (Color online) First row: asymptotic expansion velocities as functions
of U ∈ [−31, 31] for initial entangled states with l = 2, 3 and 4. Second row:
projection of the wave function over the bound states as a function of U ∈ [−31, 31]
for initial entangled states with l = 2, 3 and 4. Insets (a) of the l = 2 data:
magnification of the regions U ∈ [0, 3]; remaining insets: best fits of the large-|U |
data with power laws a0 + a1/|U | (circles/crosses: numerical data with U > / < 0;
red/light-blue solid line: best fit for U > / < 0). Results of the best fits (in any
case the a0 for the positive and negative U ’s coincide to the second digit): first row:
left panel: a0 ' 1.00; central panel: a0 ' 1.23; right panel: a0 ' 1.27; second row:
left panel: a0 ' 0.50; central panel: a0 ' 0.37; right panel: a0 ' 0.30.

In all of the three situations, l = 2, 3, 4, an absolute maximum and an ab-
solute minimum are present when the absolute value of the interaction is
small. Moving to large interaction, both attractive in repulsive, the veloci-
ties are monotonic and approach the same asymptotic values for U → ±∞.
We estimate them using a simple power law v∞(U) ∼ a+ b/U , as shown in
the insets of the firs row in Fig. 3.8.

this fact can be easily understood by looking at the occupation profiles
in Fig. 3.6, showing that both for negative and positive U the evolution is
dominated by the coherent propagation of double occupations.



46 Bound states and expansion dynamics of bosons on a one-dimensional lattice

In the second row of Fig. 3.8 we plot the projection P b(U), defined in(3.25).
Also for entangled states we found the that at larger velocities correspond
smaller P b, and vice versa, highlighting the direct correspondence between
velocities and projection on the bound states. This general property is con-
firmed by the asymptotic values of P b, estimated in analogy with the velocity
using a simple power law, that coincide for U → ±∞ (insets of the second
row in Fig. 3.8).

3.4 Effect of the lattice on the expansion dynamics

As already emphasized, one of the most remarkable aspects related to the
expansion of quantum matter on a lattice is the appearance of two quasi-
coherent beams, departing from the centre of the initial wave packet with
at the same time a depletion in the center of the system. This effect is
in contrast with what happens in the continuum. In this second situation,
only for a free model, a Gaussian wave-packet will have the same shape dur-
ing all the evolution, with a spread σ(t) that grows with time [187]. Such
beams have been recently observed theoretically and experimentally, both
for bosons [76, 78, 186] and for fermions [186, 188] in lattice systems and
seem to be absent for continuum models [177]. The effects of the discrete-
ness induce by the lattice have already been stressed by Rigol et al. [78, 79],
who argued that the most populated states in the diffusion process are at
a certain value of the momentum p0, depending on the mean value of the
energy 〈H〉 (with p0 = ±π/2 when 〈H〉 = 0). This argument supports the
fact that the two-beam effect is almost insensible on the choice of the initial
state.
We start analyzing the continuum case, where the spatial coordinate x ∈ R
[187]. If we start with a Gaussian wave packet of standard deviation σ, the
particle density will have at any time a Gaussian shape

ρ(x, t) =
1

σ(t)
√
π
e
− x2

σ2(t) (3.28)

with a time-dependent variance:

σ2(t) = σ2 +

(
~t
mσ

)2

(3.29)

In Fig. 3.9(a) we show the spreading of a gaussian wave packet in continuum
system, for σ = 0.1. Here we set m = ~ = 1, space is measured in units of
σ and time in units of mσ2/~ = σ2.

In the other hand we can study an infinite lattice. We define the single
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Figure 3.9: Expansion of a Gaussian wave packet with σ = 0.1 in the continuum
(a) and in the lattice, with lattice spacing a = 5σ (b), 2σ (c), σ (d) and 0.1σ (e).
We restricted the plot to the region x/σ, ja ∈ [−50, 50].

particle Hamiltonian as

H = − ~2

2ma2

∑
j∈Z

(
b†jbj+1 + b†j+1bj

)
(3.30)

where the constant in front is chosen to ensure the correct continuum limit.
We can calculate easily all the eigenstates and their energy obtaining:

|p〉 =

√
a

2π

∑
j∈Z

eipja b†j |0〉 E(p) = − ~2

ma2
cos(pa) (3.31)

Miming the model in the continuum, we choose an initial state with a nor-
malized Gaussian profile:

|ψ(0)〉 = Aσ,a
∑
j∈Z

e−
j2a2

2σ2 b†j |0〉 (3.32)

where Aσ,a =

[
θ3

(
0, e−

a2

σ2

)]−1/2

and θ3(z, q) is the third elliptic theta

function that can be found in [189]. We can now obtain with some straight-
forward calculations the final equation:

|ψ(t)〉 =
∑
j∈Z

ψj(t) b
†
j |0〉 (3.33)

with

ψj(t) =

∫ π
−π dpθ3

(
−p

2 , e
− a2

2σ2

)
ei

~t
ma2

cos peijp

2π

√
θ3

(
0, e−

a2

σ2

) (3.34)
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In order to compare it with the continuum case we can compute the density
as nj(t) = |ψj(t)|2 /a. In the last equation we put the lattice spacing in the
denominator in order to recover the correct dimension, for comparing the
results with the continuum case.
In Fig. 3.9(b)-(e) we show the numerical results for σ = 0.1 and for various
decreasing values of the lattice spacing a miming a kind of continuum limit.
While for large value of the lattice spacing a the the two beams are clearly
presents once we decrease the value of a at fixed σ, the profile density be-
comes similar to that in the continuum. This is also confirmed if we compare
the two plots in the continuum and for a = 0.1σ: the difference between the
values of the density is 10−3 or less.
Concluding, we have shown that the two quasi-coherent beams, departing
from the centre of the initial wave packet, are present also in the single-
particle case and are purely a consequence of discrete lattice where the
particles move.

3.5 Conclusions

In this chapter we studied the dynamical effects of bosonic pairs in a 1D
lattice, which may be coupled in bound states by short range interactions,
both in the attractive and repulsive case. In the latter situation, the bound
states originate from the discrete structure of the linear-combination-of-
atomic-orbitals lattice. By means of the Bethe Ansatz we identified the
bound states effects unambiguously and how the two-particles state evolves
in time, depending on its initial projection on the bound states themselves.
Starting the expansion from different initial states we found that in all the
cases the larger the initial projection on the bound states, the larger the
double occupation probability, and the smaller the expansion velocity. This
provides a quantitative support to the importance of the bound pair states.
Moreover, we discussed the role of the lattice in the shape of the evolved
wave function, showing that it is the responsible of the separation of the
evolved packet in two wave fronts propagating in opposite directions.



Appendices

3.A Expansion velocities for product states in the
non-interacting case

In this Appendix we explicitely calculate the expansion velocity in the non-
interacting case as defined by Eq. 3.22. We will find that the result is [76]

v =

√
2Ja

~
(3.35)

In the following we set ~ = a = J = 1.
Since we are in the non-interacting case, we can just consider one-particle
wave packets that we assume to have initially the generic form

∣∣ψ0
〉

=
1√
L+ 1

∑
p

cp b̃
†
p |0〉 (3.36)

being b̃†p the Fourier transform of b†j . The density profile nj(t) can be written
as a Fourier transform, in the L→∞ limit:

nj(t) =
1

2π

∫ π

−π
dqe−iqjfq(t) (3.37)

where

fq(t) =
1

2π

∫ π

−π
dp c∗pcp+q e

i[ε(p+q)−ε(p)]tfp(t) (3.38)

ε(p) being the one-particle energies.
Let the initial wave packet be centered around the central site j = 0. Then,
as in standard probability theory, the second momentum of the occupation
distribution, i.e., R2(t) (see (3.23)), can be computed from the generating
function fq(t) = f(q, t) by the relation

R2(t) = −∂
2f(q, t)

∂q2
(3.39)

When we take the initial state corresponding to one particle in the central
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site j = 0, i.e. cp = 1, it is easy to see that

R2(t) = 2J2t2 (3.40)

implying Eq. (3.35), as a consequence of the definition (3.22).

3.B U ↔ −U inversion theorem

In this Appendix, we state the theorem, first proven in Ref. [177] (see
also Refs. [190, 191]), ensuring the invariance of the dynamical expectation
values of certain operators for a Hubbard-like Hamiltonian and a proper
initial wave packet. We then prove that entangled states, as defined in Sec.
3.3, do not satisfy the hypothesis of the theorem.

Before stating it, we have to define the time-reversal operator R̂t as

R̂te
−itĤR̂†t = eitĤ (3.41)

and the π-boost operator B̂π as

B̂πbjB̂π = eiπjbj (3.42)

The theorem then states that if an observable quantity Ô is invariant under
the actions of the above defined operators, and the state at the initial time
of evolution

∣∣ψ0
〉

is time-reversal invariant and just acquires a phase under

the action of B̂π, then 〈ψ(t)| Ô |ψ(t)〉 is the same if the time evolution is
ruled by a Bose-Hubbard Hamiltonian with ±U . The proof was carried out
for the fermionic Hubbard Hamiltonian, but it can be trivially extended to
the bosonic case.
It was proven in Ref. [177] that the product states we consider in Sec. 3.2
satisfy the hypothesis of the theorem; on the contrary, the entangled states
of Sec. 3.3 do not. Indeed,

B̂π
∣∣ψ0
〉

= B̂π
1√
2

(
b̃†1

)2
|0〉 =

=
1√
2

√ 2

l + 1

l∑
j=1

sin (p1j) B̂πb
†
jB̂π

2

|0〉 =

=
1√
2

√ 2

l + 1

l∑
j=1

(−1)j sin (p1j) b
†
j

2

|0〉 (3.43)
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that manifestly does not differ from
∣∣ψ0
〉

just by a phase factor. Therefore,
in the entangled case, we must also consider negative U ’s.





4

Dynamics of entanglement entropy crossing a
quantum phase transition

“Presto e bene non stanno insieme”

— Detto popolare

In the first Sec. 4.1 we give a definition of entanglement entropy and
entanglement spectrum and we present the model, its phases and the im-
plementation of the dynamics. In Sec. 4.2 we describe the dynamics when
letting the system go from the paramagnetic to the ferromagnetic phase by
controlling the speed with which we change the magnetic field. We will
examine the adiabatic regime, the sudden-quench situation and the cases
with intermediate speeds. Then we will see, in Sec. 4.3 how these results are
related to the so-called Kibble-Zurek mechanism [85–89], by looking both at
the scaling of entanglement entropy and the so-called Schmidt gap [192–194]
in the entanglement spectrum. We end with conclusions in the last Sec. 4.4,
and with two Appendices, 4.A and 4.C, where we have reported technical
details of the calculations.

4.1 The model

In this section we will study the dynamical evolution of the entanglement
in the transverse field Ising model. This well known model [80–82] is de-
scribed, for a chain of L sites with periodic boundary conditions (PBC), by
the Hamiltonian:

H = −J
2

L∑
j=1

[
σzjσ

z
j+1 + hσxj

]
(4.1)

here ~σ are the usual Pauli matrices, and h = h(t) is a time-dependent
magnetic field (see equation (4.2)). From now on we will set ~ = J = 1.
This model is exactly solvable by a sequence of Jordan-Wigner, Fourier
and Bogolyubov transformations. We will describe in details the method in
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Appendix 4.A. The phase diagram of the model can be drawn as a function
of the magnetic field h: it is composed by two phases, one paramagnetic
(h > 1) and one ferromagnetic (0 ≤ h < 1), separated by a quantum critical
point h = 1. The negative part of the diagram is the mirror-reflected of the
positive one, because of the Z2 symmetry under the canonical transformation
σxj → −σxj [82]. At the critical point, for h = 1, the low-energy physics is
described by a conformal field theory [195] with central charge c = 1/2 giving
a correlation-length and dynamic critical exponents equal to ν = z = 1
[196].
We will now introduce the dynamic in the Hamiltonian (4.1) by letting
h = h(t) change linearly in time, from an initial value hi to a final one hf :

h(t) = hi + sgn(hf − hi)
t

τ
(4.2)

where τ is the time scale (the inverse of the velocity) of the ramping and
0 < t < tf , with tf = |hf − hi|τ . The dynamics of the model is also exactly
accessible [197, 198], as we will describe in the following.
We are interested in the evolution of bipartite quantities moving from the
paramagnetic hi > 1 to the ferromagnetic regime hf < 1. This setting,
where one changes one of the parameters in system making it crossing a
phase transition, is the natural frameworks for studying the Kibble-Zurek
mechanism.
In the following we will study a chain with L = 50 sites (we discuss the of
size-effects in Sec.4.3) and a ramping fromhi = 1.4 to hf = 0.4.

In the following we will consider as bipartite quantities the entanglement
entropy (see also Sec.2.3.2) and the entanglement spectrum [199]. We start
considering a chain with L sites composed by two equal subsystems A and
B, containing each l = L/2 adjacent sites. The reduced density matrix
ρA(t) of the subsystem A at a time t, is obtained evolving in time with the
Hamiltonian (4.1) the pure density matrix of the ground state |GS(t)〉, and
tracing out the degrees of freedom of other half B:

ρA(t) = TrB |GS(t)〉 〈GS(t)| (4.3)

We can define the entanglement Hamiltonian H of ρA(t) as ρA(t) = e−H(t).
We will call its energy spectrum the entanglement spectrum (ES). From the
eigenvalues of ρA(t) we can also compute the von Neumann entropy of the
subsystem

SL/2(t) = −Tr ρA(t) log2 ρA(t) (4.4)

The data we present in the following sections are obtained by a bipartition
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of the system in two halves but we also checked that our main findings don’t
depends qualitatively on this particular choice.

We now move to study of the dynamics as ruled by the Hamiltonian
(4.1). We follow the procedure of Ref.[200]. The Hamiltonian can be recast,
after a Jordan-Wigner transformation (see appendix 4.A), in a fermionic
language:

H = −1

2

L∑
j=1

[(
c†j+1cj + cj+1cj + h.c.

)
− 2hc†jcj

]
− Lh

2
(4.5)

The time evolution of the system in Eq.(4.1) is described by the Heisenberg
equation for the c operators:

i
d

dt
cj,H(t) = [cj,H(t), Hj,H(t)] (4.6)

which can be rewritten as:

i
d

dt
cj,H(t) =

L∑
k=1

[
Ajk(t)ck,H(t) +Bjk(t)c

†
k,H(t)

]
(4.7)

with

Ajk(t) ≡ h(t)δjk −
1

2
(δj,k+1 + δj+1,k − δj1δkL − δjLδk1)

Bjk(t) ≡ −
1

2
(δj+1,k − δj,k+1 + δj1δkL − δjLδk1)

(4.8)

In order to solve such an equation, we make the following ansatz, known as
time-dependent Bogolyubov transformation:

cj,H(t) ≡
L−1∑
m=0

[
ujm(t)bm + v∗jm(t)b†m

]
(4.9)

with the initial conditions ujm(0) = ujm and vjm(0) = vjm given by the
exact solution:

ujm ≡
1√
L
ei(pmj+

π
4 )um,

vjm ≡
1√
L
ei(pmj+

π
4 )vm

(4.10)

By putting the ansatz of Eq. (4.9) in the Heisenberg equation, we come to
the set of linear coupled ODE’s

i
d

dt
ujm(t) =

L∑
k=1

[Ajk(t)ukm(t) +Bjk(t)vkm(t)]

−i d
dt
vjm(t) =

L∑
k=1

[Bjk(t)ukm(t) +Ajk(t)vkm(t)]

(4.11)
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Those equations, that can be solved by standard numerical techniques give
us cj(t),i s then possible to construct the correlation matrices and to compute
the entanglement spectrum as described in Appendix 4.C.

4.2 Entanglement Dynamics

In this section we will study in details the dynamics of the entanglement
spectrum and of the entanglement entropy. They main results are summa-
rized in (Figs. 4.1 and 4.2). Studying e identify four regimes Since their time
evolution in time have different behaviors depending varying the parameter
τ we divided it in four regimes. An adiabatic regime with τ ∼ 500, a slow
regime τ ≥ 20, a fast regime 1 ≤ τ ≤ 20 and a sudden one τ ≤ 1.
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Figure 4.1: Dynamics of the first four eigenvalues of ρA(t) for L = 50, hi = 1.4
and hf = 0.4. Different panels refer to different τ . In panels (d) , (e) and (f) the
red and green lines overlay.

4.2.1 Adiabatic and sudden regimes

We begin by considering very large values of τ , i.e., a quasi-adiabatic quench,
see for example the curve at τ = 500 of Fig. 4.2 and panel (a) of Fig. 4.1.
We observe that during the evolution the entanglement entropy and the
entanglement spectrum closely follow the static values, i.e., those obtained
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Figure 4.2: Dynamics of the entanglement entropy SL/2(t) for L = 50, hi = 1.4,
hf = 0.4 for different values of τ .

from the ground state of the system at each value of h(t), the only differ-
ence being represented by some small oscillations, that will be discussed in
Sec.4.2.3. This behavior is expected from the adiabatic theorem[187] and as
a consequence of the finite size of the system. In fact the energy gap closes
as a function of the inverse size, remaining non-zero for any finite L, so that
in this case it is always possible to reach the adiabatic limit provided τ is
large enough (see also Sec.4.3). More precisely, as shown by Cincio et al. in
Ref.[201], the probability of having an adiabatic evolution at size L is given
by P (τ) = 1− exp(−2π3τ/L2), so that the maximum rate (∼ 1/τ) at which
the evolution is adiabatic decays as 1/L2.
We then consider the opposite regime, with very small values of τ , i.e., very
fast quenches (curve with τ = 0.1 in Fig. 4.2) and panel (f) of Fig. 4.1.
The entanglement entropy and the entanglement spectrum do not evolve at
all, as expected from the adiabatic theorem, independently on the size of
the system.

4.2.2 Fast sweeps

We consider now rampings that are slower than sudden ones, but much
faster than adiabatic ones; we call them fast sweeps, and, for our system
sizes, they correspond to τ = 1 ÷ 20. For the sake of clarity, for both the
entanglement entropy and the entanglement spectrum it is useful first to
consider the faster regime τ ∼ 1 and then slower rampings τ ∼ 10÷ 20.
Starting from faster rampings (see curves with τ = 1 and 5 in the main panel
of Fig. 4.2), the entanglement entropy increases linearly in the region close
to the phase transition: this behavior can be related to the results of Cal-
abrese and Cardy [122] relative to a sudden quench to a conformal critical
point where the entanglement entropy is predicted to grow linearly, with a
slope related to the central charge of the underlying conformal field theory.
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Figure 4.3: The plot shows the time at which the eigenvalues of the reduced
density matrix cross as a function of 1/τ , for 8 < τ < 17. This time results to be
always larger than the critical one, meaning that the oscillations start only after
the system has reached the critical point. Red crosses: numerical data. Black line:
fitting formula a0 + a1/τ + a2/τ

2, giving a0 = 0.557 (critical point: 0.4).

In our case the quench is not sudden but since the correlation length and
relaxation time are large the system behaves as critical for a finite interval
of h, and the same picture of the sudden quench can therefore by applied.
The behavior of the entanglement spectrum is related to the one of the en-
tanglement entropy and is shown in panel (e) of Fig. 4.1. In this regime
of τ , the first eigenvalue decreases, while the remaining three increase: this
results in a growth of the entanglement entropy that we observe[199]. Re-
markably, the second and third eigenvalues of the reduced density matrix
remain degenerate even during this kind of evolution: indeed, these eigen-
values correspond, at t = 0, to the eigenstates |1〉 and |L/2〉 (see Sec.4.B),
and the time evolution, as shown by a perturbative analysis (that we are not
going to report), does not break this degeneracy, at least for these values of
τ .
The second regime is encountered by further increasing τ (see for example
curves with τ = 8, 10 and 30 in Fig. 4.2). In such cases, the entanglement
entropy still presents a linear-growth region, which does not last to the end
of the sweep, ending in an oscillatory region, in which the entanglement
entropy alternates between maxima and minima, with variable frequency.
This behavior has already been observed in a thermodynamic-limit study
of the dynamics of entanglement entropy[202], and has been ascribed to the
fact that the system ends up, after passing the critical point, in a superpo-
sition of excited states of the instantaneous Hamiltonian.

We now investigate the behavior of the entanglement spectrum in this regime.
As shown in Fig. 4.1(d), the decreasing of the first eigenvalue and the growth
of the remaining ones continues until they cross, all at the same point. More-
over, this crossing structure recurs also for later times in an almost periodic
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pattern (not shown). This behavior is very peculiar, and we shall investigate
it in detail. First of all, it must be noticed that the crossings correspond, as
expected, to the maxima of entanglement entropy and that this oscillatory
behavior starts only after the system has crossed the critical point. This
fact is easily confirmed by plotting the crossing time tcr as a function of
τ : the result is shown in Fig. 4.3: the data can be fitted by a power-law
a0 + a1/τ + a2/τ

2 showing that, for τ → ∞, the crossing point converges
with good precision to the critical point Strictly speaking, we could not take
the limit τ → ∞, since, for larger τ , the behavior of the system tends to
become adiabatic; however, this extrapolation shows that the oscillations,
also present for larger τ , always have the same nature; see Sec.4.2.3. We
have also verified that the crossing time tcr does not depend on the size
of the system at fixed τ (not shown): this fact represents a further evi-
dence of the fact that the physics, for these values of τ , coincides with the
thermodynamic-limit one.

4.2.3 Slow sweeps

The last regime is observed for τ & 20. As Figure 4.1(c) shows, the second
and the third eigenvalues of the entanglement spectrum begin to separate,
making the crossing of ζ1(t) and ζ4(t) an avoided crossing. For larger values
of τ , as shown in figure 4.1(b), this separation continues and the dynamical
structure of the spectrum gets closer to the static one, i.e. the one of figure
4.1(a).
Moreover the crossings, occurring between the ζ1(t) and ζ2(t) and between
ζ3(t) and ζ4(t), take place at the same times for the first and the second
couple. On the other hand, the entanglement entropy, as shown in the main
panel of Figure 4.2 (curve with τ = 100), at the beginning of the evolution
is practically coincident with the static one, and at a certain point begins to
grow and to oscillate around a value smaller than the ones of section 4.2.2
and decreasing as τ increases. The behavior of the entanglement spectrum
and the entanglement entropy can be ascribed to the approaching of the
adiabatic regime. However, as already observed in section 4.2.1, the oscil-
lation (now between the first and the second two eigenvalues) studied in
section 4.2.2 survive as a sign of non-adiabaticity.

4.3 Kibble-Zurek Physics

In this section, we discuss the Kibble-Zurek scaling[85–88] of two quan-
tities, i.e., the already considered entanglement entropy and the Schmidt
gap[192–194], i.e., the difference between the two largest eigenvalues in the
entanglement spectrum. A discussion of this mechanism for the XY -model
may be found in Refs.[89, 203–205].

In its original formulation, the Kibble-Zurek mechanism is able, on the
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basis of extremely simple approximations, to predict the scaling of the num-
ber of topological defects produced after the dynamical transition of a critical
point. The key assumption underlying the mechanism is that the evolution
can be divided, for suitable ramping velocities, into three parts: a first adi-
abatic one, where the wave function of the system coincides with the ground
state of H(t); a second impulsive, where the wave function of the system
is practically frozen, due to the large relaxation time close to the critical
point; a third adiabatic one, as the system is driven away from the criti-
cal point [89]. This division takes the name of adiabatic-impulse-adiabatic
approximation[206, 207]. What plays a role in this kind of mechanism is the
correlation length ξ̂ at the times of passage between the different regimes,
that can be seen to scale, for a linear quench of inverse velocity τ , as[87, 88]

ξ̂ ≈ τ
ν

1+zν (4.12)

being ν and z the critical exponents of the crossed quantum critical point[196].

4.3.1 Entanglement entropy

Any quantity that is directly related to the correlation length is suitable to a
Kibble-Zurek analysis. In particular, close to a conformal critical point de-
scribed by a conformal charge c, the entanglement entropy has been shown
by Calabese and Cardy to scale as [208]:

S =
c

6
log2 ξ + const. (4.13)

We can easily see that the entanglement entropy after the quench scale as
[202]

S =
cν

6(1 + zν)
log2 τ + const. (4.14)

The prefactor of the logarithm would be 1/24, since in the Ising case ν =
z = 1 and c = 1/2, but as the subsystem A has two boundaries we need to
double the prefactor of the logarithm. So we expected the entropy to scale
as [201, 208]

SL/2(τ) =
1

12
log2 τ + const. (4.15)

This clearly holds in the thermodynamic limit, where the gap is strictly
closed at the critical point. For finite size systems we expect some devia-
tions from the Kibble-Zurek behavior for large τ . We plot the results we
obtain in Fig. 4.1: as expected, we observe a progressive breakdown of the
Kibble-Zurek prediction lowering L. A few other remarks are in order: first,
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Figure 4.1: Entanglement entropy at the final instant of the evolution for 1 < τ <
200 at different system sizes (10 ≤ L ≤ 100, from top to bottom). The equation of
the black line is const. + (log2 τ)/12.

Eq. 4.13 has to be modified, since, because of its finite size, subsystem A
possesses two boundaries; therefore, Eq. 4.13 is modified by doubling the
prefactor of the logarithm[208] (see also Ref. [201]). Moreover, it is evident
that the logarithmic behavior expected from the Kibble-Zurek mechanism is
superimposed to an oscillating behavior, as already observed in Ref. [202]:
it is clearly a reflex of the oscillating structure of the entanglement entropy
as a function of time, studied in Sec. 4.2.2 and 4.2.3. Third, we observe that,
for small values of τ , the curves at different sizes are practically coincident.
This coincidence is lost for larger values of τ ’s, depending on L: the veloci-
ties at which this coincidence is observed are the ones at which the physics
is practically the one of the thermodynamic limit. For example, at L = 50,
the physics is practically the thermodynamic limit one up to τ ≈ 15.

Finally, we note that, remarkably, the τ ’s that correspond to the pas-
sage from the fast to the slow regime (the τ ’s for which the crossing between
the first and the fourth eigenvalue of the reduced density matrix begin to
disappear), correspond to the breakdown of the Kibble-Zurek, or, equiva-
lently, thermodynamic-limit physics. This fact could be verified by a direct
thermodynamic-limit investigation (as, e.g., in Ref. [202]), and could rep-
resent, in principle, a very simple tool to check the equivalence between
finite-size and thermodynamic-limit physics.

4.3.2 Schmidt gap

As already mentioned above, the Schmidt gap ∆S is defined as the difference
between the two highest eigenvalues of the reduced density matrix. It has
been very recently shown [192, 193] to be related to the correlation length
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Figure 4.2: Schmidt gap at the final instant of the evolution for 10 < τ < 200 at
different system sizes (80 ≤ L ≤ 150, from top to bottom). The equation of the
black line is const. + τ−1/2.

i.e.,

∆S ≈ ξ−z (4.16)

From this relation we can obtain its Kibble-Zurek scaling

∆S ≈ τ−
zν

1+zν (4.17)

In Fig. 4.2 we present the data for the scaling of the Schmidt gap at the end
of the ramping as a function of τ .

In Fig. 4.2 we show the numerical results for the scaling of the Schmidt gap
at the end of the ramping as a function of τ . We fitted the maxima with
the function ∆S = τ−1/2 + const that a surprisingly good agreement with
data. For fixed L, the shape of each curve shows cusps as a function of τ .
These non-analyticities correspond are a consequence of the crossing of the
eigenvalues of the reduced density matrix. Thus, as for the entanglement
entropy, we found also eq. (4.17) to be compatible with the numerical results.

4.4 Conclusions

In this chapter we have examined the dynamical evolution of the quantum
Ising chain in a transverse magnetic field crossing a quantum phase transi-
tion. In particular we analyzed, during the dynamics, the behavior of both
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the entanglement entropy and the entanglement spectrum, in particular in
the case of a ramping from the paramagnetic to the ferromagnetic phase.
For different values of the time scale τ we observed qualitatively different
regimes: an adiabatic one (large τ) when the system evolves according to
the instantaneous ground state, a sudden quench (small τ) when the system
is essentially frozen to its initial state and an intermediate one. In the latter
the entropy starts growing linearly in time and then displays oscillations
in correspondence with the level crossing happening in the entanglement
spectrum. The entanglement spectrum can be also used for studying both
universal quantities (scaling exponents) and physical phenomena, such as
the Kibble-Zurek mechanism, that may manifest during the evolution.
We may conclude that entanglement entropy and entanglement spectrum
seem to be, for the dynamical evolution as in the static case, a powerful tool
to investigate the physics of a closed quantum many body system crossing
a phase transition at T = 0.





Appendices

4.A Exact solution of the Ising model

In this Appendix we show how to diagonalize the Hamiltonian in Eq. 4.1.
We follow Ref.[82] quite closely.

By defining the raising and lowering operators σ±j ≡ (σzj∓iσ
y
j )/2, Eq. 4.1

reads:

H = −1

2

L∑
j=1

[(
σ+
j σ

+
j+1 + σ+

j σ
−
j+1 + h.c.

)
+ 2hσ+

j σ
−
j

]
+
Lh

2
(4.18)

Performing a Jordan-Wigner transformation by means of

cj ≡
∏j−1
k=1

(
2σ+

k σ
−
k − 1

)
σ+
j

c†j ≡ σ
−
j

∏j−1
k=1

(
2σ+

k σ
−
k − 1

) (4.19)

allows to rewrite the Hamiltonian Eq. 4.18 in fermionic form:

H = −1

2

L−1∑
j=1

[
c†j+1cj + cj+1cj + h.c.

]
+

+
α

2

[
c†1cL + c1cL + h.c.

]
+ h

L∑
j=1

c†jcj −
Lh

2

(4.20)

where α ≡
∏L
j=1(1− 2c†jcj) =

∏L
j=1 σ

x
j . It is easy to show that α commutes

with H, and therefore it is a constant of motion; moreover, α2 = 1, so that
α = ±1. As it is manifest from its definition, the case α = ±1 corresponds
to the case in which in the chain has an even/odd number of down spins is
present, and, in fermionic language, to a chain with antiperiodic/periodic
boundary conditions (APBC/PBC) and an even/odd number of fermions.
We choose to work in the sector of even parity in the number fermions, i.e.
α = 1, being, at finite size, the ground state of the model always in this
sector. One ends up with

H = −1

2

L∑
j=1

[(
c†j+1cj + cj+1cj + h.c.

)
− 2hc†jcj

]
− Lh

2
(4.21)

65
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with fermions satisfying APBC. The diagonalization proceeds by means of
a Fourier transform

cj ≡
eiπ/4√
L

L−1∑
m=0

eipmjdm , (4.22)

with pm ≡ 2π(m+ 1/2)/L, in order to automatically implement the APBC.
With some algebra, it is possible to show that the Hamiltonian takes the
form

H =
1

2

L−1∑
m=0

(
d†m, dL−m−1

)
Mm

(
dm

d†L−m−1

)
(4.23)

with

Mm ≡
(

Am −Bm
−Bm −Am

)
(4.24)

and
Am ≡ h− cos pm, Bm ≡ sin pm (4.25)

that, remarkably, satisfy AL−m−1 = Am, BL−m−1 = −Bm, i.e., the Hamil-
tonian decouples into the sum of L non-interacting modes, each one inde-
pendently diagonalizable.
The last step of the procedure consists of a Bogolyubov transformation,
which puts each Mm in diagonal form. The eigenvalues of each Mm are
given by the two values ±Em, with

Em =
√
A2
m +B2

m (4.26)

and the orthogonal transformation Um making Mm diagonal, i.e., giving
U †mMmUm = diag(Em,−Em), is given by

Um ≡
(

um vm
−vm um

)
(4.27)

where

um =
−(−1)mAm+Em

Bm√
1 +

(
Am+Em
Bm

)2
, vm =

−(−1)m√
1 +

(
Am+Em
Bm

)2
(4.28)

satisfying uL−m−1 = um, vL−m−1 = −vm. The diagonalizing operators are(
bm

b†L−m−1

)
≡ Um

(
dm

d†L−m−1

)
(4.29)

and the orthogonality of Um ensures their fermionic nature. The Hamilto-
nian takes, by means of the inverse of Eq. 4.29, the final form

H =

L−1∑
m=0

Em

(
b†mbm −

1

2

)
(4.30)

and its ground state is, for α = 1, the vacuum state |GS〉 such that bm |GS〉 =
0. Excited states, in the APBC sector, are obtained by applying couples of
Bogolyubov creation operators on |GS〉.
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4.B Initial structure of the entanglement spectrum

In this section we compute the reduces density matrix for the ground state
of the Ising model (4.1) at t = 0 in the limit h(0) = h → ∞. The ground
state of the system is

|0〉 = |↑〉1 |↑〉2 · · · |↑〉L (4.31)

where |↑〉j and |↓〉j are the eigenstates of σzj .
This is not the exact ground state for h � 1, but, at first order in

perturbation theory, it is easy to show that the latter is given by

|GS〉 = N

|0〉+
1

4h

L∑
j=1

|j, j + 1〉

 (4.32)

with
|j, j + 1〉 = |↑〉1 |↑〉2 · · · |↓〉j |↓〉j+1 · · · |↑〉L−1 |↑〉L (4.33)

being the state where the spins at sites j and j + 1 are flipped and N =(
1 + L

16h2

)− 1
2 is a normalization factor.

The zero-temperature density matrix of the system is given by |GS〉 〈GS|
and the reduced density matrix ρA of the half chain A = {1, · · · , L/2} takes
the form

ρA =
(
|0〉A , |2p〉A , |1〉A , |L/2〉A

)
RA


A 〈0|
A 〈2p|
A 〈1|
A 〈L/2|

 (4.34)

with

|0〉A = |↑〉1 |↑〉2 · · · |↑〉L/2 (4.35)

|2p〉A =

(
L

2
− 1

)− 1
2

L
2
−1∑

j=1

|j, j + 1〉 (4.36)

|1〉A = |↓〉1 |↑〉2 · · · |↑〉L (4.37)

|L/2〉A = |↑〉1 |↑〉2 · · · |↑〉L/2−1 |↓〉L/2 (4.38)

and

RA = N 2


1 +

L
2
−1

16h2

√
L
2
−1

4h 0 0√
L
2
−1

4h

L
2
−1

16h2
0 0

0 0 1
16h2

0
0 0 0 1

16h2

 (4.39)
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RA shows that |1〉A and |L/2〉A are degenerate eigenstates of ρA with
eigenvalues

ζ2,3 =
1

2`+ 16h2
(4.40)

with ` = L/2.
Diagonalizing the remaining block gives the others two eigenvalues

ζ1,4 =
(`− 1)/2 + 4h2 ± 2

√
h2 (`+ 4h2 − 1)

`+ 8h2
. (4.41)

For large enough h, the two eigenstates related to ζ1,4 are superpositions
of |0〉A and |2p〉A, one in which the paramagnetic state |0〉A dominates and
the other in which |2p〉A dominates. A numerical analysis shows also that
ζ1 < ζ2 = ζ3 < ζ4, for sufficiently high h.

4.C Bipartite quantities in free fermionic systems

In this Appendix we review to compute the entanglement entropy and the
entanglement spectrum for free fermionic system.

As it is known from recent literature [209, 210] (see also Refs.[185, 211]),
for fermionic biquadratic (static) Hamiltonians the density matrix can be
obtained from correlation functions. In order to evaluate the time evolution
of the entanglement entropy and spectrum we need a step forward, which is
the introduction of Majorana fermions:

c̄2m−1 =c†m + cm (4.42)

c̄2m =i(c†m − cm) (4.43)

which satisfy anticommutation rules {c̄r, c̄s} = 2δrs. The correlation matrix
of the Majorana fermions has the form:

〈c̄r c̄s〉 = δr,s + iΓrs (4.44)

where r, s = 1, · · · , 2`. The matrix Γrs is antisymmetric and its eigenvalues
are purely imaginary ±iνr, r = 1, `. It can be shown that this matrix
describes a set of uncorrelated (true) fermions {am} satisfying:

〈aman〉 = 0, 〈a†man〉 = δmn
1 + νn

2
. (4.45)

Each of the ` blocks is then in the state ρj = pja
†
j |0〉 〈0| aj + (1− pj) |0〉 〈0|,

with pj = (1 + νj)/2 so that the entropy is the sum of the single-particle
entropies, thus yielding for the reduced `-site system:

S(`) =

l∑
j=1

H2

(
1 + νj

2

)
, (4.46)
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where H2(x) ≡ −x log2 x − (1 − x) log2(1 − x). The eigenvalues λj , j =
1, · · · , 2` of the reduced density matrix can in principle be found by taking
properly chosen products of either pj or (1− pj), with j = 1, · · · , ` [212].

The procedure described above works equally well for the time-dependent
case, provided that the Majorana fermions are constructed using the time-
evolved true fermions ci,H(t). In this way we can obtain the time-dependent
entropy S(`, t) and entanglement spectrum λi(`, t).
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hashi, and C. Trippe, Phys. Rev. Lett. 106, 257201 (2011).

[175] V. Alba, Phys. Rev. B 91, 155123 (2015).

[176] D. J. Luitz, ArXiv e-prints (2016), arXiv:1601.04058 [cond-mat.dis-
nn] .

[177] U. Schneider, L. Hackermuller, J. P. Ronzheimer, S. Will, S. Braun,
T. Best, I. Bloch, E. Demler, S. Mandt, D. Rasch, and A. Rosch, Nat
Phys 8, 213 (2012).

[178] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D. S. Fisher,
Phys. Rev. B 40, 546 (1989).

[179] M. A. Cazalilla, R. Citro, T. Giamarchi, E. Orignac, and M. Rigol,
Rev. Mod. Phys. 83, 1405 (2011).

[180] M. Valiente and D. Petrosyan, Journal of Physics B: Atomic, Molecular
and Optical Physics 42, 121001 (2009).

[181] M. Valiente and D. Petrosyan, Journal of Physics B: Atomic, Molecular
and Optical Physics 41, 161002 (2008).

[182] B. Sutherland, World Scientific, Singapore (2004).

[183] S. Sorg, L. Vidmar, L. Pollet, and F. Heidrich-Meisner, Phys. Rev. A
90, 033606 (2014).

[184] D. Muth, D. Petrosyan, and M. Fleischhauer, Phys. Rev. A 85, 013615
(2012).

[185] L. Taddia, ArXiv e-prints (2013), arXiv:1309.4003 [cond-mat.str-el] .

[186] L. Vidmar, S. Langer, I. P. McCulloch, U. Schneider, U. Schollwöck,
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