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Chapter 1

Introduction

A fundamental postulate in contemporary medicirf@nistry is that the effect of a drug in the
human body is the consequence of the moleculagratton between a ligand (the drug) and a
macromolecule (the target). The effect of bindimg de either promotion or inhibition of signal
transduction of some enzymatic activity or molecdtansport. In this context, during last years,
computational tools in medicinal chemistry haveyptha prominent role in the understanding of
the molecular events lying at the basis of the apeutic effects of drugs. In particular,
computational chemistry tools allow the charactgron of structure, dynamics and energetics of
the above mentioned interactions. Moreover, theeldgvnent of more accurate and reliable
algorithms, the employ of more thoughtful protocdts apply them, and greatly increased
computational power nowadays allow studies to b#opmed with the necessary reliability and
accuracy. Even though there is no substitute fantium mechanics when an explicit description of
electronic features is demanded, classical mechdmsed approaches can efficiently assist the
study of pharmaceutically relevant systems, andeheomputationally relatively inexpensive
methods are nowadays routinely used in modernmatidrug design. However, since there is not
an univocal strategy to solve a drug design-relptettlem even among the classical level of theory
the appropriate computational method to be usedddepend upon both the characteristics of the
system itself and the available information. Acaogtly, a number of approaches can be applied at
different stages of the drug design process: dy etages the speed is usually required at the
expense of an optimal physical description. Insteathe end, namely during the lead-optimization
stages, the emphasis unavoidably relies on theraxzuWithin this scenario, docking algorithms
play a pivotal role in the first stage of the ddesign, whereas for the second stage a wider spread
of techniques are used. Nevertheless, moleculaardigs simulations represent one of the most

used approaches, and they represents the maindbtus present thesis.

In particular, docking techniques are designedirid the correct conformation of a ligand at the
binding site of a target protein, and have now hesad with different success for decades. The idea
behind this technique is only theoretically sim@ace several entropic effects, which are hardly
handled in the whole plethora of computational radt) could often take place. The mobility of

both ligand and receptor, polarization effectsrarton the small molecule arising from the protein



environment, and their interactions with the nemiog water molecules, which would not be in
principle neglected (but almost they are), furthemplicates the quantitative description of the
process under investigation.

On the other hand, molecular dynamics (MD) simalsi are valuable for understanding the
dynamical behavior of proteins (or complexes) #edént timescales, and they represent one of the
most versatile and widely applied computationahtegues for the study of biological systems. The
first protein MD simulation was performed by the ®&ammon group in 1977, and consisted in the
study of the bovine pancreatic trypsin inhibitofhe system comprised 58 amino acidic residues,
and the simulation was run in vacuum for a totaktiof 8.8 ps. Starting from this pioneering work,
the relatively enormous computational power reacladthe present, permits routinely the
simulation of systems comprising >L&toms for tens of nanoseconds. Hence, simulatbmsore
realistic systems, including explicit water molexsyl counterions, and even complete membrane-
like environment are nowadays affordable, and oladde properties can be monitored as they
evolve in real time. Such a technological progr@ssmere computational power has been
accompanied by methodological improvements: bdtiese fields, improved treatment of long
range electrostatics and boundary conditions, agiteb algorithms used in order to control
temperature and pressure.

Finally, the close interplay between docking prased and molecular dynamics techniques also
needs to be accounted for. In particular, fast r@tatively inexpensive docking protocols can be
combined with accurate but more costly MD techngqt® predict more reliable ligand-protein
complexes. The strength of this combination reletheir complementary strength and weakness.
Docking techniques are used to quickly investigdkee huge conformational space of
pharmaceutically relevant molecules, although trgomdrawback lies in the total or relative
absence of protein flexibility, which actually pents the treatment of important phenomena such
as induced fit. On the other hand, MD simulatioaturally take into account flexibility. Moreover,
the effect of explicit water molecules can be disetreated. However, the main problems with
equilibrium MD simulations are that they can behiygtime consuming, and that they can easily
get stuck in local free-energy minima, thus seiipuisniting or slowing down the phase space
sampling. From the above discussion, it is cleat the combination of the two techniques into a
single protocol is a logical consequent approadmfwove the drug design process. Actually, there
are two main ways to link the two techniques: fjn@ment, and ii) relaxing approaches. The first
ones, consist in the dynamical study of the difide¢ behavior of selected ligand-protein
complexes previously obtained by means of a standicking procedure (refinement). By

analyzing the relative stability and/or conformatb changes during the time course, important



insight in respect to the correct binding mode barachieved. Such an approach suffers from the
fact that the ligand has to be properly paramegdrin order to properly match with the force field
chosen to treat the protein. Usually, protein fdiiells are highly specific in respect to peptides,
hence it is not trivial that a suitable consistpatameterization for the ligand could be easily
obtained. Anyway, until now, routinary methods Istilo not exists, therefore the ligand
parameterization represents a crucial and at thee deme quite tricky phase of the setup for
molecular dynamics simulations of pharmaceuticedgvant complexes. Since it could seriously
affect the reliability of the resulting data, thgand parameterization requires a rather high amoun
of experience in modeling. The second approackess intuitive. It was originally introduced by
McCammon and co-workéerand it attempts to take into account the possjtftir a ligand to bind
only a few relaxed conformations of the receptetafation). Such an approach is usually (but not
only) employed if a crystallographic structure bétprotein is not available, and the docking of
small molecules into the binding site of crude htogy derived models would introduce serious
artifacts as the protein is not properly relaxedaisuitable biological environment (water, lipid
membrane). Hence, a long MD simulation of #po form for the protein is firstly performed in
order to extensively sample its phase space, tieeddcking of candidate ligands is carried out on a
large ensemble of protein conformations. With sashapproach the parameterization of the small
molecule is usually avoided, even though a furtihgramical equilibration of the ligand-protein

complex would be in some case advisable.

In the present thesis, both equilibrium and nondéagium MD approaches applied to the study of
biologically relevant systems will be discussed.phsviously reported, although the main focus of
the work is addressed to MD techniques, both theve@bmentioned strategies (refinement,
relaxation) of linking MD with docking simulationsill be covered, even if in different theoretical

contexts (dynamics and metadynamics).

= The first study reported (chapter 3.1) focuseshehERG potassium channel.
Prolongation of the QT interval of the electrocagitam is a typical effect of Class Il
antiarrhythmic drugs, achieved through blockad@athssium channels. It has been found
that several classes of drugs used for non-cardowNar therapies, may prolong the QT
interval by means of a similar mechanism, and imtigadar by blocking the hERG
potassium channel. The great interest in QT prabog has arisen for several reasons.
Among them, the most important is that drug-indu¢@d@d prolongation increases the

likelihood of a polymorphous ventricular arrhythm@alledtorsades de pointesvhich in



turn may cause syncope and then degenerate intdcudar fibrillation and sudden death.
Hence, the binding mode of drugs which show blogleffect against the hERG channel
has become of great interest in the pharmacewtaamunity, and in particular within the
computational area of research because the gecaidiatures of the binding site are still
experimentally unknown. Such an increased intdrastpromoted the hERG channel to be
one of the most popular anti-targets.

In this thesis, we believe that important insighit®ut the binding mode of the most potent
blocker so far known (Astemizole) will be given,eevif an in depth understanding of a
general binding mode has not been reached yet. hect to this, further computational
efforts are perhaps needed, and maybe it is reblotwathink that only a tight collaboration
with experimentalists will at last completely unehthe hidden secrets of such a fascinating

protein complex.

= The second study reported (chapter 3.2) relieshenptoposal of a novel approach to be
exploited in order to estimate the free-energyinfling of docked complexes. In particular,
the approach is addressed to provide an univocridiination between poses which
represent the outcome of docking protocols, hewoédang the use of scoring functions,
since their reliability has recently been critidzespecially when entropic or solvation
components of the free-energy of binding are naligible. To do this we propose the
combination of: i) the efficient search algorithrh (mnost) docking programs, ii) a robust
geometrical cluster analysis program, and iii) rdgteamics simulation performed by using
a proper set of collective variables in order toederate the unbinding event and — at the
same time — to reconstruct the free-energy ofrtkiestigated process.
In this thesis, only a case study of the method lvélexplicitly discussed. In particular the
docking/undocking of a typical ureidic inhibitor ¢ime glycogen synthase kinagé @otein
will be taken into account. Moreover, accuracy dedsibility of the technique in a

pharmaceutical perspective will be given.
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Chapter 2

Theoretical Methods: from first principles to parameters.

In this section, the main theoretical background étassic mechanical simulations will be

summarized, starting from the very basics of quantuechanics to the classical one.

A short discussion on the different formalisms usethis thesis will introduce the chapter.

Except for metadynamics which is a recently devatbomethod and hence references have to be

explicitly accounted for, the following books wear inestimable source of information, needed to

write the present chapter:

Allen, M. P.; Tildesley, D. J. Computer simulatiohliquids. Clarendon Pres§1991).
Foresman, J. B.; Frisch, A.; Exploring chemistrythwielectronic structure methods.
Gaussian In¢1996)

Frenkel, D.; Smit, B.; Understanding molecular detion. Academic Pres@002).
Hinchliffe, A.; Modelling molecular structuregohn Wiley & Son§1995).

Koch, W.; Holthausen, M. C.; A chemist’s guide tendity functional theorywiley-VCH
(2001).

Jensen, F.; Introduction to computational chemisiohn Wiley & Son§&001).

Leach, A. R; Molecular modellingerentice Hall(2001)

References for the theoretical background of metanhycs:

Laio, A.; Parrinello, M. Escaping free-energy miairRNAS (2002),99: 12562 — 12566.
lannuzzi, M.; Laio, A.; Parrinello, M. Efficient eloration of reactive potential energy
surfaces using Car-Parrinello molecular dynanttg/s Rev Let(2003),90: 1 — 4.

Micheletti, C.; Laio, A.; Parrinello, M. Reconsttuwy the density of states by history-
dependent metadynamidzhys Rev Let{(2004),92: 1 — 4.

Laio, A.; Fortea-Rodriguez, A.; Gervasio, F. L.;cCarelli, M.; Parrinello, M. Assessing the
accuracy of metadynamics Phys Chem B2005),109 6714 — 6721.

Raiteri, P.; Laio, A.; Gervasio, F. L.; Michelet@,; Parrinello, M. Efficient reconstruction
of complex free energy landscapes by multiple walkaetadynamics] Phys Chem B
(2006),110 3533 — 3539.



2.0 Different formulations of the laws of mechanics
Based on different principles, different equatiofisnechanics can be derived. Since the result has
to be the same, the choice of a formalism insteadnother is a mere matter of calculation
convenience. Basically, three formalisms are regbrt

= Newtonian mechanics;

= Lagrangian mechanics;

= Hamiltonian mechanics.
Newtonian mechanics represents the most intuitig gince its equations directly derive from a
“human-scale” experience. In this scheme, the foreddal equation rely on the Newton’s second
law:

F=mr [2.1]
while, for the energy conservation principle, anlased system is characterized by a total internal
energy having the form:

E=T+V [2.2]
where T and V stand for the kinetic and potentiargy, respectively. Introducing the classical
linear momentum ap = mv, the same equation becomes:

E= % +V [2.3]
from which is clear that thgajectory of a particle is univocally determined once thaipon and

the momentum at a given time are known.

Conversely, non-Newtonian formulations are basedaowvariational principle, in particular the
Hamilton’s principle. In the Lagrange’s formalishretmechanics of a system is described in terms

of its generalized (not necessarily Cartesian) doates and velocities by means of the function:

L(a,q,t) [2.4]

The trajectory followed by a system over a timeimal {to,tl} between an initial positior, and a
final position x,, is the one for which thaction that is the functional S, is an extremum (i.e. a
stationary point, usually — but not necessarily maimum):

S:J:L(q,q,t)dt [2.5]

Being S stationary, it means that the action dassvary for infinitesimal deformations of the
trajectory, or — in other words — the Hamilton’snpiple can be rewritten as:
30S=0 [2.6]



Equivalently, considering the trajectmq;(t) which for simplicity minimizes S (since not only

minima are extrema), and considering a slight wariaor which dq(t,) = dq(t, ), it follows:
q'(t)=a(t) +aaft) [2.7]

As a consequence, the variatio8 is null, since the effective motion has now besplaced by an

infinitesimally modified motion nearly close to thi®rmer. Hence, from equation 2.6 an

infinitesimal variation of S can be written as:

0S= f '—(Q(t)+<9Q(t),Q(t)+aq(t),t)dt—f: L(q(t).a(t).t)dt=0 2.8]

leading by rearrangement to the Lagrange’s equation
a_L —ia_l_ =0 29
oq dt oq [2.9]

which corresponds to the Newton’s equations of amoith generalized coordinates.
From a computational point of view the trajecta®yhen calculated by minimizing the action S.
Since it can be demonstrated that the Lagrangiactifin corresponds to thikfferencebetween the
kinetic and the potential energy of the system:

L=T-V [2.10]
the Lagrange’s equation can be rewritten as:

L L T-V T-V

Switching to Cartesian coordinates, since kinetiergy is not a function of coordinates, it follows

that the first term can be rewritten as:
— =——1=F [212]

and since the potential energy is not a functiomeddcities, for the second term:

o Ly
dtoq dtagq dt  oq  dt

[2.13]

demonstrating that in Cartesian coordinates thedragan equation correspond to the Newton’s
second equation. Furthermore, it can be demondtthte the internal energy of an isolated system
is:

oL

E=gq2-L
954 [2.14]

Besides, Hamiltonian mechanics is a reformulatidn Lagrangian formalism allowing the

derivation of equation of motions in terms of getieed positions and their conjugated moment,

10



thus providing a direct link with Newtonian mechamiThe Hamiltonian is defined as a Legendre
transform of the Lagrangian:

H(@.p.t)=pd-L(q.4.t) [2.15]
where an infinitesimal variation of H can both betign as:

dH . dH_, 9H
dH(g,p.t) = L dp + L dq + 2 gt
(a.p.t) 3 P 5 99 2.16]

or as.

dH(a.p.t) = d(pa) - dL(a,q)

=qdp-pdq -t 12.17]
ot
From which the Hamiltonian equations of motion dihgfollows:
oH _ .
a_p =q [2.18]
and:
oH .
E =P [2.19]

which in Cartesian coordinates correspond rftef and F=mi" respectively, whereas the

Hamiltonian function corresponds to the internargy of an isolated system:
H(r.p)=rp-L(r.r)

=mr'2—%mr'2+v(r)

[2.20]
1
=—p +VIr
P V()
or in a simpler way:
H=T+V [2.21]

As previously reported, different formulations ofechanics yield identical result, even if
Hamiltonian equation are twdirst-order differential equations for 8 coordinatesand 3N
conjugate momentavhile Lagrangian equation is a singld Second-ordedifferential equation for

the coordinates onlyHence, the choice of one formalism instead otlzaras primarily dictated by
considerations of convenience. For instance, thgrdragian formulation allows one to treat in a
straightforward way holonomic constraints (hnamegpehdent upon coordinates), such as in the
continuous indirect version of metadynamics, asnep in chapter 2.3.1. Conversely, Hamiltonian
formalism is helpful to handle certain systems,hsas some aspects of quantum mechanics, in an
easier way compared to other formulations of meicisan

11



2.1 Quantum Mechanics: Basics Aspects of the Waveiikction Theory (WFT)

The strict description of a system made of inténgcparticles can be handled by means of the
notable Schrddinger equation, which is here repairigts non-relativistic, time-independent form

and expressed in atomic units system (i.e.: inrapaxt form obtained omitting the fundamental

physical constants, see Tab 2.1):
|:|\Pi XonsRam) =B Y (X 0 Rom) [2.22]

where:

» ¥, (X,y.R,y) stands for the wave function of theh state of the system, which is a
function of the Bl spatial coordinates;, and theN spin coordinatess, (which are
collectively termedx; ), and the B1 spatial coordinates of the nucli, . The wave function

contains all the information about the quantumesystinder investigation.

*= E is the numerical value of the energy of the stiagcribed by, .

= H is the molecular Hamilton operator for a genesistam consisting oM nuclei andN
electrons in the absence of external magneticemtrét fields.
Basically, the Hamilton operator is the quantum Ina@ical analogue of the internal energy for the
system, and in a mathematical formalism the Schgiti equation is termed aigenequation

Hence, theE, allowed values of energy are tegenvalueof the operator, whered$, represent

eigenvectorsor bettereigenfunctionsf the operator, and they both represent the isoldor the
eigenequation.
The total Hamilton operator can be written as a srthe kinetic and potential energies of the
nuclei and the electrons:

2 _ o ZaZs N Za
where A and B run over theM nuclei, whilei andj run over theN electrons of the system; the
potential energy operator is the Coulomb potentiakreas the kinetic energy operator is accounted
for by the Del-squared operator. The classic andratativistic kinetic energy for a particle can be
written as:

1 1
K=§|TN2 :%pZ [223]

Whereas in quantum mechanics the momentum is tk@stan operator, and its formulation derives

from the de Broglie’s lawp =7k :

12



R .0

p - _Iha_r [2.24]
wherei is the root square of -1. Such a formulation diydeads to the following expression for the
kinetic energy operator:
1
2

From which is clear that the Del-squared operaa second order differential operator defined as

K ==(-in0) [2.25]

the divergence of the gradient for any given scatarector field (also called Laplace operator):

0 0%  9?

A(F)=06) D) = 020) = S 2 o 226)
The total Hamilton operator can be rewritten in@encompact form as:
Ho, =T, +T,+V_ +V, +V,, [2.27]
and hence equation 2.22 can be rewritten as avisli
Hio P o (% R) = E ¥ i (%, R) [2.28]

The Schrddinger equation can be further simplibgdaking advantage of the difference in masses
between nuclei and electrons: as nuclei are muekiéethan electrons, their velocities are much
smaller, hence allowing one to neglect the kinetiergy term of the nuclei from the total
Hamiltonian. This is the so called Born-Oppenheinti®®) or adiabatic approximation, which
states that the electronic wave function dependls @mthe position of the nuclei and not on their
momenta, or — in other words — that the electravéwe function depends parametricadlg the

nuclear coordinates, and functionadlly thex; spatial and spin coordinates of thelectrons of the

system. The molecular Hamiltonian is then rewritisn

A

Ho =H +T, [2.29]

Where, the electronic Hamiltonian is defined to be:
lq e = -’I\-e+ \769+ \7nn + \7ne [2'30]
If nuclei do not have momenta, their kinetic eneigygero (T'n = 0, while the potential energy due

to nucleus-nucleus repulsion becomes a mere cdné§¥gp = cost). Since electrons can be

considered as moving in the field of fixed nuctbie motion decoupling is handled by factorizing

the total wave function:
Yo (X, R) =¥ (X, R) ¥, (R) [2.31]
hence an electronic Schrodinger equation can beetkf

HY.(X,R)=E¥Y.(X,R) [2.32]

13



where:

E. =E.tE, [2.33]
Once the Born-Oppenheimer approximation holds,pifedlem is reduced to solve the electronic
Schradinger equation for a set of nuclear geonstteading to the reconstruction of the Potential
Energy (hyper-) Surface (PES). At the Hartree-Féekel of theory, the wave function is
approximated as a single Slater determinant, andeéheo electron correlation is taken into account,
namely each electron feels the average field ofrémeaining electrons. In this framework, the
electronic problem — electrons in the nuclear field tackled by means of the Self-Consistent Field
approach (SCF) which is based upon the variatipriatiple (which will not be discussed here),
while the nuclear problem — nuclei in the electrdietd — is solved using various minimization

algorithms.

Tab. 2.1:Atomic units

Symbol (name) Quantity Value in a.u. Value in Sl uits
m, Electron mass 1 9.1094 - ¥kg
e Electron charge 1 1.6022 - 1c
/ 21 , Atomic momentum unit 1 1.0546 - 18*Js
T
Bohr radius ————, Atomic distance unit 1 5.2918 - 10 m
% ( ) 4r’me’
e2
E, (Hartree) —, Atomic energy unit 1 4.3597 - 18°J
aO

14



2.2 The Potential Energy Function in Classical Medmics: the Force Field
Unfortunately, most of the problems to deal withmiwlecular modeling of biological systems are
too large to be solved by means of quantum mechamieen if the computational power is
constantly increasing. By tacking advantage ofBReapproximation, we can consider the internal
potential energy of a system in its ground stata asction of the solely nuclear coordinates. The
electron contribution is not completely lost, bstimplicitly taken in account by means of a
parametric function of the nuclear coordinates. pammeters used are derived from experiments
or from higher level of theory employing suitabl#ihg functions. Classical mechanics (or force
field methods) are commonly used to perform cattaig in systems containing a significant
number of atoms, where the QM/MM average limitihgeshold is nowadays about 100 nuclei (but
it must be noted that in quantum mechanics theesystize at a particular level of theory is more
properly determined in terms of dimensions of thelewnular orbital expansion). Obviously,
classical mechanics cannot provide propertiesekplicitly depend upon the electronic distribution
within a molecule. Moreover, as a consequence@htiove reported considerations, molecules are
associated to fixed topologies, that is no changesdonded configurations are allowed. Such
topologies must to be chosen a priori, and carbeathanged during the course of simulation (for
instance a protomeric form will not change its togy even if the environment would lead to a
preferential stabilization of another tautomergethee- andd mono-protonated-neutral form of
histidine).
As already stated, within the BO approximationijsitpossible to express the Hamiltonian of a
system as a function of the nuclear variableshasltectron motions have been averaged out. Since
dependent upon parameters, the approach needk afaimeterization in each variable used for
every kind of element’s hybridization, that is tHefinition of the so calle&tom typedable is
demanded. The force field usually consists in atiretly simple expression of inter- and intra-
molecular forces within the system of interest, eithare modeled by means of bonded and non-
bonded interactions, respectively. The basic fometi form can be expressed as follows (by
keeping in mind that more complex FF can includditazhal term, added for instance to explicitly
model hydrogen bonding and so forth):

ki

Vi) = Y501+ T 5 e -0, ¢ X Yol codnw- )+ Tk -cosa)

bonds angles torsions impropers

ro 12 r0 6 9. [2.34]
+3 el =] -2 ||+ ——
wZv:v ! [rij j [rij j ezle:("rngorij ]

In the functional form of the force fields, two magroups of terms can be identified, since they

attempt to model different kind of interactions:

15



BONDED INTERACTIONS Interactions that depend upon connectivity. Anfi@mic function is
used to quantify the energetic penalty associatédtive deviation of bonds and angles away from
their reference equilibrium values (denoted in ¢igna2.34 with the subscript 0), while a periodic
function is used to describe the energy changedghasrals vary.

In general, the torsional energy in molecular meatgis primarily used to correct the remaining
energy terms. In other words, it represents theusunof energy that must be added or subtracted to
the remaining terms to make the total energy agwél experiment or rigorous quantum
mechanical calculation for a dihedral drive. It cha usually attributed either to electronic

conjugation or hyper-conjugation effects.

NON-BONDED INTERACTIONS Interactions that do not depend upon connectihgd for this
reason are modeled as a function of some invenserpaf the distance.

Considering a system of N interacting particleg potential energy can be divided into terms
depending on the coordinates of individual atonas, fpriplets, and so on:

V= ZV1(ri)+ZZV2(ri ’rj)+zzzvs(ri i)+ [2.35]

TS i j> k>j
where:
= the first term represent the effect of an extefigdtl on the system (usually it is not taken
into account);
= the remaining terms represent the particle intemasf and — among them - the pair
potential is the most important in magnitude.
To save computational cost, the non-bonded compafdorce fields is usually built up as a sum
of pair wise potentials(two-body interactions), where interactions are turns properly
distinguished in two groups: electrostatic and #sanWaals interactions.
The charge distribution is a continue three-dimamai function which arises from the local
concentration or depletion of electronic densityairolume unit around the considered molecule.
As any continue function, it is necessary to derivaliscrete representation to be used in a
numerical way. The easier and computationally &steay to represent such a distribution is by
means of a proper arrangement of fractional pdiatges, which are of course an abstraction since
they are not an observable of the wave functioryTdre usually localized to nuclear centers, and
thus they are often referred to partial atomic chargesin this model the energy of the charge-
charge interaction is then calculated by meankeftoulomb potential function.

Two main classes of charges derived from quantuchargcal calculations can be distinguished:

16



= Mulliken charges (often referred to as Coulson charges if the carsd level of theory is
semi-empirical) they represent a set of charges based on thegimpuhnalysis, namely a
method used to artificially partition the electrd@nsity between nuclei so that each nucleus
owns a (not necessarily integer) number of elestrd@iven the wave function, this
approach is rather trivial, but unfortunately iffets from the fact that the charges derived
are primarily dependent upon the way the atomsaneled in the molecule, rather than to
reproduce an inter-molecular electrostatic property

= ESP charges:they represent a wide set of charges (Merz-Singlhviam, CHELP,
CHELPG, RESP, to mention the most popular fittingesnes), which are explicitly derived
to reproduce the electrostatic potential of the aoole. The electrostatic potential is an

observable of the wave function, which can be esgwé as follows:
M Z
o) =on(r)+o.r)=> —2—~] p(r). dr [2.36]
alr-R, r-r]

A least-square fitting procedure is then used tavdethe set of charges, which best

reproduce the electrostatic potential: if the elestatic potential at a point ig’ and if the

value from the charge model i°, then the following deviation has to be minimiZed

eachi grid nodes:
N
d=Y o, (e o) [2.37]

whereo, is a weighting function.

Actually, the fitting schemes proposed are usualyte able to reproduce the main

electrostatic properties of most of the molecules.

Within the multipolar expansion framework, an awny charge distribution is represented as a
decomposition in various electric moments. The mogiortant component in determining the
electrostatic potential is the first non-null efectmoment, and usually — at least for systems of
biological interest — the expansion is truncatethatquadrupole (namely to the third order):
= Monopole it represents the net charge of the moleculés & scalar quantity, and it is
expressed in Coulomb;
= Dipole: is the first derivative of the energy with respéz an external applied field. It
represents a vector quantity, hence it is univgaddifined by 3 elements. Nevertheless, if a
proper reference system parallel to the line cotmgthe geometric centre of the charges

having opposite sign is chosen, just the compomnerguch a direction is needed to be
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specified, being null the components along the meim@ directions. For a discrete

distribution of charges the dipole moment is defined as:
2.4%
n= ZQi i~ ZCIi Yi [2.38]
2,47

The dipole moment can be considered as a measutbeoBsimmetry in the charge

distribution, it is measured in Deby€l[( )m

Quadrupoleis the second derivative of the energy with respe an external applied field.
It represents a rank 2 tensor quantity, and hemamivocally defined by 9 elements (3x3
matrix), even if — for symmetry reasons — indepahnddements are reduced to 6. For a
discrete distribution of chargesthe traceless quadrupole moment (hence the malrére
the sum of the elements belonging to the prinaie@donal is zero) is rigorously defined as:

C) =12qi (3rarﬁ ~r21)
27

0, 0, 0

XX Xy Xz

=e, 6, 6

yX Yy yz

®zx ®zy ®xx [239]

Z Qi (3Xi2 - riz) 32 ai %y, 32 i X Z;
'?’Z G Yi % Z G (3yi2 - riz) '?’Z GiYiz
3> a4z azy  2az-r?

where 1 is the identity matrix, which corresponds to theoiecker delta in a suffix

N

formulation. Analogously to the dipole moment, livays exists a reference system (called
principal axes) for which the tensor is diagonakl & roughly determined by the symmetry
of the charge distribution. The quadrupole momeart be thought as a measure of the
deviation from the spherical geometry of the chadgsribution, and it is expressed in
C®. From the formula definition it should be cleaattfor a spherical distribution of
charges (but even for a tetrahedral one, such #same or octahedral, and so on), elements
belonging to the principal diagonal of the tensoe aull, whereas the presence of an
element significantly greater than the others waudgly an elongation of the spherical
distribution along the considered axis. For a 2 f@ymmetrical charge distribution, such as

for the benzene molecule, it results:
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w = O 0 [2.40]

Atom-centered partial charges are straightforwantilyiemented in force fields, but suffer from the
strong drawback to be, trivially, localized at atorpositions. The problem becomes evident in
some kind of molecules, such as benzene, whernatéresting charge distribution is projected onto
thetaxis of the molecule, namely along an atom fras. a&kence, by using partial charges lying on
the o plane, no quadrupole moment of the benzene woaldeproduced. This is particularly
relevant when modelling in a classical way catioand TeTt interactions, which are primarily
driven by the electrostatic component arising faitme 1 charge distribution of the aromatic
fragment. Actually, some qualitative catiomandTeTt interactions can be reproduced by means of
the six dipoles arising from the C-H bonds, hentwe importance of an all-atoms (or at least
extended-atoms) force field.
More generally the main drawback of the pair wiseteptial representation of molecular
electrostatic properties lies in the fact that ticawal charges are of courtecalized hencestatic
This means that:
= changes in charge distribution as a consequencleaniges in conformation are not allowed

(actually RESP charges are quite conformation-iaddpnt since atom equivalences are

taken in account in the fitting function; moreowerprinciple they should be derived from a

hyper-electrostatic potential calculated on thedstxenergy conformations, and assigning a

different fitting weight based upon their relativBoltzmann population at room

temperature);

= polarization effects (changes in charge distribuiio response to an external field) are by

definition neglected.

Within the so called van der Waals potential endsgyn, interactions which determine deviation
from the ideal gas behavior are accounted for,iarghrticular two contribution are involved. The
mid-range attractive interactions are representethé dispersive (or London’s) forces, which are
due to the phenomenon knownedsctron correlationin a pictorial view the favorable interactions
arise as a consequence of a reciprocal induced or@mp polarization in electronic charge
distribution. Conversely, at shortest-range distanthe repulsive contribute is dominant, since the
electron densities belonging to each interactingigda are about to overlap according to the Pauli’

principle. Therefore this kind of interactions aften referred to asxchange forcesOf course at
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even shorter distances, the repulsion between eidsii nuclei also takes place. The van der Waals
interactions are usually taken into account by@HE2 Lennard-Jones energy function, where the
couple of numbers refers to the exponential depselaipon distance of the attractive and

repulsive terms, respectively:

rijo 12_ i 6
V(r)=e¢ [?j z[r”} [2.41]

where rijO is the equilibrium distance between the particlesile ¢; stands for the well depth,

which defines the energy at the minimum of the fiom; namely the equilibrium distance (van der

0
r.
Waals radius). The collision diameter can be hetefimed aso; = #

20



2.3 Statistical mechanics: the phase space sampling

The simulation of a microscopic system at a givangerature greater than zero Kelvin provides a
set of configurations, each of them representstndi point in the so callgghase spaceSince the
instantaneous mechanical state of such a systemsually specified in terms of positions and
momenta of its constituting particles (i.e. the Heonian mechanics formalism), a system
containingN atoms will define a8 hyper-dimensional configurational spacél (@ositions and ¥
momenta), and the way the system moves througipliaise space is determined by the mechanical
laws at the given level of theory. If it was possito visit all the points in phase space by meaxdns

a simulation, then the partition function (wereis the energy of thid" configuration) — defined as:
q= ze(kBT] [2.42]

— could be exactly and directly calculated (andcleethe thermodynamic properties too). In
practice, and in particular for systems of bioladjimterest, the phase space is enormous, and the
complete visitation is not achievable in a reastsmamount of time (the trajectory in phase space is
hence said to beon ergodig. This also means that two simulations performedhe same system
starting from two different point in phase spacaidaive similar, buhot equal results.

Statistical mechanics can be seen as a usefufdoblidging information arising from simulations
performed at a microscopic scale (atomic positi@locities) into macroscopic terms (pressure,
internal energies, ...) which are needed both toda&di simulations and to predict structural or
thermodinamical data (see Fig 2.1).

Statistical

- - mechanics -
Microscopic scale < > Macroscopic scale

coordinates, velocitit observable

Fig. 2.1: Pictorial representation of the theoretical limkyded by statistical mechanics.

For a particular configuratiol in phase space, the instantaneous value of soapeny A (i.e.
potential energy), can be written as a functiofi’(t)), and hence:

A = (A}, = (AT(D) = lim 2 [*A(0(t))dt 2.43]

tobs -® tObS

Since we are dealing with computational techniqaesl, hence by performing discrete steps along

the phase space, equation 2.43 should be rewasten

Acss = (A = (AT (L)) == A1) [2.44]
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wherer identifies the large but finite number of timepste

Because of the complexity of the time evolutionAfr(t)), Boltzmann and Gibbs suggested to
replace theime averageby the ensemble averageoncept. Within such a description, the usual
single system evolving in time is thus replacedabgumber of replicas that are simultaneously
considered. In this context, the ensemble is défiae acollection of pointsI' in phase spage
which are distributed according to a probabilitynsiéy p(F). The functional form ofp is
determined by the chosen fixed macroscopic varsabidich in turn define the statistical ensemble

itself: NVE, NVT or NPT, among the others (see ¢abl2). Sincepens(l“) represents an equilibrium

ensemble, its time-dependence vanishes, and hefotiews that:
Aoes =(A),,e = 2 A)p(T) [2.45]
r

In other words, in accordance with the ergodic higpsisof the phase space, we assume that the

time averages obtained from computations are ebpnvdo the ensemble averages. Finally, the
ensemble average of the investigated property #es calculated by integrating over all the
obtained configuration of the system.

In table 2.2, the main four statistical ensembksdun computer simulations are reported.

Tab. 2.2 Definition of the main statistical ensembles usedomputer simulations.

Fixed thermodynamic

Statistical ensemble Equilibrium state
variables
Microcanonic NVE Maximum: entropy (S)
Canonic NVT Minimum: Helmoltz free-energy (A)
Isotherm-Isobar NPT Minimum: Gibbs free-energy (G)
Grand canonic uPT Maximum: pressure « volume (PV)

Two main classes of sampling methods of the phpaeesare used: molecular dynamics (MD) and
Monte Carlo (MC), by keeping in mind that many hgbapproaches between them have been
described and (more or less) successfully apphieie, we will focus on the former, nevertheless
the basic differences between the two classedwibiriefly summarized:
= MD is adeterministicmethod, where the dynamic behavior of the systenmuestigated
evolving the Newton’s second law equation in a progtatistical ensemble. The result is
essentially arajectory, where all discrete steps are correlated in tiamel, from which the
thermodynamic averages of the ensemble can betlgicaiculated by means of numerical

integration;
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= MC is astochasticmethod, where the configurations of the replicarmandomly generated
(hence the name), and their acceptance usuallgwslithe Boltzmann distribution at the
given temperature (the algorithm developed by Mm=ilig). The result is Markov chain
that is a collection of configurations in which kaaf them depends only upon the previous
state, and not upon any other state previouslytedsiln contrast of MD, the kinetic
component of the total energy is missing, neveegglby means of theoretical tricks the
same information can be obtained.

The choice between the two methods of course depepdn the kind of problem, even if it

must be stressed that for biological systems, MizeHaecome much more popular than MC

methods.

Because of the way in which the sampling is perérand directed along the phase space, both
MD and MC techniques are known to éguilibrium methods, since they are intrinsically (MD) or
naturally (MC) driven towards a Boltzmann distrioat Apart from the chosen method, providing
a suitable formulation of the probability densignd hence of the partition function associated to
the statistical ensemble of interest, the basiegntbdynamic properties can be calculated as
averages. The whole properties (thermodynamicdamdtions of average coordinates) that can be
calculated from a simulation are here summarized:

1. structural properties such as atomic distribution functions,...

2. dynamical propertiessuch as diffusion coefficient, auto-correlatiomdtions,..

3. thermodynamic propertiesvhich can be further distinguished in:

= mechanical propertiefnternal energy, pressure, heat capacity), wiaah related to the

derivativeof the partition function;

= thermal or entropic propertigentropy, chemical potential, free-energy), whick related
to the partition functiontself,

Among the thermodynamic properties, the accuracthefcalculation of the mechanical ones is
much better than that of the thermal ones. Thiddcba demonstrated in a rigorous mathematical
way by considering the dependence of the propertieuinvestigation upon the partition function,
but it is also straightforwardly intuitive. As ti@jectory (or the Markov chain) is not ergodiggk
methods will preferentially sample thew-energyregions of the phase space, namely the most
thermally populated configuration of the system.andas, in order to properly take into account
entropic properties, (such as free-energy) alsditie-energystates would have to be significantly

visited.
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The problem of the free-energy estimatioBPenoting asX" a configuration of the system in the

phase space, the configurational partition funcisotefined as:

Gy = [ . el lax [2.46]

where E(X N) is the energy of thi™ configuration,ﬁzﬁ, whereas the integral is extended all
B

over the space of tHe configurations accessible to the system. Thatmartfunction provides an
estimate of the number of states which are theymadicessible to the system at the given

temperature. IfT =0K, B - o, and henceg, - g,, namely the fundamental state is the only
populated configuration of the system; wherea3 #oK , S - 0, and henceq, — o, which

means that an infinite number of states will beysaied. The probability to find the system in a
particular configurationX™ at a given temperature is provided by the proligiwlensity function:
[pe(x")
p(x¥)=E—= [2.47]
N
From the probability density function the variobgrnmodynamic properties can be calculated, for

instance the value of the average internal eneityjypa:
U= [ JEXN)p(x")ax™ =(E(x")) [2.48]
The free-energy is maybe the most important theymahic property of a system, and it is usually
expressed as the Helmoltz function A which is appate for constant NVT statistical ensembles,
or as the Gibbs function G which conversely is appate for constant NPT statistical ensembles.
For instance, the Helmoltz free-energy is defingd a
A =-k,TIn(Q) [2.49]

where for distinguishable particlé€3 = q,, , whereas for indistinguishable particl@s= %qN , and

it can be demonstrated that is equal to:
A = kT In{[..[ b=V p(x  Jax ) [2.50]

Since we are dealing with equilibrium methods,ghampling is intrinsically designed to be directed
towards a Boltzmann-like distribution, namely itnigturally weighted to favor thermally populated
states of the system. Hence, the estimation of qguuyerties such as the free-energy by means of
equilibrium methods is a difficult task, since ibwd require more substantial sampling over higer-
energy configurations. An ergodic trajectory woafdcourse visit all of the high-energy regions of

the phase space as well, but in practice they meller be adequately sampled. Hence, many
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methods have been until now developed in ordentm@rage the system to explore regions of the
phase space normally associated with a low-frequehsampling.

In order to be quite clear, two main families of thugls for free-energy estimation can be
distinguished: i)potentials of mean forcavhich allow the study of the free-energy changes
respect to some inter- or intra-molecular coordinand which are usually (but not only)
implemented in MD codes, and ii) methods which wallthe calculation of the free-energy
difference between two states based on the fatfrémxenergy is a state function (thermodynamic
perturbation methods, thermodynamic integration ho@s), which is a closely related albeit
slightly different problem in respect to that dissad above. The latter family of methods is usually
(but not only) implemented in MC code. Since we fa@ised on molecular dynamics sampling,
here only the most important features of potentélsiean forces will be summarized.

The word potential of mean force is referred to filee-energy surface along a chosen coordinate.
Various methods have been proposed for calculgtirtgntials of mean force, but the most popular
is the so called Umbrella Sampling. This methoérafits to overcome the sampling problem by
modifying the potential function so that also th@avorable states are sufficiently sampled, and it
can be implemented either in MD or in MC. The mimdifion of the potential energy function can

be written as the following perturbation:

V()= v(e)+wirY) [2.51]
where W(r N) Is the weighting function that usually takes adpatic form:

W)=k (N =) [2.52]
In such a way the sampling will be biased alongeoehevantollective coordinaténot necessary

an intra- or inter-atomic coordinate) resultingamnon-Boltzmann distribution. The corresponding

Boltzmann averages can be converted from the ndtzsBann distribution through the equation:

Ay,
(A)= <eﬁW(fN)>

[2.53]

W

Usually, an Umbrella Sampling calculation is pemied by splitting the run in a series of stages,
each of them is characterized by a particular viduéoth W(r N) andr™ . However, if the forcing
potential is too large, the distribution is domatdhby only few configurations namely the opposite
problem seen in MD occurs: the non-Boltzmann distion will be over-sampled, and the averages
will take too long to converge.

The recently developed non-equilibrium sampling hmodt metadynamics, will be exhaustively

discussed in chapter 2.3.2.

25



2.3.1 Classical molecular dynamics
Having already introduced the Hamiltonian formwatiof mechanics in chapter 2.0 (equation
2.21), it is now possible to express the energyseonsation principle for a system as a sum of

kinetic and potential energy terms:
H(a.p)=T(p)+V(a) [2.54]

For Cartesian coordinates, equations of motion whjiavern the time-evolution of the system and

all its properties become:

f =% [2.55]
p,=-0, V=t [2.56]

Where the potential V is accounted for by meanthefpotential energy function provided by the
force field (equation 2.34).
For conservative systems (invariant potential fiamctn time), the force acting on th® particle is
a function of the coordinates only. Since the pidrenergy function (which is independent of
velocities and time) required for the force caltiola is provided by the force field (chapter 2.2),
initial velocities are solely required in order ¢éwolve the system (as starting coordinates are
obviously known).
It should be noticed that once the HamiltonianaBried as above, we are intrinsically dealing with
the microcanonical (NVE) ensemble. In such a frapr&wthe system of interest moves in the
phase space along a constant-energy hyper-surface.
As usual, as a consequence of a continuous pdighBamotion of all particles is tightly correldte
giving rise to a many-body problem which can notdmalytically solved. To overcome this,
equations of motions are integrated using a fiditierence method, where integration is performed
on discrete time intervalgt. By doing so, two fundamental assumptions for sitad MD are
introduced:

1. forces are constant during each time step, ancecoiesitly:

2. collisions are elastics.
Basically, an MD code could be seen as follows:

= Starting velocities are initialized by random s&leg from a Maxwell-Boltzmann

distribution at the temperature of interest:

f(v,) =[ i ]e[?k:‘%] [2.57]

2k T
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Since it represents a Gaussian distribution, itlmarasily obtained from a random number
generator.

= Since we are dealing with the NVE statistical ensiennvelocities are often rescaled so that
the total momentum (linear and rotational) of tiigtem is zero.

The discrete time course takes place in the neasggmamely for each integration time-step:
= The forces at timeare calculated by differentiatirije potential energy function:
fie= —a;/r—(:‘) [2.58]

The force on an atom may include contributions frihke various terms in the force field,
and represents the most time consuming part foolagular dynamics code.

= The equations of motions are then integrdigdneans of a suitable algorithm. There are a
lot (but not so many) algorithms to use in MD, eatlthem assumes that the positions and
dynamic properties (velocities, accelerations, saadn) can be approximated by a Taylor
series expansion. The Verlet algorithm, which is #implest, represents a third-order
truncation, and uses positions and acceleratiorevifusly computed) at time, and the

positions from the previous stdp- Jt), to calculate the positions at tinftet Jt):

(t+5t)=r(t)+r ()& +%‘r‘(t)d +%‘r"(t)d [2.59]
. 1. 1.
rt-ot)=r(t)-rlt)& +§r(t)5—§r(t)d [2.60]
where accelerations at the given titneare obviously calculated by the forces at theesam
time step:
F T [2.61]
[ m .
Adding together equations 2.59 and 2.60, gives:
r(t+at)=2r(t)-r(t-ot)+r(t)& [2.62]

As it can be seen the Verlet algorithm is a thirdeo algorithm even though third
derivatives do not appear in the above equatiom;esithey have been cancelled out.
Moreover, velocities do not explicitly appear adlwaut they can be obviously obtained in

a number of ways.

In general, MD integrators have to satisfy someaiiregnents, such as:
1. to be time-reversible (even using an infinite nuicarprecision, algorithms would be time-

reversible only in the limit of infinitively shotime-steps);
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2. to satisfying the conservation laws of energy amin@ntum;
3. to be accurate, usually third-order algorithms ased since second-order algorithm have a
poor accuracy, while fourth-order are simply topenxsive;
4. to be fast, namely to require just one force evauger time-step;
5. to be stable, namely to ensure a little amount mipagation errors. Usually stability
decreases as the time-step increases.
Both accuracy and stability are quantified in termh the divergence between the numerical and the

analytical trajectory.

Choice of the time-stepThe choice of the size of the time-step is prilgadetermined by a
compromise between accuracy and speed of the atitmul The smaller the time-step, the less the
numerical trajectory would diverge from the analgtione, while at the same time, the rate of phase
space sampling decreases. Conversely, by usingga tane step would lead to instability as a
consequence of the increased probability for tleenatto cross their minimum energy separations
during an integration step, and thus leading taraealistic gain in potential energy.

For these reasons, the chosen time-step shoulchaéké \when compared to the mean time between
collisions. As a safe rule of thumb, the time-s¢bpuld be approximately one tenth the time of the
shortest period of motion. Considering that the @ahd stretching vibrates with a mean repeat
period of 10 fs, the integration time step showdle greater than 1 fs:

1
a = 1_C Wrastest [263]

Because bond vibrations are usually of less intdhem lower frequency modes such as torsions
which correspond to major conformational changesould be advisable to increase the time-step
constraining bond length involving hydrogen atoifise most commonly used method for applying

constraints in MD is the SHAKE procedure, and tisteps up to 2 fs are usually reached (or even

more).

Boundaries.In MD simulations, the calculation of the Hamilian is limited to a microscopic,
finite-size system, enclosed in the simulation.cHfle link between the microscopic properties and
the macroscopic ones is provided by statistical haeics, as it has been summarized in the
previous chapter. When dealing with biologicallyex@nt systems, nowadays cubic or cuboid
boxes are usually used as boundary geometry faithalation cell.
The correct treatment of boundaries and boundaigctsf is crucial for a proper derivation of
macroscopic properties. Actually, handling withax lzreates six unwanted surfaces where hitting
particles would reflect back into the interior betcell, thus introducing artifacts that are reklty
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more important as the system sizes decrease. Tiogedargin effects periodic boundary conditions
are imposed, thus the unit cell is replicated iohedimension an infinite number of times. From a
mathematical point of view this is defined as falfo In a cubic box oL length per side, for any
observable A and for any integer

A(r)=A( +nL) [2.64]
The computational implementation is that if a mdeticrosses a surface of the cell, it re-enters
through the opposite wall with unchanged velocity. such a way, surfaces are eliminated,
simulating a quasi-infinite volume that would matesely represent the macroscopic system.
In this scheme, the potential energy due to theraation of each non-bonded patrticles, would be
expressed as:

V(ru)=ZV(ru)+ZZVqri —T; +nL‘) [2.65]

i%] noi#j
where in the second term the summation runs owan thplicas of the system. In order to avoid an
infinite summation, theminimum image conventiois introduced, from which the pair-wise

potential is truncated as:

r = minﬂri -+ nL‘} [2.66]
Using this procedure, each particle interacts avith each of then-1 other particles in the basic
cell or in their nearest images. Actually, thiseguivalent to set a cut-off on the potential energy

function of the magnitude:

L
r<—
2

In order to minimize finite-size effects, the valofeL should be chosen large enough so that forces

[2.67]

that would occur for distances greater th&hare negligibly small.
Nevertheless, elegant and rather complicated msthade been developed to treat the long-range
electrostatics beyond the limits stated above (@arMesh Ewald, PME methods), and they will

not be discussed here.

Actually, even periodic boundary conditions are fneé from artifacts, in particular no fluctuations
that have a wavelength greater then the lengtthefcell are obviously allowed. Such an order

effect is particularly important when performing Mibnulations of membrane systems.

Preservation of the conservation law&ince the Hamiltonian is invariant either uponteys
translation and rotation, then the correspondingner@um should be conserved. Actually, dealing

with a system confined in a cubic box none of thgeantities would be conserved. Periodic
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boundary conditions allow preservation of transiadil invariance, hence total linear momentum is

conserved, while the angular momentum is definitelyconstant.

Simple thermodynamic average$he kinetic, potential, and total internal enesgmay be easily
calculated from thphase equatian
E=(H)=(T)+(V) [2.68]

where brackets obviously denote ensemble averages.
Both temperature and pressure — which are obs@&wahl the microcanonical only, and in the
microcanonical and canonical ensembles, respegtiveimay also be calculated as ensemble
averages:

= The temperature is directly related to the kinetieergy by means of the equipartition

theorem which states that the internal energy of a sys&nthermal equilibrium will

distribute among the quadratic degrees of freedbowved to the particles of the system

itself:

1 1

—my’ =§kBT [2.69]
Since the system has three degrees of freedomapieel@ (in the absence of constraints), it
follows:

N

2
KsT

= Conversely, pressure is calculated from the vihigoremof Clausius which concerns the
connection between kinetic and potential energyri@V derives from the Latin wordires

which means “forces”). By deriving the total kiretenergy of a system with respect to

velocity (aa—K =mv), it can be obtained:
v

oK

v— =mV’ = 2K 2.71
N [2.71]
Because of:
) _pyirp [2.72]
dt
it can be easily derived:
mvz:pv:%—rp [2.73]
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and thus:

-rf 2.74
el [2.74]

From the Eulero’s formula, it can be demonstraked in a time average:

<M> =0 [2.75]

dt

hence, it follows:

=%
=(rp) [2.76]
- (1)

where F*' stands for the total force acting on the systeamely the vector sum of internal
and external forces. Since the first derivativehaf energy with respect to the displacement
of a particle equals the force with changed sige, \tirial theorem could be expressed as

follows:
(2K)=~(U) [2.77]

Hence, for a N particle system, equation 2.77 @relwritten in an explicit way:
N N N )
(2K™) = <22Ki> = —(<Zri Ff“> + <Z r F™ >j [2.78]
Since from the kinetic theory it results:
tot _— 1 2\ — 3
K —ENn’<v >—§NkBT [2.79]

equation 2.78 can be rewritten as:

(2K™) = 3NK,T = <ZT:2Ki> = —[<ZiN‘,ri Ff*t> +<Z’?:ri F >j [2.80]

Again, from the kinetic theory, for an ideal ga® thnly forces are those arising from
interactions between the gas and the container:

o _ 1 2\ _ 3 _3
K —ENn’<v >—§NkBT =-PV [2.81]

and hence:
2K™ =3PV [2.82]

For a system of particles, in the case of nullrmaéforces:
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(2K™) =3PV = —<i r, Ff*t> [2.83]

Conversely, forces between particles in a real@as a liquid do affect the virial, and

hence the pressure. In the light of these condidess equation 2.80 will be rewritten as:
N .
3Nk, T =3PV - <Z r Fi"“> [2.84]
which trivially equals to:
1/d i
PV = Nk, T +§<Z r, Fi'“t> [2.85]

Equation 2.85 represents an important result sinablows the calculation of the pressure
for a system once the temperature and the intéonads are known. The second term in the
right is often referred to as the “internal virigV/:

PV = Nk, T +(W) [2.86]

Now, considering the shape of the simulation aelbé a cube or a cuboid of aregsthat
are perpendicular to the Cartesian agesX, Y, z the resulting forcesgin the direction of
the Cartesian axg8= X, y, zacting on each boundary ar&a yield the elementpg, of the

pressure tensor:
Ppa = [2.87]

Alternatively, pressure can be calculated basing tllermodynamic relations. In the

canonical ensemble, denoting as A the Helmoltzémergy, the pressure results:

__[0A
P= [av jT [2.88]

Generally, the change in free-enerdg, which corresponds to the infinitesimal wodkV

performed at constant temperature, represent&#udt of the stress:
dv =A,dg3 [2.89]

Thus, the link between the thermodynamic and thehagcal definition of pressure can be

e v ) T A o) A, =50

The usual scalar value for the pressure P canlbelaged basing on the virial theorem as it

expressed as:

has been previously demonstrated. In particuviagl equation provides the pressure tensor
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Pse in terms of the equilibrium ensemble average ofntineroscopic stress tensar,. As a

reminder, the rank-2 stress tensor is usually edfars:
3
dF, =) 0,,dA, [2.91]
a.B

where the diagonal elementsy oy, ;) represent the so calletbrmal stresswhereas
extra-diagonal elements represent shear stressand they are usually denoted @s. For
an isotropic system, the shear stress elementsugmeosed to slightly fluctuate in time
around the average value of zero. Providing adimong different formalism, pressure may
be calculated from the trace of the stress tensor:
_o,to0,+0,
3

ST

)

Sometimes, instead of the scalar value for thenatevirial W, a tensor notation is preferred

or advisable. The virial tensor is thus usuallyired as:

[l

1
= 'Ezrii Fij [2.93]

iz
wherer; denotes the distance between the couple of caesigarticles, andr; represents
the force between the two centers of mass (ansl nbt the intra-particles force). Starting
from the definition of the scalar pressure in teohthe trace of the stress tensor, it follows:
— axx + ayy + azz
3

12K 1
—|—+= fo
v[ 3 +3iz;r" ”j

2 1 [2.94]
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Hence finally, the pressure tensor results:
2
P=—(K-E 2.95
2 K=2) [2.95]
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Strictly speaking, all the above considerationsutilppessure are implicitly valid only in the
microcanonical system, nevertheless they couldnberd or less) easily modified to be
extended to the other ensembles.

Thermostats: simulation of the canonical ensemblehe microcanonical ensemble represents an
adiabatic system which does not correspond to tlst ncommon experimental conditions.
Furthermore, both integration inaccuracies anduse of cut-offs introduce perturbations in the
internal energy of the system, which usually afeecéed by an increase in temperature. Hence, the
need of a temperature control.
Briefly, algorithms for the temperature control demsummarized as follows:

= Stochastic methoddn stochastic collision methods, a particle isd@nly chosen at fixed

intervals and its velocity is reassignied a random selection from the Maxwell-Boltzmann
distribution (Anderson thermostat), which corregioio a collision with an ideal heat-bath
particle. The method generates a rigorous canoeits¢émble, even if actually the system
moves throughout the phase space on a constargyeserface until the velocity of one
molecule is changed as a consequence of the imggindision with the bath. When such
an event occurs, the system jumps onto a diffecamstant-energy surface, and the
Hamiltonian motion restarts until the next collisioThus, the sample is not strictly
performed on a trajectory, but rather on a Markbaic. A too high collision rate will slow
down the speed of the sampling, whereas a toodsvmeans that the canonical distribution
of energies will only be sampled slowly.

= Constraint methodsConstraint methods simply rescaieocities by a proper factor in time.

In the Berendsen implementation, the coupling whih ideal thermal bath (which owns the
target temperatureof is reached introducing extra-terms in the equatiof motions. In
particular, forces are affected by means of bothicional and astochasticterm, thus
leading to a Langevin equation having the form:

mr, =f, -myyv, +R t) [2.96]
where on the right the active (namely the effegtfeece, the forces rescaled by means of

the frictional coefficienty;, and the stochastic term, appear respectivelypalticular, the
stochastic factor is built so as to provide a aultrage in time:

(R(t)R (t+7)) = 2m yk T, 0(r)5, [2.97]
From the previous background, it can be demonstrétat the coupling with the ideal

thermal bath is given by:
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[2.98]

(de _ (1, -T(t)

dt I
If the coupling parameter; is large, the coupling will be weak, whereagifis small, the
coupling with the thermal bath will be strong. hetlimit of 7. =& the algorithm becomes
a classic rescaling method. Hence the new equabiom®tion become:
mf, =T, —rny{i—l)vi [2.99]
T(t)
This method forces the system toward the desinegbéeature at a rate determined by,

which has an optimal value of 0.4 for water. It sla®t provide a well defined statistical
ensemble, nevertheless it is efficient and stattlas it is generally performed on the
equilibration phase of MD. It is usually known asthermal MD.

Extended system methoddie extended system methods consider the theesatvoir to

be an integral part of the system: energy is altbteedynamically flow from the system to
the reservoir and back. Such a reservoir is reptedeby an additional degree of freedgm
which owns a conjugate momenty) and a certain amount of thermal ine@awhich in
turn controls the rate of temperature fluctuatioRstential and kinetic energy for the

reservoir are defined as:

V, = (f +1)kBT Ins [2.100]
1 ., p?
K, ==Qs8 =— ,
s 2Q 2G [2.101]

where f is the number of degree of freedom, that &33if the total momentum is
preserved, whered3 can be considered as the fictitious mass assdciat¢he additional
degree of freedom . Thus, the Lagrangian of therelad system is:

L =K+K V-V, [2.102]
The above description allows both a conserved Ham#n and a microcanonical density
function, which can be quite easily converted t® ¢anonical one by means of theoretical
tricks. The parametdp controls the energy flow between the system aadékervoir: ifQ
is large then the rate of the energy exchange ws End in the limit of infiniteQ
conventional MD is reached. Conversely,Qfis too small, the energy would oscillate,
resulting in equilibration problems. The most p@péxtended system method is the Nosé-

Hoover method.
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Barostats: simulations of the isothermal-isobar eamsble. Usually experiments are performed
under a condition of constant external pressurecé¢he pressure control should be advisable in
MD just as the temperature control is. A macroscapystem maintains constant pressure by
changing its volume, hence simulations performethedNPT ensemble allow the system to reach
its proper bulk density as it is derived from trergmeters of the force field. This is particularly
important when only poor guesses of the systenssre available such as in MD of membrane
systems. Furthermore, from a biological point @wi, the isotherm-isobar ensemble would induce
(or at least would not inhibit as the other ensa®lalctually do) large conformational changes, thus
allowing a more exhaustive sampling of the phaseeap
The amount of volume fluctuation is related to id@thermal compressibility:
K= —l[a—vj [2.103]
V0P );

For instance, an easily compressible substancedwbaVe large values of, allowing larger
volume fluctuations at a given pressure than a tesapressible substance. Conversely, in a
constant volume simulation a less compressibletanbs shows larger fluctuations in pressure,
which is an observable of the simulation.
Again, the main algorithms for pressure contrdl aé summarized in the following:

= Constraint methodsthe Berendsen algorithm for pressure control,alescoordinates and

box vectors by means of a coupling with an ideaspure bath. Analogously for the

Berendsen thermostat, a pressure coupling factobealefined as:

dP) (P -P(t)
(ajbath_( Ip j 2104

The rescaling is then accounted for in the equatadmmotions by affecting the equations of

velocities:
Fi = Vi~ Mgl [2.105]

where 4, is a rescaling tensor defined as follows:

:uaﬁ = 50/ﬁ - % Kaﬁ (PO,a[:’ - Paﬁ (t ))

P

in which «,, is the isothermal compressibility of the system.

» Extended system methodéie extended system methods are obviously sinmlatheir

derivation to algorithms aimed at the thermal colntirlere, the coupling mimics the action
of a piston on a real system. Such a piston haassnand it is associated both to a kinetic

and potential energy. Again the equations of motiollow an extended Lagrangian
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formalism. The most commonly used method is therifdlo-Rahman, which was
originally developed as an extension of the Andenseessure coupling algorithm. Within
the Parrinello-Rahman barostat, the box vectorea®esented by the matrkx obey to the
matrix equation of motion:
db?
dt?

whereV is the volume of the box, and/ represents the mass of the piston, namely a matrix

=VWh*(P-P,) [2.106]

parameter which determines the strength of the loaypand the amount of deformation
affordable from the box (hence it is linked to thethermal compressibility, to the box size

and to the pressure coupling constant). BesidesimitricesP and P, are the current and

the reference pressure tensors, respectively. @ibatien of motion are then changed in a
similar way to the Nosé-Hoover temperature couplifige Parrinello-Rahman barostat was
specifically designed for studying solid-solid pbasansitions, hence it intentionally allows
relatively large box fluctuation which could leadd disastrous results unless the pressure of

the box is near the equilibrium value.

Apart from the obvious differences regarding thesohilar nature of the coupled quantity,
constraint methods and extended system methodsefoperature and pressure maintain same
characteristics. Weak coupling methods, such as Bbeendsen, lead to a strong damped
exponential relaxationwhile extended system methods such as the Nosgdid@r the Parrinello-
Rahman give rise to awscillatory relaxationof the property of interest. Oscillations, usudégd

to a slower relaxation, hence in extended systentdipling constant should be 4 or 5 time larger
than that of constraint methods, i. e., relaxationes in different algorithm classes are not

equivalent neither in the definition nor in theesdt.
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2.3.1 Non-equilibrium dynamics: Metadynamics
Metadynamics is a potentially powerful non-equililon method which allows at the same time the
sampling and the reconstruction of the free-enéigper-surface (FES) of rare events for complex
many-body systems. To do this, two basic assumptioa made:
1. Reduced dimensionality of the search: it is assuthatthe free-energp associated to the
process under investigation could be expressed famaion of few relevant collective

coordinates:

s(x); i=1n [2.107]
The exploration of the search is then guided leyftinces:
0A(s (x
f, = —M [2.108]
0s,(x)

Such variables must obey to some requirements:
= They must be function of the coordinates of thdeiuaf the system;
= They must be able to univocally discriminate betwéige two free-energy basins
which connect the reaction coordinate of interest;
= They must include all the slow relevant modes dasedt to the investigated event,
which can not usually be sampled with equilibriugmamics.
2. The evolution of the trajectory is biased by admngtdependent potential which disfavors
the visitation of the space already investigated.
In its originaldiscontinuousmplementation, in order to efficiently estimate threviously reported
forces, an ensemble of replicas of the system mtasduced. Such replicas were allowed to evolve

independently each other at the temperature T, edelying the constraint that the collective
variables have a pre-assigned vahitx)=s(x)' . Since replicas are statistically independent, the
estimate of thermodynamic variables, namely thederon the constraints, is improved. Hence,
averaging over time and over replicas, the defreatif the free-energyf, is evaluated, and it is
exploited to perform a steepest descent-like skepgathe direction of the gradient. Later, the code
was further developed in order to facilitate itstunal implementation in MD schemes by
introducing a formulation were a continuous evauatiof collective variables was allowed. In
particular, this is achieved by using an extendadrangian where collective variablggx aje
treated as additional dynamical variables of thetesy being coupled to fictitious auxiliary

variabless by means of harmonic potential restraints. Heircéhe continuous indirect versioaf

the method the extended Lagrangian is defined as:
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L :Lﬁ{Z%Mi‘éz-Zlki[a(x)—ﬁlz}W(t, ) [2.109]

where:

= L, isthe usual Lagrangian which drives the micrggcsystem dynamics;

= The second term (in brackets) identifies the Lagiamfor the coarse-grained system, and it
is in turn defined by the fictitious kinetic energy the auxiliary variables, and by an
harmonic potential which restrains the collectivariables to the dynamic value of the
auxiliary ones, thus providing a link between
the microscopic and the coarse-grainedfnergy
system; os |

= The last term represents the history dependeg@tj

biasing potential, which has the functionals [

25

\ N
form of a summation ofi-dimensional °, RS

Cv2

Gaussian functions deposed in time with the

tthig' 2.2: Qualitative shape for a bidimensional

frequency 7,, and centered along Gaussian potential

trajectory of the collective variables (Figure 2.2)

Vis()t)=wde  ** ) t=rg,214 .37 .. [2.110]

t'<t
In equation 2.109, the massé8, and the coupling constark determine how fast auxiliary
variables evolve in time with respect to the micagc system. In particular, for a given value of

k , if the massedM, are large, then the motion of the auxiliary varabls slow, providing an

adiabatic separation between the collective vagmland the microscopic coordinates. In such a
condition, the dynamics performed by the auxiligayiables is driven by forces arising form the
harmonic potential:

f, =k[s(x)-3] [2.111]
that are in turn an estimate of the derivative e free-energy, which thuoes not have to be
explicitly computed Hence, auxiliary variables are introduced in orde impose a set of
dynamically evolving restraints acting over theledtive variables, in a similar way to that seen fo
the discontinuous version of the method. In thedye, the kinetic energy of the auxiliary variable
actually acts as a frictional term for the micrqgcadynamics, which is exploited to better sample
the local free-energy hyper-surface along the msimopic degrees of freedom, with the aim to
obtain a better average estimate of the free-enartye reduced dimensionality (hence mimicking

the role of the replicas in the discontinuous \@Tki
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For all the above considerations, metadynamicsbeadefined as aartificial dynamics performed
in the space of few collective variable®arse-grained MDWhose evolution in time is driven by a
standard restrained microscopic dynami@ggence the name, which refers to a “dynamics of a
dynamics”)supplemented by an history dependent biasing pateAt each meta-step (time has no
longer its physical meaning) the evolution of tlystem is driven by the action of the contrasting
generalized forces:
= Forces arising from the harmonic potential restraulmich represent a time average estimate
of the thermodynamics forces and which would tregpgystem in the free-energy basin;
= Forces arising from the Gaussian potential whilté fiee-energy wells, and thus driving the
system towards the nearest lowest saddle point.
If the Gaussian potentials have a suitable dimengioterms of both height and scale) and if they
are added sufficiently slowly, in the limit of aaftened and converged FES, the free-energy

associated to the event of interest can be singlbutated from their sum changed of sign:

Als (x)+ ZV(S. (x), =0 2.112]

Later on, it was discovered that the adiabatic isgjma is not a strict requirement for the sucagfss
the methodology, and that even if the masses aadl, dhme history dependent potential still tends to
flatten the underlying FES. Such a variant of thethd,continuous direct versigiwere Gaussian
potentials are directly added to the microscopstey, indubitably is faster in the sampling of the
rare event, although the accuracy on the FES rétmtisn is unavoidably reduced as a

consequence of the loss of the coarse-grainedda@neeraging.

The efficiency of the FES exploration in metadynesncan be furthermore increased by taking
advantage of the parallel facilities of currentst&r machines. In particular, by definingvalker as

a replica of the system which explores the FEShm gpace of the collective variables, in the
multiple walkerapproachn walkers are each other independently evolved nre tat the same
temperature T, except for sharing the same Gaugmtantial which is simultaneously deposed.
The method which can be considered as an asynalsoparallelization, is straightforward and
flexible, in the sense that walkers can be iniiadi and killed basing on the computational

resources available at the moment, without sigaifity affect the error on the FES reconstruction.

Choice of collective variableOf course, a crucial point for the success ofrtfehodology is the
proper choice of the collective variables for teduced dimensionality in which the phase space of

the rare event is projected. Usually, distancegjesnand distribution functions are used, but
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sometimesad hoccollective variables have to be designed in otddace a particular problem. In
all cases, CVs should be representative of the-)fhgsical event under investigation. In this
respect, a most dangerous phenomenon in metadysastite presence of hidden variables which
can not be easily identified priori, and thus the sampling is not accelerated aloegwhnted
reaction coordinate. In a similar way, hidden valea could also lead to misleading or completely

erroneous interpretations of the reconstructed FES.

Shape of the Gaussian potentialhe analytic form of the added Gaussian functi@ss|ong as
their deposition time, have a not negligible effentthe accuracy of the reconstructed FES. The
error in metadynamics is a measure of how diffeferihe reconstructed free-energys,t) from

the real vaIueA(s). It can be empirically demonstrated that the eils@pproximately proportional

(independently of the dimensionality) to the squaxa of the basin siz&, to the Gaussian width

s and to the Gaussian heigis, while it is approximately proportional to the erge square root

£0 /;—frﬂ [2.113]

Again, in an empirical manner, it has been foundt tthe optimal choice for the simulation

of S and the diffusion coefficienD :

parameters is:

= Scaling factoré: it should be about/;gth of the basin siz&. When the size of the basin

can not bea priori estimated, a rule of thumb is to s& lower than'/; of the average
fluctuation values obtained in a biasing poterftie¢ metadynamics;

= Height w_/ Deposition timer; : the error does not depend separatelywoand 7, but only

on the ratiow/ 7. The value of approximately 0.001 kcal mdés* was found to be a good
choice for a wide set of problems. Of course suchtia can be obtained by using different
combinations ofw and 7., and in general for a given value of the ratidr it is better to
use a small deposition time (high frequency of d&mm) along with small height.

Intuitively, large values forw and 7, will lead to significant discontinuities in thee-

energy as a function of time, hence worsening teeiracy of the FES reconstruction.

Convergence of metadynamicin spite of the huge reduction of dimensionaligfreed on the

phase space sampled, convergence for pharmacbutielgvant systems remains an hard goal to
pursue even when performing a multiple walker camdus direct metadynamics. For simpler
systems, an useful rule of thumb is to conside™B8 reconstruction converged immediately after
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a re-crossing event, which implicitly points ouflatening of the underlying free-energy. For the
multiple walker approach, were trajectories of thiegle replicas are potentially constantly
interchanging, the previously reported requisitesagnewhat difficult to monitor. Besides, some
root mean square distance function, calculatedubsesjuent free-energy surfaces, should be more
informative.
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2.4 Docking Simulations

Docking simulations represent a widely employed potational tool in pharmaceutical sciences,
which attempts to predict a manifold of structuogésntermolecular complex between at least two
objects. Usually, but not necessarily, docking paogs search along the degrees of freedom of a
small molecule (the ligand) while the protein isatted as a rigid body. The result of such a search
are configurations, namely conformations associtdes particular spatial orientation of the ligand

at the binding site, which are usually referredsesolutiorposes

A standard docking protocol consists of a step-wisecess. First, a proper search algorithm
predicts the various configurations of the liganithim the target binding site. In the second step,
each docked pose is evaluated and ranked assegngitermolecular interaction tightness
throughout an estimation of the binding free-enengheally, the correlation between the most
favorable free-energy values and the best prediptsgs should be very straight. The ability of a
standard docking protocol to achieve its ultimatalgroviding a reliable binding mode prediction,
strongly depends on the accuracy of the scoringtiom used.

In the followings, the most common representaticgthods, conformational sampling algorithms

and free-energy estimation methods will be bristilmmarized.

Molecular representationsDocking techniques rely upon several receptorasgmtation methods.
The three basic methods are: atomic, surface dr §hie atomic representation is computationally
expensive because of the complexity in evaluatiag wise atomic interactions by means of a
suitable potential energy function. Besides, s@fawthods are based on the Connolly surface,
which is defined as the van der Waals envelopeasarfaccessible to a spherical probe. Such
methods are mainly used in protein-protein dockiwjere a matching algorithm attempts to
compute a rigid transformation that superimposes grotein surfaces mainly in terms of their
complementarities. Finally, the grid approach stgrkysico-chemical features of the receptor on a
regularly spaced grid. Within the assumption ofg&drreceptor, the grid only needs to be computed
once, hence saving computational time compareba@tomic approach. Basically, interactions of
chemically diverse probes with the receptor are pedgn the grid and the protein-ligand affinity
can be estimated by summing up the interactiongseeifor every probe corresponding to each

ligand atom.

Ligand conformational sampling methodsS he treatment of ligand flexibility can be summed

into three basic categories: systematic, stochastt genetic algorithms. Systematic methods
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attempts to cover all the conformational degreesfreédom exploring each of them in a
combinatorial way. Such methods provide an exheesgtearch only in the limit of very rigid or
simple molecules, otherwise a combinatorial explosof the search dimensionality occurs,
yielding the approach unfeasible. In order to avdils, termination criteria are usually
implemented which focus the sampling along regiohshe conformational space that are more
likely to lead an effective solution (“search andowy algorithms”). Conversely, stochastic
approaches operate randomly selected changes btihghe conformational internal and global
(orientational/translational) degrees of freedomtloé¢ ligand, attempting to reach the global
minimum for the molecule inside the binding siteoie Carlo implementations). Within the
Metropolis acceptance criterion, if theh solution of the conformational search bearsaergy
lower than the previous one (downhill move), ialaiays accepted. On the contrary, if the energy

increases, a Boltzmann weighted probability funcisthen computed:

i, [2.114]
_d ]

where AE is the energy difference between thih and the if1)-th configurations. To accept an

uphill move with the probabilit)p(AE), a random number is uniformly generated in theyeafd,
1}. If the random number is less thepﬁAE), then the uphill move is accepted, otherwise it is

rejected. Here, an higher temperature can be ysapplied to explore a wider potential energy
surface. The search is then interrupted when trsretk number of configuration is obtained.
Genetic algorithms also implement a different antoah randomness, hence they should be
formally classified between the stochastic onesvebeless, compared with the properly called
stochastic methods, they differ in the sense they fare based upon the principles of biological
evolution and population dynamics, rather than be taws of physics. Model parameters
representing the degrees of freedom are encodethtia strings called “chromosomes”. Such
chromosomes are evaluated by a proper fitnessiftmand individuals whose chromosomes bear
the largest fitness values have a better changepmduce and indeed to transmit their genetic
inheritance to the next generation. Chromosomesrardomly varied by means of genetic-like
operators, usually mutations and crossover, inrotdeincrease density and prevent premature
convergence. When applied to the docking problém,genetic algorithm solution is a population
of putative ligand conformations. For instancethia software AutoDock 3.0.5, genetic algorithm
represents an hybrid search technique that implesren adaptive genetic algorithm with a local
search feature. The local searcher performs amggmeinimization after the global sampling, hence

the local changes occurred due to minimization raepped back into the chromosomes. Since
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inheritance of acquired traits clearly contraveties Mendelian genetic laws, in this sense the
genetic algorithm is named “Lamarckian” after thectedited evolutionary theory of Lamarck.

Similarly, another popular docking suite such asLGOemploys a genetic algorithm whose most
remarkable feature is the migration genetic operatb the beginning, several subpopulations of
chromosomes, called islands, are created insteadafye unique population. In order to preserve
diversity, individuals are allowed to move amonigusls through the migration operator. Finally,

only a fixed number of individuals can share th@eaglace within an island. If there are more than
a specified number of individuals in the same pldaben the new individuals replaces the worst

scoring member in the place, and not the worsviddal in the overall population.

Scoring functions. The quantitative modeling of receptor-ligand iat#fons can be achieved by
determining the equilibrium binding constand,Kwvhich is in turn directly related to the Gibbeedt
energy:
AG =-RTInK,,
=AH -TAS

The difficulties relying on the estimation of theed-energy by means of computational techniques

[2.115]

have already been extensively covered in the papage.3, hence just an overview focused on the
docking field will be given here. Docking simulat® are at now usually performed wacuq
although in principle implicit solvation models ddibe used as well. Nevertheless, in spite of their
theoretical derivation, scoring functions are usuable to provide a proper assessment of the
enthalpic contribution for the free-energy (a fofietd-like potential energy function), whereas the
entropic contribution remains hard to estimate. ean entropic contributions to the stability of
the receptor-ligand complex are provided by desmmeeffects, and by the internal conformational
degrees of freedom of the docked small moleculeghiwithe docking field, the need for a fast
scoring method led to a number of different funasiowhich bring various assumptions and
approximations in the evaluation of modelled comege Widely employed approximations are:
= scoring functions assume that the free-energymadibg can be approximated using a single
structure, which is a reasonable assumption simee lower is the energy of the
configuration, the larger is its contribution t@tpartition function;
= the bound state for the complex is the only exiicconsidered, whereas unbound
components are implicitly accounted for;
= the free-energy is approximated by a linear conttmnaof several terms, while several

forces involved in the complex formation are noditide.
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Empirical scoring functions provide an estimatiohte binding free-energy by summing up
interaction terms derived from structural paranget&he development of scoring functions is based
on the idea that binding energies can be approenbyy means of a sum of uncorrelated terms,
which are derived by regression analysis from expantally determined structures whose binding
mode are known. Such kind of scoring functionssangple and intuitive, but their main drawback
is that it is not clear whether they are able tedmt the binding affinities for ligands whose

structure is not covered among the training set.
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Chapter 3

Applications.

In this section results of selected MD studies grenkd during the course of this thesis will be
reported. In particular: i) standard equilibrium Mipplied to the study of a pharmaceutically
relevant system (the hERG channel), and ii) theogsal of a novel methodology aimed at the
discrimination of the correct binding mode for dedkcomplexes by means of a non-equilibrium
MD (metadynamics), will be discussed.
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3.1 Molecular dynamics simulations of membrane emlakled-proteins

3.1.1 An overview of membrane simulations
Starting from the pioneering studies of van deeBland Berendsémho modeled for the first time
a membrane bilayer mimetic (a system made of 1&rdeate molecules per leaflet in vacuo) more
than twenty years ago, the increased computatipoaver nowadays allows more realistic
simulations in terms of: i) lipid models, ii) menaime dimensions, and iii) time scales of sampling.
Nevertheless, the above reported ground-breaking alceady showed the fundamental theoretical
guidelines, which have been followed until now wipemforming MD simulations on lipid systems.
In general, when dealing with simulations two kepits have to be taken into account:

1) simulation conditions (namely the choice of forad, statistical ensemble and simulation

parameters);

2) validation of the simulation against experimentatiad
If experimental data are not well reproduced by dhkeulations, the simulation is devoid of any
physically meaningful predictive power, hence om®wd change its simulation protocol in a
iterative way until reaching a reasonable agreemthtexperiments. In lipid simulations, this task
is somewhat more complicated than usual, because the simulations conditions are not
theoretically well established (that is a prettyoamt of discussion have been arose in the scientifi
community) and the experimental reference datees@ifdm a high degree of uncertainty. The aim
of this section is to provide some guide to bettederstand the literature from a pharmaceutical

point of view.

3.1.1.1 Experimental data

Since MD simulations are based on models, resilthe calculations have to be validated by
experimental data. Over the last decades a vanfegxperimental techniques has been applied to
membrane systems, such as diffraction methods amiear magnetic resonance techniques.
However only a relatively small number of propestiean be directly compared to simulation
result$' °. The main difficulties arise from the great diffaces both in dimensions and in
timescales that theoretically and experimental rigplies can intrinsically afford. Experimental
structural properties of membranes are evaluatemhdnroscopic(usually) multilamellar patches
overlong timeperiods (hours), whereas in computational teclesghe same properties are derived
from a microscopic (or mesoscopic, if enough computational resourmes available) system,

usually studied in periodic boundary conditionselextremelyshort time periods (tens or
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sometimes hundreds of nanosecohds) other words, there is either a time and sgale between

theoretical and experimental studies which indemdpticate any comparison (Fig 3.1).

Fig 3.1: Pictorial view of the gap between the experimenadrascopic regime) and the simulation (microscopic,
sometimes mesoscopic regime).

In general, the experimental properties availabletteck the simulations can be distinguished in
structural, dynamica] and thermodynamicquantities (see chapter 2.3). X-ray diffractiond an
nuclear magnetic resonance spectroscopy, whichtheremost used techniques in lipid bilayer
studie$®, provide the structural class of quantities. Amangm, the most widely used parameters
(which are not necessarily the best ones to judgjmalation) aré

= density profiles: electron and atom densities;

= cell parameters: area per lipidg)Alamellar repeat spacing (D);

= order parameters for the lipid chaing{p
Conversely, neutron scattering experiments protemain dynamical class of quantities, such
as>

= |ateral diffusion coefficient;

= rotational diffusion coefficient.
As previously reported in simulation studies usualhly structural parameters are reported, and
since the simulation of a lipid bilayer environmestfocused on the study of lipid-embedded

proteins, only the biologically relevant liquid stglline Ly-phase has to be considered.

Order ParametersThe structure of saturated lipid membranes has lbeelepth investigated by
means of deuterium magnetic resonance, and incpkati measuring the quadrupole splitting of
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selectively deuterated (in position 2, 3, 4, 51®, 12, 14, 15 of the lipid acyl chains) non-soteda
bilayers of Ls-diplamitoylphosphatidylcholifé. The anisotropy of the CD bond direction with
respect to the bilayer normal was quantified udimg —Sp order parameter, according to the

formula:

~Se =G (3<cos2 9}—1)] /2 [3.1]

where & denotes the temporary angle between the directfoa chain segment and the bilayer
normal, while brackets indicate the average ortera From a computational point of view the

general order parameter tensgrsSdefined as

S :%<30056?i cosd, —5".> [3.2]

i
in which 6; is the angle between tith molecular axisx, y andz) and the bilayer normab; is the
Kronecker delta function (basically a suffix novatifor the diagonal matrix with elementsd;: =

1ifi=j; o =0if i#]), whereas in this context brackets denote thereblgeaverage. The

molecular axis for thaeth CH, unit is defined as follows*
=z vector from G to G+
= X H-H vector (or vector perpendicular zand in the plane through,& C, and G, for a
united-atoms representation);
= vy bisectrix of HGH angle (or vector perpendicular to and x for a united-atoms
representation).
Sj represents a rank 2 tensor, and in particular +easons of symmetry — a 3x3 diagonal matrix,
hence bearing a null trace, which leaves essentiaid independent order parameters per*unit
Order parameters range between +1 (unit fully @dgarallel to the bilayer normal) and -1/2 (unit
fully ordered perpendicular to the normal), wh#etropic orientation corresponds to a value close
to zerd.
Experimental values for g for the 2" to the & CH, unit (approximately half an acyl chain) are

020+ 020, whereas proceeding along the end of the lipidth& order parameter drops towards

zero, indicating an increasing isotrdpy. The values reported are averaged over time aadthe
lipid chains (snl and sn2), even if quadrupolettspdj indicates that they are not completely
equivalent physicallff. In the region of the constant order parametes, shme overall angular
fluctuations for all the segment has to be invo)Jvexicluding the occurrence of isolated gauche
conformations. Instead, it can be explained by mesn fluctuating kink- or jog-like structurts
The gradual decrease of the order parameter wiiaracterize the innermost region of the bilayer
can be rationalized by an increasing probabilitgafiche conformatiohs
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Cell ParametersOther central structural quantities are represkbtethe primary lamellar repeat
spacing D, and the average area per lipid mole&yi® ** ?° From a computational point of view
dealing with a finite simulation box, such quasestiare definitely correlated. Experimentally, the
repeat spacing is the easiest diffraction resualt tan be accurately obtained (D = 67.2 A for the
fully hydrated benchmark DPPC lipid at the tempambf 50 °C®). Conversely, data collected for
the average area per lipid show a significant sfifed® and in particular a huge degree of
uncertainty affects the measure of the differerevben the biologically relevant fluid phase area

and the area of the gel ph&se

@ —
0 — 5]

. . . . oo -—.V-'D- - .
(Fig 3.2). It is informative to 5_3_5 %é g % E%E %;.%:
notice from Figure 3.2 that <5|.’|'< =32 = x @ xxZ xZ
experimental data refer tc L . L | I l L I 1 I “ 1 “ I
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different laboratories and ftc Area {ﬁE)

different experimental techniqueFig 3.2: Summary of published areas for DPPC at 20 °C (bekp, ey

o bar) and at 50 °C (fluid phase, black bars). The paiaken fror
as well. Moreover, it is apparentl’ reference [19] where relative references can baddberein.
surprising that a considerable
spread is also observed in NMR data, whegasAderived from sterical considerations fronpS
that is, as previously reported, a quite accuratasurement. This means that uncertainty is also (at
least partially) due to different interpretationtbé same measured quantities. Nevertheless, such a
data scattering is not helpful to drive MD simutas. Most of the difficulty in obtaining good
guantitative structural parameters for the biolafiicrelevant, fully hydrated, fluid {phase is due
to the intrinsic presence of fluctuatidhsBased on the latter observation, Nagle and cdever
introduced a correction which provides an adjustmerthe literature values ofo®. A revision of

the corrected values led the authors to proposk’axs the best value forgh.

3.1.1.2 Simulation conditions

When planning a simulation, usually a compromisavben time and length scales has to be
chosen. The bigger is the length (per bilayer disiar) of the system, the shorter the sampling. In
Table 3.1, some typical timescales of lipid reléo@s are reportéd From Table 3.1 it should be
clear that while MD is a powerful method to samgilggle lipid conformations, at the same time it
would prevent any significant investigation farrfradhe starting configuration, since the rotational
and translational motion of lipids are quite slawhe significantly sampléd hence, systematic

drifts in any structural parameter are usually itepuo some artifact of the methodology.
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Tab 3.1: Typical timescales of lipid relaxations.

Timescales

Trans-gauche isomerization of dihedrals in the

Tens of picoseconds .
lipid tails.

Trans-gauche isomerization of dihedrals close to

Few hundreds of picoseconds o
the lipid head-group.

Few nanoseconds Rotation around the lgaXis.

Lateral diffusion;

Tens of nanoseconds o .
Intra-leaflet lipid switch;

(Average affordable simulation time) _ _ _ N
Cooperative motions in phase transition

Minutes to hours Rare events, e.g. inter-leaffgd|flipping.

Furthermore, the computational cost of a “long” @yncs run is exponentially affected by the
increasing of the length scale of the bilayer. @& other hand, when simulating a “big” bilayer
system one should expect to reproduce propertas'small” patches simply cannot, such as long
term wave fluctuations. This task is complicatedtbg fact that the simulation protocol for a
relatively small membrane system should be diffefieom that of a bigger one (not only in
simulation parameters, but also in the propersttesil ensemble to choose, as some author suggest,
see below). Nowadays, systems of few hundreds pédi per leaflet are normally used in

membrane simulations.

Lipid models.Biologically realistic lipid simulations should iprinciple take into account more

than a single component, since considerable priegast cell membranes arise from a proper lipid
mixture'. However, simulations of mixed bilayers remain Ierjing because of both the long

timescales needed for relaxing the mixture of lipamponents, and the large dimensions of the
system that are required to reach a suitable balamong different components. Single component
simulations are usually performed when dealing Wil embedded proteins, and the choice of the
lipid is generally made either in terms of the amioof experimental available data, and acquired
experience as well. DPPC, POPC, DMPC are the ntodtesl phospholipids, and among them —
until now — DPPC is the preferred, since it repntsethe best experimentally characterized.
Nevertheless, DPPC models for biological simulatisuffer from the fact that acyl chains are
completely saturated, thus the proper fluidity loé L,-liquid crystalline phase cannot be reached
unless an unrealistic temperature in simulationused. Moreover, lipid models are usually

available both in an united-atoms or in an all-atorapresentations, although the united-atoms
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approximations is the most widely used since @stiéor pure bilayer simulations) there is no need

to an explicit representation of non-polar hydrogesms, hence computational time can be saved.

System sizeBecause of increased computational power and iigoradvances, nowadays
molecular dynamics simulations of lipids systems about to reach the mesoscopic redfmia
such a domain, collective phenomena occur on lesgales more than 10 nm and time scales of the
order of 10 n¥’. Spontaneous undulations, found in some MD sirarat are an example of such a
collective effect. From the point of the simulationt is important to recognize when the
microscopic behavior turns into the mesoscopic émpparently, simulating too small systems (or
systems with an applied surface tension, whichadgtistretches the membrane) would lead to an
overestimated surface area per lipid due to th@resgion of undulations. This behavior can be
explained by the difference between the local aed the projected area for a system which

undergoes collective fluctuations, such as a latysoretical system or the experimental6ne

Statistical EnsemblesDuring the years, basically 3 trends can be idiedtiin the literature
concerning the suggested proper statistical ensetoblise in MD simulations of bilayer systems.
Keeping in mind that exceptions can always be fodod all the eighties and during the early
nineties simulations dealing with fixed NVT thernypdmic variables were commonly performed.
This was mainly due to the relevant computatioreahdnd of such calculations. Nevertheless, the
cost to pay was that, unless a very good estimiaséructural parameters such as the surface area
per lipid was known for the lipid of interest as iartial condition, rough artifacts in lipid dengit
could affect simulations, as it was later demonsttady Tieleman and coworkérén 1995 Chiu et

al? for the first time introduced the need of the aoef tension as an explicit fixed thermodynamic
variable. By analogy with alkane/water interfacesd ansoluble monolayers at the air/water
interface, they suggested that there was a non saeface tension at the lipid/water interface in
bilayer phases that had to be accounted for intaotgressure simulation of lipid bilayérsater

on Feller, Pastor and collaborators supported dp@oach suggesting the presence of an applied
external surface tension, actually stretching tremioran&®. Briefly they observed that, while a
bulk fluid can be described only by three thermayit variables (NVT, NPT and so on), for an
interfacial system a fourth variable is requiredtdke into account its inherent anisotropy. For a
liquid/liquid interface made of two components each single phase, a generalization of the Gibbs

phase rule (number of intensive variables equals+@—2 with ¢c number of components ampd
number of phases) for surface phases permits #@fgation of more than two variables for such a

system, thus allowing the use of the statisticabeemble NRyT (even if y=f(P,,T )%

53



Considering a system made of two immiscible liguioisning a planar interface normal to the
direction with aread, the stress of such a system (as any
other system) is defined as the measure of T

distribution of the force per unit area, which iy |

definition a second-order tensor, namely a quartiat

requires two array indices to be described, and iku

represented by ax®8 square matrix. In three dimension

the internal force~ acting on the infinitesimal aredA /

can be resolved in three components: one normtieo ,

plane, and the remaining parallel to the plane @8). Fig 3.3: Geometrical representation of the r
components of the stress tendor &

In other words, the stress tensoy is defined as: cubical shape simulation cell,
dF; = Zan dA, [3.3]
1=XY,Z
and hence:
Jxx Txy Xz
g, =T, O, T, [3.4]
sz sz Jzz

where usually one can formally distinguish betwezn the normal stressor the normal force
component, and , theshear stres$or the parallel force components. If the systeitm@nenta free
(as MD simulation systems should be), the stressoteis symmetric, and univocally defined by
only six indices. Furthermore, for a system in toghinamic equilibrium the shear stress is null, and
the intrinsically isotropic nature of such a cormddit leads to an invariant trace where each

component corresponds isloaij . The scalar pressure is hence defined as:

Uxx +Uyy +Uzz
P == 13.5]

Handling with a semi-isotropic system, hereafterwilérefer to the normal pressure and tangential

pressure terms, respectively defined as follows:

P. =0, [3.6]
_0u*0, [3.7]
t 2

While P, is invariant,P; strongly changes with respect to thexis: in the bulk of the system it

holds thatP, = P, = P, while in proximity and in correspondence of th&eiface it becomes large
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and negative, as a consequence of the differenckensity between the two components of the
biphasic system. The surface tension is definethéyelation:

SW=ydA [3.8]
were W is the work required to change the surface arethbyamountd A. Alternatively, one
may calculate the work required to change the slof@ebilayer slice at constant volume against
the normal pressurg, and the lateral pressuRy?z). If this is set equal tgyd A, one obtains the

integral:
y=["[P, - R(2)]dz [3.9]

In computer simulations, the surface tension carcdagoled either implicitly, by specifying an

anisotropic stress tensorP(<P,) thus leading to the ensemble (not rigorously tetcally

defined) NRPT, or explicitly by the ensemble N (to date just the most popular ensembles).
Nevertheless, such an approach showed both expeahand theoretical drawbacks. For instance,
it is questionable the way to derive the surfacesitn for a bilayer, which is experimentally not
(yet?) measurable'® Chiu et af' estimatedthe surface tension for monolayer water/lipid

interface, and then thessumedhe surface tension of tidayer to be twice the former:

(ymonolayerphasechange)experimema| = (ywater/air )known - (ywaterllipid )unknown [310]

ybilayer =2x ywater/lipid [3 11]

Applying such an approach they proposed for a DHBI@ bilayer in the lg-liquid crystalline
phase a surface tension of about 56 dynes/cm. EHwemgh they demonstrated that a liquid
crystalline phase emerged from simulations starfiiog a Ls-gel phase, the methodology seems to
switch the problem from the NVT ensemble, where amdyguess of the dimensions of the
simulation box is needed, to another ensemble \memher experimental quantity is still just
approximately known (furthermore, it is not everasl if it exists, see below). Apart from this, in
1996 Klein and colleagues claimed for the theoatticeakness of the procedure, reminding that the
surface tension is thermodynamically defined agitirévative of the free-energy with respect to the
area at constant temperature and volume:

oF

V= (ajw [3.12]

and asserting that at the equilibrium conditionptheane systems adjust their area such that the
free-energy is a minimum, thus the surface tensiamishe$ ® For this reason they performed
simulations of both liquid and gel phase of DPPE€sprving its behavior by using isotropic NPT

macroscopic boundary conditions in a fully flexilsienulation box, namely where each dimension
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is allowed to independently scale in respect to dtreers' 8 A slight debate occurred in the
biophysics community, involving authors who bothngd the match or basically acted as
refereef’. For instance, in one of the last publicationsisflife, Jahnig stressed that, although the
surface tension of a bilayer is not directly acitdesindirect measurement support the idea that it
zerd™. Again Feller and Pastor answered to the criticiguing that a non-zero surface tension
should be used to reproduce the correct surfacepelipid value as a consequence of the limited
sizes of the simulation box, where long wavelenfjictuations are absent since prevented by
periodic boundary conditions, and then the surfaea per lipid would shrirftk This controversial
guestion went on for a while, even if Tieleman aoeworkers already stated that — in practice —
the choice of the NPT or N{fT ensemble makes a very little differefice Nowadays, the most
popular software of MD actually allows the use wéry ensemble henceafter discussed, along as
diverse kind of box scaling, since it has beenifodar that once the principal structural parameters

are in good agreement with experiment, the simaatonditions are not so strictly important.

Simulation parametersAmong the whole set of simulation parametersag heen recognized that
a major role is determined by the truncation ofrshange electrostatics and van der Waals
interaction&®. It is not surprising that treatment of electréstmteractions has a strong impact both
in structural and in dynamic properties of the ymla since phopsholipids are highly charged
molecule$®. Concerning the long-range electrostatics, théigeymesh Ewald technique has been
increasingly used in lipid bilayer simulatidfisAs long as the PME method is used, the shorterang
electrostatic truncation seems to be not very it@mdy since reasonable values of area per lipid can
usually be reproducéd In particular, artificial order in the bilayergsie may arise in simulation
performed without an explicit treatment of long-garelectrostatics, which in turn implies that the
lipid bilayer no longer owns a truly fluid-like $&°. However, even PME and related techniques
are not free from potential artifacts. In detagsach artifacts are related to the periodicity af th
system, as periodic boundary conditions are usetirtonate finite size effectd

The cut-off radius for the Lennard-Jones energytion (r ) is another parameter which has a

non-negligible impact on simulations, althoughet&ct is nota priori as intuitive as that due to the
electrostatic truncation. Actually, a systematiedst performed by Patra et &lrevealed an inverse
relationship betweerm ,, and the calculated area per molecule. This treard e rationalized

considering that an increase in the cut-off radicwially would increase the attractive interactions

between acyl chains, thus reducing A
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3.1.2 The hERG Potassium Channel
The hERG potassium channel (also known aslKl according to the IUPHAR nomenclafire
gene: KCNH2) is a human voltage-gated homo-tetrempeotein composed by the radial assembly

of transmembrane (TM) spanningsubunits (S1-S6 segments).

a-Subunit
f \

Pore Forming Domain Voltage Sensing Domain

I 1 1

pore axis

outside

inside S4-S5 |inker

Fig. 3.4:Main topological features for the transmembrangipo of a “standard” potassium channel belongioghe K,
family, based upon the latest experimental insigidvided by the crystallographic structures sohmd the
MacKinnon group.

In the K, family members, two main TM domains can be distisiged: i) the voltage sensing
domain formed by foua-helices (S1-S4, where S4 represents the voltaggrggelement), and ii)
the pore forming domain (S5-S6). Comparing the amatid sequences, the pore of these
membrane proteins are well conserved among ‘atth@nnels, since they need to perform the same
physiologic function, namely, the capability to geeve both high ion selectivity and rate
conductiof™ ** *® In details, all K channels display a “signature sequence” (residM8YG) in

the so-called P-loop segment that is located betwke pore helix (Ph) and S6. In hERG, the
signature sequence shows a slight different amaidsacomposition (SVGFG), which however
does not seem to affect the ion permeation and Taiie sequence forms the so called selectivity
filter (SF) that structurally corresponds to therawest part of the pore (about 3 A of diameter)
where the ion crossing discrimination océtirs* > Conversely, the widest portion of the pore
(usually referred to as the cavity) is formed bytpd S6 helices (one for each subunit) located

underneath the SF. The gating mechanism affectscalé@y width (in terms of diameter and
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dimension), and is usually determined by a condertsnformational modifications in the S6 helix
at the PVP motif, which is highly conserved throogh most of the voltage-gated potassium
channels, and it is supposed to provide a kink éntl&at allows the opening and the closure
(deactivation) of the cavity. In Figure 3.4 the mabpological transmembrane features of a

“standard” K, potassium channel are schematically reported.

Belonging to the K10-K,12 sub-family (according to the IUPHAR nomenclaftrbetter known as
eag sub-family), the hERG channel owns some indalidequence features, likely responsible for
a unique gating mechanism. In fact, the hERG kigeis characterized by a slow activation and
deactivation, but a rapid inactivation and recovieoyn the inactive stafé * In particular, hERG
lacks the PVP motif in the S6 helix, responsible tfte cavity enlargement. In eag sub-family, a
similar structural function seems to be played lyoaserved glycine hinge (Gly648 of hERG) in
analogy with prokaryotic potassium chanfiglsvioreover, hERG is provided of a large (~ 43
residues including a putative-helix*” %3 extracellular S5-Ph linker, which is supposedb®
responsible for a rather unique fast inactivatiechanism’ *’

hERG is mainly expressed in the heart muscle tfésarel is responsible for the rapidly activating
component of the delayed inward rectifier currdihgg, which play a major role in the modulation
of the repolarization phase (phase Ill) of the nyecaction potenti&f. Impairments in hERG
functionality, hence alterations in thg turrents, are commonly referred to as the secomd bf

the Long QT Syndrome (LQT2), as they are clinicalsociated to a broad widening of the QT
interval in the electrocardiogram recording® @ references thereifnharited mutations in the hERG
channel expressing gefie?’ or drug induced blodR cause the congenital or acquired LQT?2
syndrome, respectively. In particular, a numbestaficturally diverse drugs belonging to different
pharmaceutical classes (e.g., antihistamines, emiédsants, antipsychotic, gastrointestinal
prokinetics, etc¥, has been reported to block the channel, leading tonsequent significant
prolongation of the ventricular repolarization. tuccurrence, along with several complementary
causes, potentially gives rise to an occasionathdl polymorph ventricular tachi-arrhythmia,
namedtorsades de point€s Withdrawal of some common drugs that showed rémsarkable side
effect (such as Astemizole, Sertindole, ThioridaziTerfenadine, Grepafloxacyn, Cisapride,
etc.F? has strongly focused the attention on the hER@m#laas a pharmaceutical anti-targeft

this respect, a detailed molecular understandinfp@interactions lying at the basis of the channel

functioning and block would be of major interest fbe rational drug design. For this purpose
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during the last years a large effort has been donerder to characterize the physicochemical

features required for a high affinity bindiig *

Among the in-silico techniques, both ligafiti*> and target-basédl 3" 3% *®approaches have been
undertaken. Until now, the latter approach has bstongly hampered by the lack of any
crystallographic data about the TM domain of theRBEchannel, where experimental studies
suggest to be located the drug binding®3it€ Nevertheless, the pioneering work done by the
MacKinnon’s group has provided a fairly large sétko channel crystal structures useful as
templates for comparative modeling work. RecenRgynolds and co-workers, starting by the
crystal structures of KcsA (closed state) and M{oken state), modeled the hERG channel in a
multiple state representation in order to accoanttie protein flexibility®. These models were then
used to properly assess the binding affinity fares of docked ligands. In a second paper, Aqvist
and co-workers docked a series of Sertindole ana®g@antipsychotic compounds bearing a potent
hERG blocker activity) at the channel cavity in @pen state homology model built using the
crystal structure of the voltage-gated KvAP as mpiate. The lowest energy docked poses
belonging to the most populated clusters were thelected for molecular dynamics (MD)
refinement’. Pearlstein and co-workers, based on the samelatargiructure, docked a series of
well known blocker®. A multiple docking configuration was found to behieved by different
compounds, suggesting a more flexible descriptibrihe drug bindindf. Finally, Choe et al.
proposed a further hypothesis of drugs bindingE&®G using an homology model of the channel
again based on the KVAP tempfite

In the present work, we modeled both the closedapeh states of the hERG channel using the
crystallographic structures of Kc&Aand KvAP? °! as templates, respectively. Since alanine
scanning mutagenesis experiments showed that tiéni site of most drugs is located inside the
cavity’® >3 only the channel portion ranging from S5 and $6 Wuilt. To assess the reliability of
the models, MD simulations in explicit membrane iemvment was then carried out, and a careful
analysis of the pore volume in the putative drutdbig site was also undertaken. Furthermore, we
probed the suitability of including MD simulatioirsthe docking of a ligand to the channel cavity.
In fact, we found that snapshots from the MD trijeg but not the starting conformation could
provide reasonable docking complexes, thus shotriagour simulation protocol was able to take
into account an induced fit-like effect (actuallyproper thermal protein relaxation) needed for the
drug binding of the drug to the channel.
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3.1.2.1 Sequence alignment and homology modeling

Comparative models of hERG channel in a closed @ueh state were built starting from the
crystallographic coordinates of KcsA (PDB entry:4K® and KvAP (PDB entry: 10R% %3,

The extent of the TM helices of the hERG channed assessed by means of the PHDhtm s&rver
*8 as it was able to overall reproduce both the Kasd KvVAP (segments ranging from S5 to S6,
i.e. the modeled portion) transmembrane topologya(chot shown). To date, only one mammalian
K, potassium channel has been solved, i.e. tfie2 which owns the previously introduced PVP
motif>® ©°

The multiple sequence alignment was performed WitBoffee’. In order to take care on the
structural consistency between the two templatesal Imanual adjustments of the alignment were
required. In particular, the alignment of the irmest helices, namely those ranging from Ph to S6,
was quite straightforward and useful to addresgrihaual refinement of the remaining part of the
alignment. The overall percent of identity calcathagainst the whole 98 residues per subunit, was
17.3 and 28.6% for the KcsA/hERG and the KVAP/hERS, respectively (Fig. 3.5). It should be
noted that for both the alignments, the identitgndicantly increases reaching the modeling
reliability threshold of 30% on the S6 helix, nagndle binding site for most drugs.

The closed and open state models of the hERG chdheesafter referred to as hEg@nd
hERG, respectively) were therefore built by comparatimedeling using Modeller 797 As
Figure 3.4 points out, the homology model proceduss restricted at the segments spanning from
S5 through S6, while the extracellular S5-Ph linkexs not included in the models (see further).
Besides, the alignment clearly showed some crifieaiures of the hERG channel pore moiety. In
most voltage-dependent potassium channels, the &Fmed by the sequence TVGYG' whilst

in hERG, the sequence is replaced by SVGFG. Thesations could lead to a different stability of
the different SFs. Moreovethe conserved putative glycine gating hinge, lataeposition 648 in
the target sequence, is shown in Figure 3.4. Bindlle two aromatic amino acids (Tyr652 and
Phe656) crucial for binding hERG blockers are alsplayed. Although the overall sequence
identities were quite low, that is 17.3% and 28.i%the KcsA/hERG and KvAP/hERG pairs,
respectively, they raised up to more than 30% @36 helix, which is the region of the channel
mostly involved in the drug binding (Figure 3.4)n& the models were mainly aimed at studying
ligand-channel interaction mode, this made us demfi enough on the accuracy of the proposed

theoretical models.
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KosaA 22 SEHLHWRAAGAATVLLVIVLLAGSYLAVLAPRGAPGAQLITYP REMWWSY 70
KvAP 126 DEADKIRFYHLFGAVMLTVLYGAFAIYIV|)YPDPNSSIKSVFDEWWWAY 174

hERG 546 GHAVLFLLMCTFALIAHWLACIWYAIGNM QPHMDSRI;KYVT IiYFTF 619
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Fig. 3.4: Sequence nitiple alignment between the modeled portion o tiERG channel and the chao
templates (KcsA and KvAP). A common putative see@mpdstructure is highlighted underneath
hERG sequence, and helices from S5 to S6 are thbE&enserved and hwmlogous amino aci
throughout all the sequences are highlighted iokobnd grey, respectively, while the key residun
the S6 helix of hERG are explicitly shown in retheTS5P linker bearing the putative amphipatic h
(not modeled) is separately shown for clarity.

For each gating state a set of 10 models was gexdost imposing fourfold rotational symmetry as
well asad hocorientational restraints acting on thedihedrals angles of the amino acidic side
chains of the SF, in order to preserve its oveyatimetry as regards to the respective template. The
couple of models candidate as a starting strudturéhe MD simulation was then selected mainly
in terms of the stereochemical parameters, whichevwevaluated by means of Procheck v3.3

validation toof®. The most satisfactory models are reported inr@ii6.

The selected closed and open models showed anllagefi@ctor of 0.01 and -0.03, respectively, as
a main consequence of a high amount of residuaadnavcombination op-g dihedral angles lying

either in the core or in the allowed regions of Remachandran plot. In particular, while the closed
state model lacks of residues located outside Hogved areas of the plot (95% core and 4.5%
allowed), the open state showed only a residuesyleunit (Arg582, an amino acid belonging to the
loop which replaces the S5-Ph linker) in a gengralbwed region (93.3% core, 5.6% allowed, and

1.1% generally allowed).
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Fig. 3.6: Cartoons representation of the selected homologyetsdor the hERG channel in -
closed (hERG, blue) and open (hER(red) state. For each model a focus or
binding site is shown, where the key amminoacidisidues S®24, Tyr652 an
Phe656 are explicitly displayed as well. For clajiist three out of four subusitare
shown (namely the chains A and C in foreground, @rid background).
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As expected, the overall folding of the two moddissely reproduced the one of their respective
templates. This was assessed by evaluating the RM&Culated over the « atoms after
superposition of the template/target pair carriatian the same set of atoms, which was 0.85 and
1.12 A for the closed and the open states paispeatively. The most striking difference between
the modeled proteins and the templates was thespresof Phe656 lying in the middle of the
cavity, which considerably reduced the pore radaspecially in the closed state model. Notably,
this is also one of the two residues (the othd@ryi52) univocally required for the binding of all
kind of drugs to hERG (see Introduction).

As regards the difference between the two gatiatest visualization of the pore lining reveals the
main difference that is the opening at the intdat& mouth of the channel. In particular, as figur
3.6 points out, the portion ranging from the Phht® SF was highly similar in the open and closed
models, whereas in the open state model the glykinge (Gly648) induced a kink in the C-
terminus portion of the S6 helix of about 37° wilspect to the closed one, which significantly

enlarged the channel cavity.

3.1.2.2 Molecular dynamics

In order to carry out a proper simulation of a sraembrane protein, both suitable lipid bilayer
environment and simulation protocol needed to beise

All the simulations were performed using GROMACS.&8" ® implemented with the native
GROMOS-87 extended-atoms force ff8dand running on a local LINUX cluster employing an

openMosix ® architecture.

Membrane set upA pure di-palmitoyl-phosphatidyl-choline (DPPC, @plipid model in a united
atom approximation was used. The overall systemhwdsstarting from a smaller pre-equilibrated
membran®&’. The original system was then replicated by meaihsymmetry operations until
reaching the wanted dimensions. The final model prisas 256 lipid molecules per leaflet in a
water:lipid ratio of about 29:1 as shown in fig®.&. Such a condition of full hydration allowed us
to simulate the b-liquid crystalline phase, namely the biologicalgfevant thermodynamic phase,

at the temperature of 325 K and at the total pressfil bat ®" ®
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~29 water: 1 DPPC

Fig. 3.7: Representations of the di-palmytoil-phosphatidybline in a united-atom approximatioleff), anc
the whole system useddht). Geometrical features of the simulation cellsas® explicitly reported.

A 5 ns MD simulation was run in the NPT statistieasemble using semi-isotropic pressure
coupling, as it has been already clarified to be riiost suitable theoretical approach to be used
when dealing with lipid bilayer systefs™ °® =% Actually, using the above mentioned parameters,
the extension of the box in tlzedirection, which is normal to the bilayer planeasapermitted to
vary independently of both theandy sides, thus allowing the adjustment of the surtaea per
lipid along the simulation run. Lipid parametersraveéhose calculated by Jahnig ef*aused
together with the consisteab initio derived point chargéswhilst SPC water molecul®swere
used as they well reproduce the proper solubilitynierfacial systents van der Waals interactions
and short range electrostatics were explicitly hashavith a twin-range cut off scheme by updating
the neighbor list every 20 time steps. In particita the Lennard-Jones and the Coulomb functions
cut offs of 10.0 and 9.0 A were respectively usebile for the internal radius of the twin-range
scheme the value of 9.0 A was applied. Converdelyy range electrostatics were taken into
account by means of the particle mesh Ewald metbhpdusing a Fourier spacing of 1 A,
interpolated by fourth-order B-spline, and by seftithe direct sum tolerance to 10% The
Berendsen algorithm for pressure coupliifg was used with a time constant of 2 ps, whereas the
temperature was independently coupled to the ligidd to the solvent with the Berendsen
algorithm for temperatufé with a time constant of 0.5 ps. All bonds involyihydrogen atoms
were constrained with the LINCS algorithinwhile the water geometry was kept fixed with the
SETTLE algorithmi®. The integration timestep was set to 2 fs.
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The membrane system was equilibrated in the NPfistital ensemble by using a semi-isotropic
pressure coupling for a total time of 5 ns, witle #@am to provide a suitable lipid environment
where the homology-built channels had to be indettisually, the accuracy of such a simulation is
assessed by monitoring a series of structural giemntand by comparing their values to the
experimental onés The Surface Area per Lipid ¢8 namely the most commonly reported
parameter, is shown in Figure 3.8 plotted agaih&t simulation time. In the graphic, the
experimental value corrected and revised from Nagie co-workers? is also reported. As it can
be noticed from the plot, the calculated @mpared to the experimental value was over-egtiina
during the simulation time of about 1.5 units. Neobethy, a typical periodic behavior of fluid
systems could also be detected, in other words ystematic drifts in the above considered
parameter were found all along the whole 5 ns of &ifBulation. Nevertheless, the parameter by
itself is a proper measure neither of the forctdfieor of the methodology, as reported by Marrink

187, Therefore, it is useful to compare the calculai®&g, parameter in the light of the above

et a
reported behavior of A Thus, the second quantity taken into accountngutine analysis was the
deuterium chain order parameterdppcalculated on the carbon atoms belonging toifhd hcyl
chains. In Figure 3.9, plots of the latter quanttyeraged over time intervals of 100 ps sampled
along the MD trajectory are shown, together with éixperimental valdé

The trend of this parameter quantifies the aveeamgotropy of the lipid tails relative to the noima
of the bilayer planez(axis). Considering the experimental values, stgrfiom the spcarbon acyl
chain (atom number 1 in Figure 3.9) and proceedilogg the lipid tail, the parameter shows a
plateau at about 0.20 units for half a chain, drehtit decreases for the remaining carbon atoms,
reflecting an increased anisotropy of the lipidinkaWhat is informative is that the experimental
trend was somewhat reproduced in the calculatiod,itais almost kept along the trajectory, as the
average time interval plots show (Figure 3.8).

These findings demonstrated that the chosen siionlgarameters along with the selected force
field were able to avoid serious artifacts suchaaforthcoming geliphication. Accordingly, a
suitable lipid environment for the following pratesimulations was achieved, as thedrystalline

phase of the membrane was kept throughout all sitionl time.
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both the membrane leaflets, and over the time.
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A snapshot taken at 2 ns of the membrane equiliitratias used as input configuration for the
following step of protein set up. To deal with ttienensions of the channels along the pore axis,
and in order to reduce artifacts due to the peciddiundary conditions, two additional layers of
water molecules (each of 10 A of thickness) wermdeddboth in the extra- and in the intra-cellular
sides of the membrane. Water was once more bitlefiynalized by means of an additional 50 ps of

MD using the same previously reported equilibrapootocol.

Protein set up.The couple of candidate models (hER@nd hERG) was introduced in the
geometric centre of the equilibrated membrane enment adapting the Sansom et al. two-stage
protocol . First, lipids overlapping a cylindrical volumetggalent to that of the protein, which was
assessed by means of a solvent excluded surfa&) (8&del, were removed. In particular, in order
to take into account the anisotropic shape of tlteoel along the axis (especially for the closed
model), the protocol was reiterated for both laysrthe membrane, by calculating for each step the
partial protein volume embedded in the consideesfldt. The second phase of the procedure
consisted in the close-contact minimization of getein-lipid interface. This was achieved by a
series of short NVT ensemble MD runs, by exertingneremental radial force originating from the
vertices of the protein surface, projected in xggplane and acting on the atoms of the left lipid
molecules. By means of an empirical approach, thlewing three-step optimized protocol was
found to properly work for both the models.
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time [ps]

—— Closed —— Open = Convergence Threshold

Fig. 3.10: Three-step relaxation procedusé the membrane environment in respect to the sblaecessibl
surface of the implicit channel modelBach step is shown by means of a vertical arrowe
convergence threshold was set to be lower than a@ifiis experiencing a null force.
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The magnitude of the radial force was of 5 (stepl®)(step 2) and 30 kJ noA™ (step 3), and it
was exerted for 10, 10 and 5 ps, respectively,svkile overall shape of the membrane was kept by
applyingz restraints on the DPPC headgroups (10 kcal'mdf). A steady state was then reached
for each step, namely a condition in which the nemdf solvent (meant waters and lipids) atoms
having a non zero-force remained approximately @oisand the convergence was achieved when
this value was lesser than the arbitrary threshafldl000 atoms (Figure 3.10). A pictorial

representation of the process is given in Figuté.3.

C-stepl O-stepl
C-step2 O-step2 C-step3 O-step3

C-residual forces O-residual forces

Fig. 3.11: Pictorial representation of the three-step relaratpracedure of the membrane environment. Snap
referring to each temporary steady state are téoem the top of the extracellular side, and bothtf® close
(C) and open @) state models of the channel. Lipids are showonrange, whilst atoms which pa&rience
direct nonnull force are coloured in blue. The predicted Bispment of such atoms after the chosen time
is shown in cyan. For the stepl the implicit SESlel@f the channels isiewn as well. The residual forces
the last couple of snapshots refers to the samaitodg of step3.

The correct positioning of the protein with respetthe bilayer is crucial for the success of the

above reported procedure, and this is usually s&edieby maximizing the contacts between
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aromatic sidechains and lipid headgrddp<®

Unfortunately, in our opinion, the hERG primal
sequence ranging from S5 to S6 does not allow
previous unbiased approach, therefore

preferred to first insert the well studied Kcs
template according to Carloni et’d).and then to
coherently superimpose the models by minimizi
the RMSD function calculated against the Sé |
atoms: RMSD KcsA/hERE = 0.13 A; RMSD
KcsA/hERG = 0.11 A. The straightforwarc
positioning of aromatic residues both in S5 and

helices for the KcsA channel is shown in I:IguFig. 3.12: Aromatic residues located at the extrem

3.12. the transmembranganning helices in Kcs
which were exploited to drive thez
positioning of the hERG models into
membrane environment.

According to the nomenclature for the selectivitief occupation proposed by Aqvist et’atthe

10101 configuration was chosen as input structat@ch corresponds to three potassium ions

located in the § S, and S crystallographic sites, separated by two waterecudes lying in the S

and S sites. This configuration is consistent with tiegke file ion motion model in which the K

ions alternate with water molecules in the seldstifiiter ’® "> Moreover, an additional potassium

ion was placed inside the pore, namely at the Bedc&.,, site, which is supposed to be important

to stabilize the ions in the selectivity filtertime closed state of the charffiel

Technically, filter water and ions were positioneg superposing the backbone of the templates
filter onto the target models, and transferringoasrthe respective ion coordinates. For both the S
and S sites an oxygen atom took place of the potassiaordinates. Besides, since the KvAP
crystal structure lacks of the'Hons both in $and (obviously, being a channel in an open state)
Scaw for the hERG@ model these ions were transferred from the supexghd&csA crystal structure.
lons and water molecules involved in the coordoratvill be henceforth referred to asg,RV;, Ko,

W3, K4 and Keay proceeding from the extra- to the intra-cellulidies respectively (Figure 3.13).
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Fig. 3.13: Starting configuration for the occupation of the BFhERG: (left) and in hERG (right) models. Th
snapshot is referred to the equilibrated systeessibhg each channel already inserted in the merabran

For both channels the electro-neutrality was reddne adding 4 Nacounter ions, since each
modeled subunit had a null total charge. The cavityhe open state of the hERG channel was
solvated by means of the specific GROMACS tool, iwhe for the closed model a more accurate
procedure was needed. In particular, with the VOID6bftwaré" the shape and the accessible
volume of the pore were assessed, then by meamd.®@DD? the cavity was filled by water
molecules. By taking into account the van der Waalame of K, a total of 22 (out of 25) water
molecules were added in the cavity. An additiongs@llographic (in the KcsA solved at high
resolution, i.e.: 1K4¢) water molecule located “behind” the SF as regaodthe pore axis, was
found to be fundamental to preserve the conformatibthe upper moiety of the filter along the
production ruff = 8 Such a supplementary water molecule, hereafferted to as W (Figure

3.13) seems to provide important interactions whthfilter and the remainder of the protein.

Simulation parameters slightly varied compared witbse used for the membrane equilibration.
Specifically, the Nosé-Hoov&r #° algorithm with a coupling constant of 0.5 ps ane Parrinello-
Rahmafi’ algorithm with a coupling constant of 0.5 ps, wesed as pressure and temperature
coupling methods, respectively. These algorithmsewmeferred because of their more accurate
statistical ensemble, while in the membrane sinardathe Berendsen algorithms were chosen as
they give rise to lesser oscillations in the suuat parameters used to evaluate the quality of the
simulations itself (that is, the surface area fgd land the deuterium chain order parameter, lsee t
results).

Short-range non-bonded interactions were taken amtmount by means of a twin-range cutoff
scheme by updating the neighbor list every 20 staps by using a cut-off of 9.0, 10.0, and 12.0 A
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for the internal radius, the Lennard-Jones funcgtiand the Coulomb function, respectively.
Conversely, long-range electrostatic was handlethensame way as reported for the membrane

alone simulation.

The system was thermalized with the following eudtion protocol. Firstly the whole system was
energy minimized by using the Steepest Descentritigo starting from the solvent (water and
lipids) while the protein was restrained, and thm®nreleasing the protein structure. Then, the
solvent was equilibrated during 50 ps in the NVatistical ensemble MD run at the temperature of
100 K, half time by freezing both the DPPC molesud@d the entire protein, and the remaining
time by constraining only the protein atoms. Aftieat, the whole solvent equilibration was further
extended for 50 ps, by increasing the simulatiomperature up to 325 K. The purpose of this stage
of the equilibration was mainly to relax the lipitblecules as regards to the protein geometry. To
this end, according to Roux et al. the temperawas intentionally set above that of the gel-liquid
phase transition of DPPC (315 K), in order to corgehigher fluidity to the lipid molecul&s
whereas in the following of the simulation the te&rgiure was set at the standard value of 300 K. A
short (5 and 10 ps for hERGNd hERG, respectively) qualitative steered dynamics, edriout
pulling Ko in the z direction towards K was needed to properly arrange the former ioftsin
coordination site, namely,Sit must be noted that this is the only selegfivilter site which is half
composed by four carbonyl oxygen atoms, whilst i@aining ligands are provided by extra-
cellular water moleculé® © The NVT equilibration protocol was continued up 200 ps of
duration, in which the constraints acting on thetg@ins atoms were smoothly released (20 and 15
ps for hERG and hERG, respectively, by keepingKions and the main chains frozen, 25 ps by
keeping K ions and the backbone frozen, and 50 ps by keeginpns and @ atoms frozen),
whereas position and distance restraints took piacthe selectivity filter moiety. Finally, we
switched to the NPT statistical ensemble, and thestraints left in the previous stage were
converted in strong positional restraints. Agae, testraints (either of positional and distancel ki
were gradually decreased along the last 300 psgjwfileration by using a similar approach to the

previous one.

This extensive constrained and restrained equildrafor a total of 500 ps, was found to be
necessary in order to deliver the selectivity filia a reasonable geometry to the following
production run. This behavior has already beernbated to the significant electrostatic forces
arising from the series of carbonyls oxygen atorhichv points together towards the pore &kis

With respect to the classical treatment of the fiverdination sites, as suggested by Roux & al.
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the partial charges on the carbonyl atoms wereararpeterized according to Tieleman et al.
(namely by assigning the values of 0.60 and -0d®®@he point charges for the carbon and the
oxygen, respectivel§}, in order to reproduce the correct interactionrgpevith potassium. The
configurations of hERgand hERG at the end of the equilibration runs are showeftjure 3.14.

Fig. 3.14: Pictorial view of the channel models (closed tol#fe and open to thaght) at the end of the equiliktian
run.

The MD production run was performed in the NPTistiaal ensemble for a total time of 5 ns. The
system was completely free except for residual weiskance restraints of 5 kcal o2 to

strengthen the H-bond network around the additivvi&! water.

The trajectory analysis was mainly carried out WsiROMACS modules, while in order to
coherently monitor the pore volume for both theselb and the open state of the models, an in

house code was purposely developed (see further).

The dynamic behavior of the system was found tovbey sensitive both to the starting
configuration of the proteins and to the equilimatprotocol. Many attempts were especially done
in order to preserve the fold of the SF during pheduction run, still using the lowest amount of
imposed restraints. This variability of the systesms probably due to the series of four carbonyl
oxygens pointing together towards the axis of thenoel pore, as previously reporffedhis led us

to an optimized protocol showing the following syst setup: 10101 configuration for the SF, an
additional potassium ion located in the middle led tavity, and a supplementary water molecule
(Wsp per subunit placed “behind” the residues formihg SF (Fig. 3.13). The H-bond network

involving this Wsg and the neighbor residues was properly reprodumgdapplying some
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appropriate weak harmonic restraints. It must bdced that the pivotal role of such water
molecules was already reported for dynamics sinaunatof both crystal structures and homology
model§? %

The stability of the system during the 5 ns of Midquction run was assessed by evaluating the
RMSD calculated as the difference between the iposif each G atom in the outcome of the
equilibration run and in every sampled conformati®oth the models reached their thermal

stability after about 3.5 ns, getting in the lashosecond to an average RMSD of 2.3 andi2far
the closed and open channels, respectively (Fid)3.
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Besides to the RMSD, the root mean squared fltictugRMSF) calculated over then@ositions

of each residue was also analyzed (Fig. 3.16). y®ed&ed, the RMSF value was small in the
middle of theu-helices, ranging from about 0.4 to 1.5 A, whilgtignificant increase was observed
at the C- and N-termini of each chain and alst@lbop region. In particular, the greater flextiil
showed by the extra-cellular loop (i.e., the truadaS5-Ph linker) can be due to the percentage of

identity between the templates and the hERG chdomedr in the truncated S5-Ph linker than in
the helices and in the SF moieties.
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Fig. 3.16: Structural fluctuations as a function of residussippon for hERG (A) and hERG (B) channe
models. Data are averaged over all the 5 ns of Niidices are showmiblack, while the SF is sho
in dark grey. The vertical dashed lines indicatesdap in the models, which lack of the longF55-
linker (see Methods for details).

Since the pore is a crucial feature for a chanralemn, a more in-depth examination of the dynamic

behavior of that region was undertaken, and ier® summarized for both the SF and the cavity.
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Selectivity Filter.Trial MD simulations performed both on the open atased states of the hERG
channel, showed that starting from the crystallpgi@ ions coordinates led to very unstable
systems. In particular, K(followed by W) left its coordination site from the extracellukide at
the very beginning of the equilibration, leadingao early SF unfolding during the subsequent
production run. This prompted us to perform shaord gualitative steered MD simulations, by
pulling Ko towards Kk and bringing the former ion at a stable positidhthe end of the steered
dynamics, K turned out to be properly stabilized by the foarbonyl oxygens belonging to
Gly628 (see Figure 3.11) and by water moleculethénupper side of the coordination site (half a
coordination shell). This behavior was already ol in MD simulation of the crystal structure of
KcsA by Girardet et &, and earlier by Roux et 4.

As many other MD studies performed on potassiumnigbis pointed out, the SF underwent
moderate changes in conformation during the sinmraf supporting a flexible picture of the
permeation mode. Furthermore, the intrinsic fldkipiof the SF region has been proposed as a
main feature for determining the ion selectivitypiotassium channéfs® According to Sansom et
al®? as an unspecific measure of the mobility of the 8 monitored the value of thgy dihedral
angle combination for the involved residues (nam#ipse ranging from Ser624 to Gly628, for
each subunit) as a percentage over the simulatren(Fig. 3.17)

As it can be seen from the plot, the innermostdresi namely Ser624, is the most stable amino
acid, as it spent about all of its time in the-ledindedu-helix conformation. Val625 is also a quite
stable residue, even though it adopted differenfaronations as regards both the different subunits
and the gating state. Apparently, the three outstramino acids of the SF were the most flexible
ones, and among them the less stable turned dut Bly626. It has been suggested that the SF
could play a role in the unusual rapid inactivatiometic of the hERG chanrfél In particular, it is
likely that a phenylalanine in the SF of hERG iagd of a tyrosine (namely, the most conserved
amino acid at the same positfbrfor most K, channels), could weaken the whole filter, as a
consequence of a decrease of stabilizing H-boretdntion&”. These results could corroborate this
hypothesis, even though further studies shouldnoeaken.
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Fig. 3.17: Summary of the conformations adopted by the resichelonging to the SF for hERGA) anc
hERG, (B) models of the hERG channel, plotted as a pergeraser the simulation time.
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As often reported in the literature, some majorngjes in the conformation of residues in the SF
occur during MD simulatiorf& 8% % % Here, the carbonyl flipping of Gly626 (in analotgy the
glycine at the same position in simulation of otbleannels) was early observed in the simulations
of both the closed and the open channel modelgalticular, such a conformational change
happened in the A and B chain in hERR@nd only in the chain A in hERf3as the Val62% and
Gly626 ¢ angles plotted versus time in Figure 3daint out. This conformational change was
responsible for a relevant motion of the SF lumEme rotation around a backbone dihedral angle
brought the carbonyl oxygen of Gly626 away from 8telumen, while the hydrogen of the amide
group established hydrogen bond interaction witvater molecule inside the SF gyWVHowever, in
contrast to studies where a temporary isomerizatias observed, in the present hERG dynamics
the above reported behavior seemed to be irrevershmt is, the affected amino acid did not flip
back during the run. This is particularly clear foe hERG simulation, where the SF early reached
a non-conductive (or defunct) conformation. Thislldaalso be inferred from the trajectories of the
potassium ions and water molecules located in thgFsgure 3.19). Again, in the closed state
model a non-physical outward switch in the occugrati configuration was early observed (from
10101 to 01010 at about 700-900 ps), along withetkie of Ky in the extracellular environment.
Such a behavior has already been reported in tiatiire for closed state simulation of crystal

& % and homology models as w&]leven when dealing with different force fieldsidt

structure
therefore questionable that the reported behawoitdcbe due to the quality of the homology
models of the hERG channel. Actually, the carbdhgping has recently also been interpreted in
terms of a sort of intrinsic gating of the®F2 We do not intend to speculate on this aspedi®f t
hERG channel as it is out of the scope of the ptes®rk. Conversely, in the hERGnmodel a
greater stability of the SF configuration was parsacally observed. While K, left the channel
cavity in the intracellular side in the first naeosnd of molecular dynamics as expected (Fig. 3.19
B), the remaining potassium ions were kept in theordination sites for all the early stages of the
simulation. Eventually, in our opinion, it is likethat the classical level of theory is not acoerat
enough to describe events happening in the SF ymaidtere coordination effects having a non-
neglecting quantum mechanical component, play arodgy. These effects should be properly
described by means of quantum chemical calculatibas however cannot reasonably be carried
out on homology models. In spite of this, it is geally accepted that the conformation of the SF
does not affect the other regions of the chanrsgsthat the analysis of the cavity can be both

conceptually and practically separated from thahefSF.
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Fig. 3.19: Trajectories projected onto the z axis ofikns plack and water moleculegj(ay) belonging to the SFor
the closed4) and the operB) channel models.

Cauvity. In order to properly study the change in shapeee&pced by the portion of the cavity of
the channels which define the drug binding sitsyigable in house code was developed to analyze

the trajectory.

Dynamical accessible volumeThe program performs a numeric calculation of #oeessible
dynamical volume of a user defined region.

The algorithm could be briefly described : /K_x

follows. The accessible volume is calculated P
building a three dimensional Cartesian gt \ E._E?.g/

/|
|

(having an adequate resolution) insidargegnal)

(f'"“‘\ /] . N
cylinder whose shape (height and radius) \_Sies y
3.0
determined by the active site definitions provid ok [~
A\ [Jo.e

by the user.

In particular, the height and the radius of tl

internal cylinder are calculated from the,C
coordinates of the selected amino acids, so tleat =
potential volume of the region in study is allowe / *
to dynamically change its shape along the M w
trajectory. The program is interfaced with a she...

script which extracts the snapshots from tFig. 3.20: Pictorial representation of the code usec

. . . the numerical calculation of the dynam
trajectory at a given frequency as pdb files, a accessible volume of the binding sitdol

. the sake of clarity, only ax projection of th
converts the protein from the GROMOS-¢ three-dimensional Cartesian grid is shown.

extended-atoms representation to an AMBER all-
atoms descriptiofl. This is directly made by supporting the pdb2pivet®?, and it turned out to be
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a fundamental trick in order to properly assessattwessible volume of the monitored region. Thus,
for every snapshot, the distance between eagld node and all theprotein atoms located inside
the potential cylinder are calculated. Each volelenent whose vertices correspond toithede
is thus judged to be empty if the following conalitioccurs:

d;, = (r’™" +06) [3.13]

vdw

where r™" and 0.6 stands for theesim atom and for the smallest van der Waals sagacording

to the AMBER parm99 parameterizatiBrof the hydrogen element, respectively. All thenaso
located outside thmternal cylinder but whose van der Waals sphere protrusgde of it, where
taken into account by extending the above procetiuan additional layer of 3 A per dimension
(externalcylinder which is coaxial to thiaternal one). This value was chosen because it is bigger
than the largest van der Waals radius of any atg@ hormally occurring in proteins. In this way,
summing over all the empty volume elements, we vadre to calculate the maximum volume
accessible from the smallest atom in nature (ne.hydrogen), in other words the volume assessed
was always over-estimated.

As it can be easily recognized, provided the prewialgorithm, in order to accurately assess the
accessible volume for any given cavity two mairnuregments have to be fulfilled,:

1. within the numerical approximation, the algorithnushbe able to reasonably reproduce the
analytical value of volume for any given cylindexving dimensions comparable to those of
the investigated region;

2. the axis of the cylinder must always be cohereaotignted in respect to the protein, whose
absolute orientation (in a general way) is allowedhange along the trajectory.

Actually, the first condition is not problematicnse the resolution of the grid can be chosen
arbitrarily high in order to satisfy the requisitgithout any significant increase in computational

time. Conversely, the second condition 44
somewhat more tricky, and it should t emres e
addressed in a rigorously way by dealing wi o

the Euler angles for a rigid body and relati DSOELELT)

matrix transformation, or — even better — | /

means of the quaternion parameters - x=rsinecos4y Y
generalized coordinates. Here, the problem v £
solved in a simpler manner exploiting poliFig. 3.21: Relationships between polar and Carte

. . coordinates.
coordinates, and the fact that the cylinder sh:
bears a rotational axis which actually reducesdasgree of freedom. Hence, for each snapshot, the

protein is translated to the axis origin, whichregponds to the center of the highest face of the
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cylinder, and it is rotated alorhand@in such a way that the axis of the cavity (whiglour case

fortuitously corresponds to the axis of the chanoe) corresponds to theCartesian axis.

By taking advantage of the previously reported cade first monitored the volume of the whole
cavity of both channels. However, for such an itigasion, to monitor the volume of the whole
inner cavity was not informative for hER@Gas slight variations in the drug binding pocketild
roughly be identified. Therefore, we focused on phgative binding site for the blockers, which is
delimited in the upper side from the selectivilyefi (Thr624 ring) and downwards from the Phe656
ring, extended of an arbitrary value in order toidwoundary effects. Hence, our internal cylinder
definitions were the following:

= upper side<Ca:Ser624> ring;

= lower side <Ca:Phe656> ring;

» radial side max{<Ca:Tyr652> ring, <@:Phe656> ring}.
Where brackets denote spatial average calculated the four subunits, separately for each

Cartesian dimension. Such conditions are schentigtstanmarized in figure 3.22.

Fig. 3.22: Schematic representation of the calculation of tlo¢hradius and the height for the internal cylin;
where the Cartesian grid will be built.
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The volume of the active site monitored along thele simulation time is shown in Figure 3.23,
whereas in Figure 3.25 a pictorial view both of thkernal cylinder and the accessible volume are

shown.
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Fig. 3.23:Volume of the active site moiety for hER@lark grey) and hER&X(light grey) channel models versus time.

As expected, at the beginning of the productionthenactive site of the open model of the hERG
channel is considerably larger than that of theatbone (of about 100°A Apparently, during the
MD, while the volume of the active site of hER®as approximately constant, the volume of
hERG quickly decreased reaching the value of the clataté model after about 2 ns. In the last
nanosecond of MD simulations, the putative druglinig site of the open model irreversibly got
smaller than the one of the closed state. This\nehaould be easily explained considering the
different shape of the cavity in the two models] #me type of amino acids which face the pore in
the binding site. For the closed model, a mainkystant volume was not surprising. Actually, since
the water molecules (along with.49) trapped inside the channel were not allowed avdethe pore
from the intracellular side, they exerted an esabytconstant pressure on the surrounding
residues. In contrast, in hER®@vater molecules were free to diffuse in the irgtadar water bulk.
Actually, the active site volume remained closetsooriginal value, until K, was present in the
cavity. As soon as this potassium ion and its fa®brdination shell left the protein environment
(which happened approximately after 200 ps of petida run, see Figure 3.17), the volume of the
binding site suddenly decreased (compare to FigL2®8). Moreover, the partial desolvation of the
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cavity allowed four Phe626 to “hydrophobically @gke” giving rise to a further contraction of the
cavity. To better show this phenomenon we monitdheddistance between the geometric centers
of the benzene moiety of the side chain of eaclpleoof Phe626 residue (Figure 3.25).

13
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distance [A]

0.0 0.5 1.0 15 2.0 25 3.0 35 4.0 4.5 5.0
time [ns]
—AC —BD

Fig. 3.24: Distance between the geometric centre of aromati of the amino acid Phe626 belonging to
opposite chains: ACb{ack) and BD @rey).

From the plot it is clear that the distance betw#e®m geometric centers of the amino acids
belonging to the opposite chains AC decreases #Hiprap about 3900 ps, excluding the cross
interaction between the subunits BD (light graytpiofigure 3.22). It is quite relevant to notice
from the plot of figure 3.22, that while hERGPhe656 side chains initially relaxed as a
consequence of the thermalization of the homolagjit-bhannel, at ~ 4 ns of MD, when the system
showed a quite stable dynamic behavior in termevefall Gx RMSD (figure 3.15), the hER&
cavity started to suddenly collapse leading toaibeve-reported “closure”.

Since the drug binding site is supposed to be maadated in the channel cavity, we believe that
the above-described dynamic behavior could stroimjlyence the outcome of docking simulations
that intend to describe the binding mode of driugeERG. In the light of these considerations, we
subsequently investigated the role of the sidenshaavity dynamics (induced fit effects) in the
docking simulations.
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Fig. 3.25: Pictorial view of the construction of the interr@llinder (up) and thecalculated accessible volu
(down) for the binding site for both the closddff) and openrgd) channel models, at the beginning
the production run.

3.1.2.3 Docking simulations

Docking simulations were carried out in order tcentify the most suited hERG cavity
conformation for studying channel-drug complexes tfis end the most potent channel blocker so
far known, Astemizole (1§ = 0.9 nM on k current of human embryonic kidney, HEK, cElfs
was exploited as a molecular probe. The geomegmtec calculated between the four Tyr652 and
the four Phe656 was used as coordinates for thdingrsite origin, whereas active site radius was
set equal to 15 A. As suggested by the GOLD authagenetic algorithm default parameters were

set: population size was 100, selection pressuee b number of operation was°18umber of
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islands was 5, niche size was 2, migrate was l@atmwas 95, and crossover was 95. In order to

better model the binding site features, the GOL&rieg function was used.

Astemizole was then docked at both hERG channelelsdde., open and closed). At the hERG
we were unable to find a reliable binding pose imithhe channel cavity. This was not a surprising
result in the light of the smaller accessible votuof the channel cavity (Figure 3.21). Actually,
hERG: model showed a rather crowded cavity lumen becadsthe orientation of both S6
backbone atoms and Tyr652 and Phe656 side chaiissislin line with a similar result reported by
Rajamani et al. for the docking of ligands to aseld hERG model (based on the KcsA templéate)
and is also consistent with experimental data thaint to the hERG inactive state as the
conformation suitable for the drug binding.

Docking simulations were then carried out with hER&ther using the crude homology model
(hERG), or snapshots from MD runs. While Astemizole cbalso bind in somehow at hER%
we could identify a reasonable binding mode onlyewlsing snapshots from MD simulations. As
previously in-depth described, the most reasondbéking pose for Astemizole was that obtained
with the MD snapshot at 150 ps (average GOLD S®&R2e26). In Figure 3.27, a docking complex
between the MD snapshot at 150 ps and Astemizoteparted. In particular, the benzimidazole
ring favorably interacts both with Tyr652 and PheGd the same subunit (D) by means of a
parallel-displaced and a parallel-stackedt interaction, respectively. A parallel-displaceelt
interaction is also involved between the p-fluonuene ring of Astemizole and the Tyr652 residue
of the next right-hand side subunit (C), and thesgality of a hydrogen bond between the ligand
fluorine atom and Ser624 of subunit (B) can be tified. Finally, the positively charged nitrogen
belonging to the piperidine ring clearly interabismeans of a catior-interaction with Phe656 of
the hidden subunit in front of the observation vié%). Many furhter van der Waals contacts
between the molecule and the protein can not bedrolut in the energy stabilization of the
complex. Conversely, the p-methoxybenzene ring dm¢sseem to specifically interact with the
protein, and it remains rather exposed to the sblvEhe binding mode thus described is in line
with the current hypothesis on the determinantshBRG-drug binding based on extensive
mutagenesis and assessment of the sensitivity ¢dnmhghannels to the action of drugs, which,
among others, proposes as critical residues forlitfaad binding Tyr652 and Phe656 (through
cationqt and hydrophobic interactions, respectively), anb3¢ as well.

The Astemizole-hERE binary complex provided a model in sharp contnaith the above
mentioned hypothesis based on experimental evidémgarticular with regard to the interactions

with Tyr652 and Phe656. Actually, what seemed teseaan unfeasible pose of the ligand was the
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position of the aromatic side chains of the deegrdttal residues, in particular the tyrosines 562.
We reasoned that in this situation, the channeltyavas not in a proper rotamer configuration to
allow a reasonable prediction of a physically meghil drug binding mode. Therefore, we
employed MD simulations to sample the conformatisp@ace within the cavity, and used MD
snapshots as random conformations for the dockipgranents. Only in this way, we were able to
sort out binding site configurations where the deogld interact with the side chains of the two key
amino acids in a way that agreed well with the expents regarding the involvement of such
residues. Notably, we obtained this result in abiased manner (i.e., without any “manual”
intervention on the position of the side chainsit, §imply by probing different snapshots with the
ligand. The drug-channel complex configurationsedetd in this way (Figure 15) might then be
considered as taking into account the inducedsfised by the ligand binding to the prot&ir{°

In all the complexes of Figure 15, the side chaih$yr652 and Phe656 take part in some way in
the binding of the drug, even if a frank catmmnteraction is seldom detected. In this regardk it
remarkable that, Farid et ¥l following a careful docking procedure of seveighhds on an open
hERG model could not obtain any evidence of catianteractions between the hERG cavity and
several drug molecules. However, this should nigt out the involvement of Tyr652 in the ligand
binding, but, as the authors thoughtfully proposeiht indicate an indirect effect of the mutation
on drug binding linked to a change in the cavityjudure. This reasoning then leads to an
interpretation of the role of both Tyr652 and PH&6%0t so strictly bound to a specific
physicochemical effect invariant for all kind ofjdinds. The same authors state: “The specific
configuration of such residues in the open chaoredtes opportunities for multiple simultaneous
ring stacking and hydrophobic interactions that che achieved in multiple binding
conformations/orientations”. We agree, and thinkttbnly a proper exploration (through MD
sampling) of the “specific configurations” of the/f652 and Phe656 side chains may allow the
identification of binding opportunities for the igds.

As a final corollary observation on the usefulnedscarrying out MD simulations before
performing the docking procedure, we note thatie tvay there is also the possibility to identify
the proper simulation interval wherein to perforne tdocking experiments. In fact, as shown in
Figure 15, where the average GOLD score is plottexus the simulation time, only hERG
conformations in the first 3.5 ns of MD were suitalor docking studies. For instance, that time
coincided with the simulation time at which thelapke of the inner cavity occurred (see Fig. 12),
and, correspondingly, the average GOLD score dmbppe value of -290 (Fig. 15), and docking

complexes could not be identified any longer.
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Fig. 3.26: Average GOLD Score plotted against simulation tiffiiee sampling frequency is 50 pduring the
first nanosecond of dynamics, and 250 fis the remaining trajectory. Only a meaningfutamn of
the y axis is shown, namely just positive values for @@LD scoring function are plotted. T
dashed line is discontinuous two points, namely at 50 and 800 ps, where themigdtior
procedure was not able to locate meaningful minifee result of the docking procedure perfor
on the crude output of the homology modeling (hiB@ arbitrarily plotted at the fictitiousrtie o'
-0.50 ps, for comparison. The arrow highlightssh&ected channel conformation.
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Fig. 3.27: A solution of the docking of astemizole in the hERénfiguration corresponding to the snapsh
150 ps. Details of the interactions are reportethentext.For clarity, just three out of four subur

are explicitly shown.
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3.2 Metadynamics as a post-docking tool

3.2.1 The protocol
It has been demonstrated, and nowadays it is widetgepted, that docking methods provide a
collection of putative binding modes, rather thapply a single univocal soluti¢ff: 103 and references
therein The above reported behavior is sometimes refeéored the so calledocking problem
Typical docking programs commonly employ a two ghagproach:

1. Posing configurations of the ligand within the bindingesare generated by means of

diverse searching techniques;
2. Scoring the poses identified in the previous step ar&edrnn terms of the outcome (score)
of a suitable — usually energetic — potential fiorct

Of course the two phases are strictly connectedesine score associated to a particular pose will
bias the search towards the lowest local minimajngaupon the rules of the chosen search
algorithm. Anyway, it is well known that scoringrittions bear a limited reliability, especially
when entropic effects (primarily salvation/desoleatphenomena) play a non negligible role in
stabilizing the protein-ligand complex. Moreovet, has been demonstrated that even if the
experimental configuration can be generally repcedu(when effects as induced fit and the
presence of structural waters do not take plabe)corresponding pose is seldom found among the
top score ranké®. However, in order to partially overcome such abpem a geometrical cluster
analysis approach has already been sugg@sté®# Actually, it has been demonstrated that the
poses which at the best reproduce the experimeatdiguration, judged in terms of their RMSD
calculated on the heavy atoms, are very often éotatithin the most populated clustéfs %
Nevertheless, a more robust approach would be aualeisn order to unambiguously discriminate

the correct binding mode among different equallgyated clusters.

Metadynamics is a non-equilibrium sampling techeigthich is both able to accelerate rare events
and to reconstruct the free-energy changes aseddiathe selected reaction coordinate, provided a
proper set of few collective variables is availableich coarsely describe the investigated event
(see chapter 2.3.1). Such a method is general,itands been successfully applied in several
different fields, ranging from chemistry and madérscience, to crystal structure prediction and
biophysics. Furthermore, the potentiality of metaaiyics as a flexible-docking procedure has been
investigated for simple ligands as w&1'% In particular, starting the simulation with thgand in
solution, not only the reproduction of the crysighaphic binding mode was achieved, but the

reconstructed FES also provided insights in respethe energetically preferred binding path
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195 Nonetheless, the main drawback of such simulati@lied in their computational demand,
determined by the huge complexity and by the higlount of degrees of freedom which affected
the microscopic dynamics when applied to pharmacaiy relevant systems. The basic idea of this
study is to exploit the straightforward ability ¢fie posing algorithms of docking programs,
combined to a robust geometrical cluster analysisjuickly provide a crude set of binding modes,
which act as a multiple guess for the subsequemivesl but more accurate metadynamics
simulation. In such a way, the ligand in solutiaaastarting point for a metadynamics run is no
longer needed, and the sampling would be fastemest ©nly the un-docking event would be
actually investigated. Summarizing, we propose thgtamics as a methodological post-docking

tool to be used in place of scoring functions.

Technically, the protocol consists in ideally dpiig the study of the protein-ligand complex into
two stages as it is schematically summarized irurei3.28. As it can be seen, only the posing
algorithm of the docking program is explicitly egpged. Moreover, as it serves only to provide
binding mode guesses, the choice of the dockingrpro is not of a pivotal importance for the
success of the methodology. Instead, the robustokske selected cluster analysis method is
crucial, since it will judge and select poses, whigill be studied by means of the following

metadynamics simulation.

r
| POSING |

DOCKING
Provides a set

of binding CLUSTER
modes guesses ANALYSIS
R+L - RL

& | Cluster 1 | Cluster 2 | | Cluster n |

UNDOCKING
Investigation of
the unbinding

process
RL - R+L \| MetaD 1 | MetaD 2 | | MetaD n |

where n is a small number

Fig. 3.28: Schematic overview for the proposed approach.

The proposed methodological protocol has been deste a limited set of crystallographic
complexes and artificially docked (non-crystallqgunec) complexes as well (Table 3.2) with the

aim to investigate accuracy, efficiency and theeptél usefulness in the pharmaceutical
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computational area. On the basis of the previovsported considerations, for each system the
docked poses were generated by means of the Auko®0c5 software®, which is nowadays one
of the most theoretically crudest docking programge it considers the receptor as a rigid body,
and uses both for the protein and the ligand amed+atom description. The search was then
performed by means of the Lamarckian genetic algoricombined with default parameters. For
the protein Kollman-UA charges were used, whereaste ligand RESP charges were derived
from the ab initio electrostatic potential calculated at the HF/6-@I@EHF/6-31G(d) level of
theory. In order to carry out the most unbiasedeg@napproach, any structural water was
systematically removed, and for each complex al totamber of 100 poses were generated.
Conversely, since the clustering procedure is omary importance for the success of the
methodology, the program ACIAP 1% was used, given that it has been demonstraterbtide a
robust and reproducible (in respect to differerguinsorting) clustering without any subjective
involvement. In particular, the hierarchic-aggloatere clustering method was used along with the
average-linkage rule. Besides, the partition of poses which at best fulfills the highest intra-
cluster homogeneity joined together with the lowashber of clusters (cutting rule), was assessed
by means of the KGS penalty function. Moreover,raliminary clusterability assessment was
performed with the Hopkins’s H*-test, and theposterioricluster significance was estimated in
terms of relative population assessed by the Chraiwiterion. Finally, atomic equivalences were
imposed for symmetry reasons when necessary. Titénaous direct version of metadynamics, as
it is at the moment implemented in the software rfalecular dynamics simulations ORAC 4.0,
was used along with the asynchronous parallelimatieethod of the multiple walkers. Both the

parm94 and parm99 versions of the AMBER force filete used.

The above reported protocol was applied to thesgatgummarized in Table 3.2. Such a dataset was
opportunely split in two classes: set A, which wbuépresent somehow “standard” complexes,

while in set B a “difficult” case is taken into aamt.

Tab. 3.2: Dataset used to test the procedure. PDB codes thaiikie a * are those at the moment converged.

set A set B

1Q5K*
3ERT*
1AGW
Mixed system: 1Q5K protein + non-
crystallographic ligand (pirazole [1.5-b]
pyridazinic scaffold) [abandoned]

1HVR
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The choice of collective variables was driven by fbllowing requirements:
1. they should be general, in order to provide a vexkension of applicability of the protocol;
2. they should be small in number, in order to imprtheefficiency of the search.

The original idea was to test the feasibility o tinse of a couple of collective variables, no matte
how the complexity or the shape of the binding aitd/or the flexibility of the ligand. The selected
variables were:

» the modulus of the distance calculated betweercéiméer of mass of selected amino acids

located close to the binding site, and the cerftreass of the ligand itself;
= the angle vector between the centre of mass otteeleamino acids located close to the
binding site and the major inertia axis of the ida

However, it was early clear that such an approagtlavbe only able to describe simpler systems,
namely 1Q5K, 3ERT and 1AGW. In order to properbatran inter-conversion in a bond having a
partial character of double bond of the ligand hglng to the mixed system (Table 3.2), a third
collective variable sampling along such a dihedradle had to be added. Analogously, it has been
realized that no realistic undocking would be polssior 1HVR, unless a proper collective variable
describing correlated slow motions of the proteimsviaken into account. For this reason a third
variable describing the motion of the Gf the protein projected along the direction & glowest
principal mode was added. In order to identify fttieection of such a motion, a principal
component analysis calculated on thepOsitions (essential dynamics analysis) was peréolron
a trajectory of a preliminary NVT dynamics achie\mdmeans of the GROMACS 3.2 softw3ré’
. In particular the preliminary dynamics was catrigut until a satisfactory decrease below the
threshold value of 0.1 of the cosine content inpghagection over time of the displacement for the
eigenvector associated to the first eigenvalue, etdgined. The convergence was reached in 5 ns

of production run, and the dynamics was then sto@pé& ns of duration.

For all the complexes belonging to the set A, mgtachics was performed on the representative
poses (namely those closer to the geometric cesftihe respective cluster) of the two most
populated clusters, once having checked whethecristallographic one was present within them.
Conversely for 1HVR just a single pose was studie@ consequence of a univocal solution of the
docking program. Obviously, before starting metaugits, all the complexes must reach both
thermal and pressure equilibria by means of a stmutlibration performed in the NVT and NPT
statistical ensembles, respectively.
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Among all the simulations performed on the databetmost elegant and informative solution was

achieved for the complex 1Q5K, and thus it willib&epth discussed in the following paragraph.

3.1.2 1Q5K: a case study

It must be stressed that the training set was piliynehosen based on the interest of each system in
terms of the application of the proposed methodglagther than for the pharmaceutical or
biological importance of the respective target se

The PDB code 1Q5K corresponds to the protein glgnogynthase kinasgdZomplexed with the
nanomolar inhibitor AR-A014418 (K= 38 nM)}%. In particular, GSK3 represents a
serine/threonine kinase which is involved in th@gghorylation of tau protein, and its activity in
adult brain has been directly linked to severahefkey neuropathological mechanisms lying at the
basis of the Alzheimer's dised8e The ligand, N-(4-methoxybenzyl)-N'-(5-nitro-1tBiazol-2-
yhurea, is an ATP-competitive inhibitor, which pesses a high selectivity in respect to CDK2 and
CDK5 kinases (IC50 > 10M), and its principal effect relies in the inhiloiti of neural
degeneration mediated by depositiorBeimyloid peptid&”.

The protocol introduced in the previous paragragpis applied in order to obtain a total number of
100 of poses. The outcome of the docking procedvas optimally partitioned by the cluster
analysis program into 20 clusters (the KGS perfaltgtion is plotted in Figure 3.29), and the most

populated are reported in Table 3.3.
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Fig. 3.29: KGS penalty function. The minimurorresponding to the value
about 20 clusters, which points out the best pantivf the 100 inpt
poses, is clearry visible.
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Tab. 3.3: Results of the cluster analysis performed on tteep@enerated by the docking routine. The firgt tafers
to the Hopkins test, revealing a border line claidity of the elements, whereas columns are teploas
they appear in the outcome of the program. In @aleti, from left to right it is shown the numberabfister,
its cardinality (namely the population), the numbértthe representative pose, the distance of sushse
with respect to geometric center of the clustee, RMSD of the representative pose with respechéo t

crystallographic configuration and the significarndehe cluster, respectively.

H* = 0.62
MOST POPULATED CLUSTERS
CLUSTER # CARD REPR CEN.DI RMSD CHAU
5 9 36 2.123 8.135 no
11 10 57 4.849 8.790 no
14 19 44 11.196 3.354 no
15 27 7 13.600 1.350 yes

As it can be inferred from Table 3.3 in the coluRMSD the configuration which more closely
reproduces the crystallographic one is pose nu@bgbelonging to the cluster number 15, which is
at the same time the most populated one (27 elepeand the only significantly populated
according to the Chauvenet criteriol
In this particular case, the combine
approach  posing/cluster analys
turned out to be clear enough 1
discriminate the real binding mode
conversely pose 27 was not present
the top ranked results of the scorir
function (data not shown)
Nevertheless, as previously stated,
further confirm is always advisable
hence the original aim of the worl
was to study by means o
metadynamics the undocking proce
for all the poses reported in Table 3.

Actually, during the standarc

dynamics equilibration, the pos

number 44 — representative of ttFig. 3.30: Superposition of the complexassing from pose 7 (blue

. 36 (red), as they appear at the end of the eqaildor MC
cluster 14 — almost converged in run.
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configuration similar to the crystal structure, \wees pose number 57 — representative to the cluster
11 — assumed a particularly unfavorable orientagawling to an unrealistic binding mode, hence it
was discarded by visual inspection in order to semmputational resources. Hence, only pose

number 7 and pose number 36 were finally studiethbgins of metadynamics.

Metadynamics was performed until reaching a redsleneonvergence on the reconstructed FES,
by using the collective variables of the distanod #he angle vector (described in the previous
paragraph) and by keeping restrained tlieaoms of amino acids ranging from 105 to 350 (by
using an harmonic potential having a force const&i0 kcal mot A), in order to reduce at the
most the degrees of freedom for the microscopic adyos, while allowing the protein
conformational changes needed for the undockinthefligand from the binding site. The most
important parameters used for the simulation weeefdllowings:

= n° walkers: range 3 — 6;
= Gaussian height: w = 0.4 kJ/mol;
= Deposition time: T = 1000 fs x replica;

»  Gaussian width: CV distanceds = 0.4 A;
CVangle: d&s=0.13rad.

Fig. 3.31: Binding modes for the pose number [éftf and the pose number 3@ight) at the end of the M
equilibration run. Hydrogen bonds between the ligand the key amino acid residues are explicitiywsi
as long as the collective variables used in thealfjgtamics simulation.
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The starting coordinates in the space of the dibllewariables were (6.13 A, 0.67 rad) and (8.85 A,
1.82 rad) for the pose number 7 and 36, respeygtivelfocus on the binding mode for both the

complexes is reported in figure 3.31. As it cansken, the ligand in pose 7 favourably interacts
with both the carbonyl and the amide of the keydies (Vall01) by means of three hydrogen

bonds, whereas in pose 36, just only a hydrogem lmvolving the nitro group and the amide of

the same key residue is involved.

The evolution of the sampling along the collectiggiables can be analyzed by monitoring the
evolution of the reconstructed FES plotted along tilme course as Figure 3.32 points out, as it

should be stressed that in metadynamics time hésnger its physical meaning.
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Fig. 3.32: Evolution of the reconstructed FEBr the undocking process of pose number 7 (leftid pos
number 36 (right). The free energy surface is shawisoeontours calculated with a step size
kcal/mol. The white arrows indicates the startimgpfeguration in the space of theollective
variables

As it can be noticed from Figure 3.32, the recarcded FES is striking similar in a distance ranging
from 10 to 20 A, suggesting a similar undockinghpaty for both the poses. This result would be
reasonable only in the assumption of an occurritigrchange between the poses. In order to
corroborate such hypothesis, a more in depth ifgagin and characterization of the main free-

energy basin was undertaken (Figure 3.33). Thpsesentative configurations were sampled along
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the metadynamics trajectory within an energy winddwl kcal from the local minimum of each

basin highlighted in Figure 3.33. The collectiorsath configurations is reported in Figure 3.34.

25

Angle [rad]
Angle [rad]

0.5

14 16 18 20 0 2 4 6 8 10 12
Distance [Ang]

8Disn::oe [Ang1]2
Fig 3.33: Reconstructed FES for the undocking process of posf@eft) and pose 36 (right) at the end
metadynamics, that is after the deposition of 14@®@ 15000 Gaussian functions. tsmtours ar
calculated by means of a ptsize of 1 kcal/mol; the main informative basime highlighted with a re

circle.

Fig. 3.34:Representative configurations for each highlighiasin reported in Figure 3.33.
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The sampling will be analyzed first discussing tmest important (and well characterized)

configurations belonging to the undocking pathway ose 7 (denoted with capital letters), and

then configurations for pose 36 (denoted with pdmapital letters plus a prime) will be taken into

account as well.

Pose 7 — Undocking pathway.

A.

It represents the deepest basin, and the repréisentanfiguration corresponds to the
crystallographic binding mode;

It represents a metastable configuration: the ligsnalready significantly separated
from the key aminoacid of about 3 A, by keeping @trthe same angular orientation
compared to the crystallographic binding mode;

This is an extremely important configuration, sinicelosely reproduces the starting
configuration of the metadynamics simulation forsponumber 36 (A’), hence
supporting the above assumption about the integthgrundocking path. As it can be
seen the centre of mass of the ligand is almasteasame distance for basin B, but the
small molecule notably changed the angular orientatf its principal inertia axis, by
pointing the amino group moiety directly towards #ey amino acid;

It represents a non effective basin as regardsitdecking pathway. Nevertheless, it
is important to notice the metadynamics capabtiityfind energetically meaningful
orientations for the ligand. Interestingly enouglshould be noticed that basin E can
be roughly considered as a reflection of basin énglthe angle vector collective

variable;

. Within the approximation of a (relatively) quick raeerging FES, it represents the

basin that has been considered corresponding tairtdlecked configuration for the
ligand. Here the ligand is separated from the keyna acid of about 10 A, while
keeping a similar angular orientation compared witiat of the configuration
representative for basin C.

Pose 36 — Undocking pathway.

A’. It represents the deepest basin for the undogkiogess of pose 36, and the presented

configuration corresponds to the starting one. tAsan be noticed from the plot in
Figure 3.33, basin A’ is quite large and this idleeed into a non-univocal

representative pose, hence in Figure 3.34, the memstrring configuration of the
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ligand is actually shown. Such a behaviour couldniyguted either to inaccuracies or
to non-convergence of the reconstructed FES;

C'. It represents a basin homologous to basin E Herundocking of pose 7. Again,
metadynamics was able to widely explore the FES wnddentify energetically
meaningful configurations which would bepriori hardly foreseen;

E’. It represents a configuration closely relateth® undocked one, which is represented
by basin F'. A similar microscopic configurationnche also appreciated along the
metadynamics trajectory for pose number 7, evem riéal basin can not be actually
identified. Once more, a missing convergence albwegreconstructed FES could be
imputed in order to explain such a discrepancy;

G’. Such a configuration represents the basin whicsupposed to provide a description
of the undocked ligand. As it can be seen from rég3.34, the representative
configuration is quite similar to that for the hdlmgous basin G for the undocking

process of pose 7.

Once basins have been qualitatively identified @&hdracterized, the next step relies on the
guantitative comparison between the reconstruckesl fetween the investigated poses. In order to
facilitate such an evaluation, the free-energy wegected along the collective variable of the

distance, since this is the most informative camath to characterize the investigated event among

the chosen CVs. The plots are reported in Figuss.3.
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Energy [kealimol]
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Fig. 3.35: Comparison between the reconstructed FES projeataty the collective variable of the distance, [ose
number 7 left) and number 36ight)..

The reconstruction of the FES led to a value ot 13 kcal/mol for the undocking process?A
G and A’ > F’ for pose 7 and 36, respectively. As it can lbéiaed, metadynamics was able to

unambiguously discriminate the configuration whathbest reproduces the crystallographic binding
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mode, providing some insight as regards to the myce of the event investigated as well. It is
worth mentioning that the calculated values bearsdime order of magnitude of the experimental
datum, even if a significative difference can b@rapiated between the absolute values. Such a
dissimilarity can be imputed either to an insuffiti convergence of sampling or to inaccuracies
arising from the use of a force field which, aclyaplays a similar role than that of the scoring

functions in standard docking procedures.

Finally, some considerations on the behavior ofatigtamics in such a particular case study are
also matter of interest. As it has been previoukégussed, during the undocking process for the
complex arising from pose number 7 (namely, therr&@” pose with respect to the
crystallographic binding mode), the starting coufagion for the undocking simulation of pose
number 36 (namely, the “wrong” pose) has been fanndn unbiased manner. It is important to
stress that such a configuration is associatetdtr the metadynamics simulations to a deep basin
(in an ideally converged metadynamics the relatre# compared to the respective undocked basin
should be perfectly equal), hence it representsramngetically meaningful configuration along the
space of collective variables. Such a configuragwavide an important link between the two
simulations, pointing out an interchange®736) between the starting poses. In other wordssth
called “wrong” pose was not an artifact providedtbg posing algorithm: it actually represents a
possible binding mode, even if it is not the mastofrable in terms of interactions, and hence in
terms of energetics. Furthermore, it is possiblespeculate that such “wrong” configuration
provides the first match between the ligand and kbg amino acid of the target during the
dynamical docking process. Then, the complex wopliimize its favorable contacts leading to the
definitive “correct” configuration.

On the other hand, given the possibility of such iaterchange between the two original
configurations, the reader could wonder why therfect” pose (7) can not be found during the
metadynamics simulation of the “wrong” one (36).factt, the 36> 7 interchange should be
observed as well, hence its absence from the siionlaan be imputed to an artifact occurring in
the metadynamics run. Actually, by analyzing thajeictories of the various walkers for the
metadynamics simulation performed on the complextiay from the pose number 36, many
configurations bearing an orientation very simitar that of pose number 7 can be visually
identified. Such configurations differ from posenmuer 7 for the presence of some (ranging from 1
to 2) water molecules “trapped” between the ligand the key amino acid which did not allow to
achieve the configuration reproducing the crystalphic binding mode. In the light of this result,

two consideration can be made. First, in the liohid very long metadynamics simulation run such
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water molecules would be ejected from the bindiibgy &nd the “correct” binding mode should be
reached as well. The second consideration dirdotlpws from the previous one: even if the
undocking event is accelerated via the used collestariables, the finding of alternative binding
configurations is not. Hence, for such an eventi¢whs closely related to the undocking, but
actually slightly differs from it) a collective vable is hidden, thus the event is not accelerated
along that direction path. Work is still in progses order to avoid this annoying behaviour,
nevertheless two strategies (not necessarily exgueach other) appear to be promising. The most
obvious is to take into account a proper third exilve variable, such as the water coordination
number for the ligand. The second is to improventiigroscopic phase space sampling by means of
a parallel tempering procedure, namely a methoahich different replicas of the systems — each
in a different thermodynamic state (usually, but mecessarily such states differ in temperature) —
are simultaneously handled in order to further iovprthe speed of the sampling and the crossing

of high energetic barriers.
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