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Chapter 1

Introduction

Trace inequalities are an important and very large topic of mathematical
analysis. They are used in many problems of partial differential equations,
potential theory, harmonic and complex anlysis, just to name a few. In the
most general and abstract sense, given B, a space of functions defined on a
metric space X, we say that a Borel measure µ satisfies a trace inequality for
B with exponent p > 0, if the immersion

(?) i : B → Lp(µ)

is bounded. In this case we say that µ is a trace measure for B.

1.1 Main Results

In this thesis we have characterized trace measures for some potential spaces
living on H, the upper half-space of Rn. These spaces are described by
integral operators with potential kernels Ka,b can be thought as Bessel kernels
on Rn mollified on H in the sense of following definition

Ka,b(x, t) ≈

{
e−ε(‖x‖+t) ‖x‖+t≥1

ta

(‖x‖+t)b ‖x‖+t<1

where a ≥ 0, b > 0 and 0 < ε < 1. Fixed c ∈ R, the corresponding integral
operators Ica,b act on the functions u : H → R similarly to a convolution
operator. Ica,b is defined by:

Ica,bu(x, t) :=

∫
H
Ka,b(x− y, t+ s)u(y, s)scdsdy,

for all functions u : H→ R for which the above integral exists almost every-
where. We can arbitrarily call these spaces Ica,b spaces. Given 1 < p, p′ <∞
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such that 1/p′+1/p = 1 and denoting by mc the weighted Lebesgue measure
tcdtdx, we say that a Borel measure µ on H is a trace measure for Ica,b space
if Ica,b : Lp(H,mc) → Lp(H, µ) is bounded, or, using the duality argument,

if the dual operator I∗a,b : Lp
′
(H, µ) → Lp′(H,mc) (see section 1.4 for more

details and definitions) is bounded, then there exists a constant C(µ) > 0
such that for any u ∈ Lp′(H, µ):∫

H

(∫
H
Ka,b(x− y, t+ s)u(y, s)dµ(y, s)

)p′
tcdtdx

≤ C(µ)

∫
H
|u(x, t)|p′dµ(x, t). (1.1)

Theorem 1. Given c > −1, if c > b − n − 1 we have that a bounded
positive Borel measure µ on H is a trace measure for Ica,b space if and only if
there exists a constant C(µ) > 0 such that for any S ⊂ S(Q):∫

S

(∫
S

Ka,b(x− y, t+ s)dµ(y, s)

)p′
tcdtdx ≤ C(µ)µ(S), (1.2)

where S(Q) is the set of all dyadic Carleson boxes.

A set S ⊂ H is a dyadic Carleson box if there exists a dyadic cube Rn

with lenghtside `(Q) such that (x, t) ∈ S iff x ∈ Q and t < `(Q). We write
also S(Q) := S for any dyadic Carleson box S. To prove the inequality
(1.2) as sufficient condition for the (1.1) we have generalized the Wolff (or
Muckenhoupt-Wheeden) inequality to Borel measures supported on H and
potential kernels of Riesz type.

Theorem 2. If c > b− n− 1 and µ is a Borel measure on H, then:∫
S0

 ∑
S(Q)⊆S0

`(S(Q))a−bµ(S(Q)∗)χS(Q)(x, t)

p′

tcdtdx

≤ C

∫
S0

∑
S(Q)⊆S0

`(S(Q))p
′(a−b)µ(S(Q)∗)p

′
χS(Q)(x, t)t

cdtdx, (1.3)

where S0 is a dyadic Carleson box such that for any (x, t), (y, s) ∈ S0 we have
‖x− y‖+ t+ s < 1, and S(Q)∗ is a suitable expansion of S(Q).

1.2 Historical Remarks on Trace Inequalities

The Sobolev spaces were among the first spaces where the study of trace
measures began. We say that a function f : Rn → R belongs to Sobolev
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space Wα,p, where q > 1 and 0 < α < n is an integer, if for any multi-index
β = (β1, ..., βn) such that |β| := β1 + ... + βn ≤ α, we have Dβf ∈ Lq. Dβf
is the weak partial derivative with exponent β of f . A norm on Wα,q is the
sum of Lq-norm of all derivatives Dβf . If B = Wα,q and µ is the Lebesgue
measure, (?) represents, if αp < n, the classical Sobolev embeddings Wα,q ↪→
Lp, with q = pn/(n− pαp), since ‖f‖Lp ≤ C‖f‖Wα,q for any f ∈ Wα,q. If we
replace in the Sobolev embeddings the Lebesgue measure with a generic Borel
measure µ, we have the problem to characterize the measures µ for which
Wα,q ↪→ Lp(µ) is an embedding. These measures are called trace measures
for Sobolev spaces.

In the early 60’s the first characterizations of trace measures for Sobolev
spaces were given by means of capacitary conditions by Maz’ya and Adams.
The Sobolev spaces Wα,p are related to Bessel potential spaces Lα,p. For
0 < α < n, denoted by Gα the Bessel kernel

Gα(x) ≈

{
‖x‖α−n if ‖x‖ < 1,

e−
1
2
‖x‖ if ‖x‖ ≥ 1,

the functions in Lα,p are those having the form Gα ∗ f with f ∈ Lp. A norm
on Bessel potential space is ‖Gα ∗ f‖Lα,p := ‖f‖Lp . Calderón in [18] proved
that if α is a positive integer then Wα,p = Lα,p with equivalence of norm. In
this case a Borel measure µ is a trace measure for Wα,p if and only if is a
trace measure for Lα,p. The immersion i : Lα,p → Lp(µ) is bounded if there
exists a constant C(µ) > 0 such that for any f ∈ Lp:∫

Rn
|Gα ∗ f |pdµ ≤ C(µ)

∫
Rn
|f |pdx.

Let Iα := Gα ∗ f, f ∈ Lp, be its Bessel potential. By definition µ is a trace
measure for Lα,p if and only if Iα : Lp → Lp(µ) is bounded. The norms Lp are
simpler to deal with than the norms Wα,p, so the identification between Wα,p

and Lα,p is convenient. The classical Bessel capacity is defined on compact
sets K ⊂ Rn, for 1 < p < n/α, as following:

Cα,p(K) := inf {‖f‖pLp | f ∈ L
p, Iαf ≥ 1 on K} .

The (α, p)-Capacity can be extended for any E ⊂ Rn (see § 2 in [4] for more
details). Since the (α, p)-Capacity is the infimum of Lα,p norms, it seems
natural to use for the characterization of the boundedness of Iα. In the
early 60’s Maz’ya gave in [32], [33] and [34] the first characterization of trace
measures for Bessel spaces via capacity. He discovered that a sufficient and
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necessary condition for the imbedding of Lα,p in Lp(µ) is that there must be
a constant C(µ) > 0 such that for any E ⊂ Rn:

µ(E) ≤ C(µ)Cα,p(E), (1.4)

with 1 < p < n/α. This kind of inequality is called by Maz’ya isocapac-
itary inequality and it is connected with the following capacity strong type
inequality proved by Maz’ya in [35]:∫ +∞

0

Cα,p({Iαf > t})dtp ≤ C‖f‖pLp . (1.5)

In the well known Fefferman-Phong inequality [24] we find a box condition
which is a sufficient condition for (1.4), but not necessary condition.
Another renowned inequality in potential theory is Wolff’s inequality

‖Iαµ‖p′Lp′ ≤ C

∫
Rn
W µ
α,pdµ, (1.6)

where for αp < n the function

W µ
α,p(x) =

∫ +∞

0

[rαp−nµ(Br(x))]p′−1dr

r

is called Wolff potential. The boundedness of potential W µ
α,p is a sufficient

but not necessary condition for (1.4). For any compact set K ⊂ Rn if µ is a
Borel measure supported on K we have that for f ∈ Lα,p, using the Hölder
inequality:

µ(K) ≤
∫
Rn
Iαfdµ ≤ ‖f‖Lp‖Iαµ‖Lp′

≤ C‖f‖Lp‖W µ
α,p‖

1
p′
L∞µ(K)

1
p′ ,

so if we suppose ‖W µ
α,p‖L∞ < ∞ then (1.4) follows. On the other hand it is

clear that from (1.4) does not follow the boundedness of W µ
α,p.

In 1985 Kerman and Sawyer found a characterization of trace measures for
more general potential spaces by testing on balls (or equivalently on the
dyadic cubes) of Rn. In [27] Kerman and Sawyer studied the trace inequal-
ities’ conditions for potential operators Tφ defined as convolution operators
with kernel φ on Lp functions. The kernel φ is assumed to be a function
locally integrable on Rn, nonnegative and radially decreasing. It is clear that
the Bessel potential Iα is included in this family of potential operators. In
this potential spaces a Borel measure µ is a trace measure if Tφ : Lp → Lp(µ)
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is bounded, similarly to the case of Bessel spaces. The Theorem 2.3 in [27]
states that for a positive Borel locally finite measure µ, a sufficient and nec-
essary condition for the boundedness of Tφ is that there must be C(µ) > 0
such that for any dyadic cube (or balls) Q ⊂ Rn:∫

Rn

[∫
Q

φ(x− y)dµ(y)

]p′
dx ≤ C(µ)µ(Q), (1.7)

where p′ is such that pp′ = p+ p′. The inequality (1.7) means that the dual
operator T ∗φ is bounded on the characteristic functions of dyadic cubes. We

can see with a simple calculation that for f ∈ Lp′(µ) and x ∈ Rn:

T ∗φ(f)(x) =

∫
Rn
φ(x− y)f(y)dµ(y).

T ∗φ : Lp
′
(µ)→ Lp

′
is bounded if for any f ∈ Lp′(µ):

∫
Rn

[∫
Rn
φ(x− y)f(y)dµ(y)

]p′
dx ≤ C

∫
Rn
|f(x)|p′dµ(x), (1.8)

so for f = χQ we find the inequality (1.7). However, Hansson in [29], and
also Dahlberg in [23], gave, generalizing the results of Maz’ya and Adams, a
capacity condition of type (1.4) for the potential spaces defined by operators
Tφ.

1.3 Historical Remarks on Carleson Measures

Still in the early 60’s a problem similar to trace measures characterization
for Sobolev spaces was solved in complex analysis by Carleson in research
related to his proof of the Corona theorem in 1962. He was interested in
studying which measures µ supported on unit complex disc D satisfied the
inequality ∫

D
|f(z)|2dµ(z) ≤ C(µ)‖f‖2

H2 , (1.9)

where H2 is the Hardy space, that is the space of all holomorphic functions
f : D→ C such that

‖f‖2
H2 := sup

0≤r<1

∫
∂D
|f(reit)|2dt <∞.
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In [19] Carleson found that a measure µ satisfies (1.9) if and only if for any
arc I ⊂ ∂D:

µ(S(I)) ≤ C(µ)|I|, (1.10)

where S(I) := {z ∈ D | z/|z| ∈ I, 1− |I|/2π < |z|} is the Carleson box with
base I. This type of measures was called, for obvious reasons, Carleson mea-
sures. Remembering that

‖f‖2
H2 ∼ ‖f‖2

D1
,

where D1 is the space of holomorphic functions f : D→ C with norm

‖f‖2
D1

:=

∫
D
|f ′(z)|(1− |z|)dA(z) + |f(0)| <∞,

we observe that (1.9) is an weighted Sobolev-Poincaré embedding for holo-
morphic functions. We also observe that the ball conditions seen in the
Sobolev spaces here are replaced by conditions on the border ∂D. This is
due to the fact that the holomorphic functions may exhibit irregularities in
near of the border ∂D; unlike to Sobolev functions which may have them
everywhere. Carleson’s result opened the problem of characterizing Carleson
measures for weighted analytic Dirichlet spaces Da and analytic Besov spaces
Bp.
For 0 ≤ α < 1, the functions of Da are holomorphic functions with norm

‖f‖2
Da :=

∫
D
|f ′(z)|2(1− |z|2)adA(z) + |f(0)|2 <∞,

For a = 0 we found the classical Dirichlet space D. A Carleson measure for
Da is a measure for which, replacing the H2-norm with Da-norm, inequal-
ity (1.9) holds. The first to characterize Carleson measures for the spaces
Da was Stegenga in 1980 which generalized the Carleson’s characterization
by combining the Carleson boxes condition with a Maz’ya type capacitary
condition. He proved in [41] that for 0 < a ≤ 1/2 a sufficient and necessary
conditions for the Carleson measures µ in Da is that for any finite sequence
of arcs I1, ..., In in ∂D:

µ

(
n⋃
k=1

S(Ik)

)
≤ C(µ)Ca,2

(
n⋃
k=1

Ik

)

where Ca,2 is the Bessel capacity. Unlike the condition (1.10) Stegenga’s char-
acterization is not a one-box condition. The results of Stegenga have been
generalize to analytic Dirichlet and Besov spaces by Cascante and Ortega
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in [21] and [22], Verbitsky in [43] and Wu in [44] using again test condi-
tions of capacity type. A test condition without capacity is given by Kerman
and Sawyer in [28] for some particular weighted Dirichlet spaces. A simple
one-box condition was found by Arcozzi, Rochberg and Sawyer for weighted
Besov spaces Bp(ρ). This condition type seems much easier to verify than
the capacitary conditions. Now, we remember that, an holomorphic function
f : D→ C belongs to Bp(ρ) if

‖f‖pBp(ρ) :=

∫
D
|f ′(z)|p(1− |z|2)p−2ρ(z)dA(z) + |f(0)|p <∞,

where ρ is a weight belonging to a special class of functions said p-admissible.
The Besov spaces, as it can see from their definition, generalize the Dirichlet
space to exponent p other than 2. A Borel measure µ is a Carleson for Bp(ρ)
if there exists a constant C(µ) > 0 such that for any f ∈ Bp(ρ) we have∫

D
|f(z)|pdµ(z) ≤ C(µ)‖f‖pBp(ρ). (1.11)

In [8] and then more simply in [11], Arcozzi, Rochberg and Sawyer proved
that the Carleson measures characterization’s problem for Bp(ρ) could be
reduced to an equivalent discrete problem on a tree T via Whitney decom-
position of the complex unit disk. They built a correspondence between the
Besov space Bp(ρ) and its discrete model BT

p (ρ) by matching a vertex α in T
to each Whitney box S in D. According to this model, the discrete to (1.11)
corresponding is∑

α∈T

|ϕ(α)|pµ(α) ≤ C(µ)
∑
α∈T

|∆ϕ(α)|pρ(α), (1.12)

where ϕ is a function on T to f corresponding and ∆ϕ is the “discrete
derivative” (difference operator which will be defined in Chapter 3) corre-
sponding to f ′. The measures µ and ρ on D, under the correspondence
α ∈ T ↔ S(α) ⊆ D remains the same. The approach used to characterize
the Carleson measures for BTp (ρ) follows the reasoning of Kerman and Sawyer
which we have seen in the characterization of trace measures for potentials
Tφ. The test condition in fact is given on the equivalent dual inequality
of (1.12). A sufficient and necessary condition for Carleson measures µ for
BTp (ρ) is that ∑

β≥α

µ(S̄(β))p′ρ1−p′(β) ≤ C(µ)µ(S̄(α)), (1.13)

where β ≥ α if and only if S(β) ⊆ S(α).
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1.4 Some Words on the Proofs

In this thesis has been given a trace measures characterization of type ball
condition similar to that just seen of Arcozzi, Rochberg and Sawyer. We
observe infact that the geometry of our characterization’s problem is similar
to that which governs the Carleson measures in unit complex disk. Following
the procedure of Kerman and Sawyer seen for the Tφ-potential spaces, we
have that the box condition (1.2) follows from the boundedness of adjoint
operator I∗a,b : Lp′(H, µ) → Lp′(H,mc). The inequality (1.1) is equivalent
infact to the boundedness of I∗a,b. Ica,b is a symmetric operator, so for any
u ∈ Lp′(H, µ) and (x, t) ∈ H:

I∗a,bu(x, t) =

∫
H
Ka,b(x− y, t+ s)u(y, s)dµ(y, s).

Then if we suppose I∗a,b bounded only on characteristic functions χS, where
S ∈ S(Q), we find (1.2). We note that any box S(Q) is similar to a Carleson
box that is built on a base belonging to the boundary ∂D. The assumption
on c is used to control the convergence of the kernel Ka,b approximations on
the elementary boxes S ∈ S(Q) close the singularities on the boundary Rn.
This, as we shall see, is crucial in order to generalize Wolff’s inequality to
our kernel. From the assumption that µ is bounded we can prove that the
Ka,b exponential error

Iµe u(x, t) :=

∫
H
e−ε(‖x−y‖+t+s)u(y, s)dµ(y, s)

is a bounded operator from Lp′(H, µ) to Lp′(H,mc). Therefore, the test on
the boxes must be check on only with respect to the Ka,b principal part given
by the integral operator

Iµpru(x, t) :=

∫
S0

(t+ s)a

(‖x− y‖+ t+ s)b
u(y, s)dµ(y, s),

At this point the problem of boundedness of Iµpr can be reduced in an equiv-
alent discrete problem. S0 can be modeled by a dyadic type tree T . We
identify S0 with the root o of T and each vertex α ∈ T with the top-half of
S(Qα) ∈ S0. The characterization (1.2) follows from the approximation∫

S0

|Iµpru(x, t)|p′tcdtdx ≈
∑
α∈T

|I∗µu(α)|p′ρ(α), (1.14)

where ρ is an appropriate weight measure on T and I∗µ is the dual discrete
operator on T corresponding to I∗a,b. In [14] it is proved that a sufficient
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and necessary condition for the boundedness of I∗µ : Lp′(T, µ) → Lp′(T, ρ)
is the boundedness of I∗µ on characteristic functions χS(α) only, where S(α)
is a box of T . The approximation (1.14) is not triavial. As mentioned at
the beginning, to prove (1.14) it was necessary to generalize to our case the
Muckenhoupt-Wheeden [31] and Wolff’s inequality [30]. In these inequalities
it is possible to reverse on average the natural inclusion `1 ⊆ `p

′
. Since the

kernel Ka,b can be approximated by `(S(Qα))a−b on each box S(Qα) it follows
that ∫

S0

|Iµpru(x, t)|p′tcdtdx

≈
∫
S0

∣∣∣∣∣∑
α∈T

`(S(Qα))a−bI∗µu(α)χS(Qα)(x, t)

∣∣∣∣∣
p′

tcdtdx. (1.15)

If u is a positive function we have that I∗µu can be seen as a Borel measure.
It is not restrictive to consider only positive functions. Appliyng to I∗µu the
generalized Wolff (or Muckenhoupt-Wheeden) inequality (1.3) we have:∫

S0

∣∣∣∣∣∑
α∈T

`(S(Qα))a−bI∗µu(α)χS(Qα)(x, t)

∣∣∣∣∣
p′

tcdtdx

≤ C

∫
S0

∑
α∈T

`(S(Qα))p′(a−b)|I∗µu(α)|p′χS(Qα)t
cdtdx, (1.16)

so, if ρ(α) := `(S(Qα))p′(a−b)+c+n+1, using for the other direction of the in-
equality (1.16) the inclusion `1 ⊆ `p′, we find (1.14). We observe that in
(1.16) the p′ power has been moved inside the sum, “as if” `p

′ ⊆ `1.

1.5 An Application to Lipschitz-Besov Spaces

What we have found for the spaces with potentials Ica,b follows by intention
to give a necessary and sufficient box condition for trace measures for the
harmonic extension of Lipschitz-Besov spaces Λp,q

δ , where 0 < δ < 1 and
1 < p, q < +∞ (see section 2.3 for a definition of Λp,q

δ ). We denote by Hp
α,β

the space of harmonic functions u : H→ R such that

‖u‖p
Hp
α,β

:=

∫ +∞

0

tp(1−δ)‖∂tu‖pp
dt

t
dx+

∫
Rn
|u(x, 0)|pdx <∞,

where δ := α− (β + 1)/2. We can show that Hp
α,β is the harmonic extension

of Λp,p
δ (see § 5 in [40] for more details). A Borel measure µ on H is a
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trace measure for Hp
α,β if there exists a constant C(µ) > 0 such that for any

u ∈ Hp
α,β we have

‖u‖Lp(H,µ) ≤ C(µ)‖u‖Hp
α,β
.

It should be possible to prove that µ is a Carleson trace measure for H2
α,β if

and only if the integral operator Θ∗µ : L2(H, µ) → L2(H,m1−2δ) is bounded,
where for any u ∈ L2(H, µ) and (x, t) ∈ H

Θ∗µu(x, t) ≈
∫
‖x−y‖+t+s<1

‖x− y‖2 − n(t+ s)

(‖x− y‖2 + (t+ s)2)
n+3
2

u(y, s)dµ(y, s)

+

∫
‖x−y‖+t+s≥1

e−
1
2

(‖x−y‖+t+s)u(y, s)dµ(y, s).

We define for any u ∈ L2(H, µ) and (x, t) ∈ H

Θ∗+µ u(x, t) :=

∫
‖x−y‖+t+s<1

1

(‖x− y‖2 + (t+ s)2)
n+1
2

u(y, s)dµ(y, s)

+

∫
‖x−y‖+t+s≥1

e−
1
2

(‖x−y‖+t+s)u(y, s)dµ(y, s).

It is clear that
|Θ∗µu| ≤ Θ∗+µ |u| ≈ I∗0,n+1|u|,

so the test condition (1.2) is sufficient for the boundedness of Θ∗µ, but not
necessary. If we could prove that |Θ∗µu| ≈ Θ∗+µ u, then the box condition
(1.2) would be a necessary and sufficient condition for the trace measures on
H2
α,β. I do not expect Θ∗+µ u and Θ∗µu to be comparable for each given u ≥ 0,

but I do expect Θ∗+µ to be bounded from L2(H, µ) to L2(H,m1−2δ) iff Θ∗µ is.
At present I do have a proof of this for a discrete version of the originally
problem only, as we will show in Chapter 3.
A characterization of trace measures for Lipschitz-Besov spaces Λp,q

δ has re-
cently been given by Guliyev and Wu in [25] via Maz’ya type capacitary
condition. They have found a capacity strong type inequality as in (1.5)∫ +∞

0

capΛp,qδ
({|f | > t}dtq ≤ C‖f‖q

Λp,qδ
,

where for any open set O ⊂ Rn they define

capΛp,qδ
(O) := inf{‖f‖q

Λp,qδ
| f ≥ 1 in O}.

A nonnegative Borel measure µ on H satisfies a trace measures for Λp,q
δ , if

there exist a constant C(µ) > 0 such that for any f ∈ Λp,q
δ :∫

H
|Pt ∗ f(x)|qdµ(x, t) ≤ C(µ)‖f‖q

Λp,qδ
, (1.17)
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where P ∗ f is the harmonic extension of f by Poisson kernel. A sufficient
and necessary condition for the (1.17) is that there exists a constant C(µ) > 0
such that for any bounded open set O ⊂ Rn, denoted by T (O) the Carleson
box on H with basis O:

µ(T (O)) ≤ C(µ)capΛp,qδ
(O), (1.18)

according to the Maz’ya condition (1.4). Indeed, condition (1.18) seems
difficult to check for concrete measures µ.

1.6 A Recent Result by Alemann, Pott and

Reguera

I have recently become aware of yet unwritten research work by Aleman, Pott
and Reguera on topics close to those of the present thesis (see [5]). They
consider in the recent work the Bergman projection PB : Lp(D) → Ap(D),
where p > 1. We recall that Ap(D) = Lp(D) ∩Hol(D) is the Bergman space
and for any f ∈ Lp(D):

PBf(z) =

∫
D

f(ξ)

(1− zξ̄)2
dA(ξ),

is the Bergman projection, dA is area measure. The Bergman projection has
a geometry similar to the principal part of Θ∗µ operator. Aleman, Pott and
Reguera are interested in studying for which couples of weights u and v on
D the projection PB : L2

u(D)→ L2
v(D) is bounded, where f ∈ L2

u(D) if∫
D
|f(z)|2u(z)dA(z) <∞,

and similarly g ∈ L2
v(D) if∫

D
|g(z)|2v(z)dA(z) <∞.

Since PB may have cancellations, they considered the simpler two weight
inequality for the positive operator

P+
B f(z) =

∫
D

f(ξ)

|1− zξ̄|
dA(ξ).
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They found that P+
B : L2

u(D) → L2
v(D) is bounded if and only if there

exist K1, K2, K3 such that:

1. supI⊂∂D interval

(
1
|QI |

∫
QI
v(z)dA(z)

)(
1
|QI |

∫
QI
u−1(z)dA(z)

)
≤ K1

2. ‖P+
B u
−1χQI‖L2

v
≤ K2‖χQI‖L2

u−1

3. ‖P+
B vχQI‖L2

u−1
≤ K3‖χQI‖L2

v

where QI is the Carleson box with basis I ⊂ ∂D.
We note that the characterization of boundedness of P+

B has a Carleson box
condition. The test on Carleson boxes regards the adjoint operators respec-
tively to two weights u and v. Our trace inequality is a multidimensional,
real variable version of Aleman, Pott and Reguera with the weight u belong-
ing to a special class. Our result on discrete martingales could be seen as a
version of the original Bergman projection (which is still open) for a special
class of weights.
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1.7 Guide to the Thesis

This thesis is structured in two chapters. In first chapter we give a char-
acterization theorem for trace measures for potential spaces with integral
potentials Ica,b and the generalized Wolff inequality used to prove characteri-
zation theorem. At the end of first chapter we show as our characterization
theorem can be partially applied to Lipschitz-Besov spaces and the cancella-
tion’s problem associated. In second chapter we solve cancellation’s problem
on discrete Besov spaces of martingales on an homogeneous tree (this space
represents a discrete model for the harmonic extension of Lipschitz-Besov
spaces).
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Chapter 2

Weighted Inequalities

Introduction

Chapter 2 is divided in three sections. In the first section we prove the gen-
eralized Wolff (or Muckenhoupt-Wheeden) inequalities for potential integral
operators with Riesz type kernels and for Borel measures supported on H.
In the second section we deal with the problem of the characterization of
trace measures for weighted potential spaces defined by integral operators
with Bessel type kernels. We give a characterization theorem which provides
a box test as a necessary and sufficient condition for trace measures. We note
that the generalized Wolff inequality has a key role in the proof of the box
test as a sufficient condition for trace measures in our potential spaces. In
the last section we show the possible applications of characterization theorem
to the harmonic extension of Lipschitz-Besov spaces.

2.1 Wolff type Inequalities

The Wolff inequality is described by Theorem 1 in [30] which states that,
given a Borel measure µ on Rn, α > 0 and 1 < q ≤ n/α, there exists A > 0
such that: ∫

Rn
(Gα ∗ µ)pdx ≤ A

∫
Rn
W µ
α,qdµ, (2.1)

where p is the conjugate of q, Gα is the Bessel kernel and W µ
α,q is a specific

function named Wolff potential . The key point of the proof of Theorem 1 is
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in fact proving ∫
I0

 ∑
`(Q)≤1

`(Q)α−nµ(Q̃)χQ(x)

p

dx

≤ A

∫
I0

∑
`(Q)≤1

(`(Q)α−nµ(Q))pχQ(x)dx; (2.2)

where I0 is the unit cube in Rn, Q ⊆ I0 is a generic cube of the dyadic
subdivision of Rn with side-lenght `(Q) and Q̃ the cube concentric to Q with
side-lenght 3`(Q). The inequality (2.2) ensures that for the functions of type
gµ : x ∈ R×Q ⊆ I0 → R such that gµ(x,Q) := `(Q)α−nµ(Q)χQ(x) it is true
that: ∫

I0

‖gµx‖
p
`1dx ≈

∫
I0

‖gµx‖
p
`p ;

It is elementary in fact that∑
`(Q)≤1

(`(Q)α−nµ(Q))pχQ(x)

≤

 ∑
`(Q)≤1

`(Q)α−nµ(Q̃)χQ(x)

p

dx.

The possibility to invert on average the natural inclusion `1 ⊂ `p may be
useful in many contexs. In our case, to prove the Characterization Theorem
in section 2.2, it was necessary to generalize the inequality (2.2) for the
spaces Πp

Ka,b
(H,mc) (see Definition 2.2.1), which represent the extension in

the upper half-space of Rn of the potential Bessel spaces.
The merit of Wolff is to have found an ingenious algebraic-geometric method
which makes possible (2.2). In our case this is possible only for particular
spaces Πp

Ka,b
(H,mc), i.e. only for those with weighted measure mc where c is

large enough to control the singularity of the kernel Ka,b.
The generalization of the Wolff inequality requires that the upper half-

space H be subdivided into elementary sets constructed from the dyadic
subdivision of Rn. We start by giving some preliminary definitions.

Definition 2.1.1. A set S is a box of H if there exists (x, t) ∈ H, where
x ∈ Rn, t ≥ 0, such that:

(y, s) ∈ S ⇔ s < 2t and sup
1≤i≤n

|xi − yi| < t.

In this case we can write Sx,t := S.
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Remark 2.1.1. Given a box S ⊂ H, we denote by `(S) its side-lenght, then
from Definition 2.1.1 there is t ≥ 0 such that `(S) = 2t.

Definition 2.1.2. For any k ∈ N, we define on Rn the set of all dyadic cubes
at level k

Qk :=

{[ ai
2k
,
ai + 1

2k

)n ∣∣∣ ai ∈ Z
}

;

and then the set all dyadic cubes of Rn:

Q := {Q |Q ∈ Qk, k ∈ N}.

Definition 2.1.3 (Carleson type box on the real half-upper space).
For any Q ∈ Q we define S(Q) ⊂ H as the box such that

(x, t) ∈ S(Q)⇔ x ∈ Q, t < `(Q).

Then we can define:
S(Q) := {S(Q) |Q ∈ Q}.

Remark 2.1.2. From the definitions 2.1.1 and 2.1.3 is clear that for any
S(Q) ∈ S(Q) we have `(S(Q)) = `(Q).

Definition 2.1.4. Considered Q0 := {Q ∈ Q | `(Q) ≤ 1/4}, we put:

S(Q0) := {S(Q) |Q ∈ Q0}.

For any box S ⊂ H, writing S ⊆ S0 we intend S(Q) ∈ S(Q0).

Remark 2.1.3. Given S ⊆ S0, for any (x, t), (y, s) ∈ S we have

‖x− y‖+ t+ s < 1.

If in fact S ⊆ S0 there is Q ∈ Q0 such that S = S(Q), then x, y ∈ Q and
t, s < `(Q), so:

‖x− y‖+ t+ s ≤ ‖x‖+ ‖y‖+ t+ s < 4`(Q) ≤ 1.

Definition 2.1.5. Let Q ∈ Q. We define S(Q)∗ the box of H such that:

1. S(Q) ⊂ S(Q)∗,

2. `(S(Q)∗) = 3`(Q),

3. d(∂S(Q), ∂S(Q)∗) = `(Q).
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Remark 2.1.4. If x ∈ Q then Sx,`(Q) ⊂ S(Q)∗. We suppose that there is
(y, s) ∈ Sx,`(Q) such that (y, s) /∈ S(Q)∗, then from Definition 2.1.5 we have:

‖x− y‖ > sup
z∈S(Q)∗

‖x− z‖ > d(∂S(Q), ∂S(Q)∗) = `(Q)

but this is an absurd because, according to Definition 2.1.1, it must be ‖x−
y‖ < `(Q).

Remark 2.1.5. Let x ∈ Rn and t ≥ 0, then for any (y, s) ∈ Sx,t we have
‖x − y‖ + s + t ≈ t. In fact if (y, s) ∈ Sx,t, then from Definition 2.1.1 it
is follows that s < 2t and ‖x − y‖ ≈ sup1≤i≤n |xi − yi| < t, so we have
t ≤ ‖x− y‖+ t+ s < 4t.

The following lemma extends to our case Lemma 1 in [30]. In fact we
can see in the proof of Theorem 2.1.1 that the inequality (2.3) is the main
property which leads to (2.8).

Lemma 2.1.1. Let µ be a Borel measure on H. Given b > 0 for any box
S ⊆ S0 we set d(S) := `(S)−bµ(S). Fixed S̃ ⊆ S0, if c > b − n − 1, for any
s > 0 and r ≥ 1 there is a constant C > 0 such that:∑

S′⊆S̃

d(S∗)s
∑
S′⊆S

d(S ′∗)r`(S ′)c|S ′|

≤ C
∑
S⊆S̃

d(S∗)r+s`(S)c|S|, (2.3)

where |S| = `(S)n+1 is the Lebesgue measure of box S.

Proof. If r = 1, for S ⊆ S̃ there is k ≥ 0 such that `(S) = 2−k; so∑
S′⊆S

d(S ′∗)`(S ′)c|S ′| ≤ C
∑
S′⊆S

`(S ′)−b+c+n+1µ(S ′∗)

≤ C

∫
H

∑
S′⊆S

`(S ′)−b+c+n+1χS′∗(x, t)dµ(x, t)

≤ Cµ(S∗)
+∞∑
j=k

2−j(−b+c+n+1)

≤ Cµ(S∗)2−k(−b+c+n+1) = Cd(S∗)`(S)c|S|,

from which ∑
S⊆S̃

d(S∗)s
∑
S′⊆S

d(S ′∗)`(S ′)c|S ′|

≤ C
∑
S⊆S̃

d(S∗)1+s`(S)c|S|.
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If r > 1, first we choose S = S0, then, by Hölder’s inequality, we have∑
S′⊆S0

d(S ′∗)r`(S ′)c|S ′| = C
∑
S′⊆S0

d(S ′∗)r−1`(S ′)−b+c|S ′|µ(S ′∗)

≤ C

(∑
S′⊆S0

d(S ′∗)r−1+s`(S ′)−b+c+ε|S ′|µ(S ′∗)

) r−1
r−1+s

·

(∑
S′⊆S0

`(S ′)−b+c−ε
′|S ′|µ(S ′∗)

) s
r−1+s

≤ C

(∑
S′⊆S0

d(S ′∗)r+s`(S ′)c+ε|S ′|

) r−1
r−1+s

·

(∑
S′⊆S0

`(S ′)−b+c−ε
′|S ′|µ(S ′∗)

) s
r−1+s

;

where ε := ν(r− 1)/(r− 1 + s) and ε′ := νs/(r− 1 + s) with ν > 0 such that
ε′ < c− b. Observing that∑

S′⊆S0

`(S ′)−b+c−ε
′ |S ′|µ(S ′∗) =

∫
H

∑
S⊆S0

`(S ′)−b+c−ε
′+n+1χS′∗(x, t)dµ(x, t)

≤ Cµ(S∗0)
+∞∑
j=0

2−j(−b+c−ε
′+n+1) ≤ Cµ(S∗0),

our Hölder’s inequality becomes

∑
S′⊆S0

d(S ′∗)r`(S ′)c|S ′| ≤ Cµ(S∗0)
s

r−1+s

(∑
S′⊆S0

d(S ′∗)r+s`(S ′)ε+c|S ′|

) r−1
r−1+s

.

(2.4)

Trivially:

µ(S∗0)r+s = Cd(S∗0)r+s`(S0)c+ε|S0| ≤ C
∑
S′⊆S0

d(S ′∗)r+s`(S ′)c+ε|S ′|;

so multiplying (2.4) by µ(S∗0)s we obtain:

µ(S∗0)s
∑
S′⊆S0

d(S ′∗)r`(S ′)c|S ′| ≤ Cµ(S∗0)
r(r+s)
r−1+s

(∑
S′⊆S0

d(S ′∗)r+s`(S ′)c+ε|S ′|

) r−1
r−1+s

≤ C
∑
S′⊆S0

d(S ′∗)r+s`(S ′)c+ε|S ′|. (2.5)
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For each S ⊆ S0, by homogeneity, the inequality (2.5) becomes

`(S∗)sµ(S∗)s`(S)ε
∑
S′⊆S

d(S ′∗)r`(S ′)c|S ′| ≤ C
∑
S′⊆S

d(S ′∗)r+s`(S ′)c+ε|S ′|,

therefore, dividing by `(S)ε and summing over S ⊆ S̃, it follows that:∑
S⊆S̃

d(S∗)s
∑
S′⊆S

d(S ′∗)r`(S ′)c|S ′| ≤ C
∑
S⊆S̃

∑
S′⊂S

d(S ′∗)r+s`(S ′)c+ε|S ′|l(S)−ε

= C
∑
S⊆S̃

d(S∗)r+s`(S)c+ε|S|
∑

S⊆S′⊂S̃

`(S ′)−ε

≤ C
∑
S⊆S̃

d(S∗)r+s`(S)c+ε|S|l(S)−ε

= C
∑
S⊆S̃

d(S∗)r+s`(S)c|S|.

Theorem 2.1.1 (Generalized Wolff Inequality). Let µ be a Borel mea-
sure on H. Given p > 1 and b > 0 if c > b − n − 1 there exist C > 0 such
that: ∫

S0

(∑
S⊆S0

`(S)−bµ(S∗)χS(x, t)

)p

tcdtdx

≤ C
∑
S⊆S0

`(S)c−bpµ(S∗)p|S|. (2.6)

Proof. For p > 1 there exists a positive integer n ≥ 0 and 0 ≤ s < 1 such
that p = n+ s, so using the notation of Lemma 2.1.1 we can do the following
expansion: ∫

S0

(∑
S⊆S0

`(S)−bµ(S∗)χS(x, t)

)p

tcdtdx

≤ C

∫
S(Q0)

∑
S1⊆...⊆Sn...⊆S0

d(S∗1)χS1(x, t) · ... · d(S∗n)χSn(x, t)

·
(∫

S⊆S0

d(S∗)χS(x, t)

)s
tcdtdx. (2.7)

For fixed S1 ⊆ ... ⊆ Sn ⊆ S0 we have different cases depending on S ⊆ S0.
Case 1. There is k ∈ {1, ..., n− 1} such that Sk ⊆ S ⊆ Sk+1, then applying
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to (2.7) the inequality (2.3) we have:

∫
S0

∑
S1⊆...⊆Sn⊆S0

d(S∗1)χS1(x, t) · ... · d(S∗n)χSn(x, t)

·
(∫

S⊆S0

d(S∗)χS(x, t)

)s
tcdtdx

≤ C
∑

Sk+1⊆...⊆Sn⊆S0

d(S∗k+1) · ... · d(S∗n)
∑

S⊆Sk+1

d(S∗)s

·
∑

S3⊆...⊆Sk⊆S

d(S∗3) · ... · d(S∗k)
∑
S2⊆S3

d(S∗2)
∑
S1⊆S2

d(S∗1)`(S1)c|S1|

≤ C
∑

Sk+1⊆...⊆Sn⊆S0

d(S∗k+1) · ... · d(S∗n)
∑

S⊆Sk+1

d(S∗)c

·
∑

S3⊆...⊆Sk⊆S

d(S∗3) · ... · d(S∗k)
∑
S2⊆S3

d(S∗2)2`(S2)c|S2|

proceeding by iterations

≤ ... ≤ C
∑

Sk+1⊆...⊆Sn⊆S0

d(S∗k+1) · ... · d(S∗n)
∑

S⊆Sk+1

d(S∗)s

·
∑
Sk⊆S

d(S∗k)
k`(Sk)

c|Sk|

≤ C
∑

Sk+1⊆...⊆Sn⊆S0

d(S∗k+1) · ... · d(S∗n)
∑

S⊆Sk+1

d(S∗)k+s`(S)c|S|

≤ ... ≤ C
∑
S⊆S0

d(S∗)n+s`(S)c|S|

= C
∑
S⊆S0

`(S)c−pbµ(S∗)p|S|.
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Case 2. If Sn ⊆ S then, using the Lemma 2.1.1 again:

∫
S(Q0)

∑
S1⊆...⊆Sn⊆S0

d(S∗1)χS1(x, t) · ... · d(S∗n)χSn(x, t)

·
(∫

S⊆S0

d(S∗)χS(x, t)

)s
tcdtdx

≤ C
∑
S⊆S0

d(S∗)s
∑

S3⊆...⊆Sn⊆S

d(S∗3) · ... · d(S∗n)

·
∑
S2⊆S3

d(S∗2)
∑
S1⊆S2

d(S∗1)`(S1)c|S1|

≤ ... ≤ C
∑
S⊆S0

d(S∗)s
∑
Sn⊆S

d(S∗n)n`(Sn)c|Sn|

≤ C
∑
S⊆S0

d(S∗)s+n`(S)c|S|

= C
∑
S⊆S0

`(S)c−pbµ(S∗)p|S|.

Case 3. If S ⊆ S1, let k ≥ 1 such that `(S1) = 2−k. By Hölder inequality we
have:

∫
S1

(∑
S⊆S1

d(S∗)χS(x, t)

)s

tcdtdx

≤ (`(S1)c|S1|)1−s

(∫
S1

∑
S⊆S1

d(S∗)χS(x, t)tcdtdx

)s

≤ C (`(S1)c|S1|)1−s µ(S∗1)s

(
+∞∑
j=k

2−j(c−b+n+1)

)s

≤ C (`(S1)c|S1|)1−s µ(S∗1)s2−ks(c−b+n+1) = Cd(S∗1)s`(S1)c|S1|,
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so from Lemma 2.1.1 it follows that:∫
S0

∑
S1⊆...⊆Sn⊆S0

d(S∗1)χS1(x, t) · ... · d(S∗n)χSn(x, t)

·

(∑
S⊆S0

d(S∗)χS(x, t)

)s

tcdtdx

≤C
∑

S1⊆...⊆Sn⊆S0

d(S∗1) · ... · d(S∗n)

∫
S1

(∑
S⊆S1

d(S∗)χS(x, t)

)s

tcdtdx

≤C
∑

S1⊆...⊆Sn⊆S0

d(S∗n) · ... · d(S∗1)s+1`(S1)c|S1|

=C
∑

S3⊆...⊆Sn

d(S∗n) · ... · d(S∗3)
∑
S2⊆S3

d(S∗2)
∑
S1⊆S2

d(S∗1)s+1`(S1)c|S1|

≤ ... ≤C
∑
S⊆S0

d(S∗)n+s`(S)c|S|

=C
∑
S⊆S0

`(S)c−pbµ(S∗)p|S|.

Combining the cases 1,2, and 3 in the (2.7) the inequality (2.8) follows.

Corollary 2.1.1. Let µ be a Borel measure on H. Given p > 1 and a ≥ 0,
b > 0 we have that if c > b− n− 1 there exists C > 0 such that:∫

S0

(∑
S⊆S0

`(S)a−bµ(S∗)χS(x, t)

)p

tcdtdx

≤ C
∑
S⊆S0

`(S)c+p(a−b)µ(S∗)p|S|. (2.8)

Proof. Let S ∈ S(Q), then we define ν(S) := `(S)aµ(S) if S ⊆ S0, otherwise
ν(S) = 0. ν is a borelian measure on H, so from the Theorem 2.1.1 it follows
that: ∫

S0

(∑
S⊆S0

`(S)a−bµ(S∗)χS(x, t)

)p

tcdtdx

=

∫
S0

(∑
S⊆S0

`(S)−bν(S∗)χS(x, t)

)p

tcdtdx

≤ C
∑
S⊆S0

`(S)c−bpν(S)p|S|

= C
∑
S⊆S0

`(S)c+p(a−b)µ(S∗)p|S|.
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Corollary 2.1.2. Let µ be a Borel measure on H. Given p > 1, a ≥ 0 and
b > 0, if c > b− n− 1 there exist C > 0 such that:∫

S0

(∫
S0

(t+ s)a

(‖x− y‖+ (t+ s))b
dµ(y, s)

)p
tcdtdx

≤ C
∑
S⊆S0

`(S)c+p(a−b)µ(S∗)p|S|. (2.9)

Proof. For each (x, t) ∈ S0 with t > 0 there exists k(t) ≥ 0 such that
k(t) ≈ log2(1/t) + o(1), so using the proprieties described by remarks 2.1.4
and 2.1.5 we have:∫
S0

(t+ s)a

(‖x− y‖+ (s+ t))b
dµ(y, s) ≤

k(t)∑
k=1

∫
S
x,2kt

(t+ s)a

(‖x− y‖+ (s+ t))b
dµ(y, s)

≈
k(t)∑
k=1

2−(a−b)(k(t)−k)µ(Sx,2−(k(t)−k))

≤
∑

x∈Q∈Q0,`(Q)≥t

`(Q)a−bµ(S(Q)∗)

=
∑
S∈S0

`(S)a−bµ(S∗)χS(x, t), (2.10)

From the Corollary 2.1.1 it follows:∫
S0

(∫
S0

(t+ s)a

(‖x− y‖+ (t+ s))b
dµ(y, s)

)p
tcdtdx

≤ C

∫
S0

(∑
S⊆S0

`(S)a−bµ(S∗)χS(x, t)

)p

tcdtdx

≤ C
∑
S⊆S0

`(S)c+p(a−b)µ(S∗)p|S|.

Remark 2.1.6. The Corollary 2.1.2 extends the inequality (2.2) to all potential
spaces on H with potential kernels K which behave in the unit box as a Riesz
potential, i.e. for (x, t), (y, s) ∈ S0:

Kx,t(y, s) ≈
(t+ s)a

(‖x− y‖+ t+ s)b
.
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2.2 Trace Inequalities

In this section we characterize trace measures for particular weighted poten-
tial spaces on H. Let m a weighted-measure on H, then our potential space is
described by a potential operator TK : H→ R, with kernel K : H×H→ R,
such that for any u ∈ Lp(H,m) and for almost everywhere (x, t) ∈ H:

TK(u)(x, t) :=

∫
H
Kx,t(y, s)u(y, s)dm(y, s) <∞.

To characterize a trace measure µ for this type of space means to character-
izing all Borel measures µ on H for which

TK : Lp(H,m)→ Lp(H, µ)

is a bounded operator. In particular, following Kerman and Sawyer, we are
interested in characterizing, in equivalent manner, the measures µ for which
the dual operator

T ∗µ,K : Lp′(H, µ)→ Lp′(H,m)

is bounded, where p′ is the conjugate of p.
Let u ∈ Lp(H,m), v ∈ Lp′(H, µ), then we have:

〈TKu, v〉L2(H,µ) = 〈u, T ∗µ,K〉L2(H,m). (2.11)

We compute:

〈TKu, v〉L2(H,µ) =

∫
H
TKu(x, t)v(x, t)dµ(x, t)

=

∫
H

(∫
H
Kx,t(y, s)u(y, s)dm(y, s)

)
v(x, t)dµ(x, t)

by Fubini-Tonelli Theorem

=

∫
H

(∫
H
Kx,y(y, s)v(x, t)dµ(x, t)

)
u(y, s)dm(y, s),

Then from (2.11) it follows that

T ∗µ,K(v)(x, t) =

∫
H
K∗x,t(y, s)v(y, s)dµ(y, s),

where K∗x,t(y, s) := Ky,s(x, t). It is clear that if K is a symmetric kernel then
K∗ = K.

These remarks motivate the following definitions.
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Definition 2.2.1. Given p > 1 and m a measure on H, let K : H×H→ R
be a potential kernel and TK the integral operator with kernel K. We say that
a function u belongs to Πp

K(H,m) if u ∈ Lp(H,m) and TK(u) < ∞ almost
everywhere.

Definition 2.2.2. A Borel measure µ on H is a trace measure for Πp
K(H,m)

if there exists a constant C(µ) > 0 such that for any u ∈ Lp′(H, µ):∫
H

(∫
H
K∗x,t(y, s)u(y, s)dµ(y, s)

)p′
dm(x, t)

≤ C(µ)

∫
H
|u(x, t)|p′dµ(x, t). (2.12)

Remark 2.2.1. The inequality (2.12) proves the boundedness of the operator
T ∗µ,K . Since T ∗µ,K is boundedness if and only if TK is boundedness, we can
also say that µ is a trace measure for Πp

K(H,m) if there exists a constant
C(µ) > 0 such that for any u ∈ Lp(H,m):∫

H

(∫
H
Kx,t(y, s)u(y, s)dm(y, s)

)p
dµ(x, t)

≤ C(µ)

∫
H
|u(x, t)|pdm(x, t). (2.13)

Our characterization of trace measures is directed to a particular family
of spaces Πp

Ka,b
(H,mc).

For c ∈ R, the measure mc is defined as dmc(x, t) := tcdtdx, where dtdx is
the classical Lebesgue measure, and, with parameters a ≥ 0 and b > 0, the
kernel Ka,b : H×H→ R is such that

Ka,b(x− y, t+ s) ≈ (t+ s)a

(‖x− y‖+ t+ s)b
if ‖x− y‖+ t+ s < 1,

Ka,b(x− y, t+ s) ≈ e−ε(‖x−y‖+t+s) if ‖x− y‖+ t+ s ≥ 1,

where 0 < ε < 1 is fixed.

Remark 2.2.2. For 0 < δ < n, the kernel K0, n − δ is the extension on H of
the Bessel kernel Gδ : Rn → R. It is well known infact that Gδ(x) ≈ ‖x‖δ−n
if ‖x‖ ≤ 1, otherwise Gδ ≈ e−

1
2
‖x‖. Fixed 0 < t < 1, we observe also that for

‖x‖ < 1− t the kernel K0,n−δ acts as a mollifier for Riesz kernel at step t.

Remark 2.2.3. Since Ka,b is a symmetric kernel K∗a,b = Ka,b. Then µ is a
trace measure for Πp

Ka,b
(H,mc) if there is a constant C(µ) > 0 such that for
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any u ∈ Lp′(H, µ):

∫
H

(∫
H
Ka,b(x− y, t+ s)u(y, s)dµ(y, s)

)p′
dm(x, t)

≤ C(µ)

∫
H
|u(x, t)|p′dµ(x, t). (2.14)

Lemma 2.2.1. Given c > −1 and p > 1, we can define, fixed 0 < ε < 1, the
integral operator Te : Lp(H,mc)→ Lp(H, µ) such that for any u ∈ Lp(H,mc)
and (x, t) ∈ H:

Te(u)(x, t) :=

∫
H
e−ε(‖x−y‖+t+s)u(y, s)dmc(y, s).

Given a bounded Borel measure µ on H, there is a constant C(µ) > 0 such
that for any u ∈ Lp′(H, µ):

∫
H
|T ∗µ,e(u)(x, t)|p′dmc(x, t) ≤ C(µ)

∫
H
|u(x, t)|p′dµ(x, t), (2.15)

where p+ p′ = p′p.

Proof. The kernel Ke is a symmetric function, so Ke = K∗e , then for any
u ∈ Lp′(H, µ)

∫
H
|T ∗µ,e(u)(x, t)|p′dmc(x, t)

=

∫
H

(∫
H
e−ε(‖x−y‖+t+s)u(y, s)dµ(y, s)

)p′
dmc(x, t)

from Hölder’s inequality

≤ ‖u‖p′Lp′(H,µ)

∫
H

(∫
H
e−pε(‖x−y‖+t+s)dµ(y, s)

) p′
p

dmc(x, t).

(2.16)
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We study:

R(µ) :=

∫
H

(∫
H
e−pε(‖x−y‖+t+s)dµ(y, s)

) p′
p

dmc(x, t)

≤
∫
H

(
+∞∑
k=1

∫
Sx,k+‖x‖+t

e−pε(‖x−y‖+t+s)dµ(y, s)

) p′
p

dmc(x, t)

for the remark 2.1.5

≈
∫
H

(
+∞∑
k=1

e−pε(k+‖x‖+t)µ(Sx,k+‖x‖+t)

) p′
p

dmc(x, t)

≤

(
µ(H)

+∞∑
k=1

e−kpε

) p′
p ∫

H
e−p′ε(‖x‖+t)dmc(x, t). (2.17)

Recalling that µ(H) <∞ and c > −1 we have:

R(µ) <∞,

so there exists C(µ) > 0 such that:∫
H
|T ∗µ,e(u)(x, t)|p′dmc(x, t) ≤ C(µ)‖u‖p′Lp′(H,µ).

Now, we give a Characterization Theorem for the trace measures on
Πp
Ka,b

(H,mc). The theorem states that the boundedness of the operator
T ∗µ,Ka,b on the characteristic functions of Carleson boxes of H is a neces-
sary and sufficient condition for its overall boundedness. The hypothesis of
the theorem require that the exponent c of the weighted-measure mc is great
enough to control, if we replace in (2.12) m with mc, the convergence of the
left integral in (2.12) in the singular points of Ka,b. This hypothesis is the
same of Theorem 2.1.1.

Finally the theorem gives a characterization only for boundedness Borel
measures on H. This condition, together with the assumption c > −1, is
used to deal with the exponential error as we have seen in Lemma 2.2.1.
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Theorem 2.2.1 (Characterization Theorem). Let p, p′ > 1 be conjugate
and c > −1. If c > b−n−1 we have that a positive bounded Borel measure µ
on H is a trace measure for Πp

Ka,b
(H,mc) if and only if there exists a constant

C(µ) > 0 such that for any S ⊆ S0:∫
S0

(∫
S

Ka,b(x− y, t+ s)dµ(y, s)

)p′
dmc(x, t) ≤ C(µ)µ(S). (2.18)

Proof. We first note that it is sufficient to prove the Theorem 2.2.1 only for
functions u ≥ 0. If u is a not positive function, trivially:∫

H

(∫
H
Ka,b(x− y, t+ s))u(y, s)dµ(y, s)

)p′
dmc(x, t)

≤
∫
H

(∫
H
Ka,b(x− y, t+ s)|u(y, s)|dµ(y, s)

)p′
dmc(x, t),

so, if |u| satisfies the trace inequality (2.14), then also u does.
From the definition of kernel Ka,b, it is clear that:∫

H
|T ∗µ,Ka,b(u)(x, t)|p′dmc(x, t) ≈

∫
H\S0

|T ∗µ,e(u)(x, t)|p′dmc(x, t)

+

∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t),

(2.19)

where we set for u ∈ Lp′(H, µ) and (x, t) ∈ H:

T ∗µ,Pr(u)(x, t) :=

∫
S0

(t+ s)a

(‖x− y‖+ t+ s)b
u(y, s)dµ(y, s).

From Lemma 2.2.1 and (2.19) it follows that it is sufficient to prove that the
operator T ∗µ,Pr : Lp′(H, µ) → Lp′(H,mc) is bounded if and only if there is
C(µ) > 0 such that for any S ⊆ S0 we have∫

S0

(∫
S

(t+ s)a

(‖x− y‖+ t+ s)b
dµ(y, s)

)p′
dmc(x, t) ≤ C(µ)µ(S). (2.20)

In fact if T ∗µ,Ka,b is bounded then also T ∗µ,Pr is bounded because:∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t) ≤
∫
H
|T ∗µ,Ka,b(u)(x, t)|p′dmc(x, t)

+

∫
H\S0

|T ∗µ,e(u)(x, t)|p′dmc(x, t);
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and, on the other hand, if T ∗µ,Pr is bounded then from Lemma 2.2.1 and (2.19)
we have that T ∗µ,Ka,b is bounded. Let u ∈ Lp′(H, µ) be a positive function,
then it is always possible to define a positive Borel measure ν on H setting
for any Borel set E ⊆ H (see for more details [39]):

ν(E) :=

∫
E

u(y, s)dµ(y, s).

We observe that:∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t)

=

∫
S0

(∫
S0

(t+ s)au(y, s)

(‖x− y‖+ t+ s)b
dµ(y, s)

)p′
dmc(x, t)

putting k(t) ≈ log2(1/t) + o(1)

≈
∫
S0

 k(t)∑
k=0

∫
S
x,2kt

(t+ s)au(y, s)

(‖x− y‖+ t+ s)b
dµ(y, s)

p′

dmc(x, t)

for the remark 2.1.5

≈
∫
S0

 k(t)∑
k=0

2(a−b)(k−k(t))ν(Sx,2kt)

p′

dmc(x, t)

≈
∫
S0

 ∑
x∈Q∈Q0,`(Q)≥t

`(Q)a−bν(S(Q)∗)

p′

dmc(x, t)

=

∫
S0

(∑
S⊆S0

`(S)a−bν(S∗)χS(x, t)

)p′

dmc(x, t) (2.21)

We set for any S ⊂ S0

ρ(S) := `(S)c+n+1+p′(a−b).

Applying to the (2.21) the Corollary 2.1.1 we find:∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t) ≤ C
∑
S⊆S0

`(S)c+p
′(a−b)ν(S)p

′|S|

=
∑
S⊆S0

(∫
S

u(y, s)dµ(y, s)

)p′
ρ(S).

(2.22)
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S0 can be modeled by a tree T . We identify the root o of T with S0 and we
match the top-half of S(Qα), denoted by S(Qα)′, to each vertex α ∈ T . For
any v ∈ Lp′(T, µ) we consider I∗µv : T → R such that for any α ∈ T :

I∗µv(α) :=
∑
β≥α

v(β)µ(β)

where β ≥ α iff Qβ ⊆ Qα and by µ(β) we intend µ(S(Qβ)′). We have
indicated by Lp

′
(T, µ) the space of functions ϕ : T → R with norm

‖ϕ‖p′Lp′(T,µ) :=
∑
α∈T

|ϕ(α)|p′µ(α) <∞.

where µ(α) = µ(S(Qα)′). Let be u ∈ Lp′(H, µ), then we define the function
vu : T → R such that for any β ∈ T :

vu(β) :=
1

µ(S(Qβ)′)

∫
S(Qβ)′

u(y, s)dµ(y, s),

We observe that:

I∗µvu(α) =
∑
β≥α

vu(β)µ(β) =
∑
β≥α

∫
S(Qβ)′

u(y, s)dµ(y, s)

=

∫
S(Qα)

u(y, s)dµ(y, s);

and, using the Jensen’s inequality, that

‖vu‖p
′

Lp′ (T,µ)
≤

∑
α∈T

∫
S(Qα)′

|u(y, s)|p′dµ(y, s)

= ‖u‖p
′

Lp′ (H,µ)
. (2.23)

By the correspondence α↔ S(Qα) we have:

∑
S⊆S0

(∫
S

u(y, s)dµ(y, s)

)p′
ρ(S) =

∑
α∈T

(∫
S(Qα)

u(y, s)dµ(y, s)

)p′
ρ(α)

= ‖I∗µvu‖
p′
Lp′(T,ρ).

From the (2.22), according to these new definitions, we can write:∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t) ≤ C‖I∗µvu‖
p′
Lp′(T,ρ). (2.24)
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On the other hand, once again from the (2.21):∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t)

≈
∫
S0

(∑
S⊆S0

`(S)a−bν(S∗)χS(x, t)

)p′

dmc(x, t)

from the inclusion `1 ⊆ `p′

≥ C
∑
S⊆S0

`(S)c+p′(a−b)ν(S∗)p′|S| (2.25)

From the (2.24) and the (2.25) we obtain:∫
S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t) ≈ ‖I∗µvu‖
p′
Lp′(T,ρ). (2.26)

The operator I∗µ : Lp′(T, µ)→ Lp′(T, ρ) is a particular discrete dual operator.
In [8], [11] and more in general contexts in [14] it can be seen that if µ is
a positive bounded borel measure, then a sufficient and necessary condition
for the boundedness of operator I∗µ is that there exists a constant C(µ) > 0
such that for any S(α) ⊆ T :

‖I∗µχS(α)‖p′Lp′(T,ρ) ≤ C(µ)µ(S(α)), (2.27)

where S(α) := {β ≥ α | β ∈ T}. It is clear that S(α) ∼ S(Qα).
If (2.27) holds then I∗µ is bounded, and, from (2.23) and (2.26), it follows
that: ∫

S0

|T ∗µ,Pr(u)(x, t)|p′dmc(x, t) ≈ ‖I∗µvu‖
p′
Lp′(T,ρ)

≤ C(µ)‖vu‖p
′

Lp
′
(T,µ)

≤ C(µ)‖u‖p
′

Lp′ (H,µ)
, (2.28)

so T ∗µ,Pr is bounded.
Finally by the correspondence S(Qα) ∼ S(α) it is easy to see also that (2.20)
implies (2.27), so the Theorem 2.2.1 is proved.
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2.3 Ideas for Further Developments

Given f ∈ L2(Rn) we denote by f̂ or by Ff the Fourier transform of f . Let
F−1 be the anti-Fourier transform. For any α > 0 the fractional laplacian
∆
α/2
x is defined as the operator such that −∆

α/2
x f := F−1(‖x‖αf̂).

If u : H → R is an harmonic function we have ∂2
t u = −∆xu, so we can

define ∂αt u := −∆
α/2
x u. We recall that if u is an harmonic function we have

û(x, t) = e−t‖x‖f̂(x), where f(x) := u(x, 0). Given β ∈ R, we calculate:∫
H
|∂αt u|2tβdtdx =

∫ +∞

0

tβ
∫
Rn
| −∆α/2

x u|2dxdt

=

∫ +∞

0

tβ
∫
Rn
|F(−∆α/2

x u)|2dxdt

=

∫
Rn
‖x‖2α|f̂(x)|2

∫ +∞

0

tβe−2t‖x‖dtdx

integrating by part respect to variable t

= C1

∫
Rn
‖x‖2α−β−1|f̂(x)|2dx. (2.29)

On the other hand for 0 < δ < 1 similarly we compute:∫ +∞

0

t2(1−δ)‖∂tu‖2
2

dt

t
=

∫ +∞

0

t1−2δ

∫
Rn
| −∆1/2u|2dxdt

=

∫ +∞

0

t1−2δ

∫
Rn
|F(−∆1/2u)|2dxdt

=

∫
Rn
‖x‖2|f̂(x)|2

∫ +∞

0

t1−2δe−2t‖x‖dtdx

= C2

∫
Rn
‖x‖2δ|f̂(x)|2dx. (2.30)

If we put δ := α− (β + 1)/2, from (2.29) and (2.30) it follows that:∫
H
|∂αt u|2tβdtdx = C

∫ +∞

0

t2(1−δ)‖∂tu‖2
2

dt

t
. (2.31)

Equality (2.31) proves that if u is an harmonic function such that∫
H
|∂αt u|2tβdtdx+

∫
Rn
|f |2dx <∞, (2.32)

then f ∈ Λ2,2
δ (Rn) = Hδ(Rn). Following the notation of Stein in [40], Λp,q

α (Rn)
is a Lipschitz-Besov spaces, i.e. the space of functions f ∈ Lp(Rn) such that:

‖f‖Λp,qα := ‖f‖p +

(∫
Rn

‖f(x+ y)− f(x)‖qp
‖y‖n+αq

dy

) 1
q

<∞.
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where 1 ≤ p, q <∞ and 0 < α < 1.
We consider the Poisson kernel on the upper half-space of Rn:

Pt(y) =
cnt

(‖x‖2 + t2)
n+1
2

,

where x ∈ Rn, t > 0.
Proposition 7’ in § 5 of [40] states that for any f ∈ Lp(Rn):

f ∈ Λp,q
α (Rn)⇔

∫ +∞

0

tq(1−α)‖∂t(Pt ∗ f)‖qp
dt

t
<∞, (2.33)

and ∫
Rn

‖f(x+ y)− f(x)‖qp
‖y‖n+αq

dy ≈
∫ +∞

0

tq(1−α)‖∂t(Pt ∗ f)‖qp
dt

t
<∞; (2.34)

so the square root of (2.32) is a norm on harmonic extension of Λ2,2
δ (Rn). We

denote by H2
α,β the harmonic extension of Λ2,2

δ (Rn) and by ‖.‖H2
α,β

the square

root of (2.32). H2
α,β is an Hilbert space whit reproducing kernel:

Kx,t(y, s) = Gδ ∗ Px,t+s(y), (2.35)

where Gδ is the Bessel kernel with exponent δ. We recall that K : H×H→ R
is the reproducing kernel of H2

α,β if:

1. Kx,t ∈ H2
α,β for any fixed (x, t) ∈ H,

2. ∀u ∈ H2
α,β,∀(x, t) ∈ H: u(x, t) = 〈Kx,t, u〉H2

α,β
.

If K is the reproducing kernel of H2
α,β, then for u ∈ H2

α,β and (x, t) ∈ H we
have

u(x, t) = 〈Kx,t, u〉H2
α,β

=

∫
H

∆α/2
y Kx,t(y, s)∆

α/2
y u(y, s)sβdsdy +

∫
Rn
Kx,t(y, 0)f(y)dy

using the Fourier transform and integrating by part respect to variable t

=

∫
Rn

(‖y‖2α−β−1 + 1)FKx,t(., 0)(y)Ff(y)dy

≈
∫
Rn

(‖y‖2 + 1)δ/2FKx,t(., 0)(y)Ff(y)dy. (2.36)

On the other hand since u is an harmonic function:

u(x, t) = 〈Px,t, f〉2

=

∫
Rn
Px,t(y)f(y)dy =

∫
Rn
FPx,t(y)Ff(y)dy. (2.37)
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Recalling that Gδ = F−1((‖x‖2 + 1)−δ/2, from (2.36) and (2.37) we obtain:

FKx,t(., 0)(y) = (‖y‖2 + 1)−δ/2FPx,t(y)

= F(F−1(‖.‖2 + 1)−δ/2)(y)FPx,t(y)

for the Fourier transform property on convolution product

= F(Gδ ∗ Px,t)(y),

so applying to this equality the anti-Fourier transforms we have (2.35).
It is easy to verify that ∆Kx,t = 0. We want to verify if∫ +∞

0

s2(1−δ)−1

∫
Rn
|∂tKx,t(y, s)|2dyds <∞. (2.38)

To prove (2.38) is equivalent to prove that∫
Rn

(‖y‖2 + 1)δ/2|FKx,t(y)|2dy <∞. (2.39)

We observe:∫
Rn

(‖y‖2 + 1)δ/2|FKx,t(y)|2dy =

∫
Rn

(‖y‖2 + 1)−δ/2|FPx,t(y)|2dy

=

∫
Rn

(‖y‖2 + 1)−δ/2e−2t‖x−y‖dy <∞,

(2.40)

so K is the reproducing kernel of H2
α,β. Using the properties of Fourier

transform and reproducing kernels it should be possible to consider:

∂tKx,t(y, s) ≤ ∂tPx,t(y, s)χ{‖x−y‖+t+s<1} + e−
1
2

(‖x−y‖+t+s)χ{‖x−y‖+t+s≥1}.

(2.41)

It is easy to compute:

∂tPx,t(y, s) =
(‖x− y‖2 − n(t+ s)2)

(‖x− y‖2 + (t+ s)2)
n+3
2

, (2.42)

so if (2.41) is true, we have:

∂tKx,t(y, s) ≤ K0,n+1(x− y, t+ s)

in this case it is clear that Characterization Theorem holds as a sufficient
condition for trace measures of H2

α,β. Given a bounded Borel measures µ on
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H we have in fact for any positive function u ∈ L2(H, t2(1−δ)dtdx):∫
H

(∫
H
∂tKx,t(y, s)u(y, s)dµ(y, s)

)2

t2(1−δ)dtdx

≤
∫
H

(∫
H
K0,n+1(x− y, t+ s)u(y, s)dµ(y, s)

)2

t2(1−δ)dtdx; (2.43)

in particular for any Carleson box S ∈ H we have:∫
H

(∫
S

∂tKx,t(y, s)dµ(y, s)

)2

t2(1−δ)dtdx

≤
∫
H

(∫
S

K0,n+1(x− y, t+ s)dµ(y, s)

)2

t2(1−δ)dtdx. (2.44)

∂tPx,t could have many cancellations under integral. The eventual resolution
of this cancellation’s problem is the key point to apply the Characterization
Theorem also as a necessary condition for trace measures of H2

α,β. We would
like to prove that:∫

S0

(∫
S0

∂tPx,t(y, s)|u(y, s)|dµ(y, s)

)2

t2(1−δ)dtdx ≤ C(µ)‖u‖2
H2
α,β

⇔
∫
S0

(∫
S0

|u(y, s)|dµ(y, s)

(‖x− y‖+ t+ s)n+1

)2

t2(1−δ)dtdx ≤ C(µ)‖u‖2
H2
α,β
,

(2.45)

in this case the test on the Carleson box of Characterization Theorem holds
as a necessary and sufficient condition for trace measures of H2

α,β, but it
seems very difficult to prove the equivalence (2.45).

Finally we would like generalize the space H2
α,β to exponents p 6= 2. For

example, one difficulty we have is that, if we replace the weight s2(1−δ) with
sp(1−δ), we have: ∫

S0

sp(1−δ)|∂sKt,x(y, s)|p
ds

s
dy = +∞. (2.46)
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Chapter 3

Carleson Measures for Besov
Spaces of Discrete Martingales

Introduction

In this chapter we characterize the Carleson measures for Besov spaces of dis-
crete martingales defined on homogeneous trees. Let T be a k-homogeneous
tree with root o (see below for these and other definitions). Given a mar-
tingale ϕ : T → R, consider the martingale difference function Dϕ : T → R
defined by

Dϕ(α) =

{
ϕ(α)− ϕ(α−1) if α ∈ T \ {o},
ϕ(o) if α = o.

Here α−1 is the predecessor of α in T . On the level of metaphor, we think
of the tree as a model for the unit disc in the complex plane, of martingales
as harmonic functions and of martingale differences as gradients of harmonic
functions. This viewpoint is well known. It has its roots in the seminal work
of Cartier (with harmonic functions instead of martingales) [20] and in the
influential article [26].

The characterization we have is in terms of ”testing conditions“ similar
to those Kerman and Saywer [27] found in their work on weighted trace
inequalities. It will be shown how in this discrete case it is possible to solve
a cancellation problem using the stopping time argument, already used in [7]
to solve the same type of problem for analytic Besov spaces on dyadic trees.
Our cancellations problem, as we will see, is caused by the non constant
sign of the discrete integral operator Θ : BTp → Lp′(µ) of which boundedness
is equivalent to Carleson measures inequality. Unfortunately, the results
found in the discrete case can not reapplied to the continuous case where the
cancellations problem is still open.

41



3.1 Besov Spaces of Discrete Martingales

An analytic Besov space can be reduced to a corresponding discrete model.
We give some preliminary definitions about the tree model.

Definition 3.1.1. A k-homogeneous tree T , where k ≥ 2 is an integer, is
defined by the set

T := {(n, j) ∈ N× N : 1 ≤ j ≤ kn}.

A generic α = (n, j) ∈ T is called vertex of T .

In our case we identify the interval [0, 1] with the root o = (0, 1) ∈ T . At
each vertex α = (n, j) ∈ T we match the interval I(α) := [k−n(j − 1), k−nj],
so |I(α)| = k−n is the length of I(α). On T it possible to define a partial
ordering as in the following definition.

Definition 3.1.2. Given α, β ∈ T

α < β ⇔ I(β) ⊂ I(α)

If α < β or α > β and |I(α)| · |I(β)|−1 ∈ {k, 1/k} we say that there is an
edge between α and β. We write d(α, β) to indicate the minimum number of
edges between α and β, in particular we set d(α) := d(α, o), the distance in
terms of edges from a generic element α to the root.

Definition 3.1.3. Let α a vertex of T , then we define as predecessor of α
the vertex α−1 ∈ T such that

1. α > α−1

2. d(α−1) = d(α)− 1

Definition 3.1.4. Let α a vertex of T , then we define as successor of α the
vertex β such that

1. β > α

2. d(β) = d(α) + 1

Remark 3.1.1. We observe that any vertex α of a k-homogeneous tree T has
k successors which we indicate always by α1, α2, ..., αk.

In the following definitions we build an appropriate functions on T which
discretize all continuous functions and operators describing a Besov space of
harmonic function. An harmonic function can be discretized by a martingale,
the derivative function by the operator D and finally the integral function
by the operator I.
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Definition 3.1.5. A function ϕ : T → R is a martingale if for all α ∈ T :

ϕ(α) =
1

k

k∑
j=1

ϕ(αj). (3.1)

Remark 3.1.2. The definition of martingale corresponds to discrete version
of mean value property characterizing the harmonic function.

Definition 3.1.6. Given ϕ : T → R the discrete derivative Dϕ : T → R is
the function:

Dϕ(α) =

{
ϕ(α)− ϕ(α−1) if α ∈ T \ {o},
ϕ(o) if α = o.

Definition 3.1.7. Given ϕ : T → R the discrete primitive Iϕ : T → R is
the function:

Iϕ(α) :=
∑
o≤β≤α

ϕ(β)

Remark 3.1.3. It is straightforward to verify that D ◦ I = I ◦D = Id.

Definition 3.1.8. Given 1 < p < ∞ we denote by BTp the Besov space of
martinagales ϕ : T → R such that:

‖ϕ‖pBp =
∑
α∈T

|Dϕ(α)|p <∞. (3.2)

Remark 3.1.4. For p = 2 we have the Dirichlet space BT2 , which is an Hilbert
space with inner product:

〈ϕ, ψ〉BT2 :=
∑
α∈T

Dϕ(α)Dψ(α). (3.3)

Definition 3.1.9. K : T × T → R is a reproducing kernel for BT2 if for all
martingales ϕ ∈ B2 and for all α ∈ T :

ϕ(α) = 〈Kα, ϕ〉BT2 =
∑
β∈T

DKα(β)Dϕ(β). (3.4)

Proposition 3.1.1. The reproducing kernel of BT2 is the function:

Kα(β) =

{
k−1
k
d(α) if α ≤ β,

k−1
k

(d(β) + 1) if α > β.
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Proof. If {ϕr}r is an orthonormal basis of BT2 then it is known that for all
α, β ∈ T :

Kα(β) =
∑
r

ϕr(α)ϕr(β). (3.5)

We denote by Dα and Dβ the corresponding derivatives of K from the vari-
ables α and β, so from (3.5) we have:

DβKα(β) = Kα(β)−Kα(β−1)

=
∑
r

ϕr(α)ϕr(β)−
∑
r

ϕr(α)ϕr(β−1) =
∑
r

ϕr(α)Dϕr(β);

from which we get:

DαDβKα(β) = DβKα(β)−DβKα−1(β)

=
∑
r

ϕr(α)Dϕr(β)−
∑
r

ϕr(α
−1)Dϕr(β)

=
∑
r

Dϕr(α)Dϕr(β). (3.6)

Let DBT2 be the space of functions ψ for which there is a martingale ϕ ∈ BT2
such that ψ = Dϕ, then (3.1) is equivalent to:

k∑
j=1

ψ(αj) = 0, (3.7)

where α1, α2, ..., αk are the successors of an element α ∈ T . If we consider on
DBT2 the `2-norm we note that:

‖ψ‖2
`2(T ) =

∑
α∈T

|ψ(α)|2 =
∑
α∈T

|D(Iψ)(α)|2 = ‖Iψ‖2
BT2

= ‖ϕ‖2
BT2

; (3.8)

therefore it is obvious that {ϕr} is an orthonormal basis in BT2 if and only if
{ψr} is an orthonormal basis in DBT2 . We can choose as orthonormal basis
of DBT2 the normalized k-th roots of unity:

ψα,r(αl) :=
1√
k
e2πi rl

k , l ∈ {1, 2, ..., k}

where r ∈ {0, 1, ..., k − 1}, α is an element of T and α1, α2, ..., αk its suc-
cessors. Each function ψα,r is zero on all other elements of T different from
the successors of α. For all α ∈ T and r ∈ {1, 2, ..., k − 1} condition (3.7) is
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verified and clearly {ψα,j |α ∈ T, 0 ≤ j ≤ k − 1} is an orthonormal basis of
DBT2 . By (3.6) we have:

DαDβKα(β) =
∑
δ∈T

k−1∑
r=1

ψδ,r(α)ψδ,r(β).

The last expression is non-zero only if there is δ ∈ T such that α, β ∈
{δ1, δ2, ..., δk}, in which case there are m,n ∈ {1, 2, ..., k} such that α = δm
and β = δn, so:

DαDβKα(β) =
k−1∑
r=1

ψδ,r(δm)ψδ,r(δn)

=
1

k

k−1∑
r=1

e2πi
r(m−n)

k =

{
k−1
k

if m = n,

− 1
k

if m 6= n.
(3.9)

Integrating with respect to the variable β, we obtain:

DαKα(β) = Iβ(DαDβKα(β))

=

β∑
δ=o

DαDβKα(δ)

=

{
k−1
k

if α ∈ [o, β],

− 1
k

if α /∈ [o, β], d(α, α ∧ β) = 1,
(3.10)

where α ∈ [o, β] means that o ≤ α ≤ β and we denote by α∧β the confluent
of α and β, i.e. the only point of intersection between the two geodesics
starting at o and containing α and β respectively. We recall that a geodesic
of T is a sequence {zn}n≥0 ⊆ T such that zn > zn−1 and d(zn, zn−1) = 1 for
each n ≥ 1. Integrating respect to the variable α, we have:

Kα(β) = Iα(DαKα(β))

=
α∑
δ=0

DαKδ(β) =

{
k−1
k
d(α) if α ≤ β,

k−1
k

(d(β) + 1) if α > β.
(3.11)
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3.2 Carleson Measures for BTp Spaces

Definition 3.2.1. A positive measure µ on T is a Carleson measure for BTp ,
1 < p < ∞, if there exists a constant C(µ) > 0 such that for each ϕ ∈ BTp
the following inequality holds:∑

α∈T

|ϕ(α)|pµ(α) ≤ C(µ)
∑
α∈T

|Dϕ(α)|p (3.12)

Remark 3.2.1. Equivalently the inequality (3.12) can be rewritten respect to
I operator. We can say that a positive measure µ on T is a Carleson measure
for BTp if there is a constant C(µ) > 0 such that for any ϕ ∈ BTp :∑

α∈T

|Iϕ(α)|pµ(α) ≤ C(µ)
∑
α∈T

|ϕ(α)|p. (3.13)

If µ is a Carleson measure then I : BTp → Lp(T, µ) is a bounded operator.

Let Θ : Lp
′
(T, µ)→ BTp′ be the dual operator of I. Θ is bounded if and only

if µ is a Carleson measure. We can say also that µ is a Carleson measure if
there is a constant C(µ) > 0 such that for any ϕ ∈ Lp′(T, µ):∑

α∈T

|DΘϕ(α)|p′ ≤ C(µ)
∑
α∈T

|ϕ(α)|p′ . (3.14)

Lemma 3.2.1. For any ϕ ∈ Lp′(µ) we have:

‖Θϕ‖p
′

BT
p′

=
∑
x∈T

∣∣∣∣k − 1

k

∑
y∈S(x)

ϕ(y)µ(y)− 1

k

∑
y∼x

∑
z∈S(y)

ϕ(z)µ(z)

∣∣∣∣p′

+

∣∣∣∣k − 1

k

∑
x∈T

ϕ(y)µ(y)

∣∣∣∣p′ . (3.15)

Proof. Θϕ ∈ BTp′ , so for the Definition 3.1.9 we have:

Θϕ(x) = 〈Kx,Θϕ〉BT2
= 〈Kx, ϕ〉`2(µ) =

∑
y∈T

Kx(y)ϕ(y)µ(y),

so

DxΘϕ(x) =
∑
y∈T

DxKx(y)ϕ(y)µ(y),
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From the (3.10) of Proposition 3.1.1 we have that for any x ∈ T

DxΘϕ(x) =
∑
y∈T

DxKx(y)ϕ(y)µ(y)

=
k − 1

k

∑
y≥x

ϕ(y)µ(y)− 1

k

∑
y∼x

∑
z>y

ϕ(z)µ(z)

=
k − 1

k

∑
y∈S(x)

ϕ(y)µ(y)− 1

k

∑
y∼x

∑
z∈S(y)

ϕ(y)µ(y)

+
k − 1

k
ϕ(x)µ(x)

where we denote by y ∼ x the successors of x−1 such that y 6= x. Then
summing on x ∈ T the (3.15) follows.

Theorem 3.2.1. Given p > 1, let p′ the conjugate of p. A positive and
bounded measure µ on T is a Carleson measure for BTp if and only if for all
α ∈ T : ∑

x≥α

µ(S(x))p
′ ≤ C(µ)µ(S(α)); (3.16)

where for each α ∈ T we define S(α) := {β | β > α} as the box of vertex α.

In Theorem 3.2.1 Carleson measures are characterized by testing inequal-
ity (3.12) on characteristic functions of special sets. The result is similar to
those obtained in a different context by Kerman and Sawyer. Let me say a
few words about the proof. The inequality (3.12) means that the operator
Id : BTp → Lp(µ) is bounded. This is equivalent to the boundedness of the
adjoint operator Θ : Lp′(µ) → BTp′. Now, Θ is an integral operator with a
kernel having many cancellations. It was proved in [8] that the hypothesis of
Theorem 3.2.1 is equivalent to the boundedness of the operator |Θ| which is
obtained from Θ by replacing the signed kernel with its absolute value. We
are left, then, with the task of proving that the boundedness of Θ, the signed
kernel, implies condition (3.16). The same problem arises in the dyadic case,
which was considered in [7]. To get around the problem of cancellations we
use a stopping time argument. In the continuos case, a result analogous to
Theorem 1 for the corresponding Besov spaces of harmonic functions on Rn

+

seems to be still open. The cancellations in the kernel are of the same kind,
but the more involved geometry of the upper-half space makes it difficult to
efficiently run a stopping time argument.
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Proof. For x ∈ T we set Mx := µ(S(x)). If ϕ = χS(α), from (3.15) we have

‖Θϕ‖p
′

BT
p′

=
∑
x>α

∣∣∣∣k − 1

k
Mx −

1

k

∑
y∼x

My

∣∣∣∣p′ + ∣∣∣∣k − 1

k
Mα

∣∣∣∣p′ . (3.17)

The Theorem 1 is proved if we show that:

∑
x>α

∣∣∣∣k − 1

k
Mx −

1

k

∑
y∼x

My

∣∣∣∣p′ + ∣∣∣∣k − 1

k
Mα

∣∣∣∣p′ ≈∑
x≥α

Mp′

x . (3.18)

Infact if we consider I∗µ : Lp
′
(µ) → Lp

′
, the adjoint of I : Lp → Lp(µ), we

have that for ϕ := χS(α) and x ∈ T

I∗µ(ϕ)(x) =
∑
y∈S(x)

ϕ(y)µ(y) =

{
Mx if x > α,

Mα if x ≤ α;
(3.19)

thus

‖I∗µ(ϕ)‖p
′

Lp′
=
∑
x∈T

|I∗µ(ϕ)(x)|p′ ≥
∑
x≥α

Mp′

x . (3.20)

If (3.18) is true, from (3.17) and (3.20) we obtain:

‖Θϕ‖p
′

BT
p′
≤ ‖I∗µ(ϕ)‖p

′

Lp′
. (3.21)

In [8] it has been proved that I∗µ is bounded if and only if it is bounded
only on characteristic functions χS(α). By (3.21) it is sufficient to test the
boundedness of the operator Θ only on this type of functions.

We note immediately that:

∑
x>α

∣∣∣∣k − 1

k
Mx −

1

k

∑
y∼x

My

∣∣∣∣p′ ≤ ∑
x>α

∣∣∣∣k − 1

k
Mx +

1

k

∑
y∼x

My

∣∣∣∣p′

≤
∑
x>α

∣∣∣∣k − 1

k
Mx−1 +

k − 1

k
Mx−1

∣∣∣∣p′
≤ C

∑
x≥α

Mp′

x . (3.22)

The opposite inequality

∑
x≥α

Mp′

x ≤ C

∣∣∣∣k − 1

k
Mα

∣∣∣∣p′ + C
∑
x>α

∣∣∣∣k − 1

k
Mx −

1

k

∑
y∼x

My

∣∣∣∣p′ (3.23)
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is not trivial.
To prove (3.23) we need some preliminary definitions. Let ε > 0 to be

specified later. Let α ∈ T and ξ := {zn}n≥0 a geodesic such that z0 = α. We
definem-stopping times recursively:

tm := tm(ξ) := inf

{
t > tm−1 : Mzt >

(
1 + ε

k

)
Mz−1

t

}
,

where m > 0 and t0 := 0. A point b ∈ T such that b = ztm on some geodesic
staring at α is called m-stopping point and let A(b) to be as the set of the
(m + 1)-stopping points c such that c > b. Let SP (α) be the set of the
stopping points, then we prove that:∑

x≥α

Mp′

x ≤ C
∑

x≥α,x∈SP (α)

Mp′

x . (3.24)

This last inequality is proved if for all m ≥ 0 and for each m-stopping point
b: ∑

b≤c<A(b)

Mp′

c ≤ CMp′

b , (3.25)

where c < A(b) means that c < u there is no u ∈ A(b), c ≥ u . Let n be a
positive integer and b ≤ c < B(b) such that d(b, c) = n. Let c1, c2, ..., ck be
the successors of c−1, then there is j ∈ {1, 2, ..., k} such that c = cj. If there
exists l ∈ {1, 2, ..., k − 1} such that for all 1 ≤ s ≤ l we have b < cs < B(b)
then:

Mp′

c +
l∑

s=1

Mp′

cs ≤ (l + 1)

(
1 + ε

k

)p′
Mp′

c−1 ≤ k1−p′(1 + ε)p
′
Mp′

c−1 . (3.26)

If c1, ..., cj−1, cj+1, ..., ck are not between b and A(b), then:

Mp′

c ≤
(

1 + ε

k

)p′
Mp′

c−1 ≤ k1−p′(1 + ε)p
′
Mp′

c−1 . (3.27)

We choose ε such that k1−p′(1 + ε)p
′

= 1− δ < 1, where 0 < δ < 1. If either
(3.26) or (3.27) holds, we have, by iteration d(b, c):∑

b<c<A(b),d(b,c)=n

Mp′

c ≤ (1− δ)
∑

b<c<A(b),d(b,c)=n−1

Mp′

c

≤ (1− δ)2
∑

b<c<A(b),d(b,c)=n−2

Mp′

c

≤ ... ≤ (1− δ)nMp′

b . (3.28)
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Summing on n > 0 in (3.28), the (3.25) is proved. In fact:

∑
b≤c<A(b)

Mp′

c ≤Mp′

b

+∞∑
n=0

(1− δ)n ≤ CMp′

b .

Now let b > α be a stopping point. Since for y ∼ b the boxes S(y) ⊂ S(b−1)
are all mutually disjoint ∑

y∼b

My ≤Mb−1 −Mb.

Then

1

k

∑
y∼b

My ≤
1

k
(Mb−1 −Mb) ≤

1

k

(
k

1 + ε
− 1

)
Mb

≤
(

1

1 + ε
− 1

)
Mb +

k − 1

k
Mb.

Hence:

k − 1

k
Mb −

1

k

∑
y∼b

My ≥ εMb. (3.29)

Putting C := ε−p
′
, we obtain:

Mp′

b ≤ C

∣∣∣∣k − 1

k
Mb −

1

k

∑
y∼b

My

∣∣∣∣p′ . (3.30)

Finally summing over b, we get:

∑
b>α,b∈SP (α)

Mp′

b ≤ C
∑

b>α,b∈SP (α)

∣∣∣∣k − 1

k
Mb −

1

k

∑
y∼b

My

∣∣∣∣p′

≤ C

∣∣∣∣k − 1

k
Mα

∣∣∣∣p′ + C
∑
b>α

∣∣∣∣k − 1

k
Mb −

1

k

∑
y∼b

My

∣∣∣∣p′ ;
by the definition of stopping point occurring:∑

b≥α

Mp′

b ≤
∑

b>α,b∈SP (α)

Mp′

b ;

the (3.23) is fully proved.
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