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Introduction

One of the most intriguing questions of modern physics is why the universe that we observe
is composed of matter. It is believed that at the time of the Big Bang equal amounts of
matter and anti-matter were created, hence during the first instants after the Big Bang matter
and anti-matter were equally populating the early universe. Then, particles and anti-particles
started to annihilate each other until a universe exclusively composed of matter was left. Such
a phenomenon can be explained if there exists some kind of asymmetry which differentiates the
behaviour of matter and anti-matter particles. The first experiment revealing the presence of
such an asymmetry dates back to 1964, when it was discovered that the so-called CP symmetry
was violated by weak interactions using neutral kaon decays.

In the last decade CP violation has been extensively studied also using decays of B and
D hadrons. In the Standard Model of particle physics, the violation of the CP symmetry is
parameterized by a complex phase entering the elements of the so-called Cabibbo-Kobayashi-
Maskawa (CKM) matrix. The family of charmless charged two body B decays, B — hth'~
decays, where B can be either a B® meson, a B? meson or a A, baryon, while & and h' stand
for m, K or p is matter of great interest, as such decays are sensitive probes of the CKM matrix
and have the potential to reveal the presence of New Physics. In contrast to the case of other
theoretically clean measurements of CP violation in the B sector, a simple interpretation of the
CP violating observables of the charmless two-body B decays in terms of CKM phases is not
possible. This is because these decays receive significant contributions not only from tree-level
transitions, but also from QCD and Electroweak penguin diagrams. Such “penguin pollution”
poses several problems for a clean measurement of CKM phases using these decays. On the
other hand, the presence of loops inside the penguin diagrams has interesting implications,
since they could be affected by sizable contributions from New Physics. One promising way to
exploit the presence of penguins for these decays as a resource rather than a limitation consists
in combining the measurements of the B — 7t7~ and B? — K*K~ time-dependent CP
asymmetries, assuming the invariance of the strong interaction dynamics under the exchange
of the d <> s quarks (U-spin symmetry) in the decay graphs of these modes. In this way it is
possible to determine the CKM angle -, without the need of any dynamical assumption. Due
to the possible presence of New Physics in the penguin loops, a measurement of v using these
decays could differ appreciably from that determined using other B decays governed by pure
tree amplitudes. As U—spin symmetry is not exactly conserved, the measurement of the direct
CP asymmetries of the B® — K+7~ and BY — 77 K~ decays is also important to constrain the
size of symmetry breaking effects. In addition the comparison of the branching fractions of the
U —spin related modes provides valuable information about the theoretical modelling of strong
interaction contributions in hadronic B decays.

The analyses carried out in this sector at the B-Factories and at the Tevatron have been able



to detect for the first time the presence of direct CP violation in the B — K7~ decay and to
measure the time-dependent CP asymmetry in B — 777 ~. While for the former the measure-
ments of BaBar and Belle are in good agreement, in the latter case only the measurements of the
mixing-induced CP asymmetry coefficient agree well, while those of the direct CP asymmetry
coefficient are quite different, with an agreement at the level of 2.40 only. The CDF experiment
has also observed the B -+ KTK~, BY - 7tK~, A, — pr~ and Ay, — pK~ decays, and more
recently has published a 30 evidence for the rare decay BY — ntn—.

In this thesis the status-of-the-art of the LHCb measurements in this sector is presented.
LHCD is one of the four main experiments operating at the Large Hadron Collider (LHC),
specifically devoted to the measurement of CP violation and rare decays of beauty and charm
hadrons.

In the first chapter the framework of CP violation within the Standard Model, the role of
the CKM matrix with its basic formalism and the current experimental status are introduced.
Then an overview of the theoretical tools commonly used to deal with hadronic B decays is given
with a dedicated part on B hadron phenomenology, where the relation between CP violation
and the CKM matrix is outlined. Then, after a brief summary of the relevant observables and
the current measurements of B — hTh'~ decays, a strategy for the extraction of the angle ~y
from the analysis of these decays is discussed in some detail.

In the second chapter the LHCb detector is described, focusing on the physics constraints
and the technologies adopted for each sub-detector, and giving a brief summary of sub-detector
performances.

The third chapter is dedicated to the measurement of the direct CP asymmetries of the B —
K*7~ and BY — 77 K~ decays performed using the data collected at /s = 7 TeV by LHCb
during 2010, corresponding to an integrated luminosity of about 37 pb~!'. The optimization
of the event selection, the calibration of the particle identification, the extraction of the CP
asymmetries from data and the evaluation of the systematic uncertainties are discussed in detail.

In the fourth chapter, an update of the analysis presented in the third chapter is reported,
using a data sample collected during the first part of 2011, corresponding to an integrated
luminosity of about 320 pb~!. In addition, the measurement of the branching fractions of the
rare modes BY —+ KK~ and BY — nt71~ is presented.

Finally, in the fifth chapter we report the measurement of the branching fractions of the
BY - K*K—, B » 7tn~ and B? — 7 K~ decays, as well as that of the ratio between the
branching fractions of the Ay, — pm~ and Ay — pK ™~ decays.

vi



Chapter 1

CP violation and charmless charged
two-body B decays

The violation of the CP symmetry, i.e. the non-invariance of fundamental interactions under the
combined transformation of charge conjugation (C) and parity (P), is one of the most important
topics in modern physics. Under C, particles turn into antiparticles, by conjugation of their
internal quantum numbers (e.g. @ — —@Q for the electromagnetic charge). Under P, spatial
coordinates are reversed, changing the handedness of the reference frame (¥ — —Z). If CP
were an exact symmetry of Nature, the behaviour of matter and antimatter would be the same.
Among the fundamental forces, gravitational, electromagnetic and strong interactions respect
C and P and, therefore, also their combination CP. In contrast, weak interactions violate both
C and P symmetries, as for example W bosons couple only to left-handed particles and their
CP counterpart, right-handed antiparticles, but neither to right-handed particles nor to left-
handed antiparticles. However, it was initially thought that weak interactions preserved the
CP symmetry, until it was firstly discovered in 1964 that also CP was violated in neutral kaon
decays [I]. In the last decade CP violation has been extensively studied also using decays of B
and D hadrons.

The phenomenon of CP violation can be observed as arising in the flavour mixing of neutral
mesons (i.e. the transformation of a neutral meson into its CP counterpart), or directly from
the decay diagrams (when the decay rate of a particle to a final state differs from that of the
corresponding antiparticle to the charge conjugate final state), or finally in the interference
between mixing and decay. CP violation is nowadays a well established experimental fact in
several K° and B decays [1, 2, [6HI4]. Recently, an evidence of direct CP violation in the decays
of D? mesons has been claimed by the LHCb collaboration [5] and another evidence in B? decays
has been found as the result of the work presented in this thesis.

It is well known that CP violation is a key ingredient to explain the observed baryon asym-
metry of the Universe [15]. However, it is believed that the observed baryon asymmetry is too
large to be generated by the size of CP violation present in the Standard Model (SM). The sim-
plest way to explain such a discrepancy is to postulate the existence of new elementary particles
and interactions lying beyond SM, leading to additional sources of CP violation which could
be associated to high energy scales, not directly accessible by particle colliders so far. Such
“New Physics” could also manifest itself as a small deviation of some observables from their SM
predictions, and for this reason CP violation represents a very relevant field to be explored with
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constantly increasing precision. Any improvement in the experimental accuracy and theoretical
understanding in this sector can play a crucial role in quest for physics beyond the SM.

1.1 The CKM matrix

In the SM, the CP symmetry is broken by complex phases in the Yukawa couplings of quark
fields with the Higgs scalar:

Ly = =Y{jQL,¢Dp; — YQL 6 U, + hec., (1.1)

where Y4 are 3 x 3 complex matrices, ¢ is the Higgs field, i and j are generation labels. Qi are
left-handed quark doublets, and D{.% and U]I% are respectively generic right-handed down-type and
up-type quark singlets in the weak-eigenstate basis. When the symmetry group of the Standard
Model electroweak interaction, SU(2), x U(1)y, is broken assigning a vacuum expectation value
to the Higgs field, (¢) = (O,v / \/i), Eq. yields mass terms for the quarks. The physical
states are thus obtained diagonalizing the Yukawa matrix using four matrices:

o _ Y yr ft

Mdiag - EVL va ) (1'2)
where v//2 is the vacuum expectation value for the Higgs scalar and f = u,d. As a consequence
of this diagonalization, weak-eigenstates and mass-eigentstates of quarks become mixed and the
charged current interactions for quarks are then given by:

_ 9 7= i +
Lws = 01" (VL“VL )U Dy Wi+ hee, (1.3)
where g is the electroweak coupling constant. The product of the two VLf matrices contains the

couplings of an up-type antiquark and a down-type quark to the charged W bosons and is called
Cabibbo-Kobayashi-Maskawa (CKM) matrix [16] [17]:

P Vud Vus Vub
Vorm = ViV = | Ve Vis Vi (1.4)
Via Vis Vw

The Feynman diagrams describing charged-current weak interactions between up-type and down-
type quarks can be represented as shown in Fig. where the various elements of CKM matrix
modify the strenghts of the couplings. Before describing how the CKM matrix accounts for CP
violation we will present its main properties.

1.1.1 Properties of the CKM matrix

The first important feature of the CKM matrix is its unitarity, required since processes involving
quarks will not be invariant under a change of the quark field basis representation. Such a
condition determines the number of free parameters of the matrix. A generic N x N unitary
matrix depends on N (N — 1) /2 mixing angles and N (N + 1) /2 complex phases. In the CKM
case, dealing with a mixing matrix between the quark flavour eigenstates, the Lagrangian allows
to redefine the phase of each quark field such that:

{ U— e uU

D —y e—iep D = Vup — ewUVUDe_WD (1.5)
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Figure 1.1: Basic Feynman diagrams for charged-current weak interaction processes between
up-type (U) and down-type (D) quarks. On the left the interaction diagram between quarks
mediated by negative vector boson (W ™) is represented. On the right its CP conjugate diagram
is reported. The Vog s factor Viyp modifying the strngth of the coupling is also shown.

In this way 2N — 1 unphysical phases of the CKM cancel out. As a consequence any N x N
complex matrix describing mixing between N generations of quarks has:
1 1 )
§N(N—1) + i(N—l)(N—Q) =(N-1) (1.6)
|
mixing angles physical complex phases

free parameters. The interesting case N = 2 leads to a mixing matrix with only one free
parameter, named the Cabibbo angle 6¢ [16]:

[ cosfc sin O
Vo = ( —sinfc  cosfc ) (1.7)

The nature of Vi allowed to explain the suppression of flavour changing neutral current (FCNC)
and historically had put the basis for the discovery of the charm quark [I8] [19].

In the case N = 3, the resulting number of free parameters is four: three mixing angles and
one complex phase. This phase alone is responsible for CP violation in the weak interactions of
the SM. Among the various possible conventions, a standard choice to parameterize Vogas is
the following:

c12€13 512€13 s1ze”"
i i
Verkm = | —s12023 — c12523513€"°  C12C23 — S12523513€" $23€13 (1.8)
i i
512523 — C€12€23513€"°  —C12523 — $12C23513€"  C23C13

where s;; = sin;;, ¢;; = cos);; and ¢ is the CP violating phase. All the 6;; angles can be chosen
to lie in the first quadrant, so s;j,¢;; > 0, and the mixing between two quarks generation 4, j
vanishes if the corresponding 0;; is equal to zero. In particular, in the case 13 = 23 = 0 the
third generation would decouple and the CKM matrix would take the form of Vi in Eq. (|1.7)).
The presence of a complex phase in the mixing matrix is a necessary but not sufficient condition
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for CP violation. As pointed out in [20], another key condition is:

(mi —m?2) (mi —m2) (m2 —m2) (mi —m?2) (mi —m3) (m2—m3) x Jop # 0 (1.9)
where
Jop =13 (ViaVigVisVin) | (i #j,a #6) (1.10)

is the “Jarlskog parameter”. This condition is related to the fact that according to Eq.
it would be possible to remove the CKM phase if any of two quarks with the same charge
were degenerated in mass. As a consequence the origin of CP violation is deeply connected
to the “flavour problem”, with the origin of quark masses hierarchy, and number of fermion
generations. Jop can be interpreted as a measurement of the entity of CP violation in the SM.
Its value does not depend on the phase convention of the quark fields, Eq. , and within the
standard parameterization in Eq. it can be written as:

2 .
JCP = 512513523C12€23C73 S111 0. (1.11)

Experimentally one has Jop = O (10_5), which states that CP violation in Standard Model
is very small. Various extensions of the SM foresee new sources of flavour mixing which could
enhance the strength of the violation.

1.1.2 Experimental knowledge of |V;]

The determination of the CKM matrix elements is possible using the following tree-level pro-
cesses:

|Vud| - Nuclear beta decays (d — uer, transitions);
|Vus| - Semileptonic kaons decays K — wlv (s — ulv transitions);
|Vup| - Exclusive and inclusive semileptonic B-hadron decays (b — ulv transitions);

|Veq| - Semileptonic D-hadron decays D — wlv (¢ — dlv transitions) and charm production
from v interaction with matter;

|Ves| - Semileptonic D decays (¢ — slv transitions) and leptonic Dy decays (Ds — D)
|Vep| - Exclusive and inclusive semileptonic B decays to charm (b — clriu transitions);

|Vis| - Branching ratio of ¢ — Wb decay (assuming CKM matrix unitarity) and single top-
quark-production cross section;

The magnitudes of V;4 and Vis are not measurable using tree-level processes. The cleanest way
to obtain them is to extract |Viq/Vis| from BY — B® and BY — BY oscillation processes, which are
mediated by box diagrams where top quarks circulate as virtual states. Tab. summarizes the
current values of each |V;;| [21]. Fig.|1.2|shows in a pictorial way how flavour-changing processes
between quarks are governed by the CKM matrix: the size of the boxes represents the order
of magnitude of the corresponing transition. Experimental information lead to the following
consideration: transitions within the same generation imply Vogas elements of O(1); those
between the first and second generations are suppressed by a factor O(107!); those between the
second and third generations are suppressed by a factor O(1072); and those between the first
and third generations are strongly suppressed by a factor O(1073).
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’ CKM matrix element | Experimental value

Veud] 0.97425 =+ 0.00022
|Vus | 0.2252 + 0.0009
Vel 0.230 + 0.011
[Ves| 1.023 + 0.036
|[Veb| (40.6 +1.3) x 1073
Vs | (3.89 +0.44) x 1072
Vil (84+0.6) x 1073
|Vis] (38.7+2.1) x 1073
Vi | 0.88 +£0.07

Table 1.1: Experimental knowledge of the magnitudes of the CKM matrix elements [21].

Figure 1.2: Graphical representation of of the order of magnitude of the CKM matrix elements.
The size of the boxes represents the order of magnitude, as reported in the text, of the corre-
sponding element.

1.1.3 Wolfenstein parameterization of the CKM matrix

Starting from the observed hierarchy relations among the matrix terms |Vj;|, thanks to the
experimental information available on their magnitude, it can be stated that:

S12 = 0.22 > 593 = 0(10_2) > 813 = 0(10_3) (1.12)

using the standard parameterization in Eq. (1.8)). In order to quantify the relations illustrated
in Fig. it is useful to introduce the “Wolfenstein parameterization” [22] of the CKM matrix.
Defining:

Vs

\/ |Vud|2 + ’Vus‘2

Veb

Sog3 = AN = A , size 0 = AN (p—in)=Vu (1.13)

812:)\:

us
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the CKM matrix in Eq. (1.8]) can be re-written as a power expansion of the parameter A\ = sin ¢
(where ¢ is the Cabibbo angle defined in Eq. (1.7))):

1—)%/2 A AX3 (p —in)
Vorym = - 1—A%/2 AN? +0 (A (1.14)
AN (1—p—in) —AN? 1

For certain processes, in particular when CP violation is expected to be very small, it could be
useful to further expand the parameterization to the subsequent order, obtaining:

1 1
Vg =1-— §A2 — gxl + O, Vus=A+00N), V= AN (p—in),

Veg = =\ + %AZ)\E’ [1—2(p+in)] +ON), Vi=1- %)\2 - %)\4(1 +4A%) + O(\9),

1
Vi = AN2+ O\, Vig= AN [1 — (p+1n) (1 - 2A2>] +O(\),
1 1
Vis = —AN? + §A)\4 [1—2(p+in)]+0N), Vi=1- §A2>\4 +0(\9). (1.15)
It can be noted that
e V., = AX3 (p — in) by definition does not receive any correction;

e Vs = ) and Vg4 = A)? to a very high accuracy;

e contributions to CP violation (i.e. the presence of an imaginary term) from Vs and Vi,
are suppressed at least by a factor A% and A%, respectively;

e contributions to CP violation from V;q and Vi are at the level of A\> and A\*, respectively.

1 1
ﬁEp<1—2)\2>, 77577(1—2)\2> (1.16)

Via = AN (1 —p—in). (1.17)
Using Eq. (1.14) the “Jarlskog parameter” introduced in Eq. (1.11)) becomes:

Jop = A0 A%, (1.18)

It is useful to define:

that allows one to write:

directly related to the CP violating parameter 7.

1.1.4 Unitary triangles

The unitarity of the CKM matrix VCKMV(J/LKM = VctKMVCKM = I, leads to a set of 12 equations
relating the matrix elements: 6 for diagonal terms equal to 1 and 6 for the off-diagonal terms
equal to 0. The equations for the off-diagonal terms can be represented as triangles in the
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complex plane, all having the same area Jop/2:

VudVas + VeaVis + VidVi, = 0, (1.19)
—— S N~
O\ O\ O(A®)
Vus Vg + VsV + Vis Vi, = 0, (1.20)
—— N—— N =
O\ 0O(A\?) 0O(A?2)
VudVay, +VedVa+  VidVy, = 0, (1.21)
—_—— N — ——
(pF+im)AN3  —AX3  (1—p—in)AN3
Vu*d‘/Cd + VJS‘/CS + VJbVYCb = 0, (122)
S~ = =
O\ O\ O(A®)
VeaVia + VesVis +Va Vi = 0, (1.23)
—— N SN
O\ O(A\2) O(A?)
VeaVia +VasVis+ ViV = 0. (1.24)
SN—— ~—~— SN——
(1—p—in)AN3  —ANS  (pin) AN

In these equations we emphasized the values of each product V;;V;; at the leading order in A as
obtained from Eq. , representing the length of the corresponding triangle sides. Only two
out of the six unitary triangles have sides of the same order of magnitude: they are described
by Egs. (1.21]) and (1.24)), and represented in Figs. (left) and (right). Let us focus on
the triangle corresponding to Eq. . To the level of approximation of Eq. it satisfies
this relation:

[(p+in) + (=1) + (1 — p— in)] AN = 0, (1.25)

while to the next order, using Eqs. (1.15)) and ((1.16)) one gets:

[(5+ i) + (=1) + (1 — p— i)] AX® + O(A") = 0. (1.26)

Normalizing to the common factor AX3, we obtain the triangle of Fig. it is usually referred
to as “The Unitary Triangle” (UT). Its importance will be discussed in next sections. Here
below we can show how its sides and angles are related to the CKM matrix elements. About its

sides, using Egs. (1.15]) one can see that:

Ry=VR2+72= 1_)‘72 1 [V 1.2

A V|’
2, 5 1|V
R=+/(1—p2+m2==— 1.28
while its angles are related to the CKM elements through:
Ry —
= AN [ ——— “ 1.2
Vu <1—/\2/2>e ’ (1.29)

Via = AN3Re %, (1.30)
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I VuaVup + VeaVen + ViaVin =0 Im  VipVus + ViV + ViaVua =0
|
|

N(A-A%2) 4---—- -

i > Re

|
0(1-22/2) 1 P (1-2224p2D)

Figure 1.3: Representation in the complex plane of the unitary triangles described in the text: on
the left the UT corresponding to Eq. (1.21)); on the right the triangle corresponding to Eq. (1.24)
is reported.

where in fact the angles v and 8 appear. It is useful, in order to better understand the processes
where such angles are involved, to write:

W;) ( 1—p—m>
= — - Sl ) 1.31
a = arg ( VadVs arg i ( )
=arg | — ¢ ) = 2=arg| —— |, 1.32
8 g( o) = dufz = e (7 (1.32)
VudV*b> o
=zarg | ——% | =ar +1in). 1.33
v = arg ( VoaV' g (p+in) (1.33)

From Eq. ([1.29)) we can also see that the CP violating phase ¢ is equal to the 7 angle of the UT.
The other non squashed triangle has similar characteristics with respect to the UT. Expanding

Eq. (1.24) we obtain:

, 1 . 1 . .
{[l—p—m—)\Q <2—p—m7>] + [—14—)\2 (2 —p—m)] +[p+zn]}A)\3+(’)()\7) =0.
(1.34)
Dividing again by the common factor A\* we obtain a triangle with the apex placed in the point
(p,m) instead of (p,7), and tilted by an angle:

VisVip

Bs = ¢s/2 = arg <VV*) (1.35)
s Vb

1.1.5 Experimental determination of the UT

Here we briefly discuss the experimental status of the UT. More details about the method
and the results can be found in Refs. [23], 24]. The method relies on information from both
experimentally and theoretically determined input parameters. The experimental information
about the constraints on the UT parameters can be obtained from the following measurements:

|[Vubl/ [Vepl: The measurements of branching fractions of semi-leptonic decays governed by
b — wlv and b — clv transitions give information about the magnitudes of V,; and Vi
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respectively. The ratio between these two quantities is proportional to the side of the UT
between the v and «a angles.

Amyg: This parameter represents the frequency of B® — B® mixing. It is proportional to the
magnitude of Vi3 and thus to the side of the UT between the § and a angles. However,
the relation between Amyg and Vg is affected by large theoretical uncertainties, thus the
ratio Ams/Amyg is also used as a constraint for the UT.

Amg/Amg: Amg is the analog of Amy in the case of Bg — BQ mixing and its value is pro-
portional to Vis. The relation between Amgs/Amg, Vis and V;q contains some theoretical
parameters that can be estimated more precisely than in the case of Amy.

B: This angle can be determined from time-dependent measurements of the BY — J/¢K?°
decays. Its relation with the p and 7 parameters is reported in Eq. (1.32)).

ek: This parameter is related to CP violation in the neutral kaon system.

«: This angle of the UT can be measured from the analysis of B — 7w and B — pp decays.
Decay amplitudes and CP asymmetries of these channels are related to V4V, and V4V,
sides of the UT.

v: The determination of this angle is performed by means of B — D®K®) decays, whose
transitions are mediated by V; and V.

sin (28 +v): Time-dependent decay rates of B — D)7 channels contain terms proportional to
sin (26 + 7).

The determination of the UT parameters can be formulated in the following way. The
unkowns p and 7 are related to a set of N observables z; by M relations ¢; = ¢;(x1, ...,z N, p, 7))
(7 € {1, M}). The joint p.d.f. for p and 7 can be determined applying the Bayes theorem. The
conditional distribution f for p and 7, given the measurements x; of the input observables and
the constraint relations c;, can be written as:

f(ﬁ,ﬁ|x1, ., TN,Cq1, ...,CM) X f (Cl, ...,CM|ﬁ,?7],:E1, ...,xN) . fo (ﬁ, 77) - o ($1, ...,xN) , (136)

where f in the right part is the probability to obtain the relation values c1, ...,cps for a given
set of values of p, 7 and measurements of the z;; fo is the a priori p.d.f. for the unknown p
and 7; go (z1,...,xN) is the a priori p.d.f. for the input observables z;...zxy determined from
experimental measurements and theoretical calculations. The p.d.f. for the values c¢q, ...,cars,
given the values of p, 77 and of the observables x1, ...,xy, is thus given by:

f(Cl,...,CM|ﬁ,’IT],$1,..., H 6 QS] 'Zvla-'-a'INaﬁ’ﬁ))v (137)
j=1.M

where the symbol § (-) is the Dirac delta function. In the end the joint distribution for p and 7

in Eq. (1.36) becomes:

f(ﬁ?ﬁ‘xh"aw]\ﬁcla“'a O< H 5 (Zsj 3717-~-737Na/7777) fO pa H fl m’L 9 138)
j=1,M j=1,N
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where the f; (z;) represent the distributions of the observables z; determined from experimental
measurements and theoretical computations. The method to determine the final joint p.d.f. for
p and 7 consists in a Monte Carlo generation of p and 7 values, weighted by the constraint
relations.

Tab. reports the input values and the full fit results for the observables described in the
beginning of this section. The full fit results for the parameters p and 7 are:

p=0132+0.020, 7=0.358+£0.012 (1.39)

Fig. shows the 68% probability intervals of the UT parameters obtained from the full fit,
together with the 68% and 95% contours for the p and 7 parameters [23].

=3 —m

1

T
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II‘IIIIIIII

K

Illll

L]
—h
llllll

1111111/|||

-1 -0.5 0 0.5 1
P

Figure 1.4: 68% probability regions for the parameters of the UT obtained from the method
described in the text. The 68% and 95% contours for the p and 7 parameters are also shown.

1.2 Hadronic two-body B decays

Non-leptonic B meson decays play a key role in the exploration of CP violation, as various
CKM matrix elements enter the Feynman diagrams governing such decays. Before looking at
the experimental strategy to extract such quantities from hadronic B decays, we have to discuss
the theoretical tools to deal with them.

A generic two-body hadronic B decay is mediated by b — ¢1g2d(s) transitions, where ¢; 2 €
{u,d,c,s}. The Feynman diagrams contributing to such transitions can be divided into two
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’ Parameter ‘ Input value ‘ Full fit result
Vo] 0.00376 + 0.00020 0.00364 + 0.00011
[Vep| 0.04083 + 0.00045 0.04117 + 0.00043
Amyg (0.507 & 0.005) ps~* (0.507 & 0.005) ps~!
Amg (17.77 £ 0.12) ps~! (17.774+0.12) ps~*

o (91.4+6.1)° (87.8 £3.0)°
sin (23) 0.654 & 0.026 0.705 £+ 0.018
cos (23) 0.87+0.13 0.71 £ 0.018
v (=106 &+ 11)° and (74 4+ 11)° (69.8 &+ 3.0)°
26+ (—90 +56)° and (94 +52)° (114.7 £3.1)°
lek| (2.22994 £ 0.0104974) x 1073 | (2.22854 £ 0.00998004) x 1073

Table 1.2: Input values and the UT fit results for the observables described in the text.

groups: tree-level topologies and penguing (or loop-level) topologies. Accordingly to the flavour
content of the final state we can divide the two-body hadronic decays into:

e q1 # q2 € {u,c}: transitions mediated obly by tree-level topologies;
e ¢1 = q2 € {u,c}: transition mediated by both tree-level and penguin topologies;
e q1 = q2 € {d, s}: transition mediated only by penguin topologies.

As shown in Figs. [1.6] and penguin contributions consist of gluon-mediated diagrams and
electroweak diagrams (where both W and Z bosons show up).

Y
\

q2

d(s)

Figure 1.5: Feynman diagram governing the tree level transition of a non-leptonic B hadron
decay. For the ¢; and g2 quarks the relation ¢; # g2 € {u, c} holds.

1.2.1 Hadronic matrix elements

In order to describe the weak decays of hadrons, it is necessary to take into account also the
strong interactions binding together their constituent quarks. Thanks to the asymptotic freedom
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|44
u, c,t
b S S d(s)
q2 = q1
9
q1

Figure 1.6: Feynman diagram governing the QCD penguin topology of a non-leptonic B hadron
decay. For the ¢; and ¢ quarks the relation ¢ = ¢2 € {u,d, ¢, s} holds.

w
e t u, C, t
b S 4 d(s) b S 5 d(s)
Q2 =q qQ2 = q1
Z. W
’ Z,5
q1 q1

Figure 1.7: Feynman diagrams governing the EW penguin topology of a non-leptonic B hadron
decay. For the ¢; and ¢y quarks the relation ¢ = ¢2 € {u,d, ¢, s} holds.

of QCD one could treat the short-distance corrections, that is the contribution of hard gluons
at energies of the order O(Myy) down to hadronic scales > 1 GeV, in perturbation theory. The
formal framework used to exploit such property is the so called Operator Product Expansion
(OPE) [25, 26].

Operator product expansion allows to write the transition matrix elements in the following
way:

1 Herr i) = oo S Cr () (1 Qi (1) i) (1.40)
V2 :

where short-distance contributions, represented by perturbative Wilson coefficients functions
Ck (1), and long-distance contributions, represented by non-perturbative hadronic matrix ele-
ments (f| Qr (1) i), can be disentangled. G is the Fermi constant, Acxas is a factor arising
from CKM matrix element entering the weak interaction vertices and p is an appropriate renor-
malization scale.

The simplest case where the OPE technique can be applied is the description of pure tree
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transitions, as shown in Fig. and neglecting QCD contributions:

Gr M3

== W (maa b8
Heyy ﬂACKM el (T8 )y _a <<J1 b )V_A
Gr - 8,8 K
=——=A “q5 b 1.41
3 OKM (M4 )y _a <Q1 )V_A +0 <M%/ : (1.41)

where r € {,s}, V — A refers to the vector-axial Lorentz current v* (1 — ~5), the term O (ﬁ—i)

: w
can be easilly neglected as the transferred momentum k? is of the order of quark masses and thus
k? < ME,, and the indices o and 3 label the SU (3), color of quarks. Asno QCD corrections are
considered, Eq. ([1.41]) represents the case where we have just one Wilson coefficient C () = 1
and the decay is governed by a “current-current” effective hamiltonian:

Q1= (g5)y_ (a0 (1.42)

V-A'
If we now turn on QCD, we have to distinguish between factorizable and non-factorizable QCD
corrections. In the former case QCD corrections are due to the exchange of gluons within the
two quark currents, g2 and g1 b, and thus their contribution results in a different renormalization
of (. The latter case represents long-distance strong interactions, with the exchange of gluons
between the two quark currents, and enters in our effective hamiltonian via another hadronic

matrix element:
Q= (T g ) <‘5 ba) . 1.43
2 (7" @) \© B ( )

In the end the effective hamiltonian used to describe tree-level weak-interaction decays with
QCD corrections can be written as:

Gr
\/5 CKM

Now that we stated the basic method to deal with QCD corrections in weak decay processes,
we can apply it to the entire set of Feynman diagrams governing a generic hadronic two-body
B decay, represented in Fig. In a compact way we can write [27, 28]:

Hepr = [C1 (1) O1 4+ Ca (1) Og] . (1.44)

2 2 10
G * ur * cr * 14
Hepr = 7; {Vurvub D Ck () QF + ViV > Cr (1) Q7 — VirVip Y Cik () Qk} (1.45)
e k=1 k=3

where we made explicit the A\cxar term (r € {d, s}). The various Qf: and Q) are:
e Current-current operators for tree-level processes (j € {u,c}):
Jr _ (=

1 = (Tada)yv_a (3808)y_4

%r = (Tajo)y_a (Jsbs)y_ 4 (1.46)
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e QCD penguin operators (¢’ € {u,d,s,c,b}):
Q5 = (Taba)y _ AZ %(Jﬁ

Q) = (Tabgp) vV AZ %qa A
Qs = v A Z QﬁQﬁ v
Qs = (fab/o’ V_A Z (Laqa v (1.47)

q/

e EW penguin operators (e, is the electrical quark charges, ¢’ € {u,d, s, c,b}):

3 i}
Q7 = 3 (Taba)y_ 4 Zeq’ (qéqlﬂ)vwx
q/
.3 i
Qs = 5 (rabﬁ)va Zeq/ (q/,ﬁ’q;)VJFA

q/

Qg—*v a)y— Azeq qﬂqﬁ)

q

Qi =5 (Tab,@ V- Azeq Q,gqa) _A (1.48)
q

The current-current, QCD and EW penguin operators are related to the tree, QCD and EW
penguin processes shown in Figs. and The way Wilson coefficients are calculated is a
technical detail that goes beyond the scope of of this thesis, as it deals with QCD renormalization
effects. Thus we just summarize their order of magnitude at the renormalization scale u =
O (mp). The Wilson coefficients of the current-current operators satisfy Cy (1) = O (107!) and
Cs (1) = O (1), whereas those of the penguin operators are O (1072) [26] 29].

It should be noted that penguin topologies with internal charm- and up-quark exchanges are
not explicitly present in Eq. , while those with internal ¢ quarks are represented by the
terms with Q3, ..., Q19 operators. Naively speaking, the penguin diagrams with internal v and
¢ quarks have been absorbed into the current-current operator during the calculation of Wilson
coefficients, as explicitly demonstrated in [27), 28]. The effect of such absorption may also have
important phenomenological consequences as pointed out in [30} 31].

Since the ratio of the QED and QCD couplings a/as = O (10_2) is very small, we would
expect naively that EW penguins should play a minor réle in comparison with QCD penguins.
This would actually be the case if the top quark were not “heavy”. However, since the Wilson
coefficient Cy increases strongly with m;, we obtain interesting EW penguin effects in several
B decays. Of particular interest for this thesis is the impact of EW penguins on the B — K
system [32, 33].

In the end, using the unitarity of CKM matrix (ViVip, = =V, Vi — ViVa), Eq. can
be written in the more compact way:

2

G ) 10
Heff=7§ STV SOk Q) + > Ok () Q; (1.49)

Jj=u,c k=1 k=3
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Such method results to be “universal”’, i.e. it can be applied to all B decays governed by the
same corresponding quark-level transitions (b — ¢1G2d(s)). Within this formalism, differences
between various exclusive decay modes come only from the hadronic matrix elements associated
with the four-quark operators.

The last remark concerns the way the hadronic matrix elements can be computed, as it represents
the most challenging task and the principal source of theoretical uncertainties. Without entering
the details, here we summarize different approaches that are commonly used in order to deal
with non-leptonic B decays.

QCD factorization: Within this framework, one starts from the physical idea that factoriza-
tion should hold for hadrons containing a heavy quark @ with m¢g > Agcp [34], and a
formalism to calculate the relevant amplitudes at the leading order of a Agcp/mg expan-
sion is provided [35];

Perturbative hard-scattering approach: pQCD was developed independently in [36], and
differs from the QCD factorization formalism in some technical aspects;

Soft collinear effective theory: SCET represents an interesting technique for factorization
proofs and has received a lot of attention in the recent literature and led to various appli-
cations [37];

QCD light-cone sum-rule: Non-leptonic B decays can also be studied within the QCD light-
cone sum-rule approaches [38].
1.2.2 Decay amplitudes

Using the formalism described in the previous section, we can write the matrix element of a
generic B — f decay as follows:

A(B = f) = (f|Hess |B)

G 2 Y o
:72 D ViV [D-Ce(w) (1@ IB) + D Cu () (f]Qk|B)| ¢, (1.50)
Jj=u,c k=1 k=3
while for its CP conjugate decay:
A(B— f)=(fIH!;;1B)
2
=(j§ Y ViVi [DoCh(w) (194 1B +ch ) (| Qi |B) (1.51)
j=u,c k=1

Now, making use of the invariance of strong interactions under CP and that we have
(CP)! (CP) =1 we obtain:
cPQicPi= @
(CP) QL (CP) = Qs
CP)Ify=€“|f)
(CP)|B) = &2 |f),

(1.52)



16 1. CP violation and charmless charged two-body B decays
and hence:
A(B = f) = ei(#5=95) x
Gr . . .
/2 > ViV E: <f\QJTU3-%§:C% (FlQ;|B) (1.53)
] =u,C k=3
Consequently:
A (B — ﬂ — | Ay i1 | gl | A 102
AB—f) = el0p700) o [emi0r |y e 4 e7i02 | Ay €] (1.54)

where ¢1 2 denotes CP violating phases coming from the CKM elements T/erj’Z, and | A1 2| ei01,2
are the CP-conserving strong amplitude coming from:

A1~ S Cil) x (7] Qe ()| B) (1.55)
& S—— N——
pert. QCD non-pert.

It should be noted that this generic amplitudes for any hadronic two-body B decay can always
be written in a way such that they contain at most two weak CKM amplitudes.

1.3 Direct CP asymmetries

Now, using Eqgs. (1.54]) we obtain the following CP-violating asymmetry:

I'(B—f)-T(B—f) Mw%ﬂ]|ABHm
P(B=f)+T(B~=f) |[AB—=H’+AB=HP
_ 2|Aq| |Az|sin (61 — d2) sin (p1 — ¥2)

|A1|% + 2 |A1] | Aa| cos (81 — 62) cos (g1 — @2) + |Ag]?

Acp =

(1.56)

A non vanishing CP asymmetry A¢p arises from interference between the two weak amplitudes,
and requires both a non-trivial weak phase difference 1 — 9 and a non-trivial strong phase
difference 61 —do. This kind of C'P violation is referred to as “direct” CP violation, as it originates
directly at the amplitude level of the considered decay. Since @1 — @9 is in general given by one
of the angles of the UT, the goal is to determine this quantity from the measured value of A¢p.
Unfortunately, the extraction of 1 — @9 from A¢p is affected by hadronic uncertainties, arising
from the strong amplitudes |A; o| €2

A part from the most obvious - but most challenging - strategy of calculating the hadronic
matrix elements using the theoretical tools listed at the end of Sec. an experimental ap-
proach can be used to deal with their uncertainties. A widely used strategy consists in searching
for fortunate cases, where relations between decay amplitudes of different channels allow one
to eliminate hadronic matrix elements. This strategy has been widely used in the extraction
of the v angle of the UT from tree-level governed decays B} — K+ {DO,DO,DQF} [39], and
By — K*0 {DO, DY, D&} [40] decays, where DS)r stands for the CP-even eigenstate of the neutral
D-meson system. Such strategy results to be very challenging from the experimental point of
view as the corresponding CKM triangles are quite flattened. An alternative consists in deriving
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amplitude relations using the flavor symmetries of strong interactions, i.e. SU (2) and SU (3).
Thanks to this it is possible to eliminate all the uncertainties connected to factorization and the
infinite mass limit. Use of isospin relations is based on the assumption of invariance of strong
interactions under the quark-flavour exchange u <+ d. Such assumptions, corroborated by the
observation of almost degenerated mass-eigenstates of quarks w and d, has been proven to be
valid to a few percent accuracy. It has been used for the extraction of the o angle of the UT
from B — 7w, pr, 7K inclusive decays. However, the effectiveness of this approach is currently
limited by the number of unknown isospin parameters. Even with a more complete experimental
information, it would still be important to complement this strategy with information on ampli-
tudes from SU (3) or factorization. Otherwise, the possible presence of new physics effects may
remain undetected in full fits of SU (2) amplitudes [4I]. Of particular interest for this thesis is
the SU (3) symmetry assumption. SU (3)-based amplitude relations come from an extension of
the SU (2) approach, including the invariance of strong interactions under the flavour exchange
d < s. Several strategies based on SU (3) symmetry have been proposed to cancel out the
hadronic uncertainties. Still, the limited number of currently precise measurements available
makes it necessary to introduce additional dynamical assumptions to further reduce the number
of hadronic parameters. These assumptions usually rely on the additional knowledge of the
strong matrix elements from the factorization approach. In Sec. a strategy to use SU (3)
symmetry to extract the v angle from two-body charmless B decays, first proposed in [42], will
be discussed.

1.4 Mixing of neutral B mesons

u, C, t w
b > > d(S) b — NN\ (—>— d<3>
u U
w Y ¢ AcC
- _ _ - _ t t _
u? C7t W

Figure 1.8: Box diagrams contributing to B® — B and BY — BY mixing.

CP violation for neutral B mesons is characterized by interference effects between Bg — Bg
mixing and decay processes, the so called “mixing-induced” CP violation. Within the SM the
phenomenon of neutral meson mixing arises from the box-diagrams shown in Fig|L.8] Because
of this transitions, at any time ¢ the B meson can be seen as a superpositions of states:

By (1)) = a(t)|Bg) +b(t)|By) +c1 (t) |f1) +c2(t) | f2) +e3(t) |f3) - (1.57)

where the |Bg> and ‘Bg> represent the particle and antiparticle state of the Bg meson; the
fi represent all possible final states where the mesons is allowed to decay into; ¢; (¢) are the
coefficients of each final state. In the case of a time range much larger than the typical strong
interaction scale, we can make use of the so called Weisskopf-Wigner approximation, that allows
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one to use a much simplified formalism [43]:
¥ () =a(t)|B)+b(t)|B) (1.58)

with |a (£)]* + |b(¢)]* = 1. The simplified time evolution is determined by a 2 x 2 effective
Hamiltonian. Such Hamiltonian is not Hermitian, as otherwise mesons would not oscillate and
not decay, but it can be expressed in terms of Hermitian matrices M and I:

_ i (M My i T T
mom-gr= (Gt ) (0, ) (1.59)

The diagonal elements of H are associated with flavour-conserving transitions, while off-diagonal
elements are associated with flavour-changing transitions. The statement that diagonal elements
of H are equal arises from the assumption of CPT invariancd!| [44]. The M matrix represents
transitions via dispersive intermediate state (“off-shell” transitions), and I" represents transitions
via absorptive intermediate states (“on-shell” transition). The time evolution of a neutral B
meson results to be described by a Schrodinger equation of the form:

.d ([ al(t) a(t)
— =H 1.60
(o ) =1 (5 (100
Solving the eigenvalue equation of H we obtain two eigenstates of well-defined masses My ;, and
widths I' H,L:

p|B) +q|B
By = PIE > alB)
VPl + gl
p|B) —q|B
Br) = ——= | 2>. (1.61)
p” + Il
The eigenvalues are:
Ay =M—ir+2 (Mm - Zrm)
2 P 2
1 q 1
Ai=M-—-T—-=(Mg—=T 1.62
L= 50— (Mo 57 ). (162

where

q\ | My —(i/2)T%
<p>_ Mﬁ—(z‘/z)ri' (1.63)

If we now assume a B meson generated in a pure particle state, i.e. b(0) = 0, and a B meson
generated in a pure anti-particle state, i.e. a (0) = 0 we obtain, using Eq. (1.61)), that their time
evolution becomes:

B (1)) = g+ (t) | B) + %g_ (t)|B)

B (1)) = g+ (1) | B) + gg_ (t)|B) (1.64)

1T represents the operator that changes the time flow direction (t — —t).
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where

6—i/\Ht + e—iAL e—iAHt _ 6—i/\L
s = (TESEE) = (). (1.65)

Consequently the decay rate to a final state f and its CP conjugate f are:
2 2
Upoy () = [Af7 - g+ (8) + Apg— (1)]

2
p
Tip (1) = 4, \ \ Aggs () + g ()2

Too7(t) = |Af7 [gs () + Apg— ()]
2
Con () =477 |1 g0 () + 9= (] (1.66)
where: qu ) pAf
)\f:;B/Tf’ )‘fngTf (1.67)

are the CP violating parameters of the processes, and

Ap=AB = f) = fIHess|B), Ay =A(B = f) = (f|Hess |B)
A]?:A(B — f) = <f|7‘[6ff ‘B>, Af:A(B — f) = <f|Heff ’B> (1'68)

are the instantaneous decay amplitudes of B and B to final states f and f.

1.4.1 Mixing parameters

Defining Mys = |M2|e??™ and TI'1y = |T'12| €T we can write:

7 7
A — AL = 2\/<M12 - 2F12> <M1*2 - 2waz>

= 2|Mya| 4|1 — ’F12|2 —3 [Tz cos (opr — ¢r) (1.69)
4|M12|2 ‘M12’

From the evaluation of the absorptive part of the box-diagrams shown in Fig. which are
dominated by top-quark mediated transitions, we obtain [45]:

Flg m% -3
— x —2=0/(10 . 1.70
My — mi (107%) (1.70)

In this way we can expand Eq. (1.69) in terms of [T'12| / |Mi2|, neglecting second order term, as:

1 |
Ay — AL = 2| M| —= IBE] cos (opr — ¢r) - (1.71)
—_— 2 ‘MIQ‘
AM
AT
In the end we can write:
AM i AT
AD[Hp=M+ — — (T + —
" T 2( 2)

A = —AM—i<r—M>. (1.72)
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Now, inserting Eqgs. (1.72) in Eqgs. (1.66)) we can write:

Doy (t) = [Ag? (14 (8) + I (8)],

T () = |Ay] g L. (8) — I (1)),
Tp7(t) = |Af]* [I (1) + I_ (1)] ,
2
Pany () = |47 |2} (L0 - 1 @) (1.73)

where:

cosh <A2Ft> — 2R(As) sinh <A2Ft>,

(1+1P%)

(1) = (1 - yAf\Z) cos (AMt) — 23(\;) sin (AM?),
(
(

- 2 AT -\ . AT
= T2 TN
I_(t)=(1- ’)\f‘ ) cos (AMt) — 2%()\];) sin (AM1). (1.74)
1.4.2 (P violating parameters
The parameter p can be written as:
P 4|Mio|? + |Tra|* — 4| Mia| |Tr2| sin (oar — or)’ '
and using the same approximation as in (|1.70)):
T 1+ el sin (¢ar — @r)e”PM) x e=iom (1.76)
D | Mh2|
Calculating the dispersive part of the box-diagrams shown in Fig. one has [45]:
My o (ViyVip)* e'lm=#2) (1.77)
and thus
9 _ ~i(mt+2arg (Vi Vis)—vn) (1.78)

p
About the istantaneous decay amplitudes in Egs. ((1.84)) we can write:

Ap = (f|Hesp|B) =
2

<f|7§ SV |3 Cr ) QF (u +ch Q)| b 1B) (1.79)

j=u,c k=1
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and, applying the same condition of Egs. ((1.52)),

Af :ei(@B—sﬂf) %

Z 1) QY (n Zok, Q. (1)

x(fy;§ > ViV, |B). (1.80)

Jj=u,c

Of particular interest is the case where the final state is a CP eigenstate, yielding to < f } = (f]
and ¢y € {0,7}. Consequently, A 7 = £Ay and the ratio between the two instantaneous decay
amplitudes Ay and Ay results to be:

_ . ir | B
ﬂ :ieupB Z] =u,c ]r Jf f|Q | > (181)
Af Zg =u,c ‘/}T‘/;b f‘ Q]T |B>
where:
QI = Z Cr (1) QY + ch (1.82)

In general the amplitude ratio suffers from large hadronic uncertainties, introduced by
the hadronic matrix elements. However, if the decay of interest is dominated by a single CKM
amplitude, we can write:

{ Af = ei‘PCKM (’Astrong| eié) & — 7’L'(,0362ig00}(]\4 (183)

Af — ei@B €—i<PCKM (’Astrong| 6@’6) = Af e

where Agirong and § are the strong amplitude and the CP conserving phase respectively, and
YOKM = arg (V]";,V]b> In the end, from Egs. ([1.78]) and (1.83)) we can compute the CP violating
parameter Aj:

Af = Fe2ilva—vcKm), (1.84)

1.4.3 Time-dependent CP asymmetry

Continuing to consider the particular case where f = f, if we use the first two decay rates in
Eqgs. (1.73) to write a CP asymmetry, we obtain:

Ipp @) =Ty ()

Ipyp ) +Tpay(t)
OAfF——1)&w(AA4ﬂ—%2%LMJ$n(AA4ﬂ
- <|)\f|2 + 1) cosh (&5¢) — 2R(\s) sinh (45¢)
AT cos (AML) + A™ sin (AM)

Acp (t) =

1.85
cosh (4°t) — AAT sinh (5¢) (1.85)
where we made use of |¢/p| &~ 1 and we defined:
. NP1 e 23(A 2R (A
Adzr — ‘ f| miT __ \9( f) AAF _ ( f) (186)

AP +17 AP +1 Y
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The three quantities satisfy the relation:

e " amie]? 4 | AST P 21, (1.87)

A%" is analog of the direct CP asymmetry in Eq. (I.56). In the case of A% £ 0 we can
speak of C'P violation in the decay process. It should be noted that with the assumption used
in Eq. , the strong phases entering the decay amplitudes A s and Ay can be simplified,
yielding A% = 0. A™7 relies on the phase of the CP violating parameter A g If it differs
from zero it means that we have the so called “mixing-induced” CP violation, arising from the
interference between B — B mixing and decay processes. Again, in the case of a single dominant
phase in the amplitudes, the direct CP asymmetry cancels and the determination of A allows
one to extract the CP violating phase ¢, — pckn. In addition, considering the case where
AT = 0 the time dependent CP asymmetry Acp satisfies:

Acp ()| ar—og = £sin (¢q — crar) sin (AMt) (1.88)

1.5 Phenomenology of charmless two-body B decays

The family of charmless two-body B decays comprises several modes, providing many different
ways for testing the SM picture of CP violation. In the studies presented in this thesis, we will
take into account 8 channels (not counting the CP-conjugate ones): B® — ntn~ BY — K+71—,
B - K*K—, B - K*tK—, BY - n*K—, B —» 77—, Ay, — pr— and A, — pK~. For
each of these channels, relevant observables include branching ratios, charge CP asymmetries
and, in the case of neutral B mesons, time dependent CP asymmetries. These channels, referred
to as B — hth/~, have been extensively studied at the B factories [2, 46] 47, 54] and the
Tevatron [3], 4, [48-53].

The theoretical framework used to extract CKM related quantities from these decays is
the same discussed in previous sections. In contrast to the case of other theoretically clean
measurements of CP violation in the B sector, a simple interpretation of the CP violating
observables of the charmless two-body B decays in terms of CKM phases is not possible. This
because of sizeable QCD (b — d(s)+g¢ transitions) and EW (b — d(s)+4, Z° transitions) penguin
constribution, in addition to the simple b — u+W T tree-level transition. Such penguin pollution
poses several problems for a clean measurement of CKM phases using these decays, arising from
hadronic matrix elements. On the other hand, the presence of loops inside the penguin diagrams
has interesting implications, since they could be affected by sizable contributions from NP.

One promising way to exploit the presence of penguins for these decays, as a powerful resource
rather than a limitation, was first suggested in 1999 in [42], and recentrly revisited in [55].
The strategy consists in combining the measurement of the B — nt7~ and B? — KTK~
time-dependent CP asymmetries. Assuming of invariance of the strong interaction dynamics
under the exchange of the d <> s quarks (U — spin symmetry) in the decay graphs of these
modes, it is possible to eliminate the hadronic matrix elements entering the time-dependent CP
asymmetries. Once the QCD effects will be ruled out with this strategy, the determination of
the angle v = arg (V.};) will be possible, without the need of any dynamical assumption typical
of hadronic matrix elements calculation. Due to the possible presence of new particles in the
penguin loops, a measurement of v with these decays could differ appreciably from the one
determined by using other B decays governed by pure tree amplitudes [56].



1.5 Phenomenology of charmless two-body B decays 23

1.5.1 B?s) — hTh'~ decays amplitudes
The SM topologies responsible of charmless two-body B, s mesons decays are depicted in Fig.
and the ones contributing to each decay mode are summarized in Tab.

_ W - _
U b d,s b d,s
U U
w d,s g
_ _ w
B - - i )
u U
> > d,s
d,s d,s d,s d, s d, s
T P PA
w - _
b d,s b - - U
. d, s
ZO y
: v <
U d, s
d,s ; d,s dys M u
PEW E

Figure 1.9: Diagrams contributing to the amplitudes of charmless B?S) decays to two charged
mesons: Tree (7), Penguin (P), Penguin Annihilation (PA), Colour-suppressed Electroweak

Penguin (PSy,) and Exchange (E).

‘ Topology contributions ‘

’ Decay
BO — gtp~ T, P, PEQQ, PA, E
BY & Ktn— T, P, Pi,
BY - KTK~ T, P, Pf,, PA, E
BY » nt K~ T, P, Piy
B » KtK— PA, E
BY = ntr~ PA, E

Table 1.3: Diagrams contributing to the amplitudes of each charmless B?S) decay to two charged

mesons. See the caption of Fig. [I.9] for the definitions.
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It is useful to show the following relations among the various decay channels:

B® — nn d+— s B - KTK~ (1.89)
N—— —_——
T+P+3 PGy +PA+E T+P+2PSy, +PA+E
BY - Ktr~ d+—s BY - ntK~ (1.90)
—— |
T+P+3 PGy T+P+2PS,
_ spect. _
B - Ktn A B 5 K*K (1.91)
— (S ——
T+P+3 PGy T+P+2PS,,+PA+E
_ spect. _
B & ntr A BY » ntK (1.92)
— |
T+P+3 PGy +PALE T+P+3 Py,

where we emphasized the diagrams contributing to the transitions and how the channels are
interconnected by SU (3) symmetry. With the label “spect.” it is meant that the two considered
transitions differ just for the valence quarks of the B mesons that do not participate to the weak
processes governing the decay (spectator quarks).

Notably, B — nt7~ and Bg — T K~ differ by the interchange of the spectator quarks,
which in the former case is a d while in the latter is a s. For this reason, their strong interaction
dynamics are connected by the U—spin symmetry. However, U—spin symmetry is not fully
satisfied, because the diagrams refferred to as PA and E contribute to the B — 777~ decay
but not to the B? — 7t K~ decay. In any case such contributions are expected to be small and
their size can be probed by means of B — KTK~ and BY — 7t7~ decays, which proceed
only through PA and E topologies. Analogous considerations should be performed for the
B? - K*K~ and B® — K7~ decays. On the other hand, both B® — 77~ and B - KTK~,
as well as B — K*7~ and BY — 7t K~ decays are fully U—spin symmetric: no dynamical
assumptions that some topologies do not contribute significantly, as in the previous cases, are
needed.

1.5.1.1 BY > ntx~

The decay B? — 77~ originates from b — @ud quark-level transitions, as emphasized Fig.
Using the formalism introduced in Sec. the decay amplitude can be written as:

A(B = xta) = AD (A% + A%) + 2D A% + AP AL (1.93)

where A% represents the amplitude due to tree-level processes, while A{D represent the amplitudes

due to QCD and electroweak penguin topologies with internal j quarks (j € {u,c,t}). The
quantities )\éd) are the usual CKM factors )\gd) = deVj’Z. If we make use of the unitarity of CKM
matrix and of the generalized Wolfenstein parameterization of Egs. (1.15), we obtain:

A(B® 5 rtr) = (1 - A;) ¢ e~ de] (1.94)

where

C =N AR, (A} + Ap — Ab) (1.95)
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%1076 BaBar Belle CLEO CDF World Average

B(B"—ntr™)  55£04£03  51£02£02 45719707 510+£0.33+£036  5.16+0.22

B(B" - K*r~) 191+£06+0.6 199+£04+08 18.07353 - 19.4 4 0.06
B(B" - K*K~) 0.04£0.15+0.08 0.09%)15£0.01 <08 0.23 £ 0.10 £ 0.10 0.15701%
B(B?— KTK~™) - 38F0 £ 7 - 2444+144+46 26.5 = 4.4
B(BY = n"K") - <26 5.040.7+£0.8 - 50411
B (B — ntr™) - <12 - 0.57 +0.15 +0.10 -
B(Ap — pr7) - - - 3.1+£0.6+0.7 —~
B (A, — pK~) - - - 5040.7+1.0 ~

Table 1.4: Measurements of the branching fractions of all the charmless two-body B hadron
decays in units of 1076 [4] [49] [58, [59].

and

. 1 A5, — AL
de® = PP ) 1.96
CE U NR, <A”§;—|—A$—A§D (1.96)

The quantities A, A, Ry, and v are those defined in Secs. and [[.1.4] As a consequence, the
CP violating parameter A; defined in Eq. (1.67)) becomes:

) et
_ 2B | €
Af=—e |:e—i7 — dei9:| (1.97)
Inserting Eq. (1.97) into Eqs. (1.86])) we obtain
Adir 2d sin 0 sin vy
o 1 —2dcosfcos~y + d?
Amiz _ sin (28 + 27) — 2d cos § sin (23 + 7) + d?sin 23 (1.98)
™o 1 — 2d cos 6 cosy + d? ’

where 3 denotes the BY — BY mixing phase. The quantity A”T have been considered 0 as AT’y
results to be small [2I]. From Egs. one has that the CP violating observables A%" and
AT depend on the quantities d, 6, v and .

The branching fraction of the B — 7+ 7~ mode was measured by different experiments and
the values are reported in Tab. B-Factories also provided a measurement of time-dependent
CP asymmetries, and the current values are [2], [47]:

dir 0.25+0.08£0.02  BaBar
Arr { 0.554+0.08+0.05  Belle (1.99)
; —0.68+0.104+0.03  BaBar
mir
A = { —0.61+0.10+£0.04  Belle (1.100)
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Figure 1.10: Representation of the measurements of the direct and mixing-induced CP violating
asymmetries for the B® — 777~ decay, performed by BaBar [2] and Belle [47]. The contours
correspond to the 60.7% C.L. regions.

The results from the B-Factories for A7 are fully consistent, whereas for A%" there is some
discrepancy, as also shown in Fig. [[.LI0] For this reason a third measurement of the time-
dependent CP asymmetries of the B — 77~ would be desirable.

1.5.1.2 BY - K*tn—

The B® — K*tn~ decay channel receives contributions both from tree and from penguin topolo-
gies depicted in Fig. but not from PA and E topologies. Within the usual formalism and
exploiting the CKM matrix unitarity, the decay amplitude of this channel can be written as:

A(B® > K*77) = =P [1 - ree] (1.101)

Where P describes the penguin amplitudes, r describes the amplitude ratios between tree and
penguin amplitudes, and § is the CP conserving hadronic phase.

The quark level transitions responsible of tree amplitudes are b — w3, and contain a CKM
factor V; V5. On the other hand penguin amplitudes, dominated by a loop diagram with virtual
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top quark, contain a CKM factor V;;V;s. Consequently, because of the ratio V., Vs /V;; Vs = 0.02,
QCD penguin amplitudes are expected to dominate the decay process. EW penguin topologies
can contribute to the amplitude only in the color-suppressed mode, thus are expected to play
a minor role. The present measurements of the B — K7~ branching ratio are reported
in Tab. As B — K*r~ is a flavour specific decay the instantaneous amplitude A =
A(B"— K-nt) and Ay = A(B° — K™n~) are zero. As a consequence the CP violating

parameters in Egs. (1.67)) satisfy the relation Ay = 7 = 0. Consequently the decay rates are:

Tpoyi+n- (t) = |Af[* |cosh

Loicen (1) = |Aff* [cosh

_—l AT |
Fpognr () = ‘Af‘z cosh <2t) + cos (AMt)| . (1.102)

If we define the time dependet asymmetry as in Eq. (1.85)) we obtain a quantity independent of
time:
Lo+ (t) + Lo gt ()] = [[pogir (8) + Tposgerr— ()]
[Crosk—r+ (8) + Tgo et (O] + Lo gn— (8) + o irn— (2]
AP 1A 2rsin@)sin()

‘Af‘2+|f4f’2 1+ 2rcos (§) cos (7) + r?

CP _
AK*ﬂ* -

(1.103)

which is analogous to Eq. (1.56). It is important to note that Agﬁﬂ, is a function of the ~
angle of the UT and of the hadronic parameters » and §. Thus the direct CP asymmetry of
BY — K*r~ contains informations about the v angle. The current measurements of the direct
CP asymmetry are reported in Tab.

BaBar Belle CLEO CDF World Average
Acp (B® — K*77)  —0.107 £0.01670:505  —0.094 £ 0.018 £0.008 —0.04 £0.16 £0.02 —0.086 £ 0.023 £0.009 ~ —0.098F9912
Acp (B = K 7) - - - 0.39 £ 0.15 £ 0.08 0.38 £0.17

Table 1.5: Current measurements of the direct CP asymmetries of the B — K+~ and BY —
7t K~ decays as measured by Babar [2], Belle [54], CLEO [84] and CDF [48, [52] experiments.
The average of the results is performed by HFAG [60].

1.5.1.3 BY 5 KTK~

The decay BY — KK~ is the fully U-spin counterpart of B® — 7+7~, i.e. in order to get
the decay diagrams for this decay one have to substitute any d quark with an s quark in the
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B? — 7t7~ decay diagrams. On the other hand, just changing the s spectator quark of this
decay with a d quark we obtain the B — K+7~ decay. Thus, also B — K7~ results to
be U-spin related to Bg — KTK~, but only in the case of small contributions from penguin
annihilation (PA) and exchange (E) topologies depicted in Fig. [1.9

Because of the different CKM factors entering the diagrams in the BY — KK~ decay, the
penguin processes are dominant. In analogy to Eq. we can write:

SO
AB)? - KTK™) =X [ew + gd’e” ] (1.104)

where e = A%/ (1 — A?/2); C/, d’ and ¢’ are the counterpart of C, d and 6 in the case of BY —

777, Calculating the time-dependent CP asymmetry terms, we obtain:
Adin _ [ 2d’ sin 0’ sin
KK |1 —2d' cost cosy +d? |’

miz _ | [sin (235 + 27) — 2d’ cos 0’ sin (283 + 7) + d'? sin 23,
KE= 71| 1 —2d' cos @ cosy + d'? ’
[d"? sin 235 + 2ed’ cos 0’ cos (285 + ) + €2 cos (285 + 27)]

d"? + 2ed’ cos 0’ cosy + £2d'?

ARE = - (1.105)

In analogy to the case of the B — 77~ decay the observables A‘[lé% and A’}}}f- results to be
functions of d’, 6, B, and ~. For this decay only the branching ratio is experimentally known
as reported in Tab. It is worth noting that the lifetime of this decay measured by CDF [61]
and LHCD [62]:

TKK:{ 1.53 £0.18 £0.02 ps CDF (1.106)

1.440 £0.096 £ 0.010 ps LHCb

can be used as a constraint for S5 [55].

1.5.1.4 B - atK~

The BS — 7T K~ is the fully U-spin counterpart of B — K*7~, and is the “spectator” U-
spin counterpart of B — 7+7~. Within the usual formalism and exploiting the CKM matrix
unitarity, the decay amplitude of this channel can be written as:

1 .
A(B) - ntK™) = Py/e [1 + 57’56155627} . (1.107)

As this channel is a “flavour specific” decay, the same considerations on its time-evolution which
are valid for the B — K+~ decay also hold in this case. Consequently for the direct CP
asymmetry we have:

B 27 sin (Js) sin (7y)
1+ 2rgcos (d) cos (7y) + 72
Only the CDF experiment has performed measurements with this channel. They are reported
in Tab. (branching ratio) and Tab. (direct CP asymmetry).

Acp

(1.108)

1.5.1.5 B’ - K*K~ and B? — 7 r~

Within the SM the amplitudes of these decays are governed by PA and E topologies shown in
Fig. m The first evidence of the BY — 77~ decay has been obtained by CDF [3], and the
corresponding branching ratio is reported in Tab.
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Figure 1.11: From left to right: p.d.f.’s for d, 1 and « obtained by using the current experimental
measurements. 68% (dark) and 95% (light) probability intervals are also indicated.

1.6 Angle v from present B’ — h*h'~ measurements

As we have seen the direct and mixing-induced CP coefficients Aiifﬂ, and A% _ are experimen-

W
tally known, While A‘Il(ifr - and ?TK_ are still unmeasured. Employing t};re %—spin symmetry,
the value of A%’; .~ can be estimated to be equal to that of Agﬁr, which is already well mea-
sured. This requires that penguin annihilation and exchange topologies do not give significant
contributions to the decay amplitudes, a fact that can be eventually probed by measuring the
branching fractions of the B® — KT K~ and BY — 77~ decays [42]. In this case we have a
closed system of three equations and three unknowns. It is then possible to determine d, ¥ and
~ by using the currently available measurements.

In order to infer a joint p.d.f. for d, ¥ and v we will make use of a Bayesian approach
implemented in the software packages developed by the UTfit Collaboration [23, 24]. The
problem is in fact analogous to the one of inferring a p.d.f. for the CKM parameters p and 7,
given a set of measurements and theoretical predictions related to them by analytical constraints.
We do not need to rely on the full validity of the U-spin symmetry, and so we allow for a
non-factorizable breaking of the U-spin relations d = d’ and ¥ = ¥’ of up to 20% and 420°
respectively, similar to what is done in Ref. [55], i.e. f and Av are varied uniformly in the
ranges:

E=d/de[08,1.2], (1.109)

and

AY =9 — 9 € [-20°, 20°]. (1.110)

By integrating out two variables in turn from the joint p.d.f. we obtain the one dimensional
p.d.f.’s for d, ¥ and ~ shown in Fig. Due to the non-linearity of the system of equations, it
is apparent in the plots that two solutions are present. However, it can be shown that the two
solutions are well separated in the (d, 1, v) space, and it turns out that the solution which has
the central value of v ~ 70° corresponding to the SM expectation could be easily isolated by
imposing a requirement like ¥ > 90°. Although non-factorizable effects might have a relevant
impact on 1, it is not expected that they will change the sign of the cosine of this strong phase,
which is predicted to be negative by factorization [55]. Consequently, the solution with ¢ ~ 40°
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Figure 1.12: From left to right: p.d.f.’s for d, 1 and v obtained by using the current experimental
measurements, and imposing ¥ > 90° in order to isolate the SM solution for v. 68% (dark) and
95% (light) probability intervals are also indicated.

can be excluded through this argument, and thus we are justified to employ the constraint
¥ > 90°. In this way we get the p.d.f.’s shown in Fig. The corresponding 68% probability
intervals for d, 9 and ~ are reported in Tab.

The 68% probability interval v = (70£8)° that we obtain is fully consistent with the current
average v = (74 £ 11)° [23], determined from pure tree decays at the B factories, or with the
indirect prediction from UT fits assuming the SM validity v = (69.6 £ 3.1)° [23]. Furthermore,
we have also obtained probability intervals for the hadronic parameters d and 14, that can be
used to drive theory in correctly modelling the underlying hadron dynamics involved in the
decays under study.

It is also interesting to see how the sensitivity depends on the size of U-spin breaking that
is allowed. Fig. shows the variations of the 68% and 95% probability intervals for v as
a function of the size of U-spin breaking, separately in f and Av. The half-width of the 68%
(95%) probability interval increases from about 5° (11°) in the case of zero non-factorizable
U-spin breaking effects, up to 9° (18°) and 14° (25°) for breakings of 50% on & and +50° on A
respectively.

We can also predict probability intervals for A%Z - and also, by relying on the current
knowledge of the BY mixing phase ¢, for A?ZfK_. Such predictions have been obtained by as-
suming an additional independent U-spin breaking of 20% and +20° respectively on the hadronic
parameters entering the expressions of A%ﬁ - and A"I}ifK_, in order to take into account U-
spin breaking effects‘also while exchanging the values of }?TK, and .Agg’ .- For this reason,
the prediction of A%ﬁ j— is not simply equal to the measurement of A Kﬁﬂ_, but has a larger
uncertainty.

All the relevant inputs and the predictions for the parameters of interest are summarized in
Tab. The p.d.f.’s for A%ZK, and A7F,_ are shown in Fig. m

1.7 Extraction of v and ¢,

Eqs. (1.98) and ([1.105]) constitute a system of four equations with seven unknowns: d, ¥, ¢4, v,
d', 9 and ¢s. However, ¢4 is well measured by the B factories, ¢4 = (0.768 + 0.028) rad [23],
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Figure 1.13: Variation of the 68% (dark) and 95% (light) probability intervals for  as a function
of the size of U-spin breaking that is allowed, separately in é and Ad. The plots are obtained
by using the current experimental measurements, and imposing ¢ > 90° in order to isolate the
SM solution for ~.

Inputs
bd (0.768 + 0.028) rad
Ps (—0.0366 4- 0.0015) rad
Adir 0.38 & 0.06
e _ —0.65 +0.07
Corr (A% _, AT ) 0.08
ASE —0.098 £ 0.012
Predictions
d 0.65 4 0.15
¥ (146 + 8)°
Y (70 & 8)°
Afr ~0.09 + 0.04
miz 0.150 = 0.035
Corr(AY -, AWz, ) —0.02

Table 1.6: Experimental inputs and predictions in terms of 68% probability intervals for the
various parameters of interest.

and will be further refined by LHCb [63], while ¢, is expected to be very small in the SM. By
assuming the validity of the U-spin symmetry, which leads to the identities d = d’ and ¥ = ¥,
just three unknowns are left, and the system is fully solvable. It is then possible to determine
simultaneously d, ¢ and «. Furthermore, since we have more equations than unknowns, we
can exploit the additional equation in order to make a measurement of ¢, from these channels
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Figure 1.14:  P.d.f’s for A% (left) and A7 (right) obtained by using the current
experimental measurements and imposing ¥ > 90° in order to isolate the SM solution for ~.
68% (dark) and 95% (light) probability intervals are also indicated.

alone. It is important to note, as we will show, that it is not necessary to rely on the U-spin
symmetry validity tout-court, since meaningful results can be obtained also in the case when
large non-factorizable U-spin breaking effects are taken into account.

As detailed in Ref. [55], first insights into U-spin breaking effects can be already obtained
from present data using the measurements of the charge asymmetries and branching fractions
of the U-spin related decay modes B — K7~ and BY — 7t K~. The validity of the U-spin
symmetry leads to the identities r = 5 and 6 = d5 in Eqgs. (1.101]) and (1.107)), as well as to the
relation:

2BR(BY — Kta™)
BR(BY — ntK—)

Py

P

cP

Arii=
cP

AR

It is then possible to obtain experimental insights into U-spin breaking effects by writing

(1.111)

Py

[r—s} [Smds} — 1.06 £ 0.28, (1.112)

Py
P rllsind

exp
that is in good agreement with the QCD sum-rule results of Ref. [57]

QCDSR

P
s = 1027015, (1.113)

P

fact

although the experimental errors are still large. This quantity will be eventually measured with
great precision at LHCb, thus providing a much more stringent test.

LHCb will measure all the four CP violating observables A% __ AT _ A% and AR,
with high precision. In particular, the determination of A% will open a new avenue to the
measurement of the BY mixing phase ¢ [55].
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Hypothetical LHCb measurements
Scenario B
bd (0.768 + 0.020) rad
Adir 0.38 £ 0.04
sl —0.65 £ 0.04
AT - —0.100 = 0.008
e~ 0.150 £ 0.035
Sensitivities
Scenario B
d 0.63 £0.13
Y (146 £ 7)°
~y (70 £7)°
Os (—0.03 £ 0.05) rad

Table 1.7: Hypothetical LHCb measurements corresponding to an integrated luminosity L =
2fb~!, and consequent sensitivities on d, 9, v and ¢,.

As U-spin symmetry predicts that A%’; - and A‘Ifﬁﬂ_ shall assume the same value — ne-

glecting exchange and annihilation topologies in the A%’; s~ decay amplitude, which are already
quite constrained by current measurements of the branching fractions of the BY — K+ K~ and
BY — 77~ decays — we find that an optimal strategy consists of substituting the direct CP
asymmetry term A%’; — Wwith A(If?iﬂ,, due to the much smaller statistical error achievable on
A(;gi .- LHCD will further constrain the size of the exchange and penguin annihilation ampli-
tudes contributing to the BY — K+ K~ by considerably improving the measurements of the
BY - K*K~ and B? — nT7~ branching ratios.

By following the procedure outlined in the previous section, using the values of Tab.
as inputs, we obtain the central values and the sensitivities for d, 9, v and ¢s reported in the
same table, corresponding to an integrated luminosity L = 2fb~!. The corresponding p.d.f.’s
are shown in Fig. We emphasize that we are taking into account U-spin breaking effects as
large as 20% for d and +20° for 1, independently varied in the expressions of Aggiw, and A%Z K
in order to consider sizable U-spin breaking effects not only with respect to the B — 7t~
channel but also between B® — K*7~ and B - KtK~.

Note that we can achieve a good precision not only on -, but also on ¢5;. The CP measure-
ments from these channels will be important, first in order to give an independent confirmation
of the baseline ¢5 measurement from the B? — J/1¢ decay, secondly to allow for an unam-
biguous determination of ¢, in conjuction with BY — .J/i¢. In particular, as pointed out in
Ref. [55], we will be able to distinguish between the cases of ¢s = 0° and ¢5 = 180°, which is
important for the search of NP.

We have also studied the dependence of the sensitivities to v and ¢ as functions of the size
of non-factorizable U-spin breaking that is allowed. Fig. shows the variations of the 68%
and 95% probability intervals for v and ¢4 separately as functions of é and A¢. It is apparent
that the dependence on the amount of U-spin breaking is significantly more pronounced for ~
than for ¢s.

Further information useful to constrain NP will come from the measurement of AI'y, which

can be also performed using B? — K+ K~ decays. With an integrated luminosity L = 2fb~1,
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Figure 1.15: P.d.f’s for d (top left), ¥ (top right), v (bottom left) and ¢, (bottom right)
obtained by using the hypothetical LHCb measurements shown in Tab. [I.7} with sensitivities
corresponding to an integrated luminosity L = 2fb~!. The condition ¥ > 90° was imposed in
order to isolate the SM solution for v. 68% (dark) and 95% (light) probability intervals are also
indicated.

LHCb expects a statistical error on ATy of about 0.02 ps~!. In the presence of NP, AT is
modified as follows [64]:
AT, = ATSM cos(oy), (1.114)

i.e. NP effects can reduce the observed value of AI'y; with respect to the SM expectation.
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Figure 1.16: Variation of the 68% (dark) and 95% (light) probability intervals for v (top) and
for ¢, (bottom) as a function of the size of U-spin breaking, separately in £ (left) and AY (right).
The plots are obtained by using the hypothetical LHCb measurements shown in Tab. with
sensitivities corresponding to an integrated luminosity L = 2fb~!. The condition ¢ > 90° was
imposed in order to isolate the SM solution for ~.

1.8 A, — ph/~ decays

Although A decays to a proton and a charged pion or kaon have not yet received significant
attention from a theoretical point of view, CP violation with these decays will be studied with
high precision at LHCb. The author of Ref. [65] claims that the measurement of the CP charge
asymmetry in the Ay, — pr~ decay can be sensitive to NP effects in the Minimal Supersymmetric
Standard Model (MSSM) with R-parity violation. While the SM predicts a charge asymmetry
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ACP ~ 8% and a branching fraction BR ~ 1079, in the R-parity violating model the charge
asymmetry is predicted to be negligibly small, while the branching fraction as large as 1.6-107%.
In other words, the presence of R-parity and lepton number violating couplings could significantly
modify the SM predictions of the branching ratio and of the CP charge asymmetry, by enhancing
the former and suppressing the latter. Although the recent measurements by CDF invalidate the
possibility of a large branching ratio at the level of 10™%, a precise measurement of the charge
asymmetry has not yet been made.



Chapter 2

LHC collider and LHCDb detector

LHCD [66] is one of the four major experiments operating at the Large Hadron Collider (LHC)
at CERN, close to Geneva, in Switzerland. In this chapter we will provide a brief introduction
to the LHC accelerator complex, followed by a detailed description of the LHCb detector and
the related infrastructures necessary to fulfill its physics programme.

2.1 The Large Hadron Collider

The LHC[67] is a two-ring-hadron accelerator and collider installed inside a 27 km tunnel, already
used for the LEP machine, placed 100 m underground across the Swiss and French borders, as
shown in Fig The machine design foresees to collide protons up to a centre-of-mass energy
of 14 TeV and an instantaneous luminosity of 103* cm~2s~!, and heavy ions (Pb-Pb) with an
energy of 2.8 TeV per nucleon at a peak luminosity of 102" cm™2s~!. Protons are obtained from
ionized hydrogenum atoms deprived of their electrons. As it is not possible to inject protons and
accelerate them from a quasi-rest condition up to 7 TeV, protons are injected into the LHC from
the chain of preaccelerators Linac2 - Proton Synchrotron Booster (PSB) - Proton Synchrotron
(PS) - Super Proton Synchrotron (SPS). Linac2 is a linear accelerator providing the PSB with
proton bunches of 50 MeV energy. In the PSB protons are then accelerated up to 1 GeV before
being injected into the PS. The PS raises their energy up to 26 GeV and passes them to the
SPS. The SPS performs the last acceleration step, up to 450 GeV, before the injection of beams
into the LHC via the two tunnels TI2 (placed near the ALICE experiment) and TI8 (placed near
the LHCb experiment). The complex of CERN accelerators is schematically shown in Fig.

The LHC synchrotron represents the status-of-the-art of particle accelerators and one of the
most important technological challenges ever made. In order to achieve its design energy the
magnetic field of a single dipole, used to bend protons and constrain their path inside the ring,
must reach a magnitude of 8.34 T. Such goal is possible only using super-conducting dipole
magnets working at a temperature of 1.9 K (—271.3°C). At its nominal regime the LHC rings
will store 2808 proton bunches per ring, each of them containing 1.1'! protons and colliding
with a frequency of 40 MHz.
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Figure 2.1: Graphical view of the LHC ring position. As reported in the text the ring is placed
about 100 m underground. The ground-level positions of the access points of the four main
experiments (ALICE, ATLAS, CMS and LHCb) is also shown.

2.1.1 2010 data taking

LHC started its physics operation on the 23" November 2009, colliding two proton bunches with
450 GeV of energy per beam and increased to 1.18 GeV per beam within few operational days.
The first proton-proton collision at 3.5 TeV per beam has been recorded on the 30" March
2010 and continued until the end of October. During this first year of high energy collisions,
instantaneous luminosity achieved by the machine increased continously as shown in Fig.
The total integrated luminosity delivered by LHC to each of the four experiments has been about
42 pb™!, out of which LHCD recorded about 38 pb~! with an efficiency close to 90%. In Fig.
a pie chart representing the data taking efficiency and the various sources of inefficiencies is also
shown. The LHCb detector and Data Acquisition (DAQ) system performed well during 2010, in
particular considering that the system had to operate with an higher number of visible collisions
p with respect to the design value of 0.4. In Fig. [2.4] the values of p as a function of the fill
number during 2010.

2.1.2 2011 data taking

In 2011, the data taking operations started on the 12" April and ended at the end of October.
During this period LHC operated again at an energy of 3.5 TeV per beam. The data taking
conditions have been more stable with respect to 2010. In particular, LHCb, in order to cope
with detector and trigger design limits, worked with a system allowing to continuously levelling
the instantaneous luminosity to about 3.5 x 1032 cm~2s7!, as shown in Fig. Such a value
correspond to about 1.75 times the instantaneous design luminosity.

The total integrated luminosity delivered to LHCb has been 1.22 fb~! and the experiment
collected 1.11 fb™! with an efficiency of about 90% as shown in Fig.
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Figure 2.2: Schematic view of the complex of CERN accelerators. The Linac2, Proton Syn-
chrotron Booster (PSB), Proton Synchrotron (PS), Super Proton Synchrotron (SPS) and LHC
mentioned in the text are shown. The two tunnels for the injection of proton beams into the
LHC, TI2 (near the ALICE experiment) and TI8 (near the LHCb experiment), are also shown.

2.2 The LHCDb detector

When the two protons collide at the energy of 7 TeV the interaction between two partons leads
to the creation of bb pairs. Due to the average imbalance in momentum of the two partons, the
outcoming b quarks are strongly boosted along the beam-line. As a consequence, the B hadrons
at the LHC are produced in the same forward of backward emisphere and with a small angle with
respect to the beam direction. Fig. shows the polar angle distribution of bb pairs as predicted
by the PYTHIA event generator [68]. In order to exploit this feature of B hadron production, the
LHCDb detector, in contrast to other LHC detectors, has the structure of a forward spectrometer.
Its geometrical acceptance lies between 10 and 300 mrad in the horizontal plane and between 10
and 250 mrad in the vertical plane. The difference between horizontal and vertical acceptances
is justified by the fact that the horizontal plane is also the bending plane for charged particles
deflected by the dipole magnetic field of LHCb. The pseudo-rapidity (n) range for tracks inside
the LHCb geometrical acceptance is between about 1.8 and 4.9.
The LHCDb physics program requires the detector to satisfy the following requirements:

e Most of the LHCb core analyses require time-dependent measurements of B-hadron decay
rates. Thus the precision in the reconstruction of p — p interaction vertices and B hadron
decay vertices must be very high, in order to have a suitable proper-time resolution to
follow the neutral B meson oscillations (in particular the fast BY one).
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Figure 2.3: Integrated luminosity at /s = 7 TeV delivered by LHC to the LHCb experiment
(blue points) and recorded luminosity by the LHCb experiment (red points) as a function of
time during 2010. The pie chart shows the data taking efficiency (green) of the detector and the
various sources of inefficiencies.
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Figure 2.4: Peak number of visible collisions p at the LHCDb interaction point as a function of
the fill number during 2010.

e The analysis of hadronic B decays requires an excellent discrimination between charged
pions, charged kaons and protons in a very wide momentum range (betweem few GeV/c up
to and above 100 GeV/¢). In addition the analysis of B decays into final states containing
leptons needs optimal identification of muons and electrons.
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Figure 2.6: Left: integrated luminosity at /s = 7 TeV delivered by LHC to the LHCb experiment
(blue points) and recorded luminosity by the LHCb experiment (red points) as a function of fill
number 2011. Right: pie chart showing the data taking efficiency of the LHCb detector (green)
and the various sources of inefliciencies.

e The invariant mass resolution must be as small as possible in order to discriminate the
signals from the combinatorial background and in order to distinguish between B? and
BY decays. In order to achive such a resolution the momentum of charged tracks must be
measured with a relative precision of ~ 1073.

e Due to its geometrical acceptance the LHCDb detector is designed to work in an high-
occupancy region. In addition, at the LHC the measured cross-section of bb pair production
at /s = 7 TeV is (284 + 20 £ 49) pb [69], between two and three order of magnitude
smaller than the minimum bias cross-section. As a consequence the trigger system of
LHCb must to have a very high background rejection to reduce the acquired data-sample
to a manageable size. In order to match such requirements mantaining an high efficiency
on signals the LHCb trigger is organized in multiple levels, each of them processing the
output of the previous level.

e The amount of data delivered by LHC and thus collected by the experiment requires an
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Figure 2.7: Polar angle distribution of bb pairs as predicted by the PYTHIA event generator [68].

efficient exploitation of large computing resources, needed both for the processing of data
and for its storage.

An overview of the entire LHCb detector is shown in Fig. From left to right the various
sub-detectors are visible:

VELO: the Vertex Locator is placed around the interaction region, and provides the recon-
struction of primary and secondary vertices;

RICH1: the first Ring Imaging Cherenkov detector is placed just after the VELO and it pro-
vides information for the identification of charged particles;

TT: the Trigger Tracker is the first tracking system;

Magnet: the magnetic field used to bend the particles in order to evaluate their charge and
momentum;

Tracking Stations: three tracking stations (T1, T2 and T3) are placed behind the magnetic
dipole;

RICH2: the second Ring Imaging Cherenkov detector is designed to provide efficient particle
identification in a different momentum range with respect to RICHT;
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Electromagnetic Calorimeter: the electromagnetic calorimeter system is necessary for an
efficient trigger and the identification of electrons, photons;

Hadronic Calorimeter: the Hadronic Calorimeter (HCAL) is placed behind the ECAL and
is used for the hadronic trigger;

Muon Stations: the Muon Stations are placed in the farest part of the detector from the in-
teraction region where only muons can arrive without being stopped inside the calorimeter
system and other absorbers. It is used both for efficient trigger of decays with muons in
the final state and for muon identification.
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2.3 The tracking system of LHCb

The reconstruction of charged particles is realized using the vertex detector (VELO), the
Trigger Tracker (TT) and the three tracking stations (T1, T2 and T3). The magnetic dipole of
LHCD is placed between the TT and T1.

2.3.1 The Vertex Locator

At the energy provided by the LHC, B hadrons produced by the proton-proton collisions have a
mean distance of flight of about 1 cm. As a consequence the presence of a secondary vertex well
spaced from the proton-proton primary interaction is an important signature for the presence of
B hadrons. In order to exploit this feature to select in the most efficient way signals and reject
most of the combinatorial background, having a vertex detector with micrometric precision
is necessary. The VELO [70] sub-detector consists of a series of 21 circular silicon modules
arranged perpendicularly along the beam line as shown in Fig. Each module is subdivided
into two halves allowing to move them far from or close to the beam depending on necessity.
In fact during data-taking the VELO sensors are placed at a radial distance from the beam
which is smaller than the aperture required by the LHC during injection and must therefore
be retractable. Thus VELO modules are mounted on a moveable device inside a vessel that
mantains vaccum and allows them to move between 3 cm (fully open) and 8 mm (data taking
conditions) from the beam [70]. The polar angular acceptance of the halves is more than 180°
allowing them to overlap during data taking. Module halves are composed of two planes of 220
pm thick silicon microstrip sensors allowing to measure radial (R sensors) and polar (¢ sensors)
coordinates of the hits generated by ionizing particles. A scheme of R and ¢ sensors is reported
in Fig. R sensors are subdivided into four sectors per halves of about 45° each. The
microstrip are modelled in a semi-circular shape and their width varies from 40 pm (near the
beam) to 92 pm (far from the beam) in order to take into account the higher particle occupancy
near the interaction point. ¢ sensors are subdivided into two regions, inner and outer. The
outer region starts at a radius of 17.25 mm and its pitch is set to be roughly half (39.3 um)
that of the inner region (78.3 um), which ends at the same radius. Inner and outer regions
have different skew to the radial direction in order to improve pattern recognition: 20° and 10°
respectively. In addition for a better stereo view of track reconstruction longitudinally adiacent
¢ sensors have opposite skew to each other. Fig. showns a 3-dimensional view of the entire
VELO apparatus. Detection stations and radiation-hard read-out electronics are placed inside
the vacuum tank (10~% mbar), both mounted on the moveable device.

The performances of the VELO detector have been studied by means of the large amount of
minimum bias events collected during the data taking periods of 2010 and 2011 and have been
compared with full Monte Carlo simulated events. The resolutions achieved in the reconstruction
of vertices are summarized in Fig. (for only 1 primary vertex in the event) and in Fig.
(for events with many primary vertices). They depend on the number of tracks fitted into the
vertex. The resolution on the X and Y coordinates goes from about 40 pym to about 10 pm,
while the resolution on the Z position of vertices goes from about 250 pm to about 50 ym. The
resolutions on the impact parameter of tracks with respect to the primary vertex in the X and
Y coordinates are shown in Fig. as a function of the inverse of transverse momentum of

tracks (1/pr).
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Figure 2.9: Top view of the VELO silicon sensors, with the detector in the fully closed position
(top). Front view of the modules in both the closed (bottom left) and open positions (bottom
right).

2.3.2 The Trigger Tracker sub-detector

The Trigger Tracker [71] is placed after the RICH1 sub-detector and before the magnetic dipole,
in a region where a residual magnetic field is present . Its role is to provide reference segments
to combine the tracks reconstructed in the tracking stations after the magnet and those recon-
structed in the VELO in order to improve the resolution on their momentum and trajectory.
The system comprises four stations, grouped two-by-two and called TTa and TTb, spaced by
approximately 30cm (as shown in Fig. and at a distance of approximatively 2.4 m from
the interaction region. Each of the four stations cover a rectangular region about 120 c¢m in
height and about 150 cm wide. In order to cope with the high spatial resolution required and
the necessity to work in a region with high occupancy of charged tracks, a silicon microstrip
technology has been adopted for the sensors of the TT sub-detector. The microstrips have a
pitch of about 200 ym and are arranged into up to 38 cm long readout strips. In the first and
fourth station the strips are disposed parallel to the vertical plane, while in the second and third
station, in order to improve the precision in the reconstruction, they are tilted by +5° (u-layer)
and -5° (v-layer) respectively.

2.3.3 The tracking stations T1-T2-T3

The tracking stations T1, T2 and T3 are placed behind the magnetic dipole, just before the
second Cherenkov detector (RICH2). A schematical view is shown in Fig. Two different
technologies have been used for the tracking station: silicon microstrip sensor in the inner part
of the detector (Inner Tracker or IT) and drift straw tube in the outer part (Outer Tracker or
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Figure 2.10: Tllustration of the geometry of the R (left part) and ¢ (right part) sensors of the
VELO. The strips of the ¢ sensors for two adjacent modules are drawn, in order to emphasize
their different orientation.

OT). As shown in Fig. the IT part of each station is placed in front the OT part. For the
Inner Tracker [72] the choice of silicon microstrip sensors has been driven by the high charged
track multiplicity close to the beam line. In Fig. 2.17] a scheme of the sub-detector is reported.
Each IT station consists of four detection planes overlapped with two of them aligned with the Y
axis (z planes) and two of them tilted by +5° (u- and v- plane respectively). The characteristics
of silicon microstrip sensors are the same as those used for the TT: they have a pitch of about
200 pum and they are up to 22 cm long. The sizes of the total Inner Tracker sub-detector are
about 1.2 m on the bending plane (X coordinate) and about 40 cm on the vertical plane (Y
coordinate).

The Outer Tracker [73] is realized using drift straw tubes technology. For each station four
planes of traw tubes are arranged in the same way as the microstrip of TT and IT: first and
fourth planes have vertically aligned tubes, while the second and third planes have them tilted
by £5° (usual u- and v- planes respectively). In addition each plane has two rows of tubes
arranged with a honeycomb structure (see Fig. in order to maximize the sensible area.
The configuration defines a bidimensional lattice to measure both the X and Y coordinates of
track hits, mantaining the occupancy low. The straw tubes have a radius of 5 mm and are filled
with a mixture of Ar/CFy/CO; that gives a drift time of the order of 50 ns.
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Figure 2.11: 3-dimensional view of the entire VELO apparatus.

2.3.4 The LHCDb dipole magnet

The magnetic field of LHCD is provided by a warm dipole magnet placed between the TT and
the first tracking station T1 (see Fig. [74]. The magnet geometry is determined by the
detector acceptance. It is formed by two coils inclined at a small angle with respect to the beam
direction in order to become wider with the increase of the Z coordinate, following the profile
of the detector acceptance. In Fig. the two coils are shown and the inclined geometry is
also visible.

The strength of generated magnetic field is mainly directed along the Y coordinate such that
the bendind plane for charged tracks results to be almost parallel to the horizontal plane. In
Fig. the Y component of the magnetic field is reported as a function of the Z coordinate
measured along the beam-pipe. The maximum intensity of the magnetic field is about 1 T, while
the magnetic field integral is about 4 Tm. During the data taking the polarity of the dipole has
been flipped several times in order to allow the evaluation of any left-right asymmetry introduced
by the detector. In fact positively and negatively charged tracks are bent to different directions
by the magnetic field, thus any variation of the detection efficiency between the left and right
region of the detector could affect CP asymmetry measurements.

2.3.5 Tracking algorithm and performances

In Fig.[2.21]a schematic representation of the track types reconstructed by the tracking algorithm
is shown. Particles generating hits in all the tracking sub-detectors are reconstructed as “Long
tracks”; particles generating hits only inside the VELO are reconstructed as “VELO tracks” and
they are usually particles produced with a wide angle with respect to the beam-line, which go
out of the geometrical acceptance of the detector before traversing with the TT. For these tracks
it is not possible to measure their momentum. “Upstream tracks” are reconstructed particles
with a very low momentum that are swept by the magnetic field out of the detector acceptance
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Figure 2.12: Resolutions achieved in the reconstruction of primary vertex coordinates as a
function of the number of tracks in the event, as obtained from real data and Monte Carlo
simulations. In the figures the resolutions for the X (top left), Y (top right) and Z (bottom)
coordinates are reported. The performances shown refer to events where only one primary vertex
has been reconstructed.

before they can reach T1. For these tracks it is possible to estimate their momentum, thanks to
the residual magnetic field in the region between VELO and TT, but with a relative uncertainty
of about 20%. Charged particles coming from long lived neutral particles decaying between the
VELO and the TT (usually K2, A or in minimal part K?) are reconstructed as “Downstream
tracks”. In the end “T tracks” are reconstructed from track segments appearing only in the
tracking stations after the magnetic dipole.

Track finding and reconstruction are performed in different steps starting from the recon-
struction of the track segments in each sub-detector. Track finding starts with the definition
of segments inside the VELO and the tracking stations T1-T3 (VELO seed and T station seed
respectively). The reconstruction of VELO segments starts from the identification of VELO
hits on the same straight trajectory in the R — Z plane, thus reconstructing two-dimentional
segments using only hits in the R-sensors of the VELO. In a second step ¢-sensor hits are asso-
ciated with compatible R — Z segments, again assuming straight directions for the tracks. The
reconstruction of T station seeds is done into two steps. The first step starts by dividing the
X — Y plane of the tracking stations into different regions and reconstruct segments that cross
the three stations remaining in only one of these windows. The reconstruction starts from one
hit in the z-plane of the first station and one hit in the x plane of the last station. Then, using
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Figure 2.13: Resolutions achieved in the reconstruction of primary vertex coordinates as a
function of the number of tracks in the event, as obtained from real data and Monte Carlo
simulations. In the figures the resolutions for the X (top left), Y (top right) and Z (bottom)
coordinates are reported. The performances shown refer to events where more than one primary
vertex has been reconstructed.
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Figure 2.14: Resolution achieved for the X (left) and Y (right) components of the impact
parameter (I P) of tracks with respect to the primary vertex as a function of the inverse of the
transverse momentum of tracks 1/pyp.

a parabola hypothesis for the trajectory, the algorithm predicts the position of the hit in the
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Figure 2.15: Layout of the four TT stations. The front and rear planes have sensors vertically
arranged, while the two planes in the middle represent the u-plane and v-plane described in the
text with sensors tilted by +5° respectively.

z-plane of the station in the middle. If the prediction matches a hit, it is added to the segment
and it is used to determine more accurately the parameters of the parabola and all z hits in a
window around the trajectory are collected to form the X — Z projection of the segment candi-
date. After this step also the compatible hit from u— and v— planes of the tracking stations are
added to the X — Z projection in order to reconstruct the 3-dimentional segment. In a second
step hits not associated with any reconstructed segment are matched with parabolic trajectories
to find tracks crossing different X — Y plane regions. Finally, reconstructed segments must
satisfy quality requirements in order to be accepted.

Track finding is organized in a hyerarchical way: firstly the algorithm tries to reconstruct
long tracks, then it picks up unused segments to reconstruct downstream and upstream tracks.
In the end of each step a clone killer algorithm is applied. Long tracks are reconstructed using
two algorithms. The first one extrapolates VELO segments to the tracking stations collecting
together matching hits in the X — Z plane and then adding also u and v plane hits. All the
hits in the TT compatible with the trajectory are added to the track. The second algorithm
matches reconstructed VELO and T stations segments one to each other, extrapolating VELO
segments in the forward direction and T segments in the backward direction. TT hits close to
the resulting track are added afterwards. Downstream tracks are reconstructed extrapolating T
station segments to the TT and adding compatible hits. Upstream tracks are extracted from
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Figure 2.16: Left: layout of a T station from a side view. The IT sub-detector is placed in front
of the OT sub-detector. The x- u- and v-planes described in the text are also drawn. Right:
layout of a T station from a front view. The IT subdetector (in orange) is placed around the
beam pipe, while the OT sub-detector covers the outer region of the station.
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Figure 2.17: Layout of the z-plane (left) and w-plane (right) of the IT sub-detector. The
alignment of sensor is vertical for the z-plane and tilted by +5° for the u-plane.

the extrapolation of VELO seeds to the TT subdetector, requiring also a non-matching with
any T station seed.

On all reconstructed tracks, before using the clone killer, a bi-directional Kalman filter is
applied to better determine track parameters. The clone killer compares all tracks two by two.
If two tracks share more than a certain percentage of hits they are considered clones. The
track with more hits or, in case of the same number of hits, the one with best x? is stored.
Fig. shows the track reconstruction efficiency as a function of track transverse momentum
pr obtained from K g — w7~ decays reconstructed from 2010 long tracks sample and compared
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Figure 2.18: Cross section of a straw-tubes module. The zoom-in shows the honeycomb arrange-
ment of the two layers of tubes.

Figure 2.19: Front view of the LHCb dipole magnet after the installation in the detector cavern.
The particular profile of the two coils, in order to follow the detector acceptance, is clearly
visible.

with full Monte Carlo simulations. The momentum resolution achieved on long tracks results
to be Ap/p = (0.35 — 0.55) % as reported in Ref. [75].
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Figure 2.20: Y component of the magnetic field measured along the beam-pipe. Values of
the measured field for both polarities (up and down) are represented by empty circles. The
superimposed line represents the result of the model calculation.
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Figure 2.21: Schematic illustration of the various track types: long, upstream, downstream,
VELO and T tracks. Tracking detector positions are reported as a reference.
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Figure 2.22: Efficiency of track reconstruction as a function of the transverse momentum pp of
the track. Efficiency as evaluated from real data (blue) and Monte Carlo simulations (red) are
reported.

2.4 Identification of charged particles

Most of the CP violation measurements of the LHCb physics programme (and in particular
those treated in this thesis) require the identification of charged leptons and hadrons. This task
is accomplished by some dedicated sub-detectors that we are going to describe.

2.4.1 The RICH detectors

Cherenkov light detectors are used to discriminate charged pions, kaons and protons in a wide
momentum range. Such a discrimination is crucial in the selection of B hadron decays with
these particles in the final states. In addition the distinction between charged pions and kaons
coming from the hadronization process of b quarks is crucial to determine the flavour state at the
production of neutral B mesons. This procedure known as tagging and is used to determine if
the neutral B meson at t = 0 has been produced as a B or B. Cherenkov light detectors exploit
the relation between the particle momentum and the emission angle of Cherenkov photons:
0.) = b 2.1
COS(C)_n-v/c’ (2.1)
where 6. is the angle of Cherenkov photon emission with respect to the particle direction of
flight, n is the refraction index of the radiator, v is the particle speed and c is the speed of light.
Thus measuring also the momentum it is possible to determine the mass of the particle.
LHCD is provided by two Ring Imaging Cherenkov detectors (RICH1 and RICH2) [76] able to
efficiently discriminate charged hadrons in the range between few GeV/c (typical of tracks used
for tagging) up to about 150 GeV/c. This range of momentum comprises most of the particles
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Figure 2.23: Cherenkov angle 6. as a function of particle momentum p. The curves corresponding
to the various radiators used in RICH1 and RICH2 and to the various particle types is reported.

coming from B hadron decays. RICHI1 is optimized to identify tracks of lower momentum
(between 1 and about 50 GeV/c), while RICH2 is optimized for the identification of tracks
of higher momentum (up to 150 GeV/c). In fact, the only way to cover such a wide range
of momentum is to use different radiators, with different refraction indices. This is because
Cherenkov light is emitted only by particles with the parameter § = v/c in the range ¢/n <
B < c. For f = 1/n the Cherenkov angle will be 0, while approaching the speed of light the
Cherenkov angle will saturate at a value 6. = arccos (1/n). This behaviour is shown in Fig. [2.23
A schematical picture of RICHI is shown in Fig. (left). Tt is placed between the VELO
and the TT detectors and is able to cover practically the entire geometrical acceptance of LHCb
(between 25 mrad to 330 mrad). It uses two different radiators: a layer of 5 cm thick Aerogel,
with a refraction index of about n = 1.03 (optimal for low momentum particles 1—10 GeV/c) and
a gap about 85 cm thick filled with CyFjy with refraction index n = 1.0015 (optimal momenta
up to 50 GeV/c). RICH2 (right picture in Fig. is placed between the last tracking station
and the first muon station (see Fig. . Its geometrical acceptance covers an angular region of
about 120 mrad in the vertical plane and 100 mrad in the horizontal plane, the region with most
of the high momentum particles. As radiator it uses C'Fy with refraction index n = 1.00046
inside a gap 170 cm thick.

In both the RICH detectors an optical system made of spherical and plane mirrors conveys
the emitted Cherenkov photons on a lattice of photo-detectors (Hybrid Photon Detector, HPD).
The HPD planes are placed out of the detector acceptance (where particle multiplicity is low)
and properly shielded against the residual magnetic field (in particular the HPD’s of RICH1).
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Figure 2.24: Left: schematic layout from a side view of the RICH 1 detector. The Cherenkov
light as emitted by a charged track traversing the Aerogel tiles and the C4Fjy radiator is also
drawn. Right: Schematic layout from a top view of the RICH2 detector.

2.4.2 Particle-identification performances

RICH detectors give the information to evaluate the mass-hypothesis likelihood for a given
particle. As Cherenkov photons emitted by a particle are charachterized by the same emission
angle 0., they are expected to form a ring on the HPD plane, with radius proportional to
f.. Thus, given the direction of a particle, it is possible to extrapolate the position of the
corresponding ring centre on the photo detector plane. The distribution of Cherenkov photon
hits on the plane, as a function of the radial distance from the centre, is thus expected to be
peaked around a value (related to 6.) and smeared by resolution effects. In this way, fitting
the photon hit positions, it is possible to measure in a simple and fast way 6. for each particle.
However, as the main background to the signal comes from photons emitted by other particles,
in LHCb a “global” approach has been developed to measure the mass-hypothesis likelihood of
tracks. Fig. shows the Cherenkov angle as a function of track momentum (only for isolated
tracks) with the theoretical expectation superimposed. The straightforward way to the “global”
approach would be to perform a global fit of all Cherenkov photons emitted by all particles,
resulting in a very complex and slow multi-parameter fit, without solving the problem of the
other backgrounds, except that from cross-contamination between tracks.

Instead, for a given set of mass-hypotheses, the probability for a signal photon to be detected
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Figure 2.25: Cherenkov angle as a function of track momentum measured for isolated tracks.
The theoretical expectations for the various particle hyptheses are superimposed.

on a specific pixel is computed. The probability computation is extended including background
sources (such as scattered Cherenkov light and electronic noise) and detector effects (such as
different efficiencies for different HPD’s and edge effects). Then the expected contribution from
all sources is compared with the observed number of photons and a likelihood is calculated.
It is important to note that within this method the change in the likelihood depends only
on mass-hypothesis assigned to the tracks. Only 5 mass-hypotheses are considered for charged
tracks: electron, muon, pion, kaon and proton. The computation of the likelihood for all possible
hypotheses of all tracks results to be unfeasible. In order to reduce the number of likelihood
evaluation a different strategy is used. An initial value of the likelihood is computed assigning to
all tracks the pion mass-hypothesis. Then for each track in turn the mass-hypothesis is changed
to e, u, K and p, whilst leaving all the other track hypotheses unchanged. The mass-hypothesis
change that returns the largest likelihood improvement is found and the mass-hypothesis for that
track is set to its preferred value. The procedure is iterated changing again mass-hypoteses for all
tracks until no improvements in the likelihood is found. Each computed value of the likelihood
is stored in order to be used in the evaluation of the final particle-identification discriminator.
The particle-identification discriminating variable used in LHCb is the so called Alog £. The
value of the likelihood is computed changing the mass-hypothesis of a single track, mantaining
all the other hypotheses unchanged with respect to the maximum-likelihood solution. As the
value of the global likelihood can be quite large its logarithm is used. In the end the pion mass-
hypothesis is taken as reference, such that Alog £ for the pion hypothesis results to be always
0. Then the discrimination between mass-hypotheses is performed on the basis of the difference
of the likelihood logarithm under a generic hypothesis and the pion hypothesis. For example
Alog L (P) is the difference between the logarithm of the likelihood under the K hypothesis
and under the 7 hypothesis for the particle P:

Alog Lyr (P) = log L (P) — log L (P), (2.2)
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Figure 2.26: Left: Efficiency for the identification of kaons (red) and probability for the mis-
identification of pions as kaons (black) as a function of particle momentum. Solid and empty
points refers to different PID requirements. Right: Efficiency for the identification of protons
(red) and probability for the mis-identification of pions as protons (black) as a function of particle
momentum. Solid and empty points refers to different PID requirements.

thus a large positive value of Alog L, (P) translates to a large confidence that the particle P is
a kaon. Performances of RICH detectors in discriminating between mass-hypotheses have been
studied by means of real data samples. Thanks to the high production rate and to their kine-
matic charachteristics, particle decays like Kg — 777 ~, A — pr~ and D** — D% (— K—nt)n+
allow to select pure high statistics samples of pions, kaons and protons, without making any use
of RICH detectors. Due to the dependence of 6. on particle momentum, also Alog £ depends on
particle momentum. Fig. shows the efficiency (particle exactly identified) and misidentifi-
cation (wrong mass-hypothesis assigned) fraction, as a function of momentum, for pions, kaons
and protons achievable with two different PID requirements.

2.4.3 The calorimeter system

The calorimeter system [77] is used to identify neutral hadrons, electrons and photons, measuring
their energy. In addition it provides important information for the Level-0 trigger (LO-trigger)
evaluating transverse energy Fp of hadrons, photons and electronﬂ It is divided into four
sub-detector:

e Scintillator Pad Detector (SPD);

e Pre-Shower (PS);

e Electromagnetic Calorimeter (ECAL);
e Hadronic Calorimeter (HCAL).

Each sub-detector is divided into regions where differently sized sensors are used. ECAL, PS and
SPD are divided into three regions (inner, middle and outer as shown in Fig. [2.27) while HCAL

!Transverse energy is defined as Er = E * sinf where E is the cluster energy in the calorimeter and 6 is the
polar angle of the cluster.
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Figure 2.27: Lateral segmentation of the SPD/PS and ECAL (left) and the HCAL (right). One

quarter of the detector front face is shown. In the left figure the cell dimensions are also given.

is subdivided only into two regions. The size of sensor elements increases going far from the
beam-pipe and the high occupancy region. Such choice is motivated by a compromise between
occupancy (in order to guarantee a good resolution in energy and position of clusters) and the
necessity to mantain a reasonable number of read-out channels. SPD and PS are auxiliary sub-
detectors of ECAL and are placed before it. SPD is used to discriminate between charged and
neutral particles, as the former ones produce light inside the scintillator layers while the latter do
not. The PS is used for a better discrimination between electrons and pions both at the trigger
level and in the offline reconstruction. Both sub-detectors consist of a scintillator plane and they
are separated by a lead converter layer about 15 mm thick. The total material budget of the
two sub-detectors corresponds to about 2.5-3 radiation lengths. The light produced inside the
scintillator is collected, by wave length shifter optical fibers, on multi-anode photo-multipliers.

The ECAL is a sampling calorimeter realized using Shashlik technology and separated into
different independent modules (a schematic view of an ECAL module is shown in Fig. .
It is composed of 66 lead converter layers (2 mm thick), each one sandwiched between plastic
scintillator layers 4 mm thick. The total material budget for each module is about 25 radiation
lengths and 1.1 nuclear interaction lengths. The optical fibers WLS (drawn in green in Fig. [2.28)
cross longitudinally the entire module and bring light to the read-out photo-multipliers situated
in the backward part of the module. Sizes and number of read-out channels of modules for
different regions are different: the inner region has modules with a section of 4 x 4 cm? with 9
read-out channels per module; the middle region has modules of 6 x 6 cm? with 4 channels each;
finally the outer region has 12 x 12 cm? modules with one channle each.

The hadronic calorimeter HCAL has as main purpose the measurement of energies of
hadronic showers that is the main information needed by the Level-0 hadronic trigger. Its
structure is similar to ECAL, but each module is built by layers of scintillators 4 mm thick
separated by layers of steal 16 mm thick. The total material budget corresponds to 5.6 nuclear
interaction lengths. Module sizes are bigger than for ECAL and only two regions are defined:
inner and outer (see Fig. . In the inner region modules are 13 x 13 cm?, while in the outer
region they are 26 x 26 cm?.
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Figure 2.28: Left: Assembly of an ECAL module. The lead/scintillator layers are shown. Right:
Assembled ECAL module. The green lines represent the optical fibers conveying the light to
the photo-multipliers.

2.4.4 Performances of the calorimeters system

Performances have been evaluated from several test beam made before the start of the data
taking [78]. Energy resolutions are given by o (E)/E = (8.5 — 9.5)%/VE @ 0.8% for ECAL
and o (E)/E = (69+5)%/VE & (9+2)% for HCAL. The calibration of ECAL is realized
by reconstructing resonances decaying to two photons like 7 — 4y and n — ~~. Fig. [2.29
shows the v invariant mass spectrum where 7¥ and 7 peaks are clearly visible. Any difference
between photo multipliers response and deposited energy will result in a shift of the reconstructed
invariant mass peak. The reconstruction of 7%’s allows indeed to calibrate the ECAL response
on the basis of the observed mass shift. Calibration of HCAL can be achieved by measuring the
ratio E//p between the energy E as measured in the calorimeter for a hadron with momentum p,
as measured from the tracking system. In Fig. the distribution of E/p is shown, comparing
full Monte Carlo simulations with real data. Differences between simulations and the real data
do not exceed 3%.
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Figure 2.29: Reconstructed 77 invariant mass obtained from real data. The 7% — ~v and
1n — =y decay peaks are clearly visible. The superimposed line is the result of a best fit.
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Figure 2.30: Distribution of the ratio E/p as measured by the inner (a) and outer (b) of the
HCAL detector. Both real data measurements (black points) and Monte Carlo simulations (blue
points) are shown.

2.4.5 Muon detectors

Muons with high py and high impact parameter with respect to the primary vertex are a very
clean signal for triggering events with B-hadrons. Such muons are also utilized in the tagging
algorithm to identify the flavour of the spectator B-hadron produced associated to the signal
B-hadron. Muons are even present as final products in various core analyses of LHCD, like
BY — J/¢ (utp) ¢, B - K*utu~™ and Bgg — ptp.

The muon detector [79] is composed of five stations (M1,..., M5), covering an angular accep-
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Figure 2.31: Scheme of the muon system from a side view.

tance of +300 mrad in the horizontal plane and +200 mrad in the vertical plane, corresponding
to a geometrical efficiency of about 46% for the detection of muons coming from B-hadrons. The
first muon station M1 is placed before the calorimeter system in order to avoid possible multiple
scattering effects from the calorimeter material budget, that can modify the muon trajectory.
M2-M5 are placed after the hadronic calorimeter and are separated by iron planes 80 cm thick
as depicted in Fig. 2.31]

Each muon station is subdivided into four regions (R1-R4) with increasing distance and
segmentation from the beam-pipe, in a ratio of 1:2: 4 : 8 (see Fig. . With this geometry
the charged particle occupancy is expected to be more or less the same in each region. Multi-
Wire Proportional Chambers (MWPC) are used for all regions except the inner region of station
M1 where the expected particle rate exceeds safety limits for ageing. In this region triple-GEM
detectors are used. Multi-wire chambers have a structure with four overlapped gaps, in order
to increase the detection efficiency for the single hit, each one 5 mm thick and with a distance
between wires of about 2 mm (see Fig. . The total number of chambers used to build the
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Figure 2.32: Left: front view of a quadrant of a muon station. Each rectangle represents one
chamber. Right: segmentation of four chambers belonging to the four regions of station M1.
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Figure 2.33: Left: schematic view of a MWPC showing the various elements. Right: schematic
cross section of a triple-GEM detector showing the most relevant elements and dimensions.

muon detector is 1380. The triple-GEM detector consists of three gas electron multiplier (GEM)
foils sandwiched between anode and cathode planes (see Fig. [2.33)).

2.4.6 Performances of the muon-ID algorithm

The algorithm for muon-ID in the hardware trigger starts from hits in the M3 station. For
each hits a straight line is extrapolated to the interaction region defining a “field of interest”,
that takes into account also the magnetic field kick, around such a trajectory. In order to
identify a muon coincidence in all five muon stations and inside the field of interest are required.
The muon identification algorithm for physics analysis starts from long and downstream tracks,
extrapolated from the T stations to all the muon stations. Hits found inside a region of interest
around the extrapolated trajectory are then fitted together to form a muon track. In order to
flag the track as a muon it is required to have hits in M1-M3 if its momentum is between 3
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Figure 2.34: Left: muon identification efficiency as a function of the particle momentum, ob-
tained from the study of J/¢ — pu*u~ decays. Performances obtained from real data (black) and
Monte Carlo simulations (red) are shown. Right: muon trigger efficiency on the J/v — putpu~
decau as a function of the transverse momentum of the J/.

and 3.5 GeV/c, to have hits in M1-M4 if its momentum is between 3.5 and 4.5 GeV/c and to
have hits in all the five station if its momentum is higher than 4.5 GeV/c. Complex algorithms
are then used to assign a muon likelihood to each muon track that is then used as particle
identification discriminator. Performances of muon-ID algorithm have been studied by means
of J/1 — ptu~ decays in order to evaluate the efficiency and Kg — 't~ decays in order to
evaluate mis-identification probability. Fig. shows the muon identification efficiency from
offline analysis and after the hardware and software trigger stages.

2.5 The LHCD trigger

As already said in previous chapters the production cross sections of bb [69] and cé [80] pairs
are small with respect to the inelastic cross section. In addition, the capabilities to store data
are limited by technological and cost constraints. Thus the LHCb trigger is required to be very
efficient in accepting signals, rejecting most of the background events. The only way achieve
the required efficiency and purity of the stored sample is to subdivide the trigger system into
different levels. The LHCDb trigger system is divided into three levels as shown in Fig. The
earliest trigger level (Level-0 or L0) is based on custom electronics and is designed to perform a
first filtering, taking events with a maximum input rate of 40 MHz and sending them to the next
trigger level at a maximum rate of about 1 MHz. Second (High Level Trigger 1 or HLT1) and
third (High Level Trigger 2 or HLT2) trigger levels are software based and they perform a full
reconstruction of the events on a dedicated computing farm. HLT1 filters heavy hadron events
in an inclusive way and reduces the rate of accepted events to about 50 kHz. HLT2 is based
on the same software used by HLT1 but it performs an exclusive selection of beauty and charm
decays quite close to the final offline selections. The output of HLT2 is sent to mass storage at
a rate of about 3 kHz.
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Figure 2.35: Structure of the LHCb trigger. The L0, HLT1 and HLT2 with their algorithms and
output rates are reported.

2.5.1 The Level-0 Trigger

The LO exploits fast detectors, able to provide valuable information without performing com-
plicated reconstruction algorithms. The basic strategy is to measure transverse momentum of
electrons, photons, hadrons and muons. The system utilizes three independent systems running
in parallel.

Electron/photon trigger: it uses the electromagnetic calorimeter ECAL and the auxiliar
PS and SPD detectors (to discriminate between charged and neutral particles). Custom
electronic boards are programmed to measure energy of the electromagnetic showers, iden-
tifying those with highest transverse energy. An event is accepted if at least one cluster
with transverse energy greater than a given threshold is present;

Hadronic trigger: it uses the information of HCAL. It works like the electron/photon trigger,
accepting events with at least one hadronic cluster with transverse energy higher than a
given threshold;

Muon trigger: it uses information coming from the hits in the five muon chambers. Muon
segments are reconstructed dividing the muon chambers in fields of interest and connecting
hits in the same field of interest from different chambers. The reconstructed tracks are
then extrapolated to the proton-proton interaction region and a value for the transverse
momentum of the muon is evaluated. Events are accepted if at least one muon candidate
has a transverse momentum greater than a threshold; also a line allowing to select muon
pairs is used, asking for muon pairs with the product of transverse momentum exceeding
a given threshold.

Data taking conditions during 2010 and 2011 have been quite different from what planned
during the design. In particular the mean number of interactions per bunch crossing has been
approximatively four times the design level. This brought an increase in the number of primary
vertices and tracks in each event. In addition the event size to be transfered to the second trigger
level resulted to be higher. As a consequence both online and offline reconstruction and the data
transfer timing for high occpuancy events overcame the capabilities of the DAQ and of the offline
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reprocessing of LHCb. In order to cope with these difficulties a system to reject high occupancy
events has been developed at the LO trigger level. The very fast response of SPD detector allows
to use it to roughly estimate the number of charged particles in the event satisfying the timing
requirements of the Level-0 trigger. Events are accepted only if the number of hits in the SPD
is less than 600. The final trigger decision is taken by an electronic module name L0 Decision
Unit, that collects all the information and performs the OR of the three subsystem decisions.
Events are accepted when at least one of the subsystems gives a positive decision.

2.5.2 The High Level Trigger

For events passing the Level-0 trigger, the full set of detector information is transferred to the
Event Filter Farm (EFF), composed of about 1000 multi-core computing nodes, where the High
Level Trigger (HLT) is run. The HLT is a software based C++ application performing a fast full
reconstruction of events. Actually up to about 26000 copies of online reconstruction applications
can run concurrently in the EFF. The HLT is divided in two steps: HLT1 and HLT2.

2.5.2.1 HLT1

Before the track reconstruction of the event is performed, the HLT1 algorithm makes a first
selection of events based on the detector occupancy. Events with high occupancy (espectially in
the OT sub-detector) could take much more than the average allowed processing time of ~ 25
ms to be reconstructed. Thus events with OT occupancy larger than 20% are rejected, allowing
to avoid the throttling of the HLT process with a small loss in efficiency. For remaining events
the reconstruction strategy is a consequence of the following considerations:

e High mass of B hadrons and their production processes imply that the particles com-
ing from B hadron decays have a large momentum (p) and transverse momentum (pr)
compared with light-quark hadrons originating from the PV;

e The average decay length of B hadrons produced in the LHCb acceptance is ~ 1 ¢m so
that their decay products will have a large impact parameter (I P) with respect to their
PV.

e each B hadron decay has at least one final state particle characterized by large p, pr and
IP;

e the VELO reconstruction is fast enough to allow a full 3D pattern recognition and PV
finding to be performed for all events entering the HLT;

e the full reconstruction can be performed only for a limited number of tracks due to limited
time.

The last two points bring to the choice of subdividing the reconstruction into two steps. In
the first step VELO tracks and PV are reconstructed. VELO tracks are selected asking for
large impact parameters with respect to the closest PV and for a minimum number of hits in
the VELO. In order to kill as much as possible ghost tracks the expected number of hits in the
VELO for each track is performed considering the track direction and its first hit in the detector.
If the difference between the expected number of hits and the number of hits used to reconstruct
the tracks is greater than a certain threshold the track is rejected. Cut values changed several
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times during 2010 but during 2011 they have been stable. As a reference the cut values used
in the 2011 trigger are: IP > 125 pm, number of hits greater than 9 and difference between
expected and observed hits less than 3. The number of VELO tracks selected by this first step
allows to perform the full forward reconstruction without exceeding the timing limit. Forward
reconstructed tracks are then selected asking for minimal p and pr requirements further reducing
their number. Remaining tracks are then fitted using a bi-directional Kalman filter with outlier
removal, in order to obtain an offline-quality value for the track y? as well as an offline-quality
covariance matrix at the first state of the track, allowing a cut on the IP significance squared
(x% (IP)). Cut on x2 (IP) is very efficient in rejecting background from the primary vertex and
track x? is very efficient in rejecting ghosts.

2.5.2.2 HLT2

The lower input rate to HLT2 allows to perform the bi-directional Kalman filter on all the tracks
in the event passing a minimal requirement of p > 5 GeV/c and pr > 0.5 GeV/c. In this way
it is possible to proceed to the full reconstruction of beauty and charm hadron decays with
an almost offline-like reconstruction quality. HLT2 filtering is mainly based on three inclusive
selections, so-called topological lines. In addition few dedicated lines for the core analyses of
LHCb are used.

The main strategy of topological line is to build multibody candidates in the following way:
two input particles are combined to form a two-body object; another input particle is added to
the two body object to form a three-body object, and so on; the kaon mass hypothesis is assigned
to all particles. Thus an n-body candidate is formed combining a (n — 1)-body candidate and
a particle (saving CPU time with respect to combining directly n particles). Only a particle
satisfying a cut on the distance of closest approach (DOCA) can be added to form a (n + 1)-
body candidate. When a 2-body object is built, a DOCA < 0.15 mm cut is imposed for the
object to either become a 2-body candidate or to become the seed for a 3-body candidate.
When a 3-body object is made by combining a 2-body object and another particle, another
DOCA < 0.15 mm cut is imposed for the object to either become a 3-body candidate or input
to a 4-body candidate. This DOCA is of the 2-body object and the additional particle, not
the maximum DOCA of the three particles. This greatly enhances the efficiency of the HLT2
topological lines (in particular on B — DX decays) and saves CPU time. In addition to the
topological lines, HLT2 contains a set of lines which exploit tracks which have been identified
as muons. Dimuon candidates are formed and, depending on their mass, cuts are applied on
the flight distance and pr of the dimuon candidate. Single muon candidates are accepted either
requiring large pr, or a combination of x? (IP) and pr cuts.

2.6 Computing

The availability of computing resources is a key factor in a modern High Energy Physics (HEP)
experiment. In particular the amount of data delivered by LHC and thus collected by the ex-
periment can not be processed inside one computing center alone. In addition the distribution
of data to various storage centres guarantees the possibility to have various backup copies of
data. The baseline LHCb computing model is based on a distributed multi-tier regional centre
model denominated WLCG [81]. The LHCb computing model is centrally controlled by the
DIRAC [82] framework (Distributed Infrastructure with Remote Agent Control) and in partic-
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ular by a version of DIRAC specifically designed for the LHCb collaboration. The principal
DIRAC functionality are the Workload Management System (WMS), the Data Management
System (DMS) and the Transformation Management System (TMS). WMS exploit the now
widely used concept of Pilot Agents, allowing an efficient allocation of computing resources.
DMS manage in a versatile way the routine distribution tasks. TMS is built on top of the
Workload and Data Management services, providing an automated data driven submission of
processing jobs. A workload monitoring service allows an on-time monitoring of resource usage
and of storage system status. The event filtered by the EFF are sent to the storage of the
CERN Tier-0. At this level data contains only the information of the detector itself, like hits
in the tracking system, response of the calorimeter read-out, the hits on the HPD plane of the
RICH system and are denominated RAW data. From the Tier-0 storage RAW data are copied
to different Tier-1’s where they will be processed. Data are transferred dependently on the
available storage at the various Tier-1’s. The next stage consists in data reconstruction, where
RAW files are processed downloading them directly to the worker node where the process will
run. Reconstruction consists in providing physical quantities out of the detector information:
track trajectories and momentum, primary vertex coordinates, energy of calorimeter clusters,
mass-hypothesis likelihood for the tracks. The output of the reconstruction phase is a new
data type, the so called SDST. SDST’s do not contains all the detector information, but just
the reconstructed physical quantities. The pattern recognition algorithms in the reconstruction
program make use of calibration and alignment constants to correct for any temporal changes in
the response of the detector, its electronics and in its movements. Such information are stored
into distributed databases, continously updated by online monitoring of detector response. The
computing model plan periodical reprocessings of collected data during the year, in order to uti-
lize more precise calibration and alignment information obtained from off-line reprocessed data.
The next stage of the computing system consists of a preselection of events named “Stripping”.
The output of this stage will be used for the physics analysis, thus is necessary to mantain it
available on disk. The amount of disk space required by the full LHCb data sample would be too
much expensive. In addition the fraction of events useful for each single analysis inside the total
sample is very small. Thus the “Stripping” stage runs loose selections on the collected data sam-
ple, filtering the sample and creating the candidates that will be used in the final analysis. The
events that pass the selection criteria will contain the candidates, the information of the recon-
struction phase and also the RAW data relative to each event, in order to have as detailed event
information as needed for the analysis. Because of this the output file are named (full) DST.
“Stripping” selections are divided into physics macro areas of interest denominated “streams”
(BHADRON, LEPTONIC,CHARM,...). As the stripping output from each SDST+RAW file
could contain very few selected events, files are merged up to a dimension of about 5 GB for
each final merged DST. In addition, in order to facilitate the access to interesting events, merged
DST are separated according to “streams”, i.e. they contain only events filtered by a sub-group
of selections. A schematic explanation of the process is shown in Fig. For what concerns
simulated data, the processing phases are the same described above, but with small differences.
Simulated RAW data (MC-RAW) are produced from a detailed description of the LHCb detec-
tor incorporating the current best understanding of detector reponse, trigger response and dead
material. MC-RAW data contain simulated hit information and extra “truth” information. The
truth information is used to record the simulated particles in the event and their relationship
with hits in the detector. Such truth information are carried through all the processing step
in order to use it during final analysis. The main difference with respect to real data is that
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Figure 2.36: Schematic view of the “Reconstruction”, “Stripping” and “Merging” steps of the
data processing as described in the text.

Process ‘ Data Type ‘ CPU (HS06-s/evt) ‘ Storage (kB/evt) ‘
Data Taking RAW — 50
Reconstruction SDST 25 40
Stripping DST 1.75 130
Simulation DST 1700 400

Table 2.1: Computing resources needed for the processing of a single event at each step as
observed during the first half of 2011.

trigger and stripping responses are just used to flag events, without rejecting it in case of non
affermative answer from selection algorithms. In order to save storage space also production
with trigger and stripping in “rejection” mode are planned. Another difference with respect to
real data processing is that all the steps except “merging” are executed one after the other on
the same worker node, saving the output of intermediate steps temporarily on the local worker
node disk. Because of the presence of “truth” information inside the data, simulated files are
bigger than real data files. As for real data processing, simulated data are produced almost
continuously during the year, using updated information on detector response and alignment,
stored inside distributed database. Final DST’s (both from real and simulated data) are meant
for user analysis, thus they need to be stored on disk for a faster and more efficient access.
RAW and SDST files, instead, are transferred to magnetic tape support after the creation of
the corresponding DST in order to save disk space. In order to facilitate calibration, alignment
and comparison of performance between different processings of data, at least the last two cor-
responding DST’s are mantained on available on disk. In Tab. are reported the computing
resources needed to process and store a single event at each step, as observed during the first
half of 2011 activity.



Chapter 3

CP violation in B?S> — K7 decays
using 2010 data

In this chapter we present an analysis performed using the data collected by LHCb during 2010 at
a center of mass energy of 7 TeV. The data sample is composed of the full Reco08-Strippingl2
BHADRON stream for both magnet polarities, and corresponds to an integrated luminosity
[ Ldt ~ 37 pb~!. We report measurements of the direct C'P asymmetries in the B — K and
BY — 7K decays, defined in terms of decay rates as

(B = K~nt)—T(B" = K*n™)

Acp(BY = Kn) = —=
cp(B” = Km) I'(BY = K—7t)+ (B0 — K+7-)

(3.1)

and _
(B =7 K*)-T'(BY— ntK")

Acp(BY = 1K) = —= .
cr( mK) I'BY - n~K*+)+T'(BY - ntK~)

S

(3.2)

3.1 Event selection

3.1.1 Stripping

The events used for this analysis are those passing by the Hb2ChargedBody stripping line. This
stripping line implements an inclusive pre-selection of B — h™h/~ candidates, with no require-
ments on the identity of the daughter particles, i.e. without using information provided by the
Particle Identification (PID) sub-detectors.

The first step of the stripping pre-selection consists of applying some filter criteria to each
charged track in the event, in particular cutting on (the small roman numerals in parentheses
indicate the corresponding entries in Tab. :

e the transverse momentum of the track (i);

e the smallest impact parameter of the track computed with respect to all the reconstructed
primary vertices (ii);

e the reduced x? of the track reconstruction (iii).
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Figure 3.1: Sketch of the two-body B meson decay topology.

These three simple criteria provide a reduction of the number of track combinations to process
in the subsequent steps.

Before fitting the two tracks to a common vertex, for each pair of oppositely charged tracks
we perform a further reduction of the sample by cutting on:

e the invariant mass of the two tracks, assuming the pion-mass hypothesis for each track
(iv);
e the distance of closest approach between the two tracks (v);

e the larger of the transverse momenta of the two tracks (vi);

e the larger of the smallest impact parameters of the two tracks computed with respect to
all the reconstructed primary vertices (vii);

Finally, the surviving pairs are fitted to a common vertex and a B hadron candidate is
defined. On this candidate we apply the last set of cuts on:

e the invariant mass, again calculated assuming the pion-mass hypothesis for each track,
but using momenta adjusted by the common vertex fit (viii);

e the impact parameter of the B candidate, in order to constrain its direction of flight to
point to the primary vertex (ix);

e the distance of flight, i.e. the distance between the primary and secondary vertices (x).

A graphical representation of the decay topology is shown in Fig. [3.1] The values of the stripping
cuts are summarized in Tab. B.1l

3.1.2 Offline selection

An offline selection is applied to the events that pass the stripping line to further refine the data.
A set of kinematic selection cuts is imposed, and then particle identification cuts are applied to
the two final state tracks, in order to disentangle the various B — h™h'~ decay modes.
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’ 1D ‘ Cut type ‘ Accepted regions
i Track pr [GeV/c] > 0.7
ii Track IP [pm] > 80
iii Track x?/d.o.f. <5
iv My [GeV/c?] [4.5, 6.5]
v | Distance of closest approach [um)] < 80
vi max(plh’, pi ) [GeV /c] > 2.4
vii max(IP", TP"") [um] > 200

viii mp [GeV/c?] (4.8, 5.8]
ix I Pp [pm] < 60
X Lp [mm] > 1.8

Table 3.1: Summary of stripping cuts used in the Hb2ChargedBody line. The index in the first
column refers to the steps of the pre-selection algorithm, as described in the text.

3.1.2.1 Kinematic selection

The values of the offline kinematic selection cuts have been determined with the aim of mini-
mizing the expected uncertainty on Acp(B° — K+7~) or Acp(B? — 77 K~). It is possible to
estimate this uncertainty without explicitly performing the maximum likelihood fit, as explained
in the following.

In presence of a signal and a background source, using the invariant mass as a discriminating
variable, the relevant p.d.f. can be written as:

f(m | @, B, p)=p-s(m|a)+(1-p)-bm|p), (3.3)

where m is the invariant mass, s(-) and b(+) are p.d.f.’s which describe the signal and background
components respectively, & and 3 are vectors of parameters determining the shapes of s(-) and
b(-), and p is the fraction of signal events. Given a sample of N events, the likelihood function
is
N —
L=]]f0mi|a, B, p). (3.4)
i=1
Under some general regularity conditions, the likelihood function tends asymptotically to
a multi-variate Normal distribution in the &, B, and p parameters as the number of events

increases. The covariance matrix is given by the inverse of the Fisher Information Matrix

(FIM), calculated at the maximum 0= (&’, E , D), divided by the square root of the number of
events in the sample:

J e <5 I (5)_1 /\/N> , (3.5)

where G denotes the multi-variate Gaussian and I () is the FIM.

The ij-th element of the FIM can be calculated analytically as

~

[1(0)], =~ [ 1 (1) g 106 (1) . (3.5)
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By calculating the FIM it is then possible to estimate the statistical error that a fit would
return on a given parameter, without the need of carrying out the fit itself. This is given by

N —1
o(0:)VN = [1 (9") ] , (3.7)
23

i.e. the sensitivity on the parameter of interest 6; times the square root of the total number of
events is given by a calculable function of the parameters at the likelihood maximum, and in
particular of the fraction of signal events p. Once this function is determined, it can be used as
a score function to identify a set of cut values which minimizes the statistical error o(6;).

For many practical purposes, it is difficult to calculate the FIM, but this is not strictly
necessary. The most relevant effect of the event selection is to modify the value of the fraction
of signal events p at the likelihood maximum, without affecting in a significant way the other

parameters & and 3 . This is particularly true for physical parameters like CP asymmetries, while
it is a valid approximation for other nuisance parameters, like mass mean values and resolutions,
background mass exponential slopes, etc.. For this reason, the FIM calculated at the maximum
of the likelihood function can be well approximated as a function of the fraction of signal events
p only. This dependence can be determined by means of toy Monte Carlo studies, where the
value of p is varied in steps and maximum likelihood fits to toy samples with a fixed total number
of events N are made in order to determine the expected sensitivity o(6;).

The predicted sensitivities for Acp(BY — K*7~) and Acp(B? — 77 K~) determined by
using this technique, as a function of the fraction of signal events p, are shown in Fig. [3.2
Note that the interesting range for p in the bottom plot of Fig. is restricted to low values.
This is because here the background includes also the B — K+7~ decay, which is irreducible
irrespective of any set of selection cuts, having the same final state signature of the B — 7+ K~
decay.

In order to avoid biases in the choice of optimal selection cuts with this procedure, we have
used full Monte Carlo samples of B — K7~ and B? — 77K~ signal eventsﬂ passing the
pre-selection, while combinatorial background events were extracted from the right sideband
of the pre-selected real data mass spectrum, where no other background source is expected to
contribute. In this way the optimization has been performed without using any information on
signal events from data.

We have determined two sets of cuts, optimized to reject combinatorial background events,
with the aim of achieving the best sensitivity on Acp(B° — K*7~) or on Agp(B? — 7t K™).
For this purpose, we have first defined a suitable set of variables to use in the selection, and
then we have defined a lattice of cut values with fixed spacing. We have varied the cut values
over all the points of the lattice, at each step counting the number of signal and background
events passing the selection and calculating the fraction of signal events. By using the functions
depicted in Fig. we were then able to estimate at each step the statistical error either on
ACP(BO — K+7T_) or on ACP(BS — 7T+K_).

We chose the two sets of cuts providing the best sensitivity on the two parameters of interest.
Note that the custom approach of employing /S + B/S = 1/(pv/N), as a score function to be
minimized, is equivalent to approximating the functions of Fig. with a simple hyperbolic

!The simulated samples for all the studies in this thesis were produced with Gauss v39r0, Boole v21r9, Moore
v10r2 and Brunel v37r8p5. The simulation was made with an average number of proton-proton interactions per
crossing v = 2.5. The trigger configuration was TCK 0x2e002a.



3.1 Event selection

75

CP

o(A_)x\N
(3]

o
—h
o
(V)
=)
w
1N
F
=)
o
o
o
N

-5 °

CP
©

o(A )x\/ﬁ
=

III|IIII|IIII|IIII|IIII|IIII|IIIILIIII|

Figure 3.2: Predicted statistical errors times the square root of the sample statistics for
Acp(B® — K*r~) (top) and Acp(B? — 7+ K~) (bottom), as a function of the fraction of
signal events p.

behaviour 1/p. Although this is not dramatically far from the correct behaviour, it can be shown
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that the approach here described leads to better sensitivities with respect to adopting the usual
VS + B/S, but this is beyond the scope of this thesis.
There are two relevant aspects to be addressed:

e the relative normalization between signal and combinatorial background events must be
determined, and this involves the estimation of the number of signal and combinatorial
background events which are present in the real data pre-selected sample;

e in order to employ Monte Carlo signal events in the procedure, the validity of the Monte
Carlo description of the distributions of selection variables and their correlations must be
checked on data.

To determine the number of BY — K7~ signal events in the pre-selected sample, we applied
on that sample a pair of simple PID cuts: Alog Li, > 5 to select kaons and Alog Lxr < —5 to
select pions (see Sec. for the definition of these variables). Then we performed an unbinned
maximum likelihood fit, modeling the mass lineshape as in the following:

e one Gaussian has been used for the B® — K7~ decay, and one Gaussian for the BY —
7T K~ decay;

e the combinatorial background has been modeled with an exponential function;

e the contribution of partially reconstructed 3-body B decays has been described by means

of the p.d.f.
2 ,
m'1 [1— %@(mo —m/) et
0

where A is a normalization factor, ©(-) is a step function, my and ¢ are two parameters
governing the shape of the distribution, ® stands for convolution product and G(-) is a
Gaussian resolution function of width o, whose value is in common with that of the width
of the signal model.

f(m)=A- ® G(m —m'; o), (3.8)

The result of the fit is shown in Fig. [3.3l The number of B — K*7~ events determined by
the fit is vg, = 1527 £ 105. The total number of such events present in the pre-selected sample
before the PID cuts were applied can be obtained once the efficiency of the PID cuts is known.
This efficiency has been determined with the technique described in Sec. yielding in this
case €xr ~ 0.45. Hence, we estimate the total number of B® — K7~ events present in the pre-
selected sample to be about 3400. We did not determine an error to associate to this number, as
this is irrelevant for our purposes. The number of BY — 7+ K~ events was estimated by assuming

}CZ gggg%j}iﬁ:g measured by CDF [4§], yielding about 3400 - 0.071 ~ 240 events.
Finally, to estimate the number of combinatorial background events present in the pre-selected
sample, we performed a simple exponential fit to the right sideband mass spectrum, within the
range 5.6 GeV/ ¢ < mgx <58 GeV / ¢®. The K7 or mK mass hypotheses were chosen by using
the simple requirement that the value of Alog Lx, of one track must be greater than that of
the other track, to decide which of the two is the kaon candidate. Extrapolating the number of
events in such a sideband to the mass window between 4.9 GeV/ ¢? and 5.8 GeV / ¢? we got about

267000 events. With these estimates of the total number of B — K*n~, BY — 77K~ and

the ratio
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Figure 3.3: Mass spectrum under the K7 mass hypothesis, from pre-selected events where the
PID requirements Alog Lxr > 5 and Alog Lx, < —5 have been used to identify kaon and pion
candidates, respectively. The curve represents the result of an unbinned maximum likelihood fit
to the data set.

’ Cut type ‘ Accepted regions

Track pr [GeV/c] > 1.1

Track IP [pum] > 150
Track x?/d.o.f. <3
max(pl, pb ) [GeV /(] > 2.8

max(IP", TP"" ) [pm] > 300
P2 [GeV/c] > 2.2

trer [DS] > 0.9

Table 3.2: Summary of offline selection cuts optimized for the best sensitivity on Acp(B® —
K*tr™).

combinatorial background events present in the pre-selected sample, the relative normalizations
are determined.

The two optimal sets of kinematic cuts for the offline selection are summarized in Tabs.
and The offline selection algorithm follows a similar path as the one used in the pre-
selection, but some of the cuts have been tightened while other new cuts have been added, i.e. a
cut on the transverse momentum of the B candidate p%ﬁ and on the lifetime of the B candidate,
calculated under the w7 hypothesis t,.

In order to check that the Monte Carlo reproduces well the distributions of selection variables
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’ Cut type ‘ Accepted regions

Track pr [GeV/c] > 1.2

Track IP [pm] > 200
Track x?/d.o.f. <3
max(p, ph) [GeV/d] >3

max(IP", TP"") [um] > 400
pZ [GeV/c] > 24

trr (DS > 1.2

Table 3.3: Summary of offline selection cuts optimized for the best sensitivity on Acp(BY —
Jr —
T K7).
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Figure 3.4: Mass spectrum under the w7 hypothesis for real data events which survived the set of
cuts of Tab. with the result of a maximum likelihood fit superimposed. The three individual
components (signal, combinatorial background and 3-body bockground) are also shown.

and their correlations, we performed a fit of the mass spectrum assuming the w7 hypothesis for
real data events which survived the set of cuts of Tab. The p.d.f.’s of the signal and
of the combinatorial background components have been modeled by a single Gaussian and an
exponential function respectively. The 3-body background at the left of the mass peak has been
parameterized with the function given in Eq. . The mass spectrum with the result of the
unbinned maximum likelihood fit superimposed is shown in Fig. Such a fit selects inclusively
different decay modes. The dominating ones are B — K*7n~, B — 7t7~ and BY — KTK~.
Then, by using the sPlot technique [85], we determined from data the distributions of kinematic
variables of signal events. Fig. shows the comparison of Monte Carlo and data distributions
of the kinematic variables used in the event selection. At the same time we determined from
data also the correlations amongst the kinematic variables of signal events. Fig. shows the
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Figure 3.5: Comparison of Monte Carlo (B® — K™r~ decays, black dots) and data (inclusive
sample of various modes as explained in the text, red dots) distributions of the kinematic vari-
ables used in the event selection: minimum p7 (top left), minimum 7P (top right), maximum pp
(middle left), maximum IP (middle right), B candidate pZ (bottom left), B candidate lifetime

under the 77 hypothesis t2_ (bottom right).

corresponding Monte Carlo and data linear correlation matrices. Despite the fact that in the
Monte Carlo only one of the various trigger configurations of the 2010 run was simulated, a good
agreement between Monte Carlo and data is observed within the current statistical errors.
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lection, as determined from Monte Carlo simulations (B — K+7~ decays, top) and real data
(inclusive sample of various modes as explained in the text, bottom).
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K7~ PID cuts for Acp(B° — K¥n~) | 7K~ PID cuts for Acp(BY - 77K ™) |

Alog Lg(hT) >0 Alog Lir(h™) < =7
Alog Lx(h™) <0 Alog Lgr(h™) > 7
Alog L,k (hT) <5 Alog L,k (hT) <5
Alog L,r(h7) <5 Alog L,r(h™) <5

Table 3.4: PID cuts applied for the identification of the K7~ mass hypothesis for the mea-
surement of Acp(B? — KT7n7) and of the 77 K~ mass hypothesis for the measurement of
Acp(B? — 77 K~). The charge conjugated hypotheses require h* and A~ to be exchanged.

3.1.2.2 Final state selection

The B — h™h'~ sample passing the kinematic event selection is then subdivided into different
final states using the PID capabilities of the two RICH sub-detectors. In particular we employed
the quantities Alog Lg, and Alog L, or their difference Alog Lx, when appropriate. A
discussion on these quantities can be found in Sec.

While to determine the best set of kinematic cut values we employed the technique described
in the previous section, the choice of optimal cuts for the PID observables was guided by different
considerations. In constrast to the combinatorial and 3-body backgrounds, whose amounts
can be determined by maximum likelihood fits using only the invariant mass as discriminating
variable, it is very difficult to do the same with the cross-feed backgrounds for a given B — h™h/~
channel. Such backgrounds are due to all the other charmless two-body decays where one or
both the final state particles have been mis-identified. This is because their mass lineshapes
are typically peaked around the nominal masses of the decaying B’s, with appropriate shifts
due to the usage of incorrect masses of the daughter particles, and in general such peaks are
buried under the signal peaks of the decays of interest. The sizes of such peaking backgrounds
can be fixed by determining the yields of all the B — hTh'~ decays by means of maximum
likelihood fits made with the correct mass hypotheses, and then multiplying such yields by the
appropriate ratios of PID efficiencies. For example, in order to determine how many B — 7+7~
are present in the K7~ mass spectrum, we can first perform a fit to the 777~ mass spectrum
using PID cuts which identify the 777~ final state, so determining the BY — 77~ signal yield,
and then we can multiply this yield by the ratio of PID efficiencies g /err. But in order to
extract such yield from the 777~ spectrum, we have to include the B — K+7~ decay as a
cross-feed background in the fit. In other words, we need to perform a simultaneous fit of all
the mass spectra under the various mass hypotheses, and determine signal yields and cross-feed
backgrounds of any decay mode to all the other modes.

The guiding principle to identify the two appropriate sets of PID cut values for the K7 mass
hypotheses, individually for the measurements of Acp(B° — K*7~) and Acp(B? — 7t K™),
has been to limit the total amount of cross-feed backgrounds present under the B — K7~ and
BY — 7t K~ mass peaks to the same level of the corresponding combinatorial background. For
all the other modes, namely B® — 777~ B - K*K~ A, — pr~ and A, — pK ~, we adopted
instead a unique set of exclusive PID cuts. The two sets of cuts for the K'm mass hypothesis are
reported in Tab. while the adopted cuts for the other mass hypotheses are given in Tab.
It can be noted that the adopted cuts identify mutually exclusive samples for each mass
hypothesis.
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’ T ‘ KTK~ ‘ pK~ ‘ pTT ‘
Alog Lx(hT) < =3 | Alog Lx(hT) >3 | Alog Ly (hT) > Alog Ly (hT) > 10
Alog Lxr(h™) < =3 | Alog Lx(h™) > Alog L (h™) > 3 Alog Lx-(h™) <
Alog Lyr(hT) <5 | Alog Ly (ht) < Alog Lyr(hT) > Alog Lyr(hT) > 10
Alog Lyr(h™) <5 | Alog L,k (h™) < Alog Ly (h™) < Alog L,r(h™) <5

Table 3.5: PID cuts applied for the identification of the #77~, K*K~, pK~ and pr~ mass
hypotheses (for the pK* and pr™, h™ and h~ must be exchanged in the last two columns).

3.2 Calibration of particle identification

The calibration of PID observables is one of the crucial aspects of this analysis. As we use the
same set of kinematic cuts to select all the various B — h™h/~ channels, the only difference
in selecting each decay mode is due to cuts on PID variables. Hence, in order to determine
the amount of background for a given channel, due to all the other channels where at least one
particle has been mis-identified, the relative efficiencies of the PID selection cuts employed to
identify the specific final state of interest play a key role.

3.2.1 Method

The discrimination of charged pions, kaons and protons is essentially based on the information
provided by the two RICH sub-detectors. The variable that is commonly employed to discrim-
inate between different particle hypotheses in LHCb is denoted as Alog L;;, that for a given
track is defined as:

Alog Li; =log L; —log L;, (3.9)

where £; and £; are the likelihoods for particle hypotheses i and j respectively, and ¢ and j,
in our case, stand for charged 7, K or p. Note that for three types of final state particles, a
complete set of independent PID variables is composed of only two elements, e.g. Alog Li,
and Alog Lk, since the third possibility Alog £, can be calculated as the difference between
the two.

The high production rate of charged D* mesons at the LHC and the kinematic characteris-
tics of the D** — DO(K~nt)r" decay chain (and its charge conjugate) make such events an
ideal calibration sample for particle identification studies of kaons and pions. In addition, for
calibrating the RICH response for protons, a sample of A — pr~ decays can be used. In both
cases, no use of PID information needs to be made in selecting the samples, as the selection
of highly pure final states can be realized by means of kinematic cuts alone. In this analysis
we used D* calibration samples selected by the StripDstarNoPIDsWithDO2RSKPiLine stripping
line (about 770.000 events), and A calibration samples selected by the LamOLine_1, LamOLine_2
and LamOLine_3 stripping lines (about 400.000 events).

However, there are some issues which need to be addressed:

e The response of the RICH sub-detectors is obviously dependent on the momentum p of
the particles, and it can be shown that also other kinematic variables play a role, due
to acceptance effects of the RICH system, such as the transverse momentum pr. Since
production and decay kinematics of the D — K~7+ and A — pr~ channels differ from
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Figure 3.7: Comparison of momentum distributions for pions (top left), kaons (top right) and
protons (bottom) between real data calibration samples and offline selected B® — K7~ and
Ay — pm~ Monte Carlo samples. The distributions are normalized to the same area.

that of B — hh/~ decays (see Figs. and [3.8)), the distributions of Alog £;; variables
are different as well, as shown in Fig. For this reason an appropriate reweighting
procedure must be put in place.

e An additional complication comes from the fact that the momenta and transverse mo-
menta of the positive and negative particles in B — h™h'~ decays exhibit non negligible
correlations (see Fig. [3.10]). For this reason, in the most accurate approach which aims
to take such correlations into account, the reweighting procedure should be applied using
simultaneously the momenta and transverse momenta of both the final state particles, thus
enlarging the dimensionality of the problem.

e Two PID variables like Alog L and Alog L, as well as their difference Alog L, are
themselves correlated (see Fig. [3.11]), hence their simultaneous calibration is also required,
if one aims to identify a given particle by employing simultaneous cuts on both variables.

All these considerations translate into the following equation, where we have chosen as an
example the pair of PID variables suitable for discriminating the 77 final state from final states
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with kaons and protons:
f(Alog L, Alog L), Alog Ly, AlogL, ., p*, p~, pj, pr) = (3.10)

=g" (Alog L}, Alog Lt | p*, pf) -9~ (Alog Ly, AlogL, | p~, py) -
-k (p*, p~, pF. P7) -
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Figure 3.10: Linear correlation matrix for momenta and transverse momenta of positive and
negative particles from offline selected B — K7~ Monte Carlo events.

which expresses the joint p.d.f. f(-) of PID observables, momenta and transverse momenta of
the daughter particles in terms of two conditional p.d.f.’s g*(+) and ¢~ (), determined from the
calibration samples, and a joint p.d.f. A(-) of the momenta and transverse momenta themselves.
Note that g7 (-) and g~ (+) are in general different functions, which coincide only when the positive
and negative daughters have the same identity.

Then it is clear that, in order to determine f(-), one needs to know the p.d.f. of momenta
and transverse momenta of the B — h™h’~ final state particles surviving the kinematic offline
selection, denoted as h(:), which is a priori unknown. We can employ full Monte Carlo simula-
tions to obtain such p.d.f., but this can be done only after having verified that the Monte Carlo
simulation reproduces reasonably well the momentum and transverse momentum distributions
observed in real data, albeit within the limited statistical sensitivity achievable with the few
thousand signal events currently available.

Using the same procedure as described in Sec. [3.1] we have determined the distribution of
momenta and tranverse momenta for offline selected events, inclusively for all the B — h™h/~
signal events under the Gaussian mass peak (see Fig. [3.4). Fig. [3.12 shows the comparison of
such distributions obtained from Monte Carlo simulations and real data, while Fig. shows
the linear correlation matrix amongst the momenta and transverse momenta of the daughters
obtained from real data (this plot is the real data analogue of the one shown in Fig. [3.10
and should be compared with that). Within the current statistics, these results demonstrate
a substantial agreement between Monte Carlo simulations and real data, in particular for the
most sensitive variable concerning the PID calibration, i.e. the momentum p.

Albeit the agreement between kinematic distributions of Monte Carlo simulation and real
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Figure 3.11: Alog L, versus Alog Lg, for pions (top left), kaons (top right) and protons
(bottom) from real data calibration samples.

data samples is quite satisfactory (see also Figs. and , it is worth mentioning that the
same consideration does not hold for Alog £ distributions of calibration channels, as can be seen
in Fig. 314

Efficiencies for a given set of PID cuts can be calculated by integrating the joint p.d.f. given
in Eq. , or its analogues depending on the particle hypotheses under considerations, over
the whole momentum and transverse momentum ranges, and over the desired ranges of A log £
variables. In order to perform such integration, we have used a simple Monte Carlo technique, by
generating events according to the joint p.d.f. and then counting the number of events with the
appropriate Alog £ values exceeding or not the desired thresholds. The number of generated
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Figure 3.12: Comparison of momentum (left) and transverse momentum (right) distributions
for offline selected events from full Monte Carlo simulations (B® — K7~ events, black dots)
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Figure 3.13: Linear correlation matrix for momenta and transverse momenta of positive and

negative particles from offline selected B® — K7~ events.

events was always equal to the number of events used to define the p and pp distributions
employed in the reweighting procedure. The results are presented in the following sub-section.
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3.2.2 Validation and results

The PID calibration procedure has been first validated using D* and A Monte Carlo calibration
samples. We used such samples to calculate the efficiencies of the cuts, reported in Tabs.
and for the various B — h™h'~ surviving the offline selection. In this way we can compare
the calculated efficiencies with the ones determined directly using the corresponding B — h™h/~
Monte Carlo Alog £ values. As an illustrative example, in Fig. |3.15| we also show a comparison
of the Alog L and Alog £, distributions for pions from B — K7~ decays, obtained using
the reweighting procedure or determined from full Monte Carlo simulations.

The agreement is generally good when only kaons and pions are involved, i.e. when the
calibration sample in use is the D* one, while the agreement is significantly worse for final states
with protons. This is because protons from the A calibration sample have a limited coverage
of the phase space in p and in particular pp, as is apparent in Figs. and hence the
reweighting is unable to correctly match the p and pp distributions of protons from A, decays.

The predicted efficiencies for events passing the offline selections optimized for Acp(B® —
K*n~)and Acp(B? — 7t K~), now using real data D* and A calibration samples, can be found
in Tabs. and respectively. These will be the reference efficiencies that we will use in the
remainder of this chapter. By comparing these efficiencies with those given in Tabs. and
3.7 we can see that the PID efficiencies determined by means of full Monte Carlo simulations
are quite different from those measured in data, as was already shown in Fig.

To conclude this section, we also checked the stability of the efficiencies by replacing the
Monte Carlo momentum and transverse momentum distributions used in the reweighting pro-
cedure with distributions extracted from real data with the ;Plot techique already described.
The results are reported in Tabs. and For comparison, in the same tables we reported
also the corresponding efficiencies from Tabs. and

3.3 Instrumental and production asymmetries

The possible presence of asymmetries arising from the different production rate of B and B
mesons in proton-proton collisions, or asymmetries induced by detector topology and event
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P KTK— K~ prT pK~—
MC [ MCpg MC | MCg MC [ MCpg MC | MCpg MC | MCg
BY > atn— | 57.1(4) | 54.5(4) | 0.10(2) | 0.07(1) | 20.9(4) | 22.2(4) | 0.37(5) | 0.36(5) | 0.04(1) | 0.04(1)
BY 5 KTK- | 0.01(1) | 0.01(1) | 65.5(5) | 63.8(5) | 12.7(3) | 12.3(3) | 0.003(2) | 0.002(1) | L.7(1) | 2.2(1)
B, —» Kfn~ [ 0.67(3) [ 0.69(3) | 2:33(6) [ 226(5) | 79.8(3) | 78.7(3) | 0.I5(1) [ 0-21(2) | 0.31(6) | 041(7)
B, —»w K~ [0.67(3) | 0.69(3) | 233(6) | 2:26(5) | L.15(4) | 1.13(4) | 0.004(2) | 0.003(2) | 0.66(3) | 0.87(3)

Ay = pr 0.09(4) | 0.9(1) | 0.17(5) | 0.43(8) | 11.5(4) | 14.0(5) | 57.8(9) | 46.0(3) | 2.3(2) | 2.4(2)

Ay =77 h 0.09(4) | 0.9(1) | 0.9(1) | 0.43(8) | 0.32(7) | 0.38(8) | 0.01(1) | 0.01(1) | 0.02(1) | 0.12(4)

Ay — pK 0.01(1) | 0.02(1) | 6.2(3) | 12.0(4) | 1.2(1) | 1.0(1) | 0.57(9) | 0.58(9) | 70(1) | 63(1)

Ay = KTp | 0.01(1) | 0.02(1) | 62(3) | 12.0(d) | 1.8(2) | 2.1(2) | 0.02(1) | 0.02(1) | 0.03(1) | 0.14(5)
Table 3.6: Efficiencies (in %) of PID cuts, for the various mass hypotheses, for events passing
the offline selection optimized for Acp(B® — K*77). The values in the MC columns are the
efficiencies determined from B — h*h’~ Monte Carlo simulations, while those in the MCg
columns are the efficiencies predicted from reweighting the D* and A Monte Carlo calibration
samples. The values in parentheses represent the statistical errors on the last digit due to the
statistics of Monte Carlo simulations (MC columns) or to the statistics used in the Monte Carlo
integration (MCpg columns).

o~ KTK— Kr prT pK~—
MC [ MCpg MC | MCg MC | MCpg MC [ MCpg MC [ MCpg

B > atn— | 57.7(5) | 55.4(5) | 0.08(2) | 0.10(2) | 0.91(9) | 0.77(8) | 0.43(6) | 0.43(6) | 0.04(1) | 0.02(1)

BY 5 KTK- | 0.01(1) | 0.01(1) | 65.5(5) | 63.8(5) | 0.17(4) | 0.14(4) | 0.004(3) | 0.004(3) | 1.8(1) | 2.1(1)
Bl —» Kfn— [ 0.67(3) | 0.74(4) | 2.31(6) [ 220(6) | 482(3) | 50.2(3) | 0.15(2) | 0.23(2) | 0.031(7) | 0.05(1)
B, »x K [ 0.67(3) | 0.74(4) | 2.31(6) | 2:20(6) | 0.002(1) | 0.002(1) | 0.005(3) | 0.003(2) | 0.63(3) | 0.80(3)

Ay = pr 0.08(4) | 0.6(1) | 0.14(5) | 0.30(8) | 3.8(3) 9.6(4) 58(1) 45(1) 2.2(2) | 25(2)

Ay =77 h 0.08(4) | 0.6(1) | 0.14(5) | 0.30(8) | 0.02(1) | 0.02(1) | 0.02(1) | 0.02(1) | 0.02(1) | 0.08(4)

Ay — pK 0.02(1) | 0.03(1) | 6.0(4) | 11.5(5) | 0.02(1) | 0.02(1) | 0.6(1) 0.7(1) 70(1) 64(1)

A, — K75 | 0.02(1) | 0.03(1) | 6.0(4) | 11.5(5) | 0.15(6) | 0.5(1) | 0.02(1) | 0.03(1) | 0.02(1) | 0.36(9)

Table 3.7: Efficiencies (in %) of PID cuts, for the various mass hypotheses, for events passing
the offline selection optimized for Acp(B? — 77K ~). The values in the MC columns are the
efficiencies determined from B — h*h’~ Monte Carlo simulations, while those in the MCg
columns are the efficiencies predicted from reweighting the D* and A Monte Carlo calibration
samples. The values in parentheses represent the statistical errors on the last digit due to the
statistics of Monte Carlo simulations (MC columns) or to the statistics used in the Monte Carlo
integration (MCpg columns).

reconstruction, as well as due to strong interactions of final state particles with the detector
material, need to be taken into account when passing from the observed asymmetries to the
physical CP asymmetries.

Instrumental charge asymmetries

Here we describe method and results of a study aimed to measure such effects on real data,
using high statistics samples of D** — DY(K—7n")x*, D** — DY(KTK~)r* and D** —
DO(rtr)nt, and D° — K~7t decays (plus their charge conjugate modes). The combination
of the integrated CP raw asymmetries of all these decay modes is necessary to disentangle
the various contributions to the raw asymmetries of each mode. The presence of open charm
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Figure 3.15: Comparison of Alog Lx, (left) and Alog Ly, (right) distributions for pions from
B — K*7~ decays: determined using the reweighting procedure (red dots) or from full Monte
Carlo simulations (blue dots).

’ | 7tn~ |K'K- | K'n= | pr~ | pK~ |

BY — rtr= | 45.2(4) | 0.29(3) | 27.0(4) | 1.03(8) | 0.34(5)
BY - KTK~ | 0.17(2) | 50.7(4) | 21.2(4) | 0.04(1) | 3.9(2)
By = K*tm~ | 2.70(6) | 4.02(7) | 68.2(3) | 0.42(2) | 0.17(1)
B?S) — 7t K~ | 2.70(6) | 4.02(7) | 2.30(5) | 0.026(6) | 1. 92(5)
Ay — pr— 2.9(2) | 0.49(9) | 14.0(5) | 44.1(8) | 4.8(3)

Ay — 7tp 2.9(2) | 0.49(9) | 0.9(1) | 0.03(2) | 0. 27(6)

Ay —pK~ | 0.08(4) | 8.1(4) | 1.9(2) | 2.9(2) | 55.4(9)
Ay — K*tp | 0.08(40 | 8.1(4) | 4.0(3) | 0.06(3) | 0.20(5)

Table 3.8: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for real data
events passing the offline selection optimized for Acp(BY — K*7~). The values in parentheses
represent the statistical errors on the last digit due to the statistics used in the Monte Carlo
integration.

production asymmetries arising from the primary proton-proton interaction and the subsequent
hadronization phase constitutes an additional complication which needs to be considered. The
technique we are going to describe has been succesfully used in Ref. [88], although in that case
there was no need to include production asymmetry effects.

For each of the decay modes mentioned before, we can write the following set of equations
relating the observed raw asymmetries to the physical CP asymmetries:

ABAW (K n)* = Acp(K7) + Ap(ms) + Ap(Kn) + Ap(D¥), (3.11)
ABW(KK)* = Acp(KK) + Ap(ms) + Ap(D*), (3.12)

ABAW (r0)* = Acp(nm) + Ap () + Ap(D¥), (3.13)
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’ ‘ R o ‘ KTK~ ‘ Ktn~ ‘ pT— ‘ pK~ ‘
BY — ntn— | 45.3(4) Y| 2.5(1) | 1.08(9) | 0.36(5)
BY - KTK~ | 0.18(3) | 50.9(5) | 2.2(1) | 0.03(1) | 3.9(2)
Bly — Ktr~ [ 2.73(7) | 4.02(8) | 38.1(3) | 0.38(3) | 0.17(2)
B?s) —atK~ | 2.73(7) ) | 0.021(6) | 0.019(6) | 1.82(6)
Ay — pr— 2.8(2) | 0.5(1) | 6.1(4) | 43.3(9)

Ay —7Tp 2.8(2) | 0.5(1) | 0.06(4) | 0.08(4) | 0.30(8)
Ay —pK~— [ 0.13(5) | 7.6(4) | 0.06(4) | 3.2(3) | 54(1)
Ay — Ktp [013(5) | 7.6(4) | 1.7(2) | 0.02(1) | 0.15(6)

3.6(3)

Table 3.9: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for real data
events passing the offline selection optimized for Acp(BY — 7+ K~). The values in parentheses
represent the statistical errors on the last digit due to the statistics used in the Monte Carlo

integration.
Tt KTK~ K*tm™
MC \ sPlot MC \ sPlot MC \ sPlot
BY — atn— [ 45.2(4) | 41(1) | 0.29(3) | 0.4(1) | 27.0(4) | 29(1)
BY - KtK~ [ 0.17(2) | 0.15(7) | 50.7(4) | 48(1) | 21.2(4) | 21(1)
B?s) — KTr~ | 2.70(2) | 3.3(3) | 4.02(7) | 4.0(3) | 68.2(3) | 62(1)
B?s) — 7t K~ | 2.70(2) | 3.3(3) | 4.02(7) | 4.0(3) | 2.30(5) | 2.9(3)

Table 3.10: Efficiencies (in %) of PID cuts, for some of the relevant mass hypotheses, predicted
for real data events passing the offline selection optimized for Acp(B® — K*7~). The MC and
sPlot columns contain the efficiencies calculated by reweighting in p and pr with distributions
from Monte Carlo simulations and real data, respectively. The values in parentheses represent
the statistical errors on the last digit due to the statistics used in the Monte Carlo integration.

and
AEBAW (Km) = Acp(KT) + Ap(Kn) + Ap(DY), (3.14)

o~ KtK~ Ktn—
MC \ sPlot MC \ sPlot MC \ sPlot
BY — ntr= | 45.3(4) | 44(2) | 0.29(3) | 0.3(1) 2.5(1) 3.2(5)
Bg — KTK~ | 0.18(3) | 0.13(7) | 50.9(5) | 50(1) 2.2(1) 2.8(5)
BY 5 Kftrn— 2.73(7) | 2.9(4) | 4.02(8) 38.1(3) 36(1)
(7) (8)

~(s)
B?S)—>7T+K_ 2.73(7) | 2.9(8) | 4.02(8 0.021(6) | 0.04(3)

Table 3.11: Efficiencies (in %) of PID cuts, for some of the relevant mass hypotheses, predicted
for real data events passing the offline selection optimized for Acp(B? — 77 K~). The values
in parentheses represent the statistical errors on the last digit due to the statistics used in the
Monte Carlo integration.
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where

o ABAW (K ABIW(KK)*, ABAW (77)* and ABAW (K 7) are the respective D° — hth'~
integrated raw asymmetries (the “*” denotes the D* tagged decays);

o Acp(Km), Acp(nm), Acp(KK) are the physical CP asymmetries;

e Ap(K) is the instrumental charge asymmetry in reconstructing K™~ and K~ 7™ final
states, which is mainly due to the different strong interaction cross-sections between posi-
tive and negative kaons, as strong interactions may take place while the final state particles
traverse the detector material, as well as to the left-right asymmetry of the detector;

e Ap(ms) is the analogue of Ap(K), but for the pion originated from the D* decays (also
referred to as “slow pion” due to its lower momentum, with respect to the DY daughter
particles);

e Ap(D%) and Ap(D*) are the production asymmetries for prompt DY and D* mesons,
respectively.

It is useful to express the instrumental charge asymmetry in terms of two distinct contributions:

Ap(Km) = Ar(Kn) + Ar(Km) (3.15)

and
AD(TFS) :AI(TI‘S)—FAR(WS), (3.16)

where A;(Km) and Aj(mg) are the asymmetries due to the different strong interaction cross-
sections with the detector material of K*7~ /K~ 7" and 7, /7 final state particles, while
Ar(Km) and Ag(rws) are asymmetries arising from the presence of a left-right detector and
possibly reconstruction asymmetry.

The distinction between A; and Ag turns out to be useful because they exhibit different
behaviors under the inversion of the magnetic field polarity. There is no reason to expect that
Aj changes its value inverting the magnetic field, as the difference in the interaction lenghts seen
by the positive and negative particles for opposite polarities can be safely considered negligible.
Instead, the nature of Ar leads to the expectation that this quantity inverts its sign when the
magnetic field is inverted, if one neglects a small effect due to the different beam crossing angles
in the two field configurations, i.e.:

Ar(Km)t = —Agp(Km)* (3.17)

and
AR(WS)T = _AR(Ws)i' (318)

In order to verify that this is an effective assumption, Fig. [3.16] shows the dependence of
Agﬁw(K 7) as a function of the azimuthal angle ¢ of the decaying D, separately for data
samples acquired for the two magnet polarities. As is apparent, each of the two distributions is
incompatible with a flat dependence on ¢, exhibiting a clear modulation. Nevertheless, as shown
in Fig. [3.17, if one takes the average of the two distributions, the dependence on ¢ becomes flat
with great accuracy over the whole ¢ range.
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Figure 3.16: AgéW(K 7) as a function of the azimuthal angle ¢ of the decaying D, for up (left)
and down (right) polarities of the magnetic field. The azimuthal angle ¢ is limited from 0 to =
because the two bottom quadrants of the detector have been integrated together with the two

upper quadrants. The straight line is the result of a x? fit with a constant term.
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Figure 3.17: Bin-by-bin average of the two plots shown in Fig. [3.16] The straight line is the

result of a x? fit with a constant term.

This confirms the validity of Eq. (3.17)), since specializing Eq. (3.14]) for the two magnet

polarities as in the

following:

Agévv(f{ﬂ')T = ACP(KTI') + A[(Kﬂ') + AR(KTF)T + AP(DO),
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ABAW (Kn)t = Acp(K7) + Ap(K7) — Ar(Kn)T + Ap(D°), (3.20)

and then summing these two equations, only quantities that do not have any dependence on ¢
remain, i.e.:

(AgéW(Kw)T + Agf;W(Kw)i) /2 = Acp(Kr) + Aj(KT) + Ap(D°). (3.21)

In conclusion, the final set of relevant equations kept distinct for the two up and down
magnet polarities, where for convenience we write again Egs. and -, is:

ABAWV (Km)™ = Acp(Kn) + Ar(ms) + Ar(me)T + Ap(Kn) + Ar(Kn)" + Ap(D*),  (3.22)

ABAW (KK = Acp(KK) + Ap(ms) + Ar(ms)" + Ap(D¥), (3.23)
ABIW (e = Agp(nm) + Ap(ms) + Ar(ms)T + Ap(D¥), (3.24)
ABIW(Km)T = Acp(K7) + Ap(K7) + Ar(Kn)t + Ap(D°), (3.25)

ABAWV (Km)V = Acp(Km) 4+ Ap(ms) — Ap(me)T + Ap(Kn) — Ar(Kn)" + Ap(D*),  (3.26)

AW (KK = Aop(KK) + Ap(ms) — Ap(ms)T + Ap(D*), (3.27)
ABAW (e = Agp(nm) + Ap(ms) — Ar(ms)T + Ap(D¥) (3.28)

and
ABAW(Kn)t = Acp(Km) + Ap(K7) — Ar(Kn)T 4+ Ap(DY). (3.29)

Once the raw asymmetries are measured, employing external measurements of the CP phys-
ical asymmetries, this system of equations allows to extract unambiguously a set of quantities,
notably including the DY production asymmetry and the various instrumental asymmetries Aj
and Ag described above.

Data sample and extraction of raw CP asymmetries

The data sample was composed of the full Reco08-Stripping12 CHARM stream for both magnet
polarities. The data were selected using the stripping line DstarForPromptCharm for the D** —
D°(hTh'~)n* modes and the line DO2HHForPromptCharm for the D° — K~ 7" mode. For the
latter, to avoid double counting, all events which were used to reconstruct D** — DY(K~7+)x+
decays were discarded while reconstructing D — K ~7* decays.

In order to extract the raw CP asymmetry of the D? — K~7t decay, we performed a binned
likelihood fit of the K~ 7™ and K7~ mass spectra. The fit was complicated by the fact that the
data sample had to be subdivided into four subsamples acquired using different triggers. The
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largest part of the available data has been acquired using triggers which tightly cut off the events
present in the mass peak sidebands (H1t2CharmTF2BodySignal and H1t2Charm0STF2Body). As
the sidebands were not available, the data acquired with these triggers alone did not allow
to estimate the amount of combinatorial background under the mass peak. However, other
trigger lines had been foreseen without such requirement (H1t2CharmTF2BodyWideMass and
H1t2CharmOSTF2BodyWideMass), albeit they are heavily prescaled. The amount of combinatorial
background could be extracted from the events which fired these triggers. Schematically, four
exclusive categories can be identified. They are composed of:

e events which fired the H1t2CharmTF2BodyWideMass trigger (TFWM);
e cvents which fired the H1t2Charm0OSTF2BodyWideMass trigger (OSTFWM);

e events which fired the H1t2CharmTF2BodySignal trigger, but not the
H1t2CharmTF2BodyWideMass trigger (TF);

e cvents  which  fired the  H1t2Charm0STF2Body  trigger, but  not  the
H1t2Charm0OSTF2BodyWideMass trigger (OSTF).

Only TOS (triggered on signal) events were used. For the TF category, we accepted events
which had a reconstructed D° mass within the window 1.855 GeV/c? < Mpo < 1.880 GeV /c?,
that is a region with flat HLT2 acceptance, i.e. far enough from the HLT2 cuts in order to
avoid smearing effects due to the HLT2 mass resolution. For the same reason, in the case of the
OSTF category we accepted only events which had a reconstructed D° mass within the window
1.844 GeV/c? < Mpo < 1.880 GeV /2.

The signal mass peaks were modeled as the sum of two Gaussians convolved with a component
accounting for final state QED radiation processes [90, 91]. The resulting signal component of
the p.d.f. was given by

g(m) = A[O(n—m') (n—m')"] @ Gao(m —m'; f1, 01, 02), (3.30)

where A is a normalization factor, O(-) is a step function, p is the mean mass, Ga(-) is the
sum of two Gaussians, and the symbol ® stands for convolution product. The combinatorial
background was instead modeled by a simple exponential p.d.f..

We made a joint fit of the TFWM and the TF categories, where the average mass p, the
fraction of the first Gaussian f; and the two widths o7 and o9 and the raw CP asymmetry
Agﬁw (Km) were common parameters. Similarly, a separate joint fit was made for the OSTFWM
and OSTF categories. The mass plots for each of the four categories, with the result of the fits
superimposed, are shown in Figs. and

For the three decays D** — DK -at)zt, Dt — DYK*+*K~ )zt and D*f —
DOzt 7~ )7t (plus charge conjugates), we performed maximum likelihood fits using as discrimi-
nating observable the variable Mp« — Mpo + M 5({3 G where Mp+ and M po are the reconstructed
D* and D invariant masses respectively, and M g(PG is the central value of the current D°
mass world average. The latter term gives simply a constant shift not bringing any additional
information, but we find it useful for plotting purposes.

In this case, the restricted D° mass window imposed by the H1t2CharmTF2BodySignal and
H1t2Charm0STF2Body triggers does not pose particular problems, as the distribution of Mp« —
Mpo+M 5&7 @ is practically unaffected by the DY mass cut. Here, for each final state hypothesis,
we subdivided the data sample into two categories:
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Figure 3.18: DY — K—7* (plus charge conjugate) mass spectra with the results of the maximum
likelihood fit superimposed, for data acquired with up polarity of the magnetic field. The four
plots are for the TFWM category (top left), the TF category (top right) and the OSTFWM
category (bottom left) and the OSTF category (bottom right), see text for their definition.

e cvents which fired the H1t2CharmTF2BodySignal trigger, where in addition we requested
the Mpo mass to be within the range 1.855 GeV/c2 < Mpo < 1.880 GeV/cz, or which
fired the H1t2CharmTF2BodyWideMass trigger (TF*);

e cvents which fired the H1t2Charm0OSTF2Body trigger, where in addition we requested the
Mpo mass to be within the range 1.844 GeV/c? < Mpo < 1.880 GeV/c?, or which fired
the H1t2Charm0STF2BodyWideMass trigger (OSTE*).

Only TOS events were used.

The signal mass peaks were modeled as the sum of three Gaussians for the D*t —
DY(K~nT)7t decay and two Gaussians for the D** — DY(K+K~)x* and D** — DO(zt 7 )nt
decays, where the lower statistics did not allow to appreciate the relevance of a third Gaussian,
convolved with a component accounting for a long tail in the right part of the spectrum. Inspired
by the parameterization used to describe the effect of QED radiation in the D° — K~z fit
described previously, we used here the same analytical formula, with the only difference that
the radiative component had an inverted parity, i.e.:

g(m) = A[O(m" = p) (m' = p)"] @ Ga(m —m'; fr, fs, 01, 02, 03) (3.31)
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Figure 3.19: DY — K~7* (plus charge conjugate) mass spectra with the results of the maximum
likelihood fit superimposed, for data acquired with down polarity of the magnetic field. The
four plots are for the TFWM category (top left), the TF category (top right) and the OSTFWM
category (bottom left) and the OSTF category (bottom right), see text for their definition.
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and the analogue equation with G9 instead of G3 for the two lower statistics modes, where m
represents the variable Mp« — Mpo + M) PDG - The background was instead modeled with the

following p.d.f.:
h(m) = B [1 — exp (m — mo)] : (3.32)
c

where B is a normalization factor, my and ¢ are two parameters governing the shape of the
distribution.

We made separate fits for the TF* and OSTF* categories. The mass plots for each of the
two categories, with the result of the fits superimposed, are shown in Figs. [3.20] [3.21], [3.22] [3.23]
[3.24] and [3.25

Yields and raw CP asymmetries determined by the fits are summarized in Tabs. and
The raw asymmetries are also illustrated in Fig. [3.26

Employing the current world averages of the integrated CP physical asymmetries for the
two modes DY — KTK~ and D — w7~ (the CP asymmetry for the Cabibbo-favoured
D? — K7t decay is assumed negligible), which are summarized in Tab. the system
of Egs. — can be solved in order to determine unambiguously some of the relevant
instrumental and production asymmetries. The results are summarized in Tab.
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Figure 3.20: D** — DY(K~7")n* (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic
field. The two plots are for the TF* category (left) and the OSTF* category (right), see text for
their definition.
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Figure 3.21: D** — DY(K~7t)n™ (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the down polarity of the magnetic
field. The two plots are for the TF* category (left) and the OSTF* category (right), see text for
their definition.
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The most relevant quantities for the analysis in this thesis are the asymmetries Ap(K)"
and Ap(Kr)%, since the same asymmetries are also present when measuring the direct CP
asymmetry in the B — KTn~ and B? — 77K~ decay modes, and can be used to correct
the raw CP asymmetries in order to isolate the physical ones. Ap(K7)T and Ap(K7)¥ are
determined to be quite small, well compatible with zero, both with an absolute error of 0.38%,
dominated by the uncertainty on A7(K). Note that Ap(Kn)" and Ap(K7)+ are almost 100%
correlated, and their average is equal to A;(K7). We are also able to measure the presence of a
production asymmetry for D mesons with a significance of 30: Ap(D®) = —0.0115 4 0.0038.



3.3 Instrumental and production asymmetries

99

A" = -0.0061+ 0.010 A" O%TF =-0.02247 + 0.0055
- { vF= 12019+ 204 : ~2000 vOSTF = 44440+ 412
K T K3 GeTF
3 500 LHCb ";‘F‘ = 04> 0.067 . 3 1800 LHCb - ‘Zﬁ;‘:{:ign 0000068 GeV/c?
imi = 2.010230 + 0.000013 GeV/c’ imi uoT = 2 +0. eVic
2 Preliminary PYF 12 1600 Preliminary <57 - 0.968812 00038
3 VS =7TeV Data TF =-0.98163 £ 0.0071 2 VS =7TeV Data = 0. +0.
3 a00 GIF . = 0.000468 + 0.000033 GeV/c? & 1400 G5t = 0.000468 + 0.000014 GeV/c?
< GTF = 0.001006 + 0.000061 GeV/c? < 1200 OSTF = 0.000989 + 0.000025 GeV/c?
;‘; 300 g 1000
800
200 a0
100~ x?/nDoF: 0.92 400 — y2/nDoF: 1.11
200
[} [\ L L
2.012 2.016 2.01 2.006 2.008 2.01 2012 2.014 2.016 2,01
invariant mass (GeV/c?) invariant mass (GeV/c?)
3 3
2 2
1 1
: fglly bt il Py
-1 -1 |
-2 -2
-3 -3

Figure 3.22: D** — DY(K*K~)n*t (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic

field. The two plots are for the TF* category (left) and the OSTF* category (right), see text for
their definition.
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Figure 3.23: D** — DY(K*K~)n*t (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the down polarity of the magnetic

field. The two plots are for the TF* category (left) and the OSTF* category (right), see text for
their definition.

3.3.1 B meson production asymmetry

In order to measure direct CP asymmetries using proton-proton collisions at the LHC with a
single-arm spectrometer, one needs to cope with an additional complication, which is not present
(or less relevant) with flavour-symmetric machines and detectors. Since B* and B° mesons share
valence quarks with the initial protons, while B~ and B do not, it is expected that B*’s and
B%s are produced at a higher rate, especially when produced at large pseudo-rapidities.

In this section we present a study aiming to estimate the size of such a production asymme-
try, realized by reconstructing a sample of B — J/tv(uTp~)KT decays, where the flavour
of the decaying B is tagged via the sign of the K meson. The physical CP asymmetry
for this decay is expected to be O(1073) in the SM [92], and the current world average is
Acp(BT = J/YKT) = 0.009 &+ 0.008 [21I]. Hence from the measured asymmetry one can
extract the production asymmetry, provided that instrumental effects are taken into account.
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Figure 3.24: D** — D%t 7~ )7" (plus charge conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up polarity of the magnetic

field. The two plots are for the TF* category (left) and the OSTF* category (right), see text for
their definition.
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3.3.1.1 Method

The observed raw asymmetry, in the two cases of up and down polarities of the magnetic field
respectively, can be written as

ABIW (Bt o J/WKT = Acp(BY = J/WK™T) + Ap(K) + Ap(K)" + Ap(B™) (3.33)
and
AEBMWV (BT 5 J/K T = Acp(BY = J/YKT) + Af(K) — Ap(K)" + Ap(BY),  (3.34)

where we have used the relation

Ar(K)" = —AR(K)*. (3.35)
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Table 3.12: Summary of the signal yields determined by the maximum likelihood fits, summing
together the various trigger categories, separately for the up and down polarities of the magnetic

field.

’ Channel Yield
Magnet up Magnet down
D* — DO(Kn)r | 509859 + 1167 | 408503 + 1021
D* — D°(KK)m 56459 + 460 46155 + 385
D* — DY (mm)m 17315 + 244 13648 + 214
D - 1K 2500180 + 2510 | 2024096 + 2265

Channel ‘

RAW
Acp

Magnet up

Magnet down

D* — DY(Knm)m

—0.0262 £ 0.0015

—0.0159 £ 0.0017

D* = DY(KK)rm

—0.0190 £ 0.0048

—0.0184 £ 0.0053

—0.0231 £ 0.0087

0.0015 £ 0.0097

D* — D%(rm)m
D’ - K

—0.01776 £ 0.00078 | —0.01470 £ 0.00083

Table 3.13: Summary of the raw asymmetries determined by the maximum likelihood fits,
averaged between the various trigger categories, for the up and down polarities of the magnetic
field.

The term Aj(K) represents the asymmetry due to the different strong interaction probabilities
of positive and negative kaons with the detector material, Ax(K)" and Ap(K )% account for a
possible reconstruction asymmetry (e.g. arising from a left-right asymmetry of the detector) in
magnet up and magnet down data respectively, and Ap(B™) is the production asymmetry. By
averaging these two equations we get

ABRV(B* — JJpKH)! + ARV (BT — J/yK ) (3.36)
2 .

— Acp(Bt = J/YK1) + Aj(K) + Ap(B*),

i.e. using the world average of Acp(B™ — J/K™), we can extract Ap(B™) once we measure
Ar(K) and the raw CP asymmetries for both the magnet polarities.

’ Channel ‘ Acp ‘

DY - KtK— | —0.0016 + 0.0023
DO — rtg— 0.0022 + 0.0021

Table 3.14: Current world averages of the integrated CP physical asymmetries for the two modes
D? — K*K~ and D° — 77~ [86]. The D° — 77~ asymmetry also includes the latest CDF
result [88].
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Figure 3.26: Graphical view of the Ag}gw measurements. Fach pair of measurements corre-

sponds to the up (red) and down (blue) polarities of the magnetic field.

’ Asymmetries ‘ ‘
Ap(DY) —0.0115 + 0.0038
Ar(Kn) —0.0044 + 0.0038

Ap(Km)T —0.0015 £ 0.0006
Aj(ms) + Ap(D*) | —0.0160 + 0.0036
Ag(ms)T —0.0035 + 0.0012
Ap(Km)T —0.0059 + 0.0038
Ap(Kn)t —0.0030 + 0.0038

Table 3.15: Summary of relevant instrumental and production asymmetries. See text for their
definition.

3.3.2 Data sample and extraction of the production asymmetry

The data sample was composed of the full Reco08-Stripping12 DIMUON stream for both mag-
net polarities. The data were selected using the stripping line Bu2JpsiKUnbiasedLine. In
addition to the pre-selection, in order to further suppress the combinatorial background, an
offline selection was applied using the following simple set of cuts:

e the minimum impact parameter y? values of the two muons and the kaon, calculated with
respect to all primary vertices, were requested to exceed 9;

e the proper decay time of the B candidate had to be larger than 0.1 ps.
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Figure 3.27: BT — J/¢(uTp~)K* invariant mass plots, for up (top) and down (bottom)
polarities of the magnetic field.

In order to extract the raw CP asymmetry we performed an unbinned maximum likelihood
fit of the J/9 K™ and J/¢ K~ mass spectra. The signal mass peak was modeled as the sum of
two Gaussians with common mean, while the combinatorial background was modeled by means
of an exponential p.d.f.. The mass plots with the result of the fit superimposed are shown in
Fig. Signal yields and raw CP asymmetries returned by the fit are reported in Tab.

To determine A7(K), which is the last ingredient needed to extract Ap(B™), we can again
make use of two-body charm control samples, by noting that A;(K) can be approximated
with the corresponding quantity Aj(K7), i.e. the asymmetry due to the different absorption
probabilities of the K+t7~ and K~ 7t final states from D° and D° Cabibbo-favoured decays



104 3. CP violation in B?s) — K7 decays using 2010 data

’ ‘ Magnet up Magnet down

BT — J/¢(utu~)KT event yield 5679 + 85 7128 £+ 94
AEBV (BT — J/Yp(utp~)KT) | —0.025£0.014 | —0.015 £ 0.013

Table 3.16: Signal yields and raw CP asymmetries determined by unbinned maximum likelihood
fits to the B* — J/¢(ut ™) K™ reconstructed invariant mass spectra.

Normalized events

o

o
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Figure 3.28: Comparison of momentum distributions for charged kaons from D — K-zt
(histogram) and BT — J/¢(utp~)K™ (dots with error bars) decays.

respectively. This is a valid approximation as we can neglect the difference in strong interaction
cross-sections of positive and negative pions in the high momentum region under consideration,
provided that the momenta of charged kaons from D° — K~nt and Bt — J/¢(utpu~)K~
decays cover the same range. A comparison of the momentum distributions of these charged
kaons determined from real data is shown in Fig. [3.28

3.3.2.1 Impact on Agp measurements

B meson production asymmetries affect the extraction of physical Acp asymmetries, such as
Acp(BY — K*r™). If we denote as I'f(¢) and I'7(t) the decay rates of neutral reconstructed
B or B mesons to f and f specific-flavour final states, regardless of the initial flavour of the
decaying mesons, we have:

[ / AT
T4(t) x BR(B — f) e (cosh Tt' — Ap cos Amt') e(t) (3.37)

and

Ls(t) o BR(B — f) [e TV (cosh %t’ + Ap cos Amt’> e(t) (3.38)
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’ Channel ‘ K ‘
B - Ktr— | 0.33
BY — 7t K~ | 0.015

Table 3.17:  factors calculated for the BY — K7~ and BY — 77 K~ selections.

where £(t) is the acceptance as a function of the proper decay time, and the production asym-
metry Ap is defined as

Ap = m (3.39)
The raw CP asymmetry in then given by
T'z(t)dt — [ T r(t)dt A A
AGEY = §F;Et;dt ¥ frjgtidt "1 f i;lrp/ilc]; ~Acp +rdp, (340)
where the factor x can be calculated as
i (e‘rt/ cos Amt’) e(t)dt
K= (3.41)

[ (e T cosh &L #) e(t)dt

In other words, as €(t) is a function which depends on the event selection in use, the produc-
tion asymmetry enters the expression of Ag‘gw in a selection dependent way via the k factor.
The & factors for Acp(B° — K*7~) and Acp(B? — 7t K~) are reported in Tab. They
have been calculated by determining the acceptance function from Monte Carlo simulations,
using the event selections optimized for the respective Acp measurements.

It can be noted that, due to the fast BY oscillations, the x factor for the case of the B —
7+t K~ decay is very small, i.e. the possible presence of a BY production asymmetry would not
affect the measurement of Acp(B? — 77 K ™) in a sizeable way. In contrast, the x factor for the
case of the B — K7~ decay is 33%, hence the presence of a B® production asymmetry has a

non negligible effect while extracting Acp(BY — K*7~) from the respective raw asymmetry.

3.4 Fits to the B — h"h/~ mass spectra

We performed unbinned maximum likelihood fits to the mass spectra of offline selected events,
passing the kinematic selection with the PID cuts optimized for the measurements of Acp(BY —
K*77) or of Acp(B? — 7t K~), summarized in Tabs. and The selection cuts
were applied on the full Reco08-Strippingl12 BHADRON stream passing the Hb2ChargedBody
stripping line.

The extraction of the two signal decays B® — K*7~ and B? — 7t K~ from the K*7T mass
spectra is plagued by three distinct sources of background:

e combinatorial background, that is a non-peaking component present over the whole mass
window;

e 3-body B-decay background, e.g. composed of B — prm decays where one of the pions
from the p decay is missed, which occurs at the left of the signal mass peaks due to the
missing mass;
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e cross-feed background, i.e. the background determined by all the other charmless B decay
modes, where one or both the decay products have been mis-identified.

This last component is the most dangerous amongst the three, because, differently from the
other two, is characterized by a peaking behaviour below the mass peaks we want to measure.

Each of the two sets of PID cuts given in Tabs. and allows to subdivide the events
passing the kinematic selection into eight mutually exclusive categories corresponding to distinct
final state hypotheses, namely K™n—, K~ n*, 7#t7n~, K™ K~, pr—, pr*, pK~ and pK™.

3.4.1 Fit model

The signal component for each of the eight categories has been parameterized as a single Gaussian
convolved with a component accounting for the final state QED radiation [90} [91]. The p.d.f.
was given by

g(m)=A[0(u—m') (n—m')"] ® G(m —m'; o), (3.42)

where A is a normalization factor, ©(-) is a step function, 4 and o are the mean mass and the
mass resolution, G(+) is a Gaussian, and the symbol ® stands for convolution product. Within
the current statistics it was not possible to appreciate the need of a second Gaussian in the
signal model. The parameter s, governing the final state QED radiation, was fixed for each
signal component by using the respective theoretical QED prediction, calculated as shown in
Ref. [91].

The combinatorial background was modeled by an exponential p.d.f., while the background
from 3-body partially reconstructed decays was modeled with the p.d.f. defined in Eq. .
While it was possible to appreciate the presence of a 3-body background in the Kt7—, K—n*
and 777~ categories, in all the other categories there was not any significant evidence. Thus
we have foreseen such a component only for these three categories.

Finally, the modelling of the cross-feed background has been made by means of Monte Carlo
simulations. PID cuts for each of the eight categories have been applied to B® — 7+7—, B —
Ktr=, B - KtK—, B - ntK~, Ay, = pK~ and A, — pr— Monte Carlo events surviving
the kinematic event selection. We determined in this way, for each final state hypothesis, a
set of mass distributions from events where one or both tracks were mis-identified, and we
parameterized each of them by means of a kernel estimation technique [93]. To this end we
used the RooKeysPdf class embedded in the RooFit framework [94], i.e. the statistical software
toolkit that we employed for performing all the maximum likelihood fits described in this thesis.
The normalization of each cross-feed background component was determined as the product of
the yield of the respective background channel with the ratio of the PID efficiencies of the signal
and background final state hypotheses.

As an example, the K T7~ mass spectrum receives cross-feed contributions from BY — K~ 7+
events (where the identities of both particles has been swapped), from B® — 77~ events (where
the the positive particle has been misidentified) and so on. The number of B — 777~ events
giving a cross-feed background contribution to the K7~ mass spectrum is given by:

N(rtr~ = Ktr) = Y(B® — ntr) L7, (3.43)

67T"7'I'

where Y (B? — 7777) is the yield of reconstructed B® — nt7~ decays, ek is the PID cut
efficiency using the K7~ hypothesis on B® — 77~ decays, and ek is its analogue using the
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77~ hypothesis, as given in Tabs. and Conversely, the 777~ mass spectrum receives
cross-feed background contributions from BY — K7~ decays, where the positive particle has
been mis-identified. Hence, in order to determine the B® — 7t~ yield, symmetrically one
needs to know the B — K7~ signal yield and use the analogue of Eq. to fix the
cross-feed background normalization.

In order to properly take into account the presence of such many-to-many cross-feed back-
grounds, we performed a joint fit of all the eight categories at once. In this way we determined
simultaneously all the signal yields and all the normalizations of the cross-feed backgrounds.

The unbinned maximum likelihood fit featured 34 free parameters. The complete list of free
parameters is:

e three mean masses of B, BY and A, hadrons and the width of the single Gaussian modeling
the mass resolution, which was in common between all the decay modes;

e five yields of the B® — 7nt7=, B - K*7=, B - K*K—, A, — pK~ and Ay — pr—
decays, and the ratio of the B — 7 K~ and BY — K7~ yields;

o four raw CP asymmetries AZ4W(BY — K+7~), ABAW(B? — nt K ), ABAW (A, — pK ™)
and AERY (A, — pr7);

e five exponential slopes for the combinatorial background of the K7~ +c.c., 7*n~, KT K,
pK ~+c.c. and pmr~+-c.c. categories;

e two yields of 3-body background events in the 777~ and KT7n~ +c.c. categories;

e five yields of combinatorial background events of the K7~ +c.c., 7t7n~, KT K, pK~+c.c.
and pr~+c.c. categories;

e three charge asymmetries for combinatorial background events in the K*n~+c.c.,
pK ~4c.c. and pr~4-c.c. categories;

e one charge asymmetry for 3-body background events in the K7~ +c.c. categories;

e two parameters governing the shape of the function modeling the 3-body background for
the K7~ +c.c. categories, and other two for the 77~ category.

3.4.2 Fit results

The fits were realized by using the MIGRAD minimization engine of the MINUIT software
library [95], configured with the so-called Strategy 2, followed upon convergence by the HESSE
algorithm of the same library, in order to calculate with better precision the covariance matrix.
Two fits were done, either using the selection optimized for the best sensitivity on Acp(B° —

K*71~) or on Acp(B? — 7t K~) (see Tabs. and [3.5)).

3.4.2.1 Selection optimized for Acp(BY — K*717)

The K7~ (plus charge conjugate) mass spectrum is shown in Fig. m The dominant signal
visible in the mass spectrum is due to the B — K+t7n~ decay. The peaked distributions below
the B — K+~ peak are due to the cross-feed background. Three of them give a non negligible
contribution that is clearly visible in the plot:
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Figure 3.29: K7~ (plus charge conjugate) invariant mass spectrum for events surviving the
event selection optimized for the best sensitivity on Acp(B° — KTn~). The result of the
unbinned maximum likelihood fit is superimposed to the histogram. The various signal and
background components contributing to the fit model are also shown. The dashed curve repre-
sents the sum of all the cross-feed background components.

e wrong sign B® — K combination, i.e. when the identities of the two particles have been
swapped (dark red);

e B — 771~ decays, where one of the two pions has been mis-identified as a kaon (light
blue);

e BY — K+ K~ decays, where one of the two kaons has been mis-identified as a pion (dark
yellow).

The plot also shows as a dashed curve the sum of these three components. A fourth component
(green), due to the BY — 77K~ signal decay and not accounted by the dashed curve as a
cross-feed background, is also visible.

A visual indication of CP violation is given in Fig. [3.30, showing the K*7~ and K 7
invariant mass spectra separately: the difference in the heights of the B® — K*7~ and B —
K~ 7" mass peaks is apparent.

Fig. shows the 7t7~ and K*K~ invariant mass spectra. In both the cases, the
dominant cross-feed background comes from the BY — K7~ decay, where one of the two final
state particles is mis-identified as a pion or a kaon. Finally, Fig. shows the pK~ and pr~
invariant mass spectra.

The relevant parameters determined by the maximum likelihood fit are summarized in Tab.
It can be noted that the statistical uncertainty on AZAW (B% — K*77) is about two times
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Figure 3.30: K*n~ (left) and K~ 7" (right) invariant mass spectra for events surviving the
selection optimized for the best sensitivity on Acp(BY — K*7~). The result of the unbinned
maximum likelihood fit is superimposed to the histograms. The various signal and background
components contributing to the fit model are also shown. The dashed curve represents the sum
of all the cross-feed background components.
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Figure 3.31: 77~ (left) and KT K~ (right) invariant mass spectra for events surviving the event
selection optimized for the best sensitivity on Acp(BY — K*7~). The result of the unbinned
maximum likelihood fit is superimposed to the histogram. The various signal and background
components contributing to the fit model are also shown. The dashed curves represent the sums
of all the cross-feed background components, and are dominated by the B® — K+7~ decay.

larger than that of the corresponding physical CP asymmetry measured by BaBar and Belle, and
about a factor 1.4 larger than measured by CDF with an integrated luminosity [ £dt = 1 b1

(see Tab. [L.5).

3.4.2.2 Selection optimized for Acp(BY — 7t K™)

The 7t K~ (plus charge conjugate) mass spectrum is shown in Fig. [3.33] The dominant signal
visible in the mass spectrum is again due to the B — K*7~ decay, as it shares the same
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Figure 3.32: pK~ (plus charge conjugate, left) and pm~— (plus charge conjugate, right) invari-
ant mass spectra for events surviving the event selection optimized for the best sensitivity on
Acp(B® — K*r~). The result of the unbinned maximum likelihood fit is superimposed to the
histogram. The various signal and background components contributing to the fit model are
also shown. The dashed curve represents the sum of all the cross-feed background components.

’ Parameter Fit result
BY — Ktn~ yield 1447 + 50
BY — 7t K~ yield 140 + 25
BY — nt71~ yield 275 4+ 24
BY - KTK~ yield 333 £21
Ay — pK~ yield 76 + 12
Ay — pr~ yield 414+ 10

5.2757 £ 0.0008
5.3651 = 0.0015

BY mass [GeV/c
BY mass [GeV/c

‘]
‘]

Ay mass [GeV /c?] 5.612 + 0.004
Mass resolution [MeV /c?] 22.1+0.6
AFAW(BY - Ktqn7) —0.086 + 0.033

ABEAW (combinatorial background) | 0.032 & 0.032

Table 3.18: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection optimized for the best sensitivity on Acp(BY — KT77).
Only statistical errors are shown.

final state signature of the B — 7~ Kt decay and constitutes for the latter an irreducible
background. As is apparent, the tighter selection optimized for Acp(BY? — 77 K~) causes a
stronger suppression of the combinatorial background, with respect to the selection optimized
for Acp(BY — K*n~). Apart for the already mentioned B® — K7~ decay, the other two
main cross-feed backgrounds to the BY — 7+ K~ signal (green), visibile in the right plot of Fig.
3.33} are again from the BY — 777~ (light blue) and the B? — KK~ (dark yellow) decays.
Also in this case, to have a visual glance at CP violation, Fig. shows the 7T K~ and
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Figure 3.33: Left: 7t K~ (plus charge conjugate) invariant mass spectrum for events surviving
the event selection optimized for the best sensitivity on Acp(BY — 77 K~). Right: magnifica-
tion of the plot on the left. The result of an unbinned maximum likelihood fit is superimposed to
the histograms. The various signal and background components contributing to the fit model are
also shown. The dashed curves represent the sum of all the cross-feed background components.
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Figure 3.34: 7t K~ (left) and 7~ K™ (right) invariant mass spectra, magnified to put in evi-
dence the two signal mass peaks, for events surviving the event selection optimized for the best
sensitivity on Agp(BY — 77 K~). The result of an unbinned maximum likelihood fit is super-
imposed to the histograms. The various signal and background components contributing to the
fit model are also shown. The dashed curves represent the sum of all the cross-feed background
components.

7~ K7 invariant mass spectra separately. The difference in the heights of the BY — 7+ K~ and
BY — 7~ Kt mass peaks is apparent, albeit statistically compatible with zero, as opposed to
the B — K7~ case of Fig. [3.30

The relevant parameters determined by the maximum likelihood fit are summarized in Tab.
The statistical uncertainty on AZ4W(BY — 7+ K ™) is only a factor 1.27 larger than that
of the corresponding physical CP asymmetry measured by CDF with an integrated luminosity
[Ldt=1b"" ie Acp(BY — 7t K~) =0.39 £ 0.15 & 0.08 [45].



112

3. CP violation in B?s) — K7 decays using 2010 data

Parameter Fit result
BY — K*r~ yield 610 £ 27
BY — 77 K ~yield 52 + 10
BY — 771~ yield 224 + 19
BY - KtK~ yield 256 + 18
Ay — pK~ yield 51+9
Ay — pr~ yield 2947
B° mass [GeV/c?] 5.2749 + 0.0009
BY mass [GeV/c?] 5.3639 & 0.0016
Ay mass [GeV /c] 5.619 + 0.004
Mass resolution [MeV /] 21.3+£0.7
ABIV(BY — 7t K) 0.15 £ 0.19
AZAW (combinatorial background) 0.21+0.11

Table 3.19: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection optimized for the best sensitivity on Acp(BY — 7t K™).
Only statistical errors are shown.

3.5 Systematic errors and final results

The systematic errors on Acp(BY — K*7~) and Acp(B? — 77 K ~) that we identified fall into
three main categories, related to:

e PID calibration;
e modelling of the signal and background components in the maximum likelihood fits;

e instrumental and production asymmetries.

3.5.1 PID calibration

PID cut efficiencies are necessary, in this analysis, to compute the number of cross-feed back-
ground events affecting the mass fit of a given B channel. An imperfect PID calibration can
lead to an incorrect estimate of the number of such background events, thus altering the values
of the direct CP asymmetries returned by the maximum likelihood fits.

There are various sources of systematic errors entering the determination of PID cut effi-
ciencies using the technique described in Sec. The technique relies on the employment of
calibration samples from D* — D°(K )7 and A — pr decays, reweighting the relevant A log £
distributions according to the p and pr distributions of the B hadron daughters, which are
determined from Monte Carlo simulations.

On the one hand, due to limited statistics, the conditional distributions of A log £ variables
might not cover the full phase space in terms of momentum and transverse momentum of the B
hadron daughters. For this reason there might be difficulties in reproducing the desired p and
pr spectra by applying the reweighting procedure. Furthermore, p and pr do not necessarily
constitute a complete set of observables to reweight in, hence a potential systematic uncertainty
intrinsic to the method should be taken into account. On the other hand, the usage of Monte
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Carlo simulations to determine the distributions of p and pr of the B hadron daughters is an
approximation which introduces itself a systematic error.

To estimate the size of such uncertainties we have first compared the efficiencies determined
by applying the PID cuts on B — h*h'~ Monte Carlo events with those predicted from the
reweighting procedure using Monte Carlo calibration samples, as shown in Tabs. and
From such a comparison we could study the intrinsic limitations of the calibration technique.
Then, in order to estimate the impact of an imprecise knowledge of the p and pr distributions
of B meson daughters, we have compared the efficiencies determined by reweighting in p and
pr with distributions obtained from Monte Carlo simulations and real data, as shown in Tabs.
B.10land B.11l

We have summarized the relevant information, extracted from Tabs. [3.6] [3.7] and
in Tabs. and We have only reported the efficiencies which are needed to calculate the
yields of cross-feed background events affecting the B — K+7~ and B? — 7t K~ signals. As
we have seen in Sec. the dominant cross-feed backgrounds are from wrong sign B® — Kt
(i.e. where the identities of both final state particles have been swapped), B — 7F7~ and
BY — K*K~ decays. In the case of the selection optimized for Acp(B? — 7+ K ™), the cross-
feed background from wrong sign B® — K7 decays is indeed negligible. The last column in each
of the two Tabs. and reports the estimated relative systematic error on the efficiencies.
The values in the “Absolute systematics” column are calculated as:

1
2

MC — MCpr (3.44)

2
T YR Data —, Plot)?
MC § MCp ata> + (Data —g Plot)

Absolute systematics = [(2

i.e. we took the relative difference between the efficiencies in the MC and MCpg columns, rescaled
to the efficiencies in the Data column, and then we summed the result in quadrature with the
absolute difference between the efficiencies in the sPlot and Data columns. Finally, the values
in the “Relative systematics” column are given by the ratio of the values in the *“Absolute
systematic” and Data columns. We have then averaged the relative systematic errors of each
row, determining an average relative systematic error o./¢ = (8 & 1)% using the values in Tab.
and o:/e = (5 + 2)% using those in Tab. Conservatively we decided to use in the
following the largest of the two numbers, i.e. 8%.

According to Eq. , in order to determine the yield of cross-feed background events,
we need the ratios of PID cut efficiencies. We estimated the systematic errors on such ratios
as ogp = /2 (0:/¢)? ~ 11%, i.e. summing in quadrature o./e with itself. In conclusion, we
estimate the relative systematic error on the cross-feed background yields we used in the fits of
Sec. to be 11%.

Albeit such an error might look very conservative, the corresponding systematic errors in-
duced on Acp(B® — K*7~) and Acp(B? — 77 K~), as we shall see, are quite small. We
performed unbinned maximum likelihood fits increasing and decreasing by 11%, with respect
to the central fit shown in Sec. [3.4] the number of cross-feed background events present in the
relevant mass spectra. We found systematic shifts by 0.002 and 0.001 on Acp(BY — K*7™)
and Acp(BY — 1t K~), respectively.

3.5.2 Signal and background modelling

The signal p.d.f. used to build the likelihood function for each B decay mode was given by a
single Gaussian convolved with an additional component taking into account QED final state
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[ [ MC [ MCr [ sPlot [ Data [ Absolute systematics [ Relative systematics

BY > aTr) > nta— 57.1(4) | 54.5(4) | 41(1) | 45.2(4) 47+1.2 10+ 3
(B > nfr ) > Ktrn— 20.9(4) | 22.2(4) | 29(1) | 27.0(4) 2.6+1.3 10+5

(B - KTK~)—> KTK~ | 65.5(5) | 63.8(5) | 48(1) | 50.7(4) 3.0+1.2 6+ 2

(BY > KTK-)—> KTr— | 127(3) | 12.3(3) | 21(1) | 21.2(4) 0.7+1.3 3+6

(B?S) — Ktr) > KTr— | 79.8(3) | 78.7(3) | 62(1) | 68.2(3) 6.3+ 1.1 942

(B?S) — KTr~) = ntr— | 0.67(3) | 0.69(3) | 3.3(3) | 2.70(6) 0.6+0.3 22 £ 11

(B?S) — Ktr™) = KTK— | 2.33(6) | 2.26(5) | 4.0(3) | 4.02(7) 0.1+0.3 3+8

(B?S) —aTK")— KTr— | 1.15(4) | 1.13(4) | 2.9(3) | 2.30(5) 0.6 +0.3 26 +13

Table 3.20: Summary of the quantities used to estimate the systematic errors on the PID cut
efficiencies, for events passing the offline selection optimized for Acp(B° — K*7~). The first
column indicates the decay channel which contributes to a given final state category. The MC
column contains the efficiencies calculated by applying PID cuts on full Monte Carlo events
(see Tab. . The MCpg column contains the efficiencies obtained by using the reweighting
procedure of Sec. with Monte Carlo calibration samples (see Tab. . The sPlot columns
contains the efficiencies determined using the reweighting procedure of Sec. with real data
calibration samples and real data p and pp distributions (see Tab. . The Data column
contains the efficiencies determined using the reweighting procedure of Sec. with real data
calibration samples and Monte Carlo p and pp distributions (see Tab. . Finally the last
two columns contain the values of the absolute and relative systematic errors referred to the
efficiencies in the Data column. The values in parentheses represent the statistical errors on the
last digit. All the values are given in percent.

[ [ MC [ MCgr [ sPlot [ Data [ Absolute systematics [ Relative systematics

BY - atr) > nta— 57.7(5) | 55.4(5) | 44(2) | 45.3(4) 23+2.1 5+5
(BY - 7nfr) = Ktn— 0.91(9) | 0.77(8) | 3.2(5) | 2.5(1) 0.8+0.6 32+24

(BY - KTK-) > KTK~ | 65.5(5) | 63.8(5) | 50(1) | 50.9(4) 1.6+1.2 3+2

(BY - KTK™)—> KTr— | 0.17(4) | 0.14(4) | 2.8(5) | 2.2(1) 0.7+ 1.0 31+45

(B?s) — Ktr) - KTn— | 48.2(3) | 50.2(3) | 36(1) | 38.1(3) 26+ 1.1 7+3

(B?S) — Ktr—) > ata~ [ 0.67(3) | 0.74(4) | 2.9(4) | 2.73(7) 23+2.1 11+5

(B?S> — KTr—) = KTK— | 2.31(6) | 2.20(6) | 4.3(4) | 4.02(8) 0.3+04 7+10

Table 3.21: Summary of the quantities used to estimate the systematic errors on the PID cut
efficiencies, for events passing the offline selection optimized for Acp(B? — 7+ K ~). The first
column indicates the decay channel which contributes to a given final state category. The MC
column contains the efficiencies calculated by applying PID cuts on full Monte Carlo events
(see Tab. . The MCpg column contains the efficiencies obtained by using the reweighting
procedure of Sec. with Monte Carlo calibration samples (see Tab. . The sPlot columns
contains the efficiencies determined using the reweighting procedure of Sec. with real data
calibration samples and real data p and pr distributions (see Tab. . The Data column
contains the efficiencies determined using the reweighting procedure of Sec. with real data
calibration samples and Monte Carlo p and pr distributions (see Tab. . Finally the last
two columns contain the values of the absolute and relative systematic errors referred to the
efficiencies in the Data column. The values in parentheses represent the statistical errors on the
last digit. All the values are given in percent.



3.5 Systematic errors and final results 115

radiation processes, see Eq. . We estimated systematic errors either due to an incorrect
description of the final state radiation or to the employment of a single Gaussian function.

In the former case, we removed completely the radiative component and performed unbinned
maximum likelihood fits using a simple Gaussian as signal model. Although such approximation
might look very rough, we found that the systematic shifts of the central values of Acp(B® —
K*7r7) and Acp(BY — 7t K ™), returned by the fits, were very small if compared with the
statistical errors of the respective measurements. We estimated a systematic error of 0.003 on
Acp(BY = KT7™) and of 0.01 on Acp(BY — n7K™).

Then we substituted the single Gaussian with a double Gaussian, where we fixed the width
and fraction of the second Gaussian to 30 MeV/ ¢? and 30% respectively. By performing unbinned
maximum likelihood fits with this new parameterization, we found a shift of the central values
by 0.002 for Acp(BY — K*7~) and 0.01 for Acp(B? — 77 K™).

To estimate systematic errors due to an incorrect modelling of background components,
we proceeded as in the following. In the case of the combinatorial background, we replaced
the exponential p.d.f. with a first degree polinomial. This parameterization led to unbinned
maximum likelihood fits where the central values were shifted by 0.0001 for Acp(B° — K*+7™)
and again 0.01 for Acp(BY — 77 K ™). For the case of the cross-feed backgrounds, since we took
from Monte Carlo the corresponding distributions, in order to estimate a systematic uncertainty
arising from their imperfect description, we made new distributions where the event-by-event
mass values were shifted by a fixed amount or were calculated by smearing with Gaussian-
distributed random numbers the value of the true mass, i.e. the mass calculated using momenta
from Monte Carlo truth. We made different unbinned maximum likelihood fits with the altered
cross-feed background distributions, where in each trial a shift of £3 MeV/ ¢® on the mass values
was applied, or where the width of the Gaussian smearing ranged from 19 MeV/ ¢? to 25 MeV / 2,
i.e. a window of £3 MeV/ ¢* around the mass resolution determined from signal events. In
the case of the mass shift, we estimated the corresponding systematic error to be 0.0009 on
Acp(BY — K*n7) and 0.005 on Acp(B? — 7t K~), while with the Gaussian smearing we
estimated a systematic error of 0.0006 on Acp(B® — K*7~) and 0.006 on Acp(B? — 7t K™).

3.5.3 Instrumental and production asymmetries

The third main category of systematic uncertainties involves the presence of asymmetries induced
by detector and reconstruction, as well as of B meson production asymmetries arising from
primary proton-proton collisions, as discussed in Sec. The physical CP asymmetries we
want to measure are related to the raw asymmetries measured in data by

Acp = ABAW — Ap(K7) — kAp, (3.45)

where Ap(Kn) is the instrumental asymmetry, & is the factor given in Tab. and Ap is the
production asymmetry.

We have determined from charm control samples the value of Ap(K7), averaged between the
data samples with opposite magnet polarities, and it is Ap(Km) = —0.004 £ 0.004. The usage
of such an average value is justified by the fact that the two magnet up and down samples that
we analyzed contain the same number of B decays. We performed separate unbinned maximum
likelihood fits of magnet up and down data sets, where the events passed the selection optimized
for the measurement of Acp(B® — K¥77), and we found v, = 739 £ 35 B® — K7~ (plus
charge conjugate) events in the magnet up sample and vi, = 707 £ 35 events in the magnet
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Reason | Acp(B® - K™77) | Acp(BY = 77K™) |
PID calibration 0.002 0.001
Final state radiation 0.003 0.01
Signal model 0.002 0.01
Combinatorial background model 0.0001 0.01
Cross-feed background model (shift) 0.0009 0.005
Cross-feed background model (smearing) 0.0006 0.006
Instrumental asymmetry 0.004 0.004
Production asymmetry 0.005 0.0002
| Total \ 0.008 \ 0.02 |

Table 3.22: Summary of systematic uncertainties on Acp(B° — K*7~) and Acp(B? —
7T K ™). The values in the last row are obtained by summing in quadrature all the system-
atic uncertainties.

down sample. The value Ap(BT) was estimated by using BT — J/v(utp~)K* decays. The
raw CP asymmetries measured using magnet up and magnet down data sets were shown in Tab.
Averaging the two values and taking into account the instrumental asymmetry and the
current world average for Acp(BT — J/¢(utu™)KT), we get Ap(BT) = —0.024 £ 0.013.

As we need the production asymmetry for neutral B mesons, we assumed that Ap(B°) is
equal to Ap(B™), introducing a systematic error of 0.01 to account for possible differences, i.e.

Ap(B%) = —0.024 4 0.013 4 0.010. (3.46)

By using the value x = 0.33 and the central value of AgéW(BO — K*7™) given in Tab.
we get the central value of the physical asymmetry:

Acp(B® - KTn™) = —0.074. (3.47)

The systematic errors associated to this physical asymmetry, due to instrumental and production
asymmetries, are 0.004 and 0.005 respectively.

For the case of the B — 77K~ decay, even assuming very conservatively that the BY
production asymmetry is as large as the one used above, one gets a negligible systematic shift
kAp = —0.0004 + 0.0002, due to the very small value x = 0.015, also given in Tab.
The central value of AgﬁW(Bg — 7T K~) given in Tab. is practically unaffected by any
correction.

3.5.4 Summary

The systematic uncertainties for Acp(B° — K+77) and Acp(BY — 7t K~) are summarized in

Tab. [3.22
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3.6 Conclusions

Using data collected by the LHCb detector during the 2010 run we provide measurements of the
direct CP asymmetries:

Acp(B® — K*7~) = —0.074 + 0.033 + 0.008

and
Acp(BY — 7t K™) = 0.15 4+ 0.19 4 0.02.

These results have to be compared with the current world average Acp(B° — KTn~) =
—0.0987001% [60] and with the CDF measurement Acp(B? — 7tK~) = 0.39 £ 0.15 + 0.08
[48].
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Chapter 4

2011 CP violation analysis update
and rare decays

In this chapter we present an update of the studies already performed on 2010 data, discussed
in the previous chapter, using part of the statistics which became available in the first part
of 2011. In addition we also present the measurements of the relative branching fractions
B(B°— KtK~) and B(B? — 77).

4.1 Data set and event selection

The data sample is composed of the full RecolO-Strippingl3b BHADRON stream for both
magnet polarities, and corresponds to an integrated luminosity of about 200 pb~! for magnet
down and 120 pb~! for magnet up.

4.1.1 HLT?2 trigger

An exclusive HLT selection for the family of B — h™h'~ decays, so-called H1t2B2HH trigger line,
has been used in the data taking. To discriminate signal events from the background, it uses
kinematic variables like transverse momentum (pr) and impact parameter (I P) of the daughter
tracks, as well as the transverse momentum (PF), the impact parameter (I Pg) and the proper
decay time t,, of the B-hadron candidate, calculated under the w7 mass hypothesis. Tab.
reports a summary of the selection criteria used by this trigger line. The H1t2B2HH line has a
very high efficiency in triggering signal events which are then selected offline, but in our analysis
we do not require explicitly that the events need to have been triggered by this specific line.

4.1.2 Stripping

The events used for this analysis are those passing the Hb2ChargedBody stripping line. This
stripping line has been slightly changed since the 2010 analysis. The present stripping algorithm
employs a lifetime cut ¢, on the B candidate, calculated under the w7 hypothesis, in place of
the distance of flight cut. We also use a cut on the B transverse momentum, which was not
present before. Finally we retuned the values of other cuts in order to match the stripping
requirements for 2011 data. The summary of the stripping cuts are reported in Tab.
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Cut type ‘ Accepted regions
Track pr [GeV/c] > 1.0
Track IP [pm] > 120
Track x?/d.o.f. <5

Mpysp— [GeV/c?] [4.7, 5.9]
Distance of closest approach [pm] < 100
I Pp [pm] < 120
trn [ps] > 0.6
pZ[GeV/c] > 1.2

Table 4.1: Summary of the HLT2 selection cuts used in the HLt2B2HH trigger line.

’ Cut type Accepted regions

Track pr [GeV/c] > 1.1
Track IP [pm] > 150
Track x?/d.o.f. <5

Mpsp- [GeV/c?] [4.8, 5.8]
Distance of closest approach [um] <80
max(pl’, pb ) [GeV /] > 2.7
max(IP"", IP"") [um] > 300

mp [GeV/c?] 4.8, 5.8]
I Pp [pm] < 60
trn [ps] > 0.9
pZ[GeV/c] > 1.2

Table 4.2: Summary of the stripping cuts used in the Hb2ChargedBody line.

4.1.3 Final offline selection

As for the 2010 analysis, a further offline selection is applied to the events which pass the
stripping line, in order to further refine the data. A set of kinematic selection cuts is imposed, and
then particle identification cuts are applied to the two final state tracks, in order to disentangle
the various B — h™h'~ decay modes.

4.1.3.1 Kinematic selection

The values of the offline kinematic selection cuts have been chosen with the aim of minimizing
the expected uncertainty on Acp(BY — Kr), Acp(B! — 7K), and for observing the rare
decays B - K*K~ and B? — 777~. Hence we determined three sets of kinematic cuts for
the offline selection, as summarized in Tabs. and The offline selection algorithm
follows a similar path as the one used in the stripping.

4.1.3.2 Final state selection

The three B — h™h'~ samples passing the kinematic event selections are then subdivided into
different final states using the PID capabilities of the two RICH sub-detectors. In particular we
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Cut type ‘ Accepted regions

Track pr [GeV/c] >1.1

Track IP [pum] > 150
Track x2/d.o.f. <3
max(pl, pb ) [GeV /(] > 2.8

max(IP"" | TP ) [pm] > 300
P2 [GeV/c] > 2.2

trr [DS] > 0.9

Table 4.3: Summary of the offline selection cuts adopted for the best sensitivity on Acp(B® —
K).

Cut type ‘ Accepted regions

Track pr [GeV/c] > 1.2

Track IP [pum] > 200
Track x2/d.o.f. <3
max(p?, i) [GeV/c] > 3.0

max(IP"" | TPM") [um] > 400

P2 [GeV/c] > 24

trr [DS] > 1.5

Table 4.4: Summary of the offline selection cuts adopted for the best sensitivity on Acp(B? —
mK).

employ the quantities Alog Lxr and Alog Ly, or their difference Alog Lx, when appropriate.
The respective three sets of PID cuts are reported in Tabs. and

Cut type \ Accepted regions

Track pr [GeV/c] > 1.2

Track IP [pm] > 200
Track x?/d.o.f. <3
max(pl, pli ) [GeV /] > 3.0

max(IP"", IP"™) [pum] > 400
P2 [GeV/c] > 2.8

trr [PS] > 2.0

Table 4.5: Summary of the offline selection cuts adopted for observing the rare decays B? —
KtK~ and B — ntn~.
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Figure 4.1: Distributions of M = M(D*) — M(D°) + M(D®)ppg for D* — D°(K7)n events
(left) and invariant mass of A — pm events (right) used for the PID calibration. The curves are
the results of maximum likelihood fits. As an example, these plots are only shown for the down
polarity of the magnetic field.

4.2 Calibration of particle identification

4.2.1 Calibration data sample

As in the 2010 analysis, in order to calibrate the RICH response for pions, kaons and protons
we use a sample of D*T — DO(K~nF)rt and A — pr~ decays. We use D* calibration samples
selected by the StripDstarNoPIDsWithDO2RSKPiLine stripping line (about 6.7 million events),
and A calibration samples selected by the LamOLLLine1VOForPID and LamOLLLine2VOForPID
stripping lines (about 4.2 million events).

4.2.2 Method and validation

The calibration procedure consists of reweighting the Alog £ distributions extracted using the
sPlot [85] technique from the calibration samples of pions, kaons and protons, with the mo-
mentum distributions of daughter tracks coming from B — hTh'~ decays. The technique is
similar to that used in the 2010 analysis, but with the difference that in the present analysis
we do not reweight also in transverse momentum, as owing to a detailed study using Monte
Carlo simulations we find that, in the Alog £ regions of our interest, the reweight in momentum
alone provides an excellent calibration, with an agreement between the predicted and observed
efficiencies at a sub-percent level.

Fig. shows the distribution of the variable M = M(D*) — M(D°) + M(D°)pp¢ for
D* — DY(Kn)m events, as well as the invariant mass of A — pm events. The curves are the
results of maximum likelihood fits to the spectra. We modeled the D* — D°(K )7 signal as
the sum of three Gaussians with a common mean, convolved with a function which describes
the asymmetric tail on the right-hand side of the spectrum:

9(M) = [O(M" — ) - A (M = )] @ G5(M = M'; fi, fs, 01, 02, 03) (4.1)

Since we are close to the threshold, the background shape cannot be described by a simple
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Figure 4.2: 777~ invariant mass for events passing the offline selection of Tab. with
the result of a maximum likelihood fit superimposed, in magnet up (left) and magnet down
(right) data sets. The various components are: B° — Kx (red), B — nt7n~ (cyan), BY —
K+K~ (yellow), B — nK (blue), A, — pK~ (purple), A, — pr~ (green), 3-body partially
reconstructed decays (light grey), combinatorial background (dark grey).

polynomial or exponential function. Instead, we use the following p.d.f.

h(M) = A [1 — exp <—M_m°>] , (4.2)

Cc

where A is a normalization factor, and the parameters mgy and ¢ govern the shape of the dis-
tribution. The fit to the A — pm spectrum is made using a sum of three Gaussians for the
signal and a second order polynomial for the background. From this fit, by means of the ;Plot
technique we can extract Alog £ and momentum distributions of pions, kaons and protons.

Another difference with the 2010 analysis consists in the fact that now we determine the
distributions of the momenta of B daughter tracks to be used in the reweighting procedure
directly from data, again by means of the ;Plot technique (due to the lack of statistics, in
the 2010 analysis we determined such distributions from Monte Carlo). Fig. shows the
invariant mass plot under the 77~ hypothesis for offline selected events in magnet up and
magnet down data sets, using the kinematic cuts of Tab. [£.3] and without using any PID cut.
The shapes of the various signal components have been fixed by parameterizing Monte Carlo
truth invariant masses convolved with a Gaussian resolution function with variable mean and
width. The 3-body and combinatorial backgrounds are modelled using an Argus function and
an exponential, respectively. The relative yields between the signal components have been fixed
according to the known values of branching fractions and hadronization probabilities of B?, BY
and Ay hadrons. From this fit we determine the total amount of B — h™h/~ decays in the offline
selected sample with no PID cuts to be about 34000. Similar fits, but for offline selected events
using the kinematic cuts of Tabs. and have also been made, in order to take into account
possible differences in the momentum distributions arising from different selection cuts. From
these fits, by means of the Plot technique, we extract the inclusive momentum distributions of
B daughter tracks. Fig. [£.3]shows the momentum distributions of calibration pions, kaons and
protons (red circles) together with those of B daughter tracks (blue squares).
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Figure 4.3: Comparison of momentum distributions of calibration pions, kaons and protons
(red circles) and B daughter tracks (blue squares). The two peaks in the distribution of the
calibration protons is due to the usage of the distinct calibration lines, selecting different regions
of the phase space.

4.2.3 PID efficiencies

The PID efficiencies determined by the reweighting procedure, for events passing the offline
selections adopted for the measurements of Acp(B? — K), Acp(B? — 7K) and for observing
the rare decays B® — KK~ and B? — a7, are reported in in Tabs. and
respectively. Note that for the selection of the rare decays, we do not distinguish between magnet
up and magnet down data sets. We made such a distinction only for the measurement of direct
CP asymmetries, which might be affected by different instrumental corrections, depending on
the field polarity.

4.2.4 PID systematics

We consider three sources of possible systematics to be associated with the PID calibration:

e We evaluate the impact of using inclusive momentum distributions of B daughters, ignoring
the flavour of the decaying hadron and the final state. The study was made by means of
Monte Carlo simulations, determining the momentum distributions from a mixture of
the various B — h*th'~ decays, with the same relative fractions of yields as in data,
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’ ‘ Tt ‘ KtK~ | Ktn~ ‘ pmT ‘pK_ ‘
BY - atr~ | 445 0.36 27.3 | 1.73 | 0.15
BY - KTK~ | 0.05 57.3 14.0 | 0.05 | 1.85
Bly— K*fr~ | 140 | 444 | 684 | 081 0.07

B?s) —aTK~ | 1.40 4.44 1.96 | 0.03 | 0.96
Ay — pr— 2.17 1.01 177 [ 3471 3.24
Ay — 7P 2.17 1.01 0.95 | 0.04 ] 0.22
Ay — pK— 0.07 13.4 1.79 | 1.13 | 39.7

Ay — K*p 0.07 13.4 4.97 | 0.04 | 0.21

|7tn” | K"K~ | K'n [ pn~ | pK~ |
BY - rtn— | 46.7 | 0.30 25.4 [ 1.64 ] 0.12
BY - KTK~ | 0.05 58.5 14.3 | 0.04 | 1.63

Bly— Kfr~ | 141 | 412 | 69.9 |0.73 | 0.06
Bly— K~ | 141 | 412 1.81 | 0.02 | 0.90
Ay — pr~ 221 | 090 | 18.0 |35.6 | 2.98
Ap—atp | 221 | 090 [ 090 |0.04 ] 0.21
Ay —pK— | 007 | 137 | 1.84 | 1.13] 40.2

Ay — KTp 0.07 13.7 4.92 1 0.03 | 0.19

Table 4.9: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the offline selection used for measuring Acp(B° — K7). The efficiencies are calculated
using the calibration data sample acquired with the up (top table) and down (bottom table)
polarities of the magnetic field.

and comparing the efficiencies obtained using the mixture with those obtained using the
correct momentum distributions. We find this source of systematic errors to be completely
negligible.

e In order to evaluate the effect of the limited statistics in the real data sample used to
determine the momentum distributions, we subdivided a Monte Carlo sample in several
subsamples of 20000 events each, and then we apply the reweighting procedure for each
subsample, studying the variation of the PID efficiency for the B® — Kr decay. We
observe a small absolute variation of the efficiency, of up to 0.5%.

e As a final check, we perform several fits to the offline selected K7 spectrum, using the
model described in Sec. where the cuts on Alog L, and Alog L,k are tightened
from 0 to 10. Then we determine the relative PID efficiencies as a function of the cut, by
taking the ratio of the B — K yields determined from the fits with a reference point,
corresponding to the Alog L,k cut at 0. By comparing the dependence on the cut with
the predicted efficiencies from the calibration procedure, as shown in Fig. we observe
a systematic difference of up to 2%.

In conclusion, we estimate a total systematic error on the PID efficiencies of about 2%.
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’ ‘ T ‘ KTK~— | Ktn~ ‘pﬂ'_ ‘pK_ ‘
BY - rtr— | 436 0.36 2.33 | 1.68 | 0.12
BY - KtK~ | 0.05 56.2 1.16 | 0.05 | 1.88

B?S) — KTn— | 1.40 4.36 37.0 | 0.80 | 0.06
Bly—»m K~ | 140 | 4.36 0.02 | 0.03 | 0.91
Ay — pr— 2.08 0.98 6.75 | 349 [ 3.31
A, =7 p 2.08 0.98 0.03 | 0.04 | 0.24
Ay — pK— 0.06 12.8 0.10 |1.14 ] 39.8

Ay — Ktp 0.06 12.8 0.99 |0.04 | 0.19

|7tn~ | KTK~ | K'n | pr | pK~ |
BY —» atn— | 46.2 0.30 2.10 | 1.60 | 0.13
BY - KTK~ | 0.05 57.8 1.17 | 0.04 | 1.59

Bly— Ktr~ | 141 | 408 | 391 [0.72 0.04
Bly—mK~ | 141 | 408 | 0.02 |0.02] 0.88
Ay — pr— 217 | 091 | 7.05 |358] 2.89
Ap—7tp | 217 | 091 [ 0.03 [0.04 ] 0.20
Ap—pK~ | 007 | 132 [ 010 | 1.16 | 40.4

Ay — Ktp 0.07 13.2 1.02 | 0.03 | 0.17

Table 4.10: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the offline selection used for measuring Acp(B? — 7K). The efficiencies are calculated
using the calibration data sample acquired with the up (top table) and down (bottom table)
polarities of the magnetic field.

’ ‘ T ‘ KTK~ ‘ Ktn~ ‘pﬂ'_ ‘pK_ ‘
BY —» rtr= | 405 0.00 1.64 | 1.51 | 0.00
BY - KTK~ | 0.04 21.4 0.98 | 0.04 | 1.01

Bly— K*r~ | 127 | 011 32.4 | 0.70 | 0.00
Bly—»m"K~ | 127 | 011 0.01 | 0.02 | 0.54
Ay — pr— 126 | 0.00 | 3.16 |33.5 | 0.13
Ay —7tp 126 | 0.00 | 0.02 |0.02] 0.03
Ay —pK~ | 004 | 135 | 005 |1.08] 23.9

Ay — Ktp 0.04 1.35 0.65 | 0.02 | 0.03

Table 4.11: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the offline selection used for observing the rare decays B — KT K~ and B? — ntr~.
The efficiencies are calculated using the calibration data sample acquired with both the magnet
polarities.
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Figure 4.4: Comparison between PID efficiencies obtained from the ratio of B — K7~ yields
from fits to the K7 mass spectrum (red circles) and from the calibration procedure (black
squares). The bottom frame reports the difference between the two efficiencies.

4.3 Fits to the B — h™h/~ mass spectra

We perform unbinned maximum likelihood fits to the mass spectra of offline selected events,
passing the kinematic selection with the PID cuts adopted either for the measurements of
Acp(BY — Kr), Acp(B? — 7K) or for the observation of the rare modes B® — KTK~
and B? — 777~, summarized in Tabs. and For the C'P measure-
ments we perform separate fits for magnet up and magnet down data sets: on the one hand
it allows us to have an idea of the stability of results in different periods of data taking, and
on the other hand we can accomodate for possible discrepancies due to different instrumental
effects connected to the inversion of the magnetic field. The modeling of signal and background
components is the same as in the 2010 analysis, with the only difference that with increased
statistics it is necessary to introduce the description of a 3-body background component also in
the KK~ mass spectrum.

4.3.1 Selection for the measurement of Acp(B° — K)

The K*t7~ (plus charge-conjugate) mass spectrum in the magnet up data set is shown in Fig.
The dominant signal visible in the plot is due to the B — K decay. The peaked
distributions below the B® — Kr peak are due to the cross-feed background. Three of them
give a non-negligible contribution:
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Figure 4.5: K*7~ (plus charge-conjugate) invariant mass spectrum, event selection adopted for
the best sensitivity on Acp(B® — Kr) in the magnet up data set. The result of the unbinned
maximum likelihood fit is superimposed. The main components contributing to the fit model
are also visible: B® — K (red), wrong sign BY — K7 combination (dark red), B® — ntn~
(light blue), B? — KTK~ (dark yellow), B — 7K (green), combinatorial background (grey),
3-body partially reconstructed decays (orange).

e wrong sign B® — K7 combination, i.e. when the identities of the two particles have been
swapped;

e BY — 77~ decays, where one of the two pions has been mis-identified as a kaon;
e BY — K™K~ decays, where one of the two kaons has been mis-identified as a pion.

A fourth component (green), due to the B — 7K signal decay, is also visible. Fig. shows
the 7t7~ and K"K~ invariant mass spectra in the magnet up data set. In both cases, the
dominant cross-feed background comes from the B® — Kr decay, where one of the two final
state particles is mis-identified as a pion or a kaon. Fig. shows the pK~ and pr~ (plus charge
conjugate) invariant mass spectra in the magnet up data set. Finally, Fig. H gives a visual
indication of C'P violation in the B® — K decay, showing the K7~ and K ~7 " invariant mass
spectra separately, in the magnet up data set: the difference in the heights of the BY — K+~
and B® — K~ 7t mass peaks is apparent.
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Figure 4.6: 77~ (top) and KTK~ (bottom) invariant mass spectra, event selection adopted
for the best sensitivity on Acp(B® — K*77) in the magnet up data set. The result of the
unbinned maximum likelihood fit is superimposed. The main components contributing to the fit
model are also visible: B® — 77~ (light blue), B? — K+ K~ (dark yellow), B® — K7 (red),
combinatorial background (grey), 3-body partially reconstructed decays (orange). Also a small
contribution from Ay — pK decays (purple) is visible in the bottom plot.
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Figure 4.7: pK~ (plus charge conjugate, top) and pr~ (plus charge conjugate, bottom) invariant
mass spectra, event selection adopted for the best sensitivity on Acp(B° — K7) in the magnet
up data set. The result of the unbinned maximum likelihood fit is superimposed. Clear signals of
Ay — pK~ and Ay — pr~ decays are visible, together with B® — Kr (red), B — KTK~ (dark
yellow), BY — 77~ (light blue) and combinatorial background (grey). The tiny background
component peaked at about 5.65 GeV/c?, visible in the bottom plot, is due to misidentified
Ay — pr~ decays.
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Figure 4.9: K*7~ (plus charge-conjugate) invariant mass spectrum, event selection adopted for
the best sensitivity on Acp(B® — Kr) in the magnet down data set. The result of the unbinned
maximum likelihood fit is superimposed. The main components contributing to the fit model
are also visible: B® — K (red), wrong sign BY — K7 combination (dark red), B® — 77~
(light blue), B? — KTK~ (dark yellow), BY — 7K (green), combinatorial background (grey),
3-body partially reconstructed decays (orange).

The analogue plots corresponding to the magnet down data sets are shown in Figs.
and The relevant parameters determined by the maximum likelihood fits are summa-
rized in Tab. 412
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Figure 4.10: 77~ (top) and KK~ (bottom) invariant mass spectra, event selection adopted
for the best sensitivity on Acp(BY — K*7~) in the magnet down data set. The result of the
unbinned maximum likelihood fit is superimposed. The main components contributing to the fit
model are also visible: B® — 77~ (light blue), B? — K+ K~ (dark yellow), B® — K7 (red),
combinatorial background (grey), 3-body partially reconstructed decays (orange). Also a small
contribution from Ay — pK decays (purple) is visible in the bottom plot.
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Figure 4.11: pK~ (plus charge conjugate, top) and pm~ (plus charge conjugate, bottom) in-
variant mass spectra, event selection adopted for the best sensitivity on Acp(B° — K) in the
magnet down data set. The result of the unbinned maximum likelihood fit is superimposed.
Clear signals of A, — pK~ and A, — pm~ decays are visible, together with BY — K (red),
BY — K*TK~ (dark yellow), B — nt7~ (light blue) and combinatorial background (grey).
The tiny background component peaked at about 5.65 GeV/c2, visible in the bottom plot, is
due to misidentified A, — pr~ decays.
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Parameter Fit result (magnet up) ‘ Fit result (magnet down) ‘
BY - K yield 5282 + 96 7963 + 117
BY — 7K yield 280 =+ 46 507 + 58
BY — 77~ yield 977 + 45 1371+ 55
BY - KTK~ yield 1461 + 46 2166 + 56
Ay — pK yield 2224+ 19 3324+ 23
Ay — pr yield 149 + 20 220 + 25
BY mass [GeV/c?] 5.2714 + 0.0004 5.2719 + 0.0003
BY mass [GeV/c?] 5.3583 + 0.0008 5.3575 + 0.0006
Ay mass [GeV/c?] 5.615 & 0.002 5.611 £ 0.002
Mass resolution [MeV /c?] 21.94+0.4 22.040.3
| ABY(B" - Kr) [ —0.105£0.017 —0.088 £ 0.014 |

Table 4.12: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the best sensitivity on Acp(B? — K).
Only statistical errors are shown.

4.3.2 Selection for the measurement of Acp(B? — 1K)

The 77 K~ (plus charge-conjugate) mass spectrum in the magnet up data set is shown in Fig.
The dominant signal visible in the mass spectrum is again due to the B® — K7 decay, as
it shares the same final state signature as the B — 7K decay and constitutes an irreducible
background for the latter. As is apparent, the tighter selection adopted for Acp(B? — 7K)
causes a stronger suppression of the combinatorial background, with respect to the selection
adopted for Acp(B® — Km). A visual indication of C'P violation is illustrated in Fig.
which shows the 77K~ and 7~ K™ invariant mass spectra separately, in the magnet up data
set. The difference in the heights of the B — 7+t K~ and B? — 7= K+ mass peaks is apparent.
Apart from the B — K7 decay, the other two main cross-feed backgrounds to the BY — 1K
signal, visible in the plots of Fig. are again from the B® — 777~ and the B! — K+ K~
decays.
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Figure 4.13: 77 K~ (plus charge-conjugate) invariant mass spectrum, event selection adopted
for the best sensitivity on Acp(B? — 77K ~) in the magnet up data set. The result of an
unbinned maximum likelihood fit is superimposed. The main components contributing to the
fit model which are visible in the plots are: BY — Kr (red), B — 7K (green), combinatorial
background (grey), 3-body partially reconstructed decays (orange).
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Figure 4.15: 7T K~ (plus charge-conjugate) invariant mass spectrum, event selection adopted
for the best sensitivity on Acp(B? — 7t K~) in the magnet down data set. The result of an
unbinned maximum likelihood fit is superimposed. The main components contributing to the
fit model which are visible in the plots are: BY — K7 (red), BY — 7K (green), combinatorial
background (grey), 3-body partially reconstructed decays (orange).

The analogue plots corresponding to the magnet down data sets are shown in Figs. and
4.16] The relevant parameters determined by the maximum likelihood fits are summarized in

Tab. 413
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Parameter Fit result (magnet up) ‘ Fit result (magnet down) ‘
BY — K yield 1809 + 46 2773 £ 58
BY — 7K yield 122 +17 192 + 21
BY — 7t~ yield 635 + 29 886 + 36
BY - KTK~ yield 895 + 34 1354 + 41
Ay — pK yield 176 £ 15 228 + 17
Ay — pr yield 88 + 12 151 £ 15
BY mass [GeV/c?] 5.2716 + 0.0005 5.2717 & 0.0004
BY mass [GeV/c?] 5.3582 + 0.0009 5.3590 + 0.0007
Ay mass [GeV/c?] 5.615 4 0.002 5.611 £ 0.002
Mass resolution [MeV /c?] 21.440.4 21.04+0.3
| AEV(BY 5 7K) | 0.24+0.13 0.30 £0.10 |

Table 4.13: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the best sensitivity on Acp(B? — 7K).
Only statistical errors are shown.

4.3.3 Selection for observing B’ - K"K~ and B? — 77~ decays

The KK~ and nt7n~ mass spectra are shown in Figs. and respectively. While a
BY — 77~ mass peak is clearly emerging above the combinatorial background, there is not yet
sufficient statistics to observe a clean B® — KTK~ signal. As an additional complication, the
mass peak of the B — KK~ decay is expected to be placed in a region where various compo-
nents give non negligible contributions, in particular the radiative tail of the B — K+ K~ decay
and the BY — K cross-feed background. In order to suppress such a cross-feed background,
in this case much tighter PID selection criteria have been employed. The relevant parameters
determined by the maximum likelihood fit are summarized in Tab.
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Parameter Fit result
BY - Kr yield 2803 £ 59
BY — 1K yield 201 + 20
BY — 7t~ yield 1029 + 35
BY - KTK~ yield 636 + 26
Ay — pK yield 141 +13
Ay — pr yield 160 £ 15
BY mass [GeV/c?] 5.2724 + 0.0004
BY mass [GeV/c?] 5.3582 £ 0.0008
Ay mass [GeV/c?] 5.611 £ 0.002
Mass resolution [MeV /c?] 20.9+0.3
BY - KTK~ yield 1379
BY — 17~ yield 474!

Table 4.14: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the observation of the B — K+ K~ and
BY — 77~ rare decays. Only statistical errors are shown.

4.4 Instrumental and production asymmetries

As we have seen in the previous chapter, the physical C P asymmetries are related to the raw
asymmetries as in the following:

Acp(B® — Kr) = ABSW(B® - Kr) — Ap(K7) — kqAp(B°) (4.3)
and
Acp(B? = nK) = AEAW/(BY = 7K) 4+ Ap(K7) — ks Ap(BY), (4.4)

where the instrumental asymmetry is given in terms of the detection efficiencies of the charge-
conjugate final states by

_e(Kat) —e(Ktn)
e(K—nt) +e(Ktn)’

Ap(K) (4.5)

the production asymmetry A p(B?s)) is defined in terms of B?S) and B?S) production rates as

R(Bl,)) — R(B,))
A BO — _(5) (s) 4.6
and the factor kg, ¢ is defined as
- f (e—Fd,st cos Amd7st) 5d75(t)dt 7 (4.7>

1l (e‘rdast cosh %t) eq,s(t)dt

where ¢4 5(t) is the acceptance as a function of the proper decay time.
Fig. shows the reconstructed proper time distributions of B — K decays in magnet up
and magnet down data sets, extracted by means of the ;Plot technique. The curves superimposed
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Figure 4.19: Proper time distributions of B® — K7 decays, for up (left) and down (right)
polarities of the magnetic field.

’ Parameter ‘ Magnet up ‘ Magnet down ‘

a 148+1.8 | 16.0+2.9
b 1.384£0.20 | 0.90+0.13
| ke | 031 ] 0.30 |

Table 4.15: Parameters governing the proper time acceptance function for reconstructed B? —
K decays. The corresponding factors k, are also shown.

to the histograms are the results of maximum likelihood fits made using the following p.d.f.:

la(t — to)]"

1) = Aesp(-r) o Gle— ) A

(4.8)

where A is a normalization factor, I is the BY decay width, G is a Gaussian resolution function

of width o, = 40 fs (the precise value of the resolution width is irrelevant), to = 0.9 ps is a

fixed threshold reflecting the offline selection cut in the ¢, variable, and finally a and b are two

free parameters describing the acceptance as a function of the proper time, i.e. the acceptance

function is given by:

E(t) — [a(t — to)]b )
1+ [a(t —to)]®

The a and b acceptance parameters returned by the fits are reported in Tab. together
with the corresponding x4 factors calculated using Eq. . In the calculation of kg we assume
ATy = 0 and we use the central values of the current world averages for I'y and Amg [21].

Fig. shows the reconstructed proper time distributions of B? — 7K decays in magnet
up and magnet down data sets, again extracted by means of the sPlot technique. The a and b
acceptance parameters for BY — mK decays returned by the fits, using the same proper time
acceptance function with ¢y = 1.5 ps, are reported in Tab. together with the corresponding
ks factors calculated using Eq. . In the calculation of ks we use the central values of the
current world averages for 'y, Am, and ATy [21]. Due to the fast BY oscillation, the g in this

(4.9)
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Figure 4.20: Proper time distributions of B — 7K decays, for up (left) and down (right)

polarities of the magnetic field.

’ Parameter ‘ Magnet up ‘ Magnet down ‘

a A7+15 61410
b 1.3+£05 3.7+1.9
| ks | —0028 | —0036 |

Table 4.16: Parameters governing the proper time acceptance function for reconstructed B? —
mK decays. The corresponding factors x5 are also shown.

case is very small, thus leading to a negligible impact of a possible production asymmetry of B?
mesons.

4.4.1 Instrumental asymmetries from charm control samples

Similarly to the 2010 analysis, the instrumental asymmetry of the final state K has been studied
on data using high statistics samples of D** — D°(K~7*)r* and D** — D°(K*K~)n*, and
D% — K—r7 decays (plus their charge-conjugate modes).

The data sample is composed of about 120 pb~! (magnet up) and 200 pb~! (magnet down)
of integrated luminosity in the Recol0-Strippingl3b CHARM stream. The data is selected
using the stripping line DstarForPromptCharm for the D** — D°(h*h’~)7 modes and the line
DO2HHForPromptCharm for the D° — K7t mode.

In order to extract the raw C'P asymmetry of the DY — K~7t decay, we perform a binned
likelihood fit to the K~ 7™ and K7~ mass spectra. The fit model is the same as that used in
Ref. [83]. The mass plots with the result of the fit superimposed are shown in Figs. For the
decays D** — DO(K~nt)rT and D** — D°(KTK~)r" (plus charge-conjugates), we perform
maximum likelihood fits using as discriminating observable the variable Mp+ — M po, where M p«
and Mpo are the reconstructed D* and D invariant masses respectively. Again, the fit model
is the same as in the 2010 analysis. The mass plots with the result of the fit superimposed are
shown in Figs. and Yields and raw C'P asymmetries are summarized in Tabs.
and
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Figure 4.21: DY — K 7" (plus charge-conjugate) mass spectra with the results of the maximum

likelihood fit superimposed, for data acquired with up (left) and down (right) polarities of the
magnetic field.
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Figure 4.22: D** — DY(K~7t)n" (plus charge-conjugate) mass spectra with the results of the
maximum likelihood fit superimposed, for data acquired with the up (left) and down (right)
polarities of the magnetic field.

Employing the current world average of the integrated C P asymmetry for the D? — KTK~
decay [86], 87] (the CP asymmetry for the Cabibbo-favoured D° — K~ 7T decay is assumed
negligible), the system of Eqs. (3.19)), (3.20), (3-22)), (3.23), (3-25), (3.26)), (3.27) and can
be solved in order to determine some of the relevant instrumental asymmetries. The results are
summarized in Tab. E19

4.4.2 Production asymmetry from B° — J/yK*°

Differently from the 2010 analysis, where the production asymmetry was studied using BT —
J/YK™ decays, for the 2011 analysis the study has been made using B® — J/9K*? decays.
Averaging together magnet up and magnet down data, Egs. (4.3) and (4.4) can be rewritten as

Acp(B® — Kr) = ABAW/(BY — Km)™ — Aj(K7) — aAr(Kn)" — kgAp(B°) (4.10)
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Figure 4.23: D** — DY(KTK~)r" (plus charge-conjugate) mass spectra with the results of
the maximum likelihood fit superimposed, for data acquired with the up (left) and down (right)

polarities of the magnetic field.

’ Channel ‘ Yield [109] ‘
Magnet up | Magnet down
DY — K 21.0 32.8
D* — DY(Km)m 2.14 5.38
D* — DY(KK)r 0.405 0.671

Table 4.17: Summary of the signal yields, separately for the up and down polarities of the
magnetic field.

and

Acp(BY = 1K) = ABSWV(BY — 7K™ + Aj(K7) + aAp(Km)! — ksAp(BY), (4.11)

where AE’]‘_-‘,W(BO — Km)™ is the raw asymmetry averaged between magnet up and magnet down
data, and the factor o measures the asymmetry of B — h™h/~ yields in magnet up and magnet
down data sets. Note that in the 2010 analysis the « factor has not been introduced since the
yields in the magnet up and magnet down data samples where identical. We can estimate a by
using the yields of the largest decay mode, i.e.:

N(B® - Km)! = N(B® — Kn)t
N(BY — Kn)l + N(BY — Km)}

o= (4.12)
In the limit of identical statistics in magnet up and magnet down data sets, the parameter «
vanishes and consequently Ar(K7) does not contribute in Eqs. (4.10) and (4.11]).

Similarly, the observed raw asymmetry for the B — J/¢K*? decay, averaged between up
and down polarities of the magnetic field, can be written as

ABIWV (B & J/p KON = Acp(B® — J/YK*0) + Aj(K7) + o/ Ap(K7)" + k' Ap(B), (4.13)

where the parameters o and £’ are the analogues of o and kg s for reconstructed BY — J/yK*°
decays and Acp(B® — J/¢K*0) is the corresponding time integrated C' P asymmetry, assumed
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’ Channel ‘ Ag’gw
Magnet up Magnet down
DY - K —0.0184 4+ 0.0002 | —0.0148 £ 0.0002
D* — D°(Km)r | —0.0254 +0.0008 | —0.0113 & 0.0005
D* - DY (KK)r | —0.019 & 0.002 —0.002 + 0.002

Table 4.18: Summary of the raw asymmetries determined by the maximum likelihood fits, for
the up and down polarities of the magnetic field.

] Asymmetries \ Values ‘
Ar(K) —0.010 + 0.002
Ap(K7)" | —0.0018 4 0.0002
Agp(m)T —0.0056 & 0.0005

Table 4.19: Summary of relevant instrumental asymmetries. See text for their definition.

negligible in the following. Using Eq. (4.13), Eq. (4.10)) finally becomes
Acp(B® — Kr) = ABAW/(BY — Km)™ — AA(B® — Kn), (4.14)

where the quantity Ax(B® — K) is the correction due to instrumental and production asym-
metries and is given by

AA(BO — Km) = Aj(Km)+ ozAR(Kﬂ')T +
v D LABRY (B0 = TR — Ay (Km) — o’ Ap(Km)!] . (4.15)

In the case of the BY — mK decay, we can write
Acp(BY = 7K) = ABAW(BY - 7 K)N — AA(B? — 7K), (4.16)

where in the expression of the correction factor we can neglect the presence of a BY production
asymmetry, due to the small value of the k; parameter, i.e.:

AA(BY = nK) = —Aj(K7) — aAp(Kn)'. (4.17)

4.4.2.1 Determination of AZAV (B — J/yK*0)

The data sample is composed of about 120 pb~! (magnet up) and 200 pb~! (magnet down) of
integrated luminosity in the full Recol0-Strippingl3b DIMUON stream. The data are selected
using the stripping line BetaSBd2JpsiKstarUnbiasedLine. In addition to the pre-selection, in
order to further suppress the combinatorial background, an offline selection was applied using
the following simple set of cuts:

e the minimum impact parameter x> values of the two muons, the kaon and the pion,
calculated with respect to all primary vertices, were requested to exceed 9;

e the proper decay time of the B candidate had to be larger than 0.2 ps.
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Figure 4.24: B® — J/1K*" (plus charge-conjugate) invariant mass plots, for up (left) and down
(right) polarities of the magnetic field.

] ‘ Magnet up Magnet down ‘

BY — J/yK*Y event yield | 9800 + 109 15607 £ 137
ABAW(BY — J/4K*0) | —0.008 £0.011 | —0.004 & 0.008

Table 4.20: Signal yields and raw asymmetries determined by unbinned maximum likelihood fits
to the BY — J/1K*Y reconstructed invariant mass spectra.

We perform an unbinned maximum likelihood fit of the J/v(utp )K**(K*nx~) and
J/(ptp~)K*°(K~7t) mass spectra. The signal mass peak is modeled as the sum of two
Gaussians with common mean, while the combinatorial background is modeled by means of an
exponential p.d.f.. The mass plots with the result of the fit superimposed are shown in Fig.
Signal yields and raw asymmetries returned by the fit are reported in Tab. Fig.
shows the reconstructed proper time distributions of B® — J/¢K*? decays in magnet up and
magnet down data sets. The curves superimposed to the histograms are the results of maximum
likelihood fits made using the following p.d.f.:

(at)?

1) = Aexp(-T¥) ® Glt = t'0) - oy

(4.18)
where A is a normalization factor, I' is the BY decay width, G is a Gaussian resolution function
of width o, = 40 fs (the precise value of the resolution width is not relevant for the aim of this
study), and finally a and b are two free parameters describing the acceptance as a function of
the proper time. The a and b acceptance parameters returned by the fits are reported in Tab.
together with the corresponding x’ factors calculated using Eq. . In the calculation
of k' we assume AI'y = 0 and we use the central values of the current world averages for I'y and
Amd [21].

4.4.3 Correction factors to the raw asymmetries

It is now possible to calculate the correction that must be applied to the raw asymmetry, defined
in Eq. (4.15). By using the yields of reconstructed B® — K7 in magnet up and down data sets
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Figure 4.25: Proper time distributions of BY — J/9K* decays, for up (left) and down (right)
polarities of the magnetic field.

’ Parameter ‘ Magnet up ‘ Magnet down ‘

a 1.92+£0.09 | 1.75£0.08
b 2.184+0.14 [ 1.91£0.10
| & ] 047 ] 0.45 \

Table 4.21: Parameters governing the proper time acceptance function for reconstructed B? —
J/¢YK*® decays. The corresponding factors «’ are also shown.

given in Tab. we determine the factor a to be

0 + 0 !
L NB s En)l - N(B® = Kot (419)
N(BY - Km)t + N(B% — Kn)t

The analogue of a for B® — J/9K*? decays can be as well calculated (the two values might
slightly differ in case of different trigger conditions in magnet up and down data takings), and
it is

,  N(B°— J/pKO — N(BY — J/pK*0)

“ T N(BY = J/pKO) + N(BO — J/pK=0) —0.22. (4.20)

The correction to the raw asymmetry AZ4W(B% — K) is then given by

AA(B® = K7) = (1 - %) Ar(Km) + <a - o/%) Ap(Em)t + (4.21)
+ %AgéW(BO s TN = 0.35 - (—0.010 £ 0.002) +

+ (—0.20+0.22-0.65) - (—0.0018 £ 0.0002) +
+ 0.65-(—0.005 £ 0.006) = —0.007 = 0.006.

For the case of the B — 7K decay we have

AA(B? - 7K) = —Ap(Kn) — aAp(Kn)t = —(=0.010 £ 0.002) + (4.22)
(—0.20) - (—0.0018 = 0.0002) = 0.010 = 0.002.
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Although we do not need to derive it explicitly, we obtain a value for Ap(B°):

1 *
Ap(BY) = E[Agéw(Bo — JJWK0) + (4.23)
— Aj(K7) — o Ar(KT)] = 0.010 4 0.013,

where the error is statistical only.

4.5 Systematic errors

The systematic errors that we identify fall into the following main categories, related to:
1. PID calibration;
2. modelling of the signal and background components in the maximum likelihood fits;
3. instrumental and production asymmetries;
4. reconstruction efficiencies;
5. B-meson hadronization probabilities and reference branching fractions.

Categories (1), (2) and (3) affect the measurements of Acp(B° — Kn) and Acp(BY — 7K).
Categories (1) and (2) also affect the determination of the relative yields needed to measure the
branching fractions B(B® — K*K~) and B(B! — 7T7~). In order to perform such measure-
ments, we first determine the following ratios

fa-B(B" - K*K~) N(B° = KTK™) &pe(B?— KtK™)

Ffo BB KYK~) N(BY 5 KVK~) cree(BY > KTK") (4.24)

and fs BB »atn™) NB!—atn") eree(B®—7h77) 495

fi-BBY = ntn-)  N(BY = 7tn)  epee(BY = ntm—)’ (425)
where €,. are the overall reconstruction efficiencies, fy and f,; are hadronization probabilties of
b-quarks into BY and BY mesons respectively, N(B® - KTK~), N(B? - KTK~), N(B° —
7+a) and N(B? — nt7~) are the event yields returned by the mass fits (see Tab. [4.14).
Category (4) affects the evaluation of the various €,¢.. Then, by using external measurements of
fa/fs, B(BY — mFn~) and B(B? — K+ K~) we can derive the measurements of B(BY — m7™)
and B(B? — KTK~). This is where category (5) enters the scene.

4.5.1 PID calibration

As we have already seen in the previous chapter, PID efficiencies are necessary to compute the
number of cross-feed background events affecting the mass fit of a given B decay channel. An
imperfect PID calibration can lead to an incorrect estimate of the number of such background
events, thus affecting the values of the direct C'P asymmetries and the signal yields returned
by the maximum likelihood fits. We perform unbinned maximum likelihood fits after having
changed by 2% (see Sec. the values of the relevant PID efficiencies, namely e(K), e(nm),
e(KK), e(pK) and e(pr), from the central values predicted by the calibration procedure. Four
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modified sets of values are tried: in the first we increase by 2% the values of e(K7) and £(pK)
while those of the other efficiencies are decreased by 2%; in the second we decrease by 2% the
values of e(K7) and e(pK) and increase by 2% those of the other efficiencies; in the third and
fourth we respectively increase and decrease the values of all the efficiencies by 2%. For each set
we evaluate the shift of the relevant output quantities returned by the fits from those determined
by the baseline fit. The systematic error is defined as the maximum observed shift.

4.5.2 Signal and background modelling

The signal p.d.f. used in the baseline fit to build the likelihood function for each B — hTh'~
decay mode is given by a single Gaussian convolved with an additional component taking into
account QED final state radiation processes. An estimate of the systematic error due to an
incorrect description of the final state radiation is determined by varying in a wide range the
value of the parameter governing the amount of emitted radiation. We also investigate the
incorrect description of the core distribution in the signal mass model by replacing the single
Gaussian function with the sum of two Gaussians with a common mean. We investigate the
impact of the presence of a further component of 3-body B decays in the K7 spectrum, not
accounted for in the baseline fit, e.g. due to B — wnm decays where one pion is not reconstructed
and another one is misidentified as a kaon. We determine the mass lineshape of this background
component from Monte Carlo simulations, and then we repeat the fit after having added it to
the baseline model. For the modelling of the combinatorial background component we repeat
the fit using a first order polynomial. For the case of the cross-feed backgrounds we estimate
two distinct systematic errors: one due to a relative bias of the Monte Carlo mass distributions
with respect to the signal distributions in data, and another one accounting for the difference in
mass resolution between Monte Carlo and data. All the shifts from the relevant baseline values
are accounted for as systematic errors.

4.5.3 Instrumental and production asymmetries

Instrumental and production asymmetries have been studied by means of charm control samples,
as discussed in Sec. We have determined the correction factors Aa, with their associated
statistical errors, to be applied to the raw asymmetries of B — K7 and BY — 7K decays
measured in data. In order to take into account possible differences of the instrumental asym-
metries, due to slightly different kinematic properties of charm and beauty two-body decays,
as well as to different triggers and offline selections, we introduce a further systematic error of
0.005 (order of one half of the Aa corrections determined from the control samples).

4.5.4 Reconstruction efficiencies

The values of &,.. obtained from Monte Carlo simulations are reported in Tab. As is
apparent, the efficiency for the B? — KK~ decay differs significantly from the other efficiencies,
which in turn are in good agrement. This is because the lifetime of the B — KK~ decay in
the Monte Carlo is that of the short living BY eigenstate, roughly equal to 1.4 ps, as predicted
by the Standard Model. Since in the offline event selection we apply a tight cut on the proper
decay time at 2 ps, owing to this cut alone we expect a reduction in the value of the efficiency
of a factor which is roughly given by exp(—2/1.5)/ exp(—2/1.4) ~ 1.1. However, albeit this was
not taken into account in the simulation, also the BY — 7" 7~ should exhibit the same reduced
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| Decay mode | B® 5 ntn~ | B) 5 n'n~ | BP 5 K"K~ | B 5> K"K~ |
| erec | 064£0.01 | 063+£0.01 | 0.63+0.01 | 0.58+0.01 |

Table 4.22: Absolute reconstruction efficiencies determined from Monte Carlo simulations for
triggered, stripped and offline selected events passing the event selection for observing the rare
decays B" — KT K~ and B? — nt7~. The errors are due to the limited Monte Carlo statistics
available. The reason why the efficiency for the B? — KK~ decay differs significantly from
the other efficiencies is discussed in the text.

lifetime. For this reason, also in this case we will consider a value of &,... = 0.58 & 0.01. Hence
in the following we will use the following values for the ratios of efficiencies:

ree(BY = KYK7)/epee(B® - KTK™) = 0.92 4 0.02 (4.26)

and
ree(B® = 77717 Jeree(BY — 7)) = 1.10 £ 0.03. (4.27)

4.5.5 f,/fs and reference branching fractions
We will use the average value of f,/f; determined by LHCb [89]:
fs/ fa=0.267T003. (4.28)
As values of the reference branching fractions, we will use the HFAG averages [58]:
B(B® = nt77) = (5.16 £ 0.22) x 1076 (4.29)
and

B(B? - KTK™) = (26.5+4.4) x 1075, (4.30)

4.5.6 Summary of systematics

The systematic uncertainties for Acp(BY — K7) and Acp(B? — 7K) are summarized in
Tab. while those for the ratios N(B® — KTK~)/N(B? — K*K~) and N(B? —
atn™)/N(B® — nt7n~) are given in Tab.

4.6 Final results and conclusions

4.6.1 ACP(BO — KW) and ACP<BS — ’/TK)

From Tabs. and we can determine the following values of the raw asymmetries, averaged
between magnet up and magnet down data sets:

ABAW(BY — Km)™ = —0.095 + 0.011 (4.31)

and
ABAV(BY — 7K™ = 0.28 £ 0.08, (4.32)
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Systematic uncertainty ‘ Acp(BY — K) ‘ Acp(BY — 1K) ‘
PID calibration 0.0012 0.001
Final state radiation 0.0026 0.010
Signal model 0.0004 0.005
Combinatorial background model 0.0001 0.009
3-body background model 0.0009 0.007
Cross-feed background model (shift) 0.0009 0.005
Cross-feed background model (smearing) 0.0006 0.006
Instrumental and production asymmetries 0.0078 0.005

| Total \ 0.0084 \ 0.018 |

Table 4.23: Summary of systematic uncertainties on Acp(BY — K7) and Acp(B? — nK). The
total systematic uncertainties given in the last row are obtained by summing in quadrature all
the contributions.

Systematic uncertainty %Egzjﬁiﬁig %Eg%jﬂ::;

PID calibration 0.0005 0.0003
Final state radiation 0.0092 0.0013
Signal model 0.0011 0.0029
Combinatorial background model 0.0012 0.0004
Cross-feed background model (shift) 0.0008 0.0002
Cross-feed background model (smearing) 0.0002 0.0001

y Total | 0.0094 | 0.0032 |

Table 4.24: Summary of systematic uncertainties on the ratios of event yields N(B —
KtK-)/N(BY - K*K~) and N(B? — nt7~)/N(B° — 7t7r~). The total systematic un-
certainties given in the last row are obtained by summing in quadrature all the contributions.

where the errors are statistical. By using Eqs. (4.14]) and (4.16]), with the central values of the
correction factors given in Eqgs. (4.22) and (4.23]) and the total systematic uncertainties of Tab.
we obtain the following measurements of the physical C'P asymmetries:

Acp(B® = K7) = —0.088 + 0.011 4 0.008 (4.33)

and
Acp(B? = nK) = 0.27 £ 0.08 & 0.02. (4.34)

The result for Acp(B? — Kr) constitutes the best measurement in the world, and is in good
agreement with the current world average provided by HFAG [60]: Acp(B° — Ktr~) =
—0.09810512 The result for Aop(B? — nK) is the first evidence of C'P violation in the
BY — 7K decay, and is in agreement with the only measurement currently available, performed
by CDF [48, 52]: Acp(B? — 7" K~) = 0.39 £ 0.15 + 0.08. Both the results are also well
compatible with those of the 2010 analysis.
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4.6.2 B(B’°— K*K~) and B(BY — nn™)

From Eqs. (4.24) and (4.25), using the relevant yields from Tab. the values given in Egs.
(4.26), (4.27), (4.28), (4.29) and (4.30]), and the total systematic uncertainties of Tab. we

obtain:

BB - KTK™) = (0.13700¢ 4 0.07) x 107° (4.35)

and
B(BY — ntn) = (0.9810% £0.11) x 1076, (4.36)

In particular, using a likelihood ratio test and including the systematic uncertainties on the

signal yields, we obtain a statistical significance of 5.3 for the B? — 77~ signal, which is then
Lp
LsyB’
where Lgyp and Lp are the values of the likelihoods at the maximum in the two cases of
signal-plus-background and background-only hypotheses, respectively. The value of sgtqr = 5.50

is then corrected by taking into account the systematic error on the signal yields as syt =~

observed for the first time. In the test the significance is estimated as sstqt = +/—2log

Sstat/1/1 + ogyst /02,1, Where o4 and osyst are the statistical and systematic errors on the
ratios of the yields entering the computation of Eq. . Our values are in agreement with
the recent CDF results [4]: B(BY — KTK~) = (0.2340.104:0.10) x 1075 and B(B? — 7nt7~) =
(0.57 4 0.15 4 0.10) x 107°.
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Chapter 5

Measurements of the branching
ratios of non-rare two-body modes

In this conclusive chapter we present the measurement of the branching fractions of B — 7tz
B? - K™K~ and BY — 77K~ decays. The current world average of the branching fraction of
the B — K7~ decay is used as a normalization. In addition we also report the measurement
of the ratio of branching fractions between Ay, — pr~ and Ay, — pK — decays.

5.1 Data set and event selection

The data sample is composed of the full Recol0-Strippingl3b BHADRON stream for both
magnet polarities, and corresponds to an integrated luminosity of about 200 pb~! for magnet
down and 170 pb~! for magnet up.

5.1.1 Trigger

In the analyses presented in the previous two chapters, no requirement on the trigger algorithms
which selected the B — h™h/~ decays was applied. In order to evaluate in a simpler way the
trigger efficiencies for each decay mode, only the candidates triggered by a specific set of trigger
algorithms have been used in the final analysis. In the LHCDb jargon this requirement is defined
as:

(LOHadronTOS)AND(HIt1TrackAILOTOS)AND(HIt2B2HHTOS)

5.1.1.1 Trigger stripping and offline selection

The LOHadron trigger algorithm selects events where the number of hits in the Scintillator
Pad Detector (SPD) is less than 600 and where there is at least one cluster in the Hadronic
Calorimeter (HCAL) with a transverse energy greater than 3.5 GeV/c.

The H1t1TrackA11LO trigger algorithm is divided into three steps. In the first step it applies
cuts on global event variables in order to reduce the time used for the online reconstruction of
the events. The requirements are: the number of hits in the Outer Tracker (OTHits) less than
15000, the number of hits in the Inner Tracker (ITHits) less than 3000 and the number of hits
in the Vertex Locator (VeloHits) less than 10000.

159
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5. Measurements of the branching ratios of non-rare two-body modes

’ Efficiencies ratio ‘ Value
er¢(B® - Ktr7)/e"(BY — 7Tn~) | 0.98 £0.02
em¢(B® — Ktr~)/e"¢(BY - KTK~) | 1.00 £ 0.02
er¢(B® — Ktr7)/e"¢(BY — 7T K~) | 0.98 +0.02
e"(Ay — pK ™) /e"(Ay — pr™) 1.00 £ 0.02

Table 5.1: Ratios of reconstruction efficiencies of the various channel, escluding PID.

In the second steps the algorithm performs the reconstruction of the primary vertices and of the
Velo Tracks. On the Velo Tracks the following requirements are applied:

e a difference between the expected and observed Velo hits less than 3;
e a number of hits in the Velo greater than 9;
e the minimum impact parameter with respect to all primary vertices less than 100 pm.

The Velo Tracks surviving to the second step are then fully reconstructed in the third step.
These tracks are selected asking for:

e a number of total hits in the tracking system greater than 16;
e a transverse momentum greater than 1.7 GeV /c;
e a momentum grater than 10 GeV /c.

The selected tracks are then re-fitted using a BiDirectional Kalman filter and are required to
have a x? of the fit less than 3 and a x? of the minimum impact parameter with respect to all
the primary vertices greater than 16.

The trigger algorithm selects the events with at least one track surviving the three steps described
above.

The HLT?2 trigger and the stripping selections are the same already described in Secs.
and For the measurement of the B of the dominant decay modes (B? — nt7~ and
BY — KTK™) and the relative B between the two A, — pK and A, — pr decays we applied the
same offline selection that we used for the measurement of Acp(B® — K), given in Tab.
In the case of the B of BY — 7~ Kt decay we selected the sample by means of the tighter cuts
used for the measurement of Acp(BY — 7K), given in Tab.

The ratios between the reconstruction efficiencies €. of the decays of interest and the ref-
erence BY — K17~ decay, are needed to calculate the B of a B — hTh'~ decay. In order to
evaluate such ratios, we applied stripping, kinematic selection and trigger requirements to full
simulated events of each B — h™h'~ decay. The results of this study are summarized in Tab.
where the errors are due to the limited statistics of simulated events available.

As usual each of the two B — hTh'~ samples passing the two kinematic event selections
is then subdivided into different final states using the PID capabilities of the two RICH sub-
detectors. In particular we employ the quantities Alog Lx, and Alog L., or their difference
Alog L, when appropriate. The respective two sets of PID cuts are the same as those reported

in Tabs. 4.6 and {71
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5.2 Particle identification

The PID efficiencies are determined by the using the same reweighting procedure described in

Sec. and are reported in Tabs. and
’ ‘ T~ ‘ KTK~ ‘ Ktn~ ‘pﬂ‘_ ‘pK_ ‘

BY - g~ 43.1 0.33 286 | 1.53 | 0.13
BY - KtTK~ | 0.05 55.0 154 | 0.05 | 1.63

Bly— K*n~ | 140 | 417 | 67.9 |0.72 | 0.06
Bly—r"K~ | 140 | 417 | 2.09 |0.02 ] 0.85
Ap = pr™ 193 | 092 | 168 [354 | 3.16
Ay —7tp 1.93 0.92 0.95 |0.03] 0.18
Ap—pK~ | 006 | 122 | 1.92 | 118 40.2

Ay — KTp 0.06 12.2 4.51 | 0.03 | 0.18

Table 5.2: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the offline selection used for measuring the B of dominant B — h™h'~ decays and the
relative branching fraction of Ay — pr~ and Ay, — pK .

’ ‘ T ‘ KTK~ ‘ Ktn~ ‘pﬂ'_ ‘pK_ ‘
BY - nftn- 42.8 0.33 2.06 | 1.51] 0.13
BY - KtK— | 0.05 54.5 1.09 | 0.05| 1.63

Bly— Kfr~ | 138 | 412 35.7 | 0.72 | 0.06
Bly—»m"K~ | 138 | 412 0.02 | 0.02 | 0.84
Ay — pr 190 | 090 | 6.01 |354 3.16
Ay =7t p 1.90 | 090 | 0.03 |0.03] 017
Ay —pK~ | 006 | 11.8 | 0.09 |1.19 | 40.2

Ay — KTp 0.06 11.8 0.88 | 0.03 | 0.17

Table 5.3: Efficiencies (in %) of PID cuts, for the various mass hypotheses, predicted for events
passing the offline selection used for measuring the branching fraction of BY — 7+ K~ decay.

The evaluation of systematic errors associated to the PID calibration has been discussed
in Sec. where we quoted an absolute systematic error on eprp of 2%. Using the values
in Tabs. and we can determine the PID efficiency ratios needed to compute the final
branching fractions. Such ratios are summarized in Tab.

5.3 Fits to the B — h™h/~ mass spectra

We perform unbinned maximum likelihood fits to the mass spectra of offline selected events,
passing the kinematic selection with the PID cuts summarized in Tabs. and for the BR
measurement of B® — 7t7~ BY - K*K~ and A, — pr/Ay, — pK, and Tabs. and for
the BR measurement of the BY — 77K~ decay. The two samples have been refined requiring
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y PID ratio | Value

ePID(K+r=)/ePTP (¥ r~) | 1.57 £0.09

ePID(K+n=)/ePTP(KTK~) | 1.2340.06
ePID(pK=) /e (pr) 1.14 4 0.05

Table 5.4: Ratio of PID efficiencies used to compute the B of B — h™h'~ decays. The errors
have been determined as described in the text.

Parameter \ Fit result
B’ — K yield 9822 + 122
BY — 7K yield 608 + 54
BY — 1T~ yield 1667 + 51
BY - KTK~ yield 2523 + 59
Ay — pK yield 372 + 22
Ay — pr yield 279 £ 22
BY mass [GeV/c?] 5.2717 + 0.0003
BY mass [GeV/c?] 5.3578 £ 0.0006
Ay mass [GeV/c?] 5.6116 & 0.0013
Mass resolution [MeV /c?] 22.5+0.2

Table 5.5: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the BR measurement of B® — 7tn—,
BY - KTK~ and Ay, — pr/A, — pK. Only statistical errors are shown.

that each candidate is triggered by LOHadron, H1t1TrackA11LO and H1t2B2HH. The modeling
of signal and background components is the same as in the analysis described in the previous
chapter.

5.3.1 BR measurement of B® — nt7~, B’ - K*K~ and A, — pr/Ay — pK

The K*7~ (plus charge-conjugate) mass spectrum is shown in Fig. The dominant signal
visible in the plot is due to the B — Kn decay. Below the B — K peak are visible three non
negligible contributions from cross-feed backgrounds due to the mis identification of one or both
final state particles: wrong sign B® — K combination, BY — 7+7~ decays and B? — KTK~
decays. A fourth component (green), due to the Bg — 7wK signal decay, is also visible. Fig.
shows the 7t7~ and K™K~ invariant mass spectra. In both cases, the dominant cross-
feed background comes from the B® — K7 decay, where one of the two final state particles is
mis-identified as a pion or a kaon. Fig. shows the pK~ and pr~ (plus charge conjugate)
invariant mass spectra. The relevant parameters determined by the maximum likelihood fits
are summarized in Tab. 5.5

Using the values of Tab. we can calculate the ratios between the relevant yields. In
Tab. such ratios with their statistical errors are reported.
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Figure 5.1: K7~ (plus charge-conjugate) invariant mass spectrum for events surviving the event
selection adopted for the relative BR measurement of B — 7t7~, B — KtK~ and A, —
pr/Ay — pK. The result of the unbinned maximum likelihood fit is superimposed. The main
components contributing to the fit model explained in the text are also visible: B® — K (red),
wrong sign B — K combination (dark red), B® — 7#+7~ (light blue), B — K+ K~ (dark
yellow), B? — 7K (green), combinatorial background (grey), 3-body partially reconstructed
decays (orange).

Yield Ratio Value
N(B" = ntn)/N(B" = Ktx) | 0.170 + 0.006
NBY = KTK-)/N(B" = KTn~) | 0.257 £ 0.007
N(Ap = pr~)/N(Apy — pK™) 0.75 £ 0.07

Table 5.6: Relevant parameters determined by the unbinned maximum likelihood fit to the
data sample surviving the event selection adopted for the BR measurement of BY — 7ntn—,
BY - K™K~ and Ay, — pr/A, — pK. Only statistical errors are shown.

5.3.2 BR measurement of B? — 1K)

The 7+ K~ (plus charge-conjugate) mass spectrum is shown in Fig. [5.4f The dominant signal
visible in the mass spectrum is again due to the BY — K decay, as it shares the same final state
signature as the BY — mK decay and constitutes an irreducible background for the latter. The
tighter selection adopted to select this data sample gives an high suppression both of the cross-
feed backgrounds and of the combinatorial background. The relevant parameters determined by
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Figure 5.2: 777~ (top) and KK~ (bottom) invariant mass spectra for events surviving the
event selection adopted for the relative BR measurement of B — 777~ B - KTK~ and
Ay — pr/Ap — pK. The result of the unbinned maximum likelihood fit is superimposed. The
main components contributing to the fit model explained in the text are also visible: B® — n+7~
(light blue), B? — KK~ (dark yellow), B — Kt (red), combinatorial background (grey),
3-body partially reconstructed decays (orange).
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Parameter Fit result
BY - Kr yield 3295 + 59
BY — 1K yield 249 + 20
BY — 7t~ yield 1120 £ 38
BY - K™K~ yield 1624 + 45
Ay — pK yield 241+ 16
Ay — pr yield 174 £ 15
BY mass [GeV/c?] 5.2717 + 0.0004
BY mass [GeV/c?] 5.3583 £ 0.0007
Ay mass [GeV/c?] 5.6108 £ 0.0013
Mass resolution [MeV /c?] 21.9+0.3

Table 5.7: Relevant parameters determined by the unbinned maximum likelihood fit to the data
sample surviving the event selection adopted for the BR measurement of BY — 7K. Only
statistical errors are shown.

‘ Systematic uncertainty ‘ N(BY = 7t 77)/N(B® = K*77) ‘ N(B? - KtK™)/N(BY - K*rn™) ‘
PID calibration 0.0002 0.0012
Final state radiation 0.0019 0.0043
Signal model negligible 0.0001
Combinatorial background model 0.0013 0.0006
3-body background model 0.0018 0.0048
Cross-feed background model (shift) 0.0023 0.0044
Cross-feed background model (smearing) 0.0002 0.0010

\ Total \ 0.0038 \ 0.0080 \

Table 5.8: Systematic uncertainties affecting the ratios of B — 77~ and B? — KT K~ yields
with respect to the yield of the B — K7~ decay.

the maximum likelihood fits are summarized in Tab. 5.7
Using the values in Tab. we can compute the ratio between yield of B? — 7K and
BY — K, that is:
N(B? - ntK™)
N(BY — K+trn™)

= 0.076 £ 0.006. (5.1)

5.4 Systematics on the ratios of the yields

In order to evaluate the systematic errors on the ratios of signal yields, we followed the same

procedure that we used in the analysis presented in the previous chapter. A summary of such
systematic errors is reported in Tabs. [5.8 and
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Systematic uncertainty | N(BY 5 a"K")//N(B" - K™n) [ N(Ay > pr)/N(Ay = pK ) |
PID calibration 0.0013 0.0075
Final state radiation 0.0012 0.0140
Signal model 0.0052 0.0013
Combinatorial background model negligible 0.0086
3-body background model 0.0011 0.0239
Cross-feed background model (shift) 0.0008 0.0013
Cross-feed background model (smearing) 0.0002 0.0040

\ Total \ 0.0056 \ 0.0304 \

Table 5.9: Systematic uncertainties affecting the ratio between the B — 7t K~ and the B® —
KT7~ yields, and the ratio between the A, — pm and the Ay — pK yields.

Relative branching ratio Result

B(Boﬁﬂ+ﬂ_)
“BBSKr) 0.259 £ 0.017 £ 0.016
0.347 £ 0.020 4+ 0.021

t, B(BY>K¥K~)
fa B(B'—Kn)

0.071 4+ 0.010 4 0.007
0.66 +0.14 + 0.08

1, B(BY=7K)
fa B(BY>KT)
B(Ay—pm)
B(Ay—pK)

Table 5.10: Measurements of relative branching ratios of B mesons decays with respect to

B® — K7 and the relative branching ratio between A, — pK and Ay — pm decays as measured
by CDF [3].

5.5 Final results

By using the values reported in Tabs. and and Eq. we can compute the
following ratios:
B (BO — 7r+7r_)
B(BY — Km)
fs B(BY - KTK"™)
fa B(BY— Kr)
fs B(Bs = 1K)
f4B(B° = Kn)
B (Ay — pm)
B(Ay — pK)
where the first errors are statistical and the second systematic. Such results are compatible with

those obtained by CDF, summarized in Tab.
By using the current world average of B(BY — K) [58], that is

= 0.262 £ 0.009 £ 0.017,

= 0.316 £ 0.009 £ 0.019,
= 0.074 £ 0.006 £ 0.006,

= 0.86 £ 0.08 £0.05,

B(B° — Kr) = (19.44+0.6) x 107°,
and the ratio between the hadronization probabilities fs/f; measured by LHCb [89]

fs/ fa = 0267592,
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we can also derive measurements of B(BY — 777 ™), B(B? - KTK~) and B(B? — nK):

B(B® - 7t77) = (5.08 £ 0.17 4 0.37) x 1075,
B(B? - KTK™)=(23.04+0.74+2.3) x 1076,
B(B? - 7K) = (5.38 + 0.44 + 0.62) x 1075,

These results are compatible with the world averages reported in Tab. In particular, the
measurements of B(B? — K+ K~) and B(BY — 7K) are the most precise available to date.
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Figure 5.3: pK~ (plus charge conjugate, top) and pr~ (plus charge conjugate, bottom) invariant
mass spectra for events surviving the event selection adopted for the BR measurement of B? —
atn=, BY = KK~ and Ay — pr/Ay, — pK. The result of the unbinned maximum likelihood
fit is superimposed. Clear signals of Ay, — pK~ and A, — pn~ decays are found.
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Figure 5.4: 7+ K~ (plus charge-conjugate) invariant mass spectrum for events surviving the event
selection adopted for the BR measurement of BY — 7K). The result of an unbinned maximum
likelihood fit is superimposed. The main components contributing to the fit model explained
in the text are also visible: B? — Kn (red), B — 777~ (light blue), B — KTK~ (dark
yellow), B? — 7K (green), combinatorial background (grey), 3-body partially reconstructed
decays (orange).
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Conclusions

This thesis provides the status-of-the-art of the LHCb measurements in the sector of charmless
charged two-body B decays. The measurements of branching fractions and CP asymmetries
of these decays realized using data collected during the 2010 and the 2011 data takings are
presented. All the achievements here reported represent original contributions.

Analysing the data sample recorded during 2010, corresponding to an integrated luminosity
of about 37 pb~!, the following values of the direct CP asymmetries are obtained:

Acp(B® — K*7™) = —0.074 + 0.033 + 0.008

and
Acp(BY — 7t K™) = 0.15 4+ 0.19 4 0.02.

These results are well compatible with the current world average Acp(BY — Ktn~) =
—0.0987001% and with the CDF measurement Acp(B? — 7+ K~) = 0.39 £ 0.15 + 0.08.

Then, using a sub-sample of data collected during 2011, an updated analysis is performed,
exploiting approximatively 320 pb~! of integrated luminosity. Thanks to the increased statistics,
the errors on the direct C’P asymmetries are reduced. The final results are:

Acp(B® — Kr) = —0.088 + 0.011 = 0.008

and
Acp(BY — 7K) = 0.27 £ 0.08 £ 0.02.

The result for Acp(BY — K) constitutes the best measurement in the world, whereas that for
Acp(BY — wK) is the first evidence of C'P violation in the BY — 7K decay. Both the results
are also well compatible with the current experimental knowledge and with the 2010 results
quoted above. In addition to the direct CP asymmetries, also the measurement of the branching
fractions of the rare decays B — K+K~ and B? — 77~ are performed. The results are:

B(B" - KTK~) = (0.137208 £ 0.07) x 106
and
B(BY — 7 n™) = (0.987923 £ 0.11) x 1075,

These values are in agreement with the recent CDF results B(B® — KT K~) = (0.23 £ 0.10 +
0.10) x 1079 and B(B? — 777n~) = (0.57+£0.1540.10) x 107%. Using a likelihood ratio test and
including the systematic uncertainties on the signal yields, we obtain a statistical significance
of 5.30 for the BY — 7t7~ signal. Hence this result represents the first 50 observation of this
decay mode.

171
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Finally, using a sample corresponding to about 370 pb~! of integrated luminosity acquired
during 2011, the measurements of B(B" — nt7~), B(BY! — K*K~), B(B? — #TK~) and
B(Ay — pr~)/B(Ay — pK ) are performed. First of all the following ratios are determined:

B (BO — 7r+7r_)
B(B° — K)

fs B(BY - KTK"™)
fa B(BY— Kr)

fs B(Bs = 1K)

faB(B° = Kn)

B (Ay — pr)

B(Ay — pK)

= 0.262 £ 0.009 £ 0.017,

= 0.316 £ 0.009 £ 0.019,
= 0.074 £ 0.006 £ 0.006,
= 0.86 & 0.08 == 0.05,

where the first errors are statistical and the second systematic. Then, by using the current world
average B(B? — K7) = (19.440.6) x 10~ and the ratio between the hadronization probabilities
fs/ fa = 0.2671003 measured by LHCb, the measurements of B(B° — n+n~), B(B? - KTK™)
and B(B? — wK) are obtained:

B(B® - nt77) = (5.08 4+ 0.17 4 0.37) x 1075,
BB? - KTK™)=(23.0+£0.74+2.3) x 107°,
B(B? - 7K) = (5.38 + 0.44 + 0.62) x 1075,

These results are compatible with the world averages. The measurements of B(B) — KT K ™)
and B(BY — 7K) are the most precise available to date.
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