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ABSTRACT

This work concerns the study of bounded solutions to elliptic nonlinear equations
with fractional diffusion of the form (—A)*u = f(u) in R™. More precisely, the
aim of this thesis is to investigate some open questions related to the analog of
a conjecture of De Giorgi for these equations. The conjecture concerns the one-
dimensional (or 1-D) symmetry of bounded monotone solutions in all space, at
least up to dimension 8. Of special interest is the bistable elliptic or Allen-Cahn
equation, involving fractional Laplacians, which models phase transitions.

This property on 1-D symmetry of monotone solutions for the fractional equa-
tion was known when n = 2 for every fractional power 0 < s < 1. The question
remained open for n > 2.

Recently the fractional Laplacians attract much interest in nonlinear analysis.
Caffarelli and Silvestre have given a new formulation of the fractional Laplacians
through Dirichlet-Neumann maps. To study the nonlocal problem (—A)%*u = f(u)
in R™, we use this formulation which let us to realize it as a local problem in R’ffl
with a nonlinear Neumann condition.

In this work we focus our attention in two directions.

First, in chapter 2, we study a particular type of solutions of (—A)*u = f(u)
for s = 1/2, which are called saddle-shaped solutions. A crucial property of saddle-
shaped solutions is that their O-level set is the Simons cone. This cone appears
in the theory of minimal surfaces and its variational properties motivated the
conjecture of De Giorgi, namely the fact that the Simons cone is a minimal cone
in dimensions 2m > 8. We are interested in the study of saddle-shaped solutions,
because they are the candidates to be global minimizers not 1-D in dimensions
n > 8 (open problem). In this first part the main results are: existence of saddle-
shaped solutions in every even dimension 2m, as well as their asymptotic behaviour,
monotonicity properties, and instability in dimensions 2m = 4 and 2m = 6.

In the second part of this thesis, we give a positive answer to the analog of the
conjecture of De Giorgi for the fractional equation in dimension n = 3. To prove
this 1-D symmetry result, we use a Liouville-type argument. In this approach
the two principal ingredients in the proof of our 1-D symmetry result are the
stability of solutions and an energy estimate. In chapters 3 and 4 we establish
sharp energy estimates for global minimizers and bounded monotone solutions of
our fractional equation for every 0 < s < 1. As a consequence we deduce the
analog of the conjecture of De Giorgi for the fractional equation (—A)*u = f(u),
in dimension n = 3 for every 1/2 < s < 1. To prove our energy estimates we
use a comparison argument combined with some extension results for functions
belonging to fractional Sobolev spaces.
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Chapter 1

Introduction and summary of
results

This work concerns the study of bounded solutions to elliptic nonlinear equations
with fractional diffusion of the form

(—=A)’u = f(u) in R". (1.0.1)

We are interested in some questions related to the analog for fractional equa-
tions of a conjecture of De Giorgi on one-dimensional (or 1-D for short) symmetry
of bounded monotone solutions.

In 1978 De Giorgi conjectured that the level sets of every bounded monotone
solution of the Allen-Cahn equation —Au = u — u? are hyperplanes, at least if
the space dimension satisfies n < 8. This equation is a semilinear model for phase
transitions and, as we will see, it is related to minimal surfaces theory.

This 1-D symmetry result for the fractional case, that is for equation (1.0.1),
has been proven to be true when n = 2 and s = 1/2 by Cabré and Sola-Morales
[10], and when n = 2 and for every 0 < s < 1 by Cabré and Sire [8], and by Sire
and Valdinoci [37]. The question remained open for dimensions n > 2.

In this work we focus our attention in two directions. First, in chapter 2, we
study a particular type of solutions of problem (1.0.1) for s = 1/2, which are called
saddle-shaped solutions. These solutions are the candidates to be global minimizers
not 1-D in dimensions n > 8. This is an open problem and it is expected to be
true from the classical theory of minimal surfaces.

Second, we give a positive answer to the analog of the conjecture of De Giorgi
for the fractional equation (1.0.1), in dimension n = 3. The principal ingredient
in the proof of our 1-D symmetry result is an optimal energy estimate for global
minimizers and for monotone solutions, that we present in chapters 3 and 4.

In the following two sections we explain the connection between the semilinear
model for phase transitions and the theory of minimal surfaces, and we recall some
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known results about the original conjecture of De Giorgi, as well as some properties
of saddle-shaped solutions for the Allen-Cahn equation.

Later, we introduce the fractional Laplacians and we recall the known results
concerning 1-D symmetry of bounded monotone solutions for fractional equations.
Finally, we give a summary of the results contained in this thesis.

1.1 A conjecture of De Giorgi for the Allen-Cahn
equation

The following is the conjectured raised by De Giorgi in 1978.
Conjecture([21]) Let u € C*(R™) be a solution of
—Au=u—u’ in R" (1.1.1)

such that
lu| <1 and 0,,u>0

in the whole R™. Then, all level sets {u = A} of u are hyperplanes, at least if n < 8.
FEquivalently, u is a function depending only on one Euclidian variable.

If u satisfies this property, we will say that u is one-dimensional (1-D for short).
Equation (1.1.1) is the Allen-Cahn equation, which models phase transitions.

The conjecture has been proven to be true in dimension n = 2 by Ghoussoub
and Gui [24] and in dimension n = 3 by Ambrosio and Cabré [3]. For 4 < n < 8,
if 0, u > 0, and assuming the additional condition

lim u(z',r,) =41 forallaz’ € R" (1.1.2)

it has been established by Savin [34]. Recently a counterexample to the conjecture
for n > 9 has been announced by del Pino, Kowalczyk and Wei [22].

An heuristic motivation of the conjecture of De Giorgi is given by a
I'—convergence result of Modica and Mortola [29]. Given a solution u of (1.1.1),

consider the blow-down family of functions {u.} defined by u.(z) = u <£>, which
€
are bounded solutions of the rescaled equation
1 o
—Au, = e_Q(UE —u?) in R™. (1.1.3)

Equation (1.1.3) above can be viewed as the Euler-Lagrange equation associated
to the functional

E(v,Q) = /Q {%yw? + %G(U)} dz, (1.1.4)
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with G(v) = (1/4)(1 — v?)%. These functionals have been studied by Modica and
Mortola, who proved that they I'-converge to a multiple of the perimeter functional.
Thus, if u is a minimizer, the sequence {u.} should converge in some sense to a
characteristic function (with values £1) of a set E such that 0E N is a minimal
surface. If we further assume that w is monotone, say 0, u > 0 in R", then the
level sets of u, and hence those of u., are graphs converging to a minimal graph of
a function g : R"! — R.

In [34] Simons classified all entire minimal graphs and proved that entire min-
imal graphs of functions R* — R are hyperplanes for k& < 7. This implies that, in
our problem, the limiting minimal surface is a hyperplane if k =n —1 < 7, i.e,,
n < 8.

Concerning the problem of finding a counterexample to the conjecture of De
Giorgi, we recall that Jerison and Monneau [25] proved that if there exists a global
minimizers in R""!, even in each variable z;, then one can construct a bounded
monotone solution of the Allen-Cahn equation in R™ which is not one-dimensional.

On the other hand, by a deep result of Savin [34], up to dimension n < 7 every
global minimizer is an odd function of only one Euclidean variable. In particular,
a global minimizer even with respect to each coordinate can not exist in R" for
n<7.

Thus, the crucial remaining question (still open) is whether a global minimizer
of (1.1.1), even with respect to each coordinate, exists in higher dimensions. For
this, a natural candidate is expected to be found in the class of saddle-shaped
solutions, that is, solutions that depend only on two radial coordinates s = |z!
and ¢t = |2?|, change sign in R?*™ = {z = (2!, 2?) € R™ x R™}, and vanish only on
the Simons cone C = {s = t}.

1.2 Saddle-shaped solutions for the Allen-Cahn
equation

In this section we give the definition of saddle-shaped solution for the Allen-Cahn
equation, and we recall some known results about their qualitative properties.

The saddle-shaped solutions that we consider are even with respect to the
coordinate axes and odd with respect to the Simons cone, which is defined as
follows. For n = 2m the Simons cone C is given by:

C={zeR :af+.. .+l = +.. +a5,}

We recall that the Simons cone has zero mean curvature at every point = €
C\ {0}, in every dimension 2m > 2. Moreover, in dimensions 2m > 8 (and only in
these dimensions) it is a minimizer of the area functional, that is, it is a minimal
cone (in the variational sense).
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We define two new variables

s = x%++$3n and t:\/x?n_"_l_}_..._{_x%m’

for which the Simons cone becomes C = {s = t}.
We now introduce our notion of saddle solution. These solutions depend only
on s and ¢, and are odd with respect to the Simons cone.

Definition 1.2.1. Let u be a bounded solution of —Au = f(u) in R*"*  where
f € C'is odd. We say that u : R?™ — R is a saddle solution if

(a) u depends only on the variables s and t. We write u = u(s, t);

(b) u > 0 for s > t;
(c) u(s,t) = —u(t,s).

Remark 1.2.2. If u is a saddle solution then, in particular, v = 0 on the Simons
cone C = {s = t}. In other words, C is the zero level set of w.

Saddle solutions for the classical equation —Awu = f(u) were first studied by
Dang, Fife, and Peletier in [20] in dimension n = 2 for f odd, bistable, and f(u)/u
decreasing for u € (0,1). They proved the existence and uniqueness of saddle-
shaped solutions and established monotonicity properties and the asymptotic be-
haviour. The instability property of saddle solutions in dimension n = 2 was stud-
ied by Schatzman [35]. In two recent works [12, 13], Cabré and Terra proved the
existence of saddle-shaped solutions for the equation —Au = f(u) in R™, where f is
of bistable type, in every even dimension n = 2m. Moreover they established some
qualitative properties of these solutions, such as monotonicity properties, asymp-
totic behaviour and instability in dimensions 2m = 4, 6. Finally, they proved the
asymptotic stability of saddle-shaped solutions in dimensions 2m > 8. This is an
indication that these solutions might be stable in dimension 8 and higher (which
is still an open question).

In chapter 2 we establish some analog results for saddle-shaped solutions of the
equation (—A)Y2u = f(u) in R?™,

1.3 The fractional Laplacian

The fractional powers of the Laplacian, which are called fractional Laplacians and
are the infinitesimal generators of the Lévy stable diffusion processes, appear in
anomalous diffusion phenomena in physics, biology, as well as other areas. They
occur in flame propagation, chemical reaction in liquids, and population dynamics.
Lévy diffusion processes have discontinuous sample paths and heavy tails, while
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Brownian motion has continuous sample paths and exponential decaying tails.
These processes have been applied to American options in mathematical finance
for modelling the jump processes of financial derivatives, such as futures, forwards,
options, and swaps; see [4] and references therein. Moreover, fractional Laplacians
play an important role in the study of the quasi-geostrophic equations in geophys-
ical fluid dynamics.

Recently the fractional Laplacians attract much interest in nonlinear analy-
sis. Caffarelli and Silvestre [15] have given a new formulation of the fractional
Laplacians through Dirichlet-Neumann maps. In [36] Silvestre has established reg-
ularity results for solutions of an obstacle problem for the operator (—A)® with
0 < s < 1. In [18] Caffarelli and Vasseur study the regularity for solutions of the
quasi-geostrophic equation with critical diffusion (—A)Y2, using the De Giorgi-
Nash-Moser method. In [14] Caffarelli, Roquejoffre, and Savin have developed a
regularity theory for nonlocal minimal surfaces. This surfaces can be interpreted
as a non-infinitesimal version of classical minimal surfaces and can be attained
by minimizing the H®-norm of the indicator function when 0 < s < 1/2. As a
last reference we remind that in [11] Cabré and Tan have established existence
and regularity results for problems involving the square root of the Laplacian in
bounded domain with zero Dirichlet boundary conditions.

The fractional Laplacian of a function v : R®™ — R is expressed by the formula

(—A)u(z) = cn,sP.V./ Mdi

Rn |x _§’n+28 ’

where the parameter s is a real number between 0 and 1, and ¢, s is some normal-
ization constant depending on the dimension n and on the power s.
It can also be defined as a pseudo-differential operator via Fourier transform:

(“A)u() = [EP<a(g).

In this work, we will study the equation (—A)%u = f(u) in R™ by realizing it
as a local problem in RZH.

For the case of the half-Laplacian, or square root of the Laplacian, that is for
s = 1/2, the local formulation was well known. Let R := {(z, \)|z € R", A\ > 0}.
A function u is a solution of the equation (—A)Y2u = f(u) in R if and only if its
harmonic extension in the half-space ]R?fl is a solution of the problem

Av =0 in RTFI,
0
—a—z = f(v) onR" =R},
Indeed, let u be a bounded continuous function in R™. There is a unique har-
monic extension v of u in the half space. It is the solution of the following Laplacian

(1.3.1)
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problem:

Av=0 in R:ﬁ“,

v=u onR"=09JR.
Consider the operator T : u — —0\v(+,0). Since Oyv is still a harmonic function,
if we apply the operator twice, we obtain

ToTu= a,\)\U ‘)\:0: —AIU |)\:0: —Amu in R".

Thus the operator T' that maps the Dirichlet-type data u to the Neumann-type
data —0yv(x,0) is actually the half Laplacian.
For the other fractional powers of the Laplacian 0 < s < 1, the local formulation
associated to equation (1.0.1), was established by Caffarelli and Silvestre in [15].
They proved that u is a solution of problem (1.0.1) in R™ if and only if v defined
in R?*! is a solution of the problem

div(A"%Vu) =0 in R%H : )
v 1.3.2
- }\E%A a - dn,sf(v>’
where d,, s > 0 is a positive constant depending only on n and s, and v(z,0) = u(z)
on R" = 9R’. Later, we will study problem (1.3.2) with d,, s = 1. In the sequel we
will call the extension v of u in R satisfying div(A\!=2*Vv) = 0, the s-extension
of u.

Observe that for every 0 < s < 1, we have that —1 < 1 — 2s < 1 and thus the
weight A172¢ which appears in (1.3.2), belongs to the Muckenoupt class A,. Thus
the theory developed by Fabes, Kenig and Serapioni [23] applies to problem (1.3.2)
and hence a Poincaré inequality, a Harnack inequality, and Hélder regularity hold
for solutions of our problem.

Moreover, the weight A\!=2¢ does not depend on the horizontal variables z1, ..., Z,,.
Hence problem (1.3.2) is invariant under translations in the directions xy, ..., z,,
and then, for instance, the sliding method can be applied in these directions.

1.4 Stability and global minimality

Problem (1.3.2), associated to the nonlocal equation (1.0.1), allows us to introduce
the notions of energy, stability, and global minimality for a solution u of problem
(1.0.1).

In this work we will use the following notations. We denote by

Bf ={(z,\) e R*"* . X >0, |(z,)\)] <7}
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and by B} (z,\) = (z,)) + BF. Let Q ¢ R™*! be a bounded domain. We define
the following subsets of 0€:

Q= {(x,0) € ORTH : B (2,0) C Q for some £ > 0} (1.4.1)
and
otQ =00 NRY. (1.4.2)

Given a C1® nonlinearity f : R — R, for some 0 < o < 1, define

G(u):/ulf.

We have that G € C*(R) and G’ = —f.
Let v be a C'(Q) function. We consider the energy functional

E,olv) = /Q Lo+ [ G (1.4.3)

2 200

Observe that the potential energy is computed only on the boundary 9°Q. This is
a quite different situation from the one of interior reactions.
When s = 1/2, the energy becomes

5Q<v)=[2%|va?+LOQG<U).

We start by recalling that problem (1.3.2) can be viewed as the Euler-Lagrange
equation associated to the energy functional & (we consider d,, s = 1).

Definition 1.4.1. a) We say that a bounded solution v of (1.3.2) is stable if the
second variation of energy §2&,/0%¢, with respect to perturbations & compactly

supported in R’ffl, is nonnegative. That is, if
Qunl6) = / N2 ye? / F0)€ >0 (1.4.4)
R+ OR7 !

for every £ € C°(RM).

We say that v is unstable if and only if v is not stable.

b) We say that a bounded solution u of (1.0.1) in R*™ is stable (respectively,
unstable) if its s-extension v is a stable (respectively, unstable) solution for the
problem (1.3.2).

Another important notion related to the energy functional & is the one of
global minimality.



8 Chapter 1. Introduction and summary of results

Definition 1.4.2. a) We say that a bounded C*(R*!) function v in R} is a
global minimizer of (1.3.2) if

5579<U) < gs,ﬂ (U + 5)7

for every bounded domain 2 C RTFI and every C* function ¢ with compact
support in U 9°€).

b) We say that a bounded C' function u in R" is a global minimizer of (1.0.1)
if its s-extension v is a global minimizer of (1.3.2).

Observe that the perturbations ¢ need not vanish on 9°€2, in contrast from
interior reactions.

In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains. Clearly, every
global minimizer is a stable solution.

In some parts of this work we will assume some, or all, of the following condi-
tions on f:

f is odd; (1.4.5)
G>0=G(£l) in Riand G >0 in (—1,1); (1.4.6)
[ is decreasing in (0, 1). (1.4.7)

Note that, if (1.4.5) and (1.4.6) hold, then f(0) = f(£1) = 0. Conversely, if
f is odd in R, positive with f’ decreasing in (0, 1) and negative in (1,00) then f
satisfies (1.4.5), (1.4.6) and (1.4.7). Hence, most of the nonlinearities f that we
consider are of “balanced bistable type”, while the potentials G are of “double well
type”. Our three assumptions (1.4.5), (1.4.6), (1.4.7) are satisfied by f(u) = u—u?.
In this case we have that G(u) = (1/4)(1 — u*)?. The three hypothesis also hold
for the Peierls-Nabarro problem

(=A% = sin(ru), (1.4.8)
for which G(u) = (1/7)(1 + cos(mu)).

In [10], Cabré and Sola-Morales studied bounded monotone solutions in one
direction, 0, u > 0, and satisfying
lim w(2',z,)£1 forall 2’ € R

Ty —E00

of the fractional equation
(=A)Y2u = f(u) inR" (1.4.9)

They called these solutions layer solutions. They established their existence, unique-
ness, symmetry, and variational properties, as well as their asymptotic behaviour.
They proved that assumption (1.4.6) on G guarantees the existence of a layer so-
lution. In addition, such solution is unique up to translations if f'(+1) < 0. The
following is the precise result established in [10].
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Theorem 1.4.3. ([10]) Let f be any C** function with 0 < o < 1. Let G' = —f.
Then:

e There exists a layer solution ug of (—A)Y?ug = f(u) in R if and only if
G'(-1)=G(1)=0, and G > G(-1)=G(1) in(-1,1).

o If f'(£1) <0, then a layer solution of (1.3.1) is unique up to translations.

o If f is odd and f'(£1) < 0, then every layer solution of (1.3.1) is odd with
respect to some half-azxis. That is, u(x + b) = —u(—x + b) for some b € R.

Normalizing the layer solution to vanishing at the origin, we call it uy and its
harmonic extension in the half-plane vy. Thus we have

up: R — (—1,1)
up(0) =0, wuy >0 (1.4.10)
(—A)2u5 = f(up) in R.

The monotone bounded solution of the Peierls-Nabarro problem (1.4.8) is explicit;
if we call vy the harmonic extension of ug in Ri, we have

2 x
vo(x, \) = — arctan ——.
ol ) 7r A+1/m
For the other fractional powers 0 < s < 1, the study of layer solutions and
their properties is contained in two works of Cabré and Sire [8, 9].

1.5 1-D symmetry for fractional equations

In this section we recall some recent results concerning the 1-D symmetry property
of bounded monotone solutions of the fractional equation

(—=A)’u = f(u) in R".

In [10], Cabré and Sola-Morales proved that, when n = 2 and s = 1/2, stable
solutions of (1.0.1) are one-dimensional.

The same result has been proven to be true for n = 2 and for every fractional
power 0 < s < 1, by Cabré and Sire [8], and by Sire and Valdinoci [37].

In dimension n = 3 the analog of the conjecture of De Giorgi for fractional
equations was completely open. In this work we give an affirmative answer to this
question for the powers 1/2 < s < 1 (see chapters 3 and 4).

In [10] and [8], the proof of 1-D symmetry property uses a method introduced
in [5] and [3], which is based on a Liouville type result. In [37], the authors used a
different method, which makes use of a geometric inequality of Poincaré type.

In both approaches, the two fundamental ingredients in the proof are:
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e the stability of the solution,
e an estimate for its Dirichlet energy.

More precisely, the following energy estimate is enough to prove 1-D symmetry:

1
/ Lyi-29u2 < CR2log R, (15.1)
cr 2

where Cg = Bg x (0, R) is the cylinder of radius R and height R in R’ Here,
Bpr denotes the ball centered at the origin and of radius R in R". It is easy to see
that, when n = 2 and for every 0 < s < 1, the following estimate holds

1
/ —A1_2S|V’U|2 S OR2,
Cr 2

and thus (1.5.1) also does hold.

The main difficulty in proving 1-D symmetry in dimension n = 3 is the proof
of the energy estimate (1.5.1).

In chapters 3 and 4, we establish new sharp energy estimates for bounded
monotone solutions and for global minimizers of fractional equations. As a conse-
quence, we deduce the analog of the conjecture of De Giorgi for equation (1.0.1)
in dimension n = 3 for every 1/2 < s < 1.

In [14] Caffarelli, Roquejoffre, and Savin develop a regularity theory for nonlocal
minimal surfaces. This surfaces can be interpreted as a non-infinitesimal version
of classical minimal surfaces and can be attained by minimizing the H®-norm of
the indicator function when 0 < s < 1/2. They also prove sharp energy estimates
related to ours in some sense: our equation is the Allen-Cahn approximation of
these nonlocal minimal surfaces. Instead, when 1/2 < s < 1, our equation is
an approximation of classical minimal surfaces. In [28] Maria del Mar Gonzalez
prove that an energy functional related to fractional powers s of the Laplacian for
1/2 < s < 1 I'-converges to the classical perimeter functional. The same result for
s = 1/2 was proven by Alberti, Bouchitté, and Seppecher in [2]. Finally, in [16]
Caffarelli and Souganidis prove that scaled threshold dynamics-type algorithms
corresponding to fractional Laplacians converge to moving fronts. More precisely,
when 1/2 < s < 1 the resulting interface moves by weighted mean curvature, while
for 0 < s < 1/2 the normal velocity is nonlocal of fractional-type.

1.6 Summary of results

In this section we present the main results of this thesis. For this, we provide a
brief explanation of their meaning and importance.
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This thesis can be divided into two parts.
In chapter 2 we establish existence and qualitative properties of saddle-shaped
solutions for the problem

(=A% = f(u) in R*™ (1.6.1)

The interest in these solutions is related to the possibility of finding a global
minimizer not 1-D in dimensions 2m > 8.

In chapters 4 and 5, we establish new sharp energy estimates for bounded mono-
tone solutions and for global minimizers of fractional equations. As a consequence,
we establish the 1-D symmetry result for the equation

(—=A)u = f(u) in R?

for every 1/2 < s < 1.

1.6.1 Saddle-shaped solutions for the half-Laplacian

In chapter 2 (which corresponds to [19]) we study saddle-shaped solution for the

problem
(=A)2u = f(u) in R,

where n = 2m is an even integer, and f is of bistable type.
We define two new variables

s=yfad o ta and = [i2 44,

for which the Simons cone becomes C = {s = t}.
By saddle solution we mean a bounded solution of (1.6.1) such that

e u depends only on s and ¢,
o u >0 for s >t
o u(s,t) = —u(t,s).

In particular v = 0 on C.
Set G(u) := ful f. In our results we assume some, or all, of the following con-
ditions on f:
f isodd ; (1.6.2)
G>0=G(+l) n R, and G >0 in (—~1,1); (1.6.3)
/" is decreasing in (0, 1). (1.6.4)
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These conditions are related to the bistable and balanced character of f and are
all satisfied by the Allen-Cahn model f(u) = u — u?.
We recall that the local problem associated to equation (1.6.1) is the following:

—Av=0 in R

. (1.6.5)
—— = f(v) on OR"M.

Our first result establishes the existence of a saddle solution in all even dimen-
sions n = 2m. We use the following notations:

O :={reR*:s5>t} CR™
O = {(z,\) e R¥™ . g € O} c RZHL
Note that B
00 =C and 00 =C x [0,00).

Finally, we define the cylinder Cr = Bg x (0, L), where Bg is the open ball in
R?™ centered at the origin and of radius R.

Theorem 1.6.1. [see Theorem 2.1.6] For every dimension 2m > 2 and every
nonlinearity f satisfying (1.6.2) and (1.6.3), there exists a saddle solution u of
(—=A)2u = f(u) in R®™, such that |u| < 1 in R?™,

Moreover, let v be the harmonic extension in Rim“ of the saddle solution u. If
in addition f satisfies (1.6.4), then the second variation of the energy Q,(§) at v,
as defined in (1.4.4) with s = 1/2, is nonnegative for all function ¢ € C1(RZ"*1)
with compact support in ]Rim*l and vanishing on C X [0, +00).

We prove the existence of a saddle solution u for problem (1.6.1), by proving
the existence of a solution v for problem (1.6.5) with the following properties:

1. v depends only on the variables s, t and A\. We write v = v(s,t, A);
2. v >0 for s >t
3. v(s,t,\) = —v(t, s, \).

Using a variational technique we construct a solution v in O for the problem
(1.6.5), satisfying v > 0in O and v = 0 on JO = C x [0, +00). Then, since f is
odd, by odd reflection with respect to 0O we obtain a solution v in the whole space
which satisfies properties (1), (2), (3) above. Clearly the function u(z) = v(x,0) is
a saddle solution for the problem (1.6.1).

To prove this existence result, we will use a energy estimate for v, which is
not sharp but it is enough to prove the existence of a saddle solution. Instead in
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Theorem 3.0.8 of chapter 3, we will establish the following sharp energy estimates
for saddle-shaped solutions,

Eogs(v) < CS* Hog S.

On the other hand, given the way in which it is constructed, the solution
is stable with respect to perturbations that vanish on the Simons cone C. This
however means nothing regarding the stability of u for general perturbations. In
fact, we will see that u is actually unstable in dimensions 4 and 6.

In section 5 of chapter 2, we prove the existence and monotonicity properties
of a maximal saddle solution of problem (1.6.1).

To establish these results, we need to introduce a new nonlocal operator Dy,
which is the square root of the Laplacian for functions defined in a domain H C R”
which agree with a given function ¢ on OH. We introduce this operator and we
establish maximum principles for it, in section 4.

We introduce the new variables

s+t

T (1.6.6)

s—t
V2
Note that |z| <y and that we may write the Simons cone as C = {z = 0}.

The following theorem concerns the existence and monotonicity properties of
the maximal saddle solution.

z =

Theorem 1.6.2. [see Theorem 2.1.7] Let f satisfy conditions (1.6.2), (1.6.3),
and (1.6.4).

Then, there exists a saddle solution @ of (—A)Y?u = f(u) in R*™, with |u| < 1,
which is mazimal in the following sense. For every solution u of (—A)Y?u = f(u)
in R?™, vanishing on the Simons cone and such that u has the same sign as s —t,
we have

O<u<u 1 O.

As a consequence, we also have
0< |ul <al in R*.
In addition, if v is the harmonic extension of u in Ri’"“, then U satisfies:

(a) 0,0 > 0 in RE™'. Furthermore 0,0 > 0 in RZ™\ {s = 0} and 9,0 = 0 in

{S = 0}7'

(b) 900 < 0 in R¥". FPurthermore 8,0 < 0 in R\ {t = 0} and 9,0 = 0 in

{t = O};
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(¢) 9,0 >0 in R\ {0};

(d) 0,v >0 in{s>t>0} x [0, +00).

As a consequence, for every direction 0, = a0y — B30;, with o and 3 nonneg-
ative constants, 0,0 > 0 in {s >t > 0} x [0, +00).

In sections 6 and 7 of chapter 2, we focus our attention on the asymptotic
behaviour and the instability properties of saddle-shaped solutions. We remind
that ug satisfies (1.4.10). In [12] it is proved that |z| = |s —t|/v/2 = d(x, C), where
d(-,C) denotes the distance to the Simons cone. The following result concerns the
asymptotic behaviour at infinity, of a class of solutions which contains saddle-
shaped solutions.

Theorem 1.6.3. [see Theorem 2.1.9] Let f satisfy conditions (1.6.2), (1.6.3),
and (1.6.4), and let u be a bounded solution of (—A)Y?u = f(u) in R*™ such that
u=0onC,u>01inO={s>t} and u is odd with respect to C.

Then, denoting

U(x) = uo((s — 1)/V2) = uo(2)

we have,
u(z) —U(x) =0 and Vu(zx)—VU(x)—0, (1.6.7)

uniformly as |x| — oo. That is,
||U — UHLoo(RQm\BR) + HVU — VU||L°°(R2m\BR) — 0 as R — 0. (168)

Our proof of Theorem 1.6.3 follows the one given by Cabré and Terra in [13],
and uses a compactness argument based on translations of the solutions, combined
with two crucial Liouville-type results for nonlinear equations in the half-space and
in a quarter of space.

Finally, in section 7, we prove that saddle-shaped solutions are unstable in
dimensions 2m = 4, 6.

In dimension 2m = 2, instability of saddle-shaped solutions follows by the 1-
D symmetry result established by Cabré and Sola-Morales in [10]. The following
theorem concerns the instability of saddle solutions in dimensions 4 and 6. The
principal ingredients in the proof are the monotonicity properties for the maximal
saddle solution established in Theorem 1.6.2 and the asymptotic behaviour of
Theorem 1.6.3.

Theorem 1.6.4. [see Theorem 2.1.10] Let f satisfy conditions (1.6.2), (1.6.3),
(1.6.4). Then, every bounded solution of (—A)Y?u = f(u) in R*™ such that u = 0
on the Simons cone C = {s =t} and u has the same sign as s —t, is unstable in
dimensions 2m =4 and 2m = 6.
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The stability of saddle solutions in dimensions 2m > 8 is an open problem.
However, at the end of section 7, we will establish some kind of asymptotic stability
for the maximal saddle solution in dimensions 8 and higher. This is an indication
that saddle solutions might be stable in dimensions higher or equal than 8.

We call v the harmonic extension of the maximal solution @ in Rimﬂ. In the
proof of Theorem 1.6.4, we use the maximal solution T of problem (1.6.5) and more
importantly the equation satisfied by v, = 0,v. We prove that v is unstable by
constructing a test function £(y, z, A) = n(y, \)v,(y, 2, A) such that Qz(§) < 0. We
use the asymptotic convergence and monotonicity results for v (Theorems 1.6.3
and 1.6.2). Since T is maximal, we deduce that all bounded solutions v vanishing
on C x R* and having the same sign as s — ¢ are also unstable.

1.6.2 Energy estimates for equations involving the half-
Laplacian

In chapter 3 (which corresponds to [6]), we establish sharp energy estimates for
some solutions, such as global minimizers, monotone solutions and saddle-shaped
solutions, of the fractional nonlinear equation (—A)Y2u = f(u) in R®. Our energy
estimates hold for every nonlinearity f and are sharp since they are optimal for
one-dimensional solutions, that is for solutions depending only on one Euclidian
variable.

As a consequence, in dimension n = 3, we deduce the one-dimensional symme-
try of every global minimizer and of every monotone solution.

In the following theorem we establish a sharp energy estimate for global mini-
mizers in every dimension n, and for monotone solutions in dimension n = 3. We
will see that monotone solutions, without limits 1 at 0o, are minimizers in some
sense to be explained later, but, in case that they exist, they are not known to be
global minimizers.

Given a bounded function u defined on R", set G(u) = ful f and

¢, = min{G(s) : iﬂgfu < s <supu}. (1.6.9)
n ]Rn

In all this subsection by || f|[c1 we mean || f]|c1 (jinfusupu))-

Theorem 1.6.5. [see Theorems 8.0.3 and 3.0.4] Let f be any C** nonlin-
earity, with 5 € (0,1), and u € L®(R™) be a solution of (1.6.1). Let v be the
harmonic extension of u in R

a) If u is a global minimizer, then for all R > 2,

1
/ §|Vv\2d:vd)\ + [ {G(u) —c,}dz < CR" 'log R, (1.6.10)
Cr

Br
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where ¢, is defined by (1.6.9) and C is a constant depending only on n, ||f||c,
and HUHLOO(R”)'

b) Let n = 3 and suppose that u is a bounded solution of (1.6.1) such that
deu > 0 in R for some direction e € R3, |e| = 1. Then, for all R > 2, v satisfies
the energy estimate (1.6.10) with n = 3.

This energy estimate is sharp since it can not be improved for one-dimensional
layer solutions by a result of [10].

As a consequence of Theorem 1.6.5, we deduce the analog of the conjecture of
De Giorgi for the equation involving the half-Laplacian in R3.

Theorem 1.6.6. [see Theorem 3.0.5] Letn =3 and f be any C*P nonlinearity
with B € (0,1). Let u be either a bounded global minimizer of (1.6.1), or a bounded
solution of (1.6.1) monotone in some direction e € R3, |e| = 1.

Then, u depends only on one variable, i.e., there exists a € R® and g : R — R,
such that u(x) = g(a-x) for all v € R®. Equivalently, the level sets of u are planes.

The proof of 1-D symmetry result follows a method introduced in [5] and in
[3], which is based on a Liouville type theorem. Using this approach the two fun-
damental ingredient in the proof are stability of solutions and our energy estimate.

The method that we use to prove the energy estimate also applies in the case
of saddle-shaped solutions in R?”™. These solutions, in principle, are not global
minimizers (this is indeed the case in dimensions 2m < 6 by Theorem 1.6.4), but
at least one of them is a minimizer under perturbations vanishing on the Simons
cone and this will be enough to prove a sharp energy estimate for such saddle
solution.

Theorem 1.6.7. [see Theorem 3.0.8] Let f be a C° function for some 0 <
B < 1 satisfying (1.4.5), (1.4.6). Then there exists a saddle solutionu of (—A)Y?u =
f(u) in R®*™, with |u] < 1, satisfying

Ecp(v) < OR*™ 'logR,
for every R > 2, where v is the harmonic extension of u in Rimﬂ.

Now, we explain the main idea in the proof of Theorems 1.6.5 and 1.6.7.

To prove the energy estimate for global minimizers, we use a comparison ar-
gument, as follows. We construct a comparison function w, which takes the same
value of v on 9" Cp and thus, by minimality of v,

ECR (U> < gCR (@) :

Then, we give an estimate for the energy of w. The main difficulties arise when
proving an estimate for the Dirichlet energy.
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For this aim we use extension theorems for functions belonging to the fractional
Sobolev space H'/2.

Let us recall the definition of the H'/2(A)-norm, where A is either a Lipschitz
open set of R", or A = 0f) and ) is a Lipschitz open set of ]R?fl. It is given by

2 _ 2 |w(z) - w(2)|2
ol By gy = Nl + | [ 2 o dor

In the sequel we will use it for Q2 = Cr and A = 9Chp.

In the proof of Theorem 1.6.5 a crucial point will be the following well known
result.

If w is a function belonging to H'/2(9€2), where 2 is a bounded subset of R™*!
with Lipschitz boundary, then the harmonic extension w of w in €2, satisfies the
following inequality

/Q|vw|2 < Cllw] |} 00 (1.6.11)

After rescaling, we will apply this result for 2 = C.

Finally, to give an estimate of the quantity |[wl[3,, (ocyy We use the following

1)
result.

Theorem 1.6.8. [see Theorem 3.0.7] Let A be either a bounded Lipschitz do-
main in R™ or A = 0Q, where Q is a bounded open set of R™™ with Lipschitz
boundary. Let M C A be an open set (relative to A) with Lipschitz boundary
(relative to A) T C A. Let e € (0,1/2).

Let w: A — R be a Lipschitz function such that, for almost every v € A,

w(z)| < co (1.6.12)
and
\Dw(z)| < comin § &~ (1.6.13)
w(z)| < cogmin = dist(z.T) ) ° .0.

where D are all tangential derivatives to A, dist(z, ") is the distance from the point
x to the set T' (either in R™ or in R™™), and cy is a positive constant.
Then,

=2
w(z) —wlz
ol = ol + [ [ P2 oo < etogel, (101a)

where C' is a positive constant depending only on A and T'.

Later we will use this result for A = 0Cy and I' = 0By x {\ = 0}. Thus in this
case the constant C' that appear in (1.6.14), only depends on the dimension n.
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The proof of energy estimate for monotone solutions in dimension n = 3 is,
essentially, the same used for global minimizers. The only difficult is that, here,
our solutions are not global minimizers and thus, in principle, we cannot apply a
comparison argument. But in section 5 of chapter 3 (see Theorem 3.4.3), we will
prove that a monotone solution is a minimizer in a suitable set. Then, we prove
that our comparison function w belongs to this set (this result holds only when
n = 3), and thus we can apply the argument as for global minimizers.

Finally, to prove the energy estimate for some saddle-shaped solutions, we use a
comparison argument as before, but now in the set Op = Ogr x (0, R) = (ONBg) X
(0, R), instead of Cg. Indeed, by construction, the saddle-shaped solution that we
construct is not a global minimizer in R?™, but it is a minimizer in O = {s > t}.

1.6.3 Energy estimates for equations with fractional diffu-
sion

In chapter 4 (which corresponds to [7]) we continue the study of nonlinear frac-
tional equations, extending some results contained in chapter 3 to the more general
equation

(—A)Y'u=f(u) nR",

for every f and for 0 < s < 1. We obtain sharp energy estimates for every fractional
power s € (0,1). As a consequence, we deduce the one-dimensional symmetry
property for global minimizers and monotone solutions in dimension n = 3, for
every 1/2 < s < 1.

The following is the main result of chapter 5. In all this subsection by || f||c1.s

we mean || f |16 (jinf usupu])-

Theorem 1.6.9. [see Theorem 4.1.2] Let f be any CYP nonlinearity, with
B > max{0,1 — 2s}, and u : R™ — R be a solution of (1.0.1). Let v be the s-
extension of u in R’

a) If w is a global minimizer, then for all R > 2

1
/ N2 \VolPded) + [ {G(u) — e, }de < CR™ if 0 <s<1/2
Cr ¥ B (1.6.15)
/ 5/\1_28|VU|2dl’d)\ + [ {G(u) —c,ydr <CR" if 1/2<s<1,
Cr

Br

where ¢, is defined by (1.6.9) and C denotes different positive constants depending
only on n, ||fllcvs, |[ulle=(zr) and s.

b) Let n = 3 and suppose that u is a bounded solution of (1.0.1) such that J.u > 0
in R for some direction e € R?, le| = 1. Then, for all R > 2, v satisfies the energy
estimates (1.6.15) with n = 3.
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In dimension n = 3 and for every 1/2 < s < 1, Theorems 1.6.5 lead to 1-D
symmetry of global minimizers and of bounded monotone solutions of problem
(1.0.1).

Theorem 1.6.10. [see Theorem 4.1.4] Supposen =3 and 1/2 < s < 1. Let f
be any CYP nonlinearity with 3 > max{0,1 — 2s} and u be either a bounded global
minimizer of (1.0.1), or a bounded solution monotone in some direction e € R?,
le] = 1.

Then, u depends only on one variable, i.e., there exists a € R® and g : R — R,
such that u(z) = g(a - x) for all z € R, or equivalently the level sets of u are
planes.

The previous result for s = 1/2 is Theorem 1.6.6.

Remark 1.6.11. In [14] Caffarelli, Roquejoffre, and Savin develop a regularity the-
ory for nonlocal minimal surfaces. This surfaces can be interpreted as a non-
infinitesimal version of classical minimal surfaces and can be attained by mini-
mizing the H*-norm of the indicator function when 0 < s < 1/2. A crucial fact
here is that when 0 < s < 1/2 the indicator functions belong to the space H® and
the extension problem (1.3.2) is a well posed problem for indicator functions. The
authors also prove a sharp energy estimate C'R"~2° related to ours in some sense:
our equation is the Allen-Cahn approximation of these nonlocal minimal surfaces.

As for the case of the half-Laplacian, to prove the 1-D symmetry result above,
we use a method, based on a Liouville-type result, which requires the following
estimate for the Dirichlet energy

1
/ A2 Vo2dzd) < CR?log R.
Cr 2

This is the reason for which our 1-D symmetry result in dimension n = 3 holds
only for 1/2 < s < 1.

The proof of Theorem 1.6.9 follows the one given for the case of the half-
Laplacian.

We have seen that, in the proof of the estimate for the Dirichlet energy for
the case s = 1/2, we use a well known extension result for functions belonging to
H'2(9C}). Here, the Dirichlet energy contains a weight and we have to use a new
extension theorem.

First we recall the definition of the H*(A)-norm, for 0 < s < 1, where A is
either a Lipschitz open set of R™, or A = 0f2 and ) is a Lipschitz open set of Rﬁfrl.
It is given by

(=) — w(@)?
] 2oy = [leo] 2o + / ] dor.do-.

|Z _ E’n+23
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In the sequel we will use it for Q2 = C and A = 9C}.

We fix some notations. Let A be either a Lipschitz domain D in R™ or A = 0
where € is a bounded subset of R"*! with Lipschitz boundary. Let M C A be an
open set (relative to A) with Lipschitz boundary (relative to A) I' = OM.

We define the following two sets:

B, — AxA f0<s<1/2 (16.16)
MxM if 1/2<s<1;
C[(ANM) x (A\M) if 0<s<1/2 (16.17)
YA\ M) x A if 1/2<s<1. o

The following is the crucial extension Theorem, that we will apply in the proof
of our energy estimates.

Theorem 1.6.12. [see Theorem 4.1.6] Let Q be a bounded subset of R™*!
with Lipschitz boundary 02 and M a Lipschitz subset of O). For z € R, let
dy(z) denote the Euclidean distance from the point z to the set M. Let w belong
to C'(09).

Then, there exists an extension w of w in Q belonging to C1(2) N C(Y), such
that

Casjo w(z) —w@)P
/QdM(Z)l 2 ’Vw‘Zdz < CHU)H%%@Q) "—C//s |Z—§’”+2s dO’ZdO'g

+C / / dM(z)1_25|w(Z)_w(z”zdazdag,

|z — z[tT

(1.6.18)

where By and B, are defined, respectively, in (1.6.16) and (1.6.17) with A = 0%,
and C' denotes different positive constants depending on 2, M and s.

We have used the notations B and B,, to indicate, respectively, the set in which
we compute the H*-norm of w and the set in which we compute the weighted H 12
norm of w. .

Finally, the following lemma is the analog of Lemma 1.6.8, for the other frac-
tional powers of the Laplacian.

Theorem 1.6.13. [see Theorem 4.1.8] Let A be either a Lipschitz domain in
R™ or A = 09 where Q is a bounded subset of R"1 with Lipschitz boundary.
Let M C A be an open set (relative to A) with Lipschitz boundary (relative o A)
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['=0M. Let € € (0,1/2). Let w : A — R be a Lipschitz function such that for
almost every z € A,
lw(z)] < ¢ (1.6.19)

co ‘ dr(Z) min{1,2s}
|Dw(z)| < (o) mln{l,( . ) } (1.6.20)

where D are all tangential derivatives to A, dr(z) is the Euclidean distance from
the point z to the set T' (either in R™ or in R™™), and ¢y is a positive constant.
Then,

[w(z) —w(z)? 1oslw(2) —w(@)?
HwHLZ(A)‘F//BS T do.do + de(Z) P do.do~

- Cc3 if 0<s<1/2,
T | Ot if 1/2<s< 1.

and

(1.6.21)

where C' denotes a positive constant depending only on A, M, and s and the sets
B and By, are defined in (1.6.16) and (1.6.17).

We will use these two results for A = 0C,, M = B; x {\ = 0} and " =
0By x {\ = 0}, thus in this case the constants C' that appears in (1.6.18) and
(1.6.21), only depend on the dimension n and the power s.






Chapter 2

Saddle-shaped solutions for the
half-Laplacian

2.1 Introduction and results

This chapter (which corresponds to [19]) concerns the study of saddle-shaped so-
lutions of elliptic equations with fractional diffusion

(=A)?u = f(u) inR" (2.1.1)

where n = 2m is an even integer and f is of bistable type.
Our interest in these solutions originates from the following conjecture of De
Giorgi. Consider the nonlinear elliptic equation

~Au=u—u* inR" (2.1.2)

which is called the Allen-Cahn equation modelling phase transitions. In 1978 De
Giorgi conjectured that the level sets of every bounded solution of (2.1.2), which
is monotone in one direction, must be hyperplanes, at least if n < 8. That is, such
solutions depend only on one Euclidian variable.

The conjecture has been proven to be true in dimension n = 2 by Ghoussoub
and Gui [24] and in dimension n = 3 by Ambrosio and Cabré [3]. For 4 <n <8,
it 0, u > 0, and assuming the additional condition

lirg u(z' x,) = £1 for all 2’ € R",
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n > 9 has been announced by del Pino, Kowalczyk and Wei [22].
For the fractional equation (—A)*u = f(u) in R" with 0 < s < 1, the conjecture
has been proven to be true when n = 2 and s = 1/2 by Cabré and Sola-Morales

23
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[10], and when n = 2 and for every 0 < s < 1 by Cabré and Sire [8], and by Sire
and Valdinoci [37]. In chapters 3 and 4 we will prove the conjecture in dimension
n = 3 for every power 1/2 < s < 1.

The study of saddle-shaped solutions is related to the possibility of finding a
counterexample to the conjecture of De Giorgi in large dimensions.

More precisely, by a deep result by Savin [34], if n < 7 then every global
minimizer of the equation —Au = u — u® in R" is one-dimensional. A natural
question arises: is there a global minimizer in R® (or higher dimensions) which is
not one-dimensional? Saddle-shaped solutions are the candidates to give a positive
answer to this question.

Moreover, by a result of Jerison and Monneau [25], if one could prove that
saddle-shaped solutions are global minimizers in R®, one would have a counterex-
ample to the conjecture of De Giorgi in R?, in an alternative way to that of [22].

Saddle-shaped solutions are expected to have relevant variational properties
due to a well known connection between nonlinear equations modelling phase
transitions and the theory of minimal surfaces. This connection also motivated
the conjecture of De Giorgi.

More precisely the saddle-shaped solutions that we consider are even with re-
spect to the coordinate axes and odd with respect to the Simons cone, which is
defined as follows. For n = 2m the Simons cone C is given by:

C={zeR™:af+. . . +a2 =al +..+35,}

We recall that the Simons cone has zero mean curvature at every point « € C\ {0},
in every dimension 2m > 2. Moreover in dimensions 2m > 8 it is a minimizer of
the area functional, that is, it is a minimal cone (in the variational sense).

We define two new variables

s=yfaid et and t=fe2 1,

for which the Simons cone becomes C = {s = t}.
We now introduce our notion of saddle-shaped solution. These solutions depend
only on s and ¢, and are odd with respect to the Simons cone.

Definition 2.1.1. Let u be a bounded solution of (—A)Y2y = f(u) in R*™, where
f € C'is odd. We say that u : R*™ — R is a saddle-shaped (or simply saddle)
solution if

(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u >0 for s >

(c) u(s,t) = —ul(t,s).
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Remark 2.1.2. If u is a saddle solution then, in particular, v = 0 on the Simons
cone C = {s = t}. In other words, C is the zero level set of u.

Saddle solutions for the classical equation —Au = f(u) were first studied by
Dang, Fife, and Peletier in [20] in dimension n = 2 for f odd, bistable and f(u)/u
decreasing for u € (0,1). They proved the existence and uniqueness of saddle-
shaped solutions and established monotonicity properties and the asymptotic be-
haviour. The instability property of saddle solutions in dimension n = 2 was stud-
ied by Schatzman [35]. In two recent works [12, 13], Cabré and Terra proved the
existence of saddle-shaped solutions for the equation —Awu = f(u) in R™, where f is
of bistable type, in every even dimension n = 2m. Moreover they established some
qualitative properties of these solutions as monotonicity properties, asymptotic
behaviour and instability in dimensions 2m = 4 and 2m = 6.

In this work, we establish existence and qualitative properties of saddle-shaped
solutions for the bistable fractional equation (2.1.1).

To study the nonlocal problem (2.1.1) we will realize it as a local problem
in R’ffl with a nonlinear Neumann condition on QRTFI = R"™. More precisely, if
u = u(x) is a function defined on R™, we consider its harmonic extension v = v(x, \)
in R = R™ x (0, +00). It is well known (see [10, 15]) that u is a solution of (2.1.1)
if and only if v satisfies

(2.1.3)

Av =0 in R%
—Oyw = f(v) onR" =R}

Problem (2.1.3), associated to the nonlocal equation (2.1.1), allows to introduce
the notions of energy and global minimality for a solution u of problem (2.1.1).

Let Q C R’ﬂl be a bounded domain. We denote by
Bf ={(z,)\) e R*"* : x>0, |(z,\)] <1}

and by B (z,\) = (z, ) + B
We define the following subset of 0€2:

8°Q := {(z,0) € R™' : Bf(x,0) C Q for some & > 0} (2.1.4)

and -
otQ =00 NR}. (2.1.5)

Given a C1“ nonlinearity f: R — R, for some 0 < o < 1, define

G(u):/ulf.

We have that G € C*(R) and G' = —f.
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Let v be a C*(Q) function with |v| < 1. We consider the energy functional

5Q<v)=/§2%|wy?+/me<v). (2.1.6)

Observe that the potential energy is computed only on the boundary 9°€). This is
a quite different situation from the one of interior reactions.

We start by recalling that problem (2.1.3) can be viewed as the Euler-Lagrange
equation associated to the energy functional £.

Definition 2.1.3. a) We say that a bounded solution v of (2.1.3) is stable if the
second variation of energy §%£ /6%, with respect to perturbations & compactly

supported in R’fr“, is nonnegative. That is, if
Q)= [ Ve [ rwezo (21.7)
Ry OR% !

for every & € C°(RM).

We say that v is unstable if and only if v is not stable.
b) We say that a bounded solution u of (2.1.1) in R*™ is stable (unstable) if its
harmonic extension v is a stable (unstable) solution for the problem (2.1.3).

Another important notion related to the energy functional £ is the one of global
minimality.

Definition 2.1.4. a) We say that a bounded C*(R}*") function v in R7* is a
global minimizer of (2.1.3) if

Ea(v) < Ea(v+9),

for every bounded domain 2 C R’}fl and every C* function ¢ with compact
support in QU 9°).

b) We say that a bounded C' function u in R" is a global minimizer of (2.1.1) if
its harmonic extension v is a global minimizer of (2.1.3).

Observe that the perturbations ¢ need not vanish on 9°€), in contrast from
interior reactions.

In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains. Clearly, every
global minimizer is a stable solution.

Assume that

f is odd; (2.1.8)

G>0=G(£])inR, andG > 0in(—1,1); (2.1.9)
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/" is decreasing in (0, 1). (2.1.10)

Note that, if (2.1.8) and (2.1.9) hold, then f(0) = f(£1) = 0. Conversely, if

f is odd in R, positive with f’ decreasing in (0, 1) and negative in (1,00) then f
satisfies (2.1.8), (2.1.9) and (2.1.10). Hence, the nonlinearities f that we consider
are of “balanced bistable type”, while the potentials G' are of “double well type”.
Our three assumptions (2.1.8), (2.1.9), (2.1.10) are satisfied for the scalar Allen-

Cahn type equation
(=220 =u — P (2.1.11)

In this case we have that G(u) = (1/4)(1 — »*)? and (2.1.8), (2.1.9), (2.1.10) hold.
The three hypothesis also hold for the Peierls-Nabarro problem

(=A% = sin(7u), (2.1.12)

for which G(u) = (1/7)(1 + cos(mu)).

By a result of Cabré and Sola-Morales [10], assumption (2.1.9) on G guarantees
the existence of an increasing solution, from —1 to 1, of (2.1.1) in R. We call these
solutions layer solutions. In addition, such an increasing solution is unique up to
translations.

The following is the precise result established in [10].

Theorem 2.1.5. ([10]) Let f be any CY* function with 0 < a < 1 and G' = —f.
Then:

o There exists a layer solution ug of (—A)Y?ug = f(uy), if and only if
G'(-1)=G'(1)=0, and G >G(-1)=G(1) in(-1,1).

o If f'(£1) <0, then a layer solution of (2.1.8) is unique up to translations.

o If f is odd and f'(£1) < 0, then every layer solution of (2.1.3) is odd in
x with respect to some half-azxis. That is, u(x +b) = —u(—x + b) for some
beR.

Normalizing the layer solution to vanishing at the origin, we call it uy and its
harmonic extension in the half-plane vg. Thus we have

Ug - R — (—1, 1)
up(0) =0, wuy >0 (2.1.13)
(—=A)2ug = f(ug) in R.

The monotone bounded solution wug of the Peierls-Nabarro problem (2.1.12) in R
is explicit; calling vy its harmonic extension in Ri we have that

2
vo(z, \) = = arctan 3 _fl/ﬂ.
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In the following theorem, we establish the existence of a saddle-shaped solu-
tion for problem (2.1.1) in every even dimension n = 2m. We use the following
notations:

O :={reR* s>t} CR™
O = {(z,)) € R¥"*' . x € O} c R¥"H!
Note that
00 =C.

We define the cylinder Cr = Bg x (0, L), where Bg is the open ball in R*"
centered at the origin and of radius R.

Theorem 2.1.6. For every dimension 2m > 2 and every nonlinearity [ satisfying
(2.1.8) and (2.1.9), there exists a saddle solution u of (—A)Y?u = f(u) in R®™,
such that |u| < 1 in R*™.

Let v be the harmonic extension of the saddle solution u in Rimﬂ. If in addition
f satisfies (2.1.10), then the second variation of the energy Q,(§) at v, as defined

in (2.1.7), is nonnegative for all function & € CY(RE™) with compact support in
R?l—erl

and vanishing on C x [0, +00).

We prove the existence of a saddle solution u for problem (2.1.1), by proving
the existence of a solution v for problem (2.1.3), with the following properties:

1. v depends only on the variables s, t and A\. We write v = v(s, t, \);
2. v >0 for s>t
3. v(s,t,\) = —v(t, s, \).

Using a variational technique we construct a solution v in O for the problem
(2.1.3), satisfying v > 0 in O and v = 0 on O = C x R*. Then, since f is odd,
by odd reflection with respect to OO we obtain a solution v in the whole space
which satisfies properties (1), (2), (3). Clearly the function u(z) = v(z,0) is a
saddle solution for the problem (2.1.1). To prove this existence result, we will use
the following not-sharp energy estimate for v. Given 1/2 < v < 1, there exists
e = &(y) > 0 such that

Ecg o (V) < CSPM2, (2.1.14)

In Theorem 3.0.8 of chapter 3, we establish the following sharp energy estimates
for saddle-shaped solutions,

Eogs(v) < CS* Hog S.

Here, (2.1.14) is not sharp, but it is enough to prove the existence of a saddle
solution.
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For solutions of problem (2.1.3) depending only on the coordinates s, ¢t and A,
problem (2.1.3) becomes
Vs Ut

{—(vss + oy + o) — (m—1) <— + ?) =0, in RZ™™!

S

(2.1.15)
—0\v = f(v) on JRZ™H.

while the energy functional becomes

1
E, Q) =cp {/ sm_ltm_lé(vg + 02 + v})dsdtd\ +/ sm_ltm_lG(v)dsdt} ,
Q

890
(2.1.16)
where ¢, is a positive constant depending only on m-—here we have assumed that
Q C R?™*! is radially symmetric in the first m variables and also in the last m
variables, and we have abused notation by identifying €2 with its projection in the
(s,t, A\) variables.

In section 5, we prove the existence and monotonicity properties of the maximal
saddle solution.

To establish these results, we need to introduce a new nonlocal operator Dy,
which is the square root of the Laplacian, for functions defined in domains H € R”
which do not vanish on 9H. We introduce this operator and we establish maximum
principles for it, in section 4.

We define the new variables

s+t
T
s—t
=7
Note that |z| < y and that we may write the Simons cone as C = {z = 0}.

The following theorem concerns the existence and monotonicity properties of
a maximal saddle solution.

(2.1.17)

Theorem 2.1.7. Let f satisfy conditions (2.1.8), (2.1.9), and (2.1.10).

Then, there exists a saddle solution @ of (—A)Y?u = f(w) in R*™, with |u| < 1,
which is mazimal in the following sense. For every solution u of (—A)Y?u = f(u)
in R?™, vanishing on the Simons cone and such that u has the same sign as s —t,
we have

O<u<u i O.

As a consequence, we also have
0<|ul <@ in R*™,

In addition, if v is the harmonic extension of w in Rimﬂ, then U satisfies:
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(a) 80 > 0 in RE™'. Furthermore 950 > 0 in RY"1\ {s = 0} and 9,0 = 0 in

{S = 0};

(b) 00 < 0 in RY". Furthermore 8o < 0 in R\ {t = 0} and 9,0 =0 in

{t = 0}7
(c) 9,0 >0 in R\ {0};

(d) 0,v >0 in{s>1t> 0} x [0, +00).

As a consequence, for every direction 0, = a0, — 30;, with a and [3 nonneg-
ative constants, 0,0 > 0 in {s >t > 0} x [0, +00).

In the proof of Theorem 2.1.7 we will use the following proposition, which gives
a supersolution for problem (2.1.3) in the set O.

Proposition 2.1.8. Let f satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let uy be
the layer solution, vanishing at the origin, of problem (2.1.1) in R and let vy be its
harmonic extension in Ri’"“.

—t
Then, the function vy(z, ) = vy <8W7 )\) satisfies

—Avg >0 in O
—0\vg > f(vg) on O x {0}.

In [13] an important ingredient in the proof of the existence of a maximal
solution for interior reactions is the following pointwise estimate. Let u; be a
saddle solution of —Au; = f(u;) in R*" with f bistable, and let u; ¢ be the layer
solution in dimension n = 1 of —uy, = f(u1,0) (Whose existence is guaranteed by
hypothesis (2.1.9) on f). Then

ur(2)] < Juo (d(z,C))| =

|5_t’>‘ 2
U for every x € R*™, 2.1.18
1,0 ( \/5 Yy ( )

where d(-,C) denotes the distance to the Simons cone. This estimate follows by an
important gradient bound of Modica [30] for the classical equation —Au = f(u)
in R"™. Moreover, another important ingredient in the proof of the existence of a
maximal solution for interior reactions is that ui o ((s — ¢)/v/2) is a supersolution
in O.

In the fractional case the Modica gradient estimate is not available. In [10] a
non-local Modica-type estimate is established, but only in dimension n = 1. Thus
we cannot prove the analog of (2.1.18) for solutions of the equation (—A)"?y =
f(u). For this reason, to give an upper bound for saddle solutions, we need to
consider the function min{Kuvy((s —t)/v/2,),1} where K > 1 is a large constant
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depending only on n and f. Proposition 2.1.8 implies that this function is a super-
solution in O. Moreover, we will show that there exists K > 1, depending only on
n and f, such that if v is a bounded solution of problem (2.1.3), then

[(z, \)| < min{Kvo(|s — t|/V2,\),1}, for every (z,\) € R¥ . (2.1.19)

Estimate (2.1.19) follows by regularity results established in [10]. More precisely,
in [10] Cabré and Sola-Morales proved that if v is a bounded solution of (2.1.3),
then there exists a constant C' depending on n and ||f||c1 such that

|[Vo(z,\)| < C for every € R" and A > 0.
If v is a saddle solution, then v(z,\) = v(y,2,A) =0 on C = {z = 0} and then
lv(z, N)| = |v(y, 2, \)| < Clz| for every z € R" and A > 0.
Thus, we can choose K big enough such that
min{C|z|,1} < min{Kvy(z, A), 1}.

This is possible since vy(z,\) > 0 for every z > 0, A > 0 and 9,v9(0,A) > 0 for
every A > 0.

In section 6, we prove the following theorem concerning the asymptotic be-
haviour at infinity for a class of solutions which contains saddle-shaped solutions.

Theorem 2.1.9. Let f satisfy conditions (2.1.8), (2.1.9), and (2.1.10), and let u
be a bounded solution of (—A)Y?u = f(u) in R*™ such that u=0 on C, u > 0 in
O ={s >t} and u is odd with respect to C.

Then, denoting U(x) := uo((s — t)/v/2) = ug(2) we have,

u(z) —U(x) -0 and Vu(zx)—VU(x)—0, (2.1.20)
uniformly as |x| — oo. That is,
||u — UHLOC(RQWL\BR) + HVu — VUHLOO(RQm\BR) — 0 as R — oo. (2.1.21)

Our proof of Theorem 2.1.9 follows the one given by Cabré and Terra in [13],
and uses a compactness argument based on translations of the solutions, combined
with two crucial Liouville-type results for nonlinear equations in the half-space and
in a quarter of space.

Finally, in section 7 we establish that saddle-shaped solutions are instable in
dimension 2m = 4 and 2m = 6.

Theorem 2.1.10. Let f satisfy conditions (2.1.8), (2.1.9), (2.1.10). Then, every
bounded solution u of (—A)Y?u = f(u) in R*™ such that u = 0 on the Simons cone

C = {s =t} and u has the same sign as s —t, is unstable in dimension 2m = 4
and 2m = 6.
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Instability in dimension 2m = 2 follows by a result of Cabré and Sola Morales
[10] which asserts that every stable solution of (2.1.1) in dimension n = 2 is one-
dimensional. This is the analog of the conjecture of De Giorgi in dimension n = 2
for the half-Laplacian.

In [12], Cabré and Terra proved instability in dimension 2m = 4 for saddle-
shaped solutions of the classical equation —Au = f(u) in R*. A crucial ingredient
in the proof of this result is the pointwise estimate (3.2.8).

However, in dimension 2m = 6, this estimate is not enough to prove insta-
bility and thus Cabré and Terra used a more precise argument, based on some
monotonicity properties and asymptotic behaviour of a maximal saddle solution.

As said before, we cannot prove the analog of (3.2.8) for solutions of the equa-
tion (—A)2u = f(u).

Thus, here, we follow the argument introduced by Cabré and Terra in dimension
2m = 6, both for the case 2m = 4 and 2m = 6.

Using this approach, the crucial ingredients in the proof of Theorem 2.1.10 are:

i) the equation satisfied by ¥, which is the harmonic extension of the maximal
saddle solution @ in R2™*;

ii) a monotonicity property of T;
iii) the asymptotic behaviour at infinity of v.
The chapter is organized as follows:

e In section 2 we prove Theorem 2.1.6 concerning the existence of a saddle
solution for the equation (2.1.1) in every dimension 2m.

e In section 3, we give a supersolution and a subsolution for the square root of
the Laplacian in a domain H C R". In particular we prove Proposition 2.1.8.

e In section 4, we introduce the operator Dy, and we establish maximum
principles.

e In section 5, we prove the existence of a maximal saddle solution w and its
monotonicity properties (Theorem 2.1.7).

e In section 6, we prove Theorem 2.1.9, concerning the asymptotic behaviour.

e In section 7, we prove Theorem 2.1.10 about the instability of saddle solutions
in dimensions 2m = 4 and 2m = 6.
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2.2 Existence of a saddle solution in R*"

In this section we prove the existence of a saddle solution u for problem (2.1.1),
by proving the existence of a solution v for problem (2.1.3) with the following
properties:

1. v depends only on the variables s, t and A\. We write v = v(s, t, \);
2. v >0 for s >t
3. v(s, t,\) = —v(t, s, \).
We recall that we have defined the sets:
O={zeR™:s>1} CR™, O=/{(x,)\)eR™  zec0O}cRM.

Let By be the open ball in R?*™ centered at the origin and of radius R. We will
consider the open bounded sets

Op:=ONBg={s>t |z =s*+1* < R’} C R*™.

Orr = (ONBg) x (0,L) = {(z,\) e R . s> ¢, |22 = + 1> < RZ A < L}.

Note that -
00r = (CNBR)U(0BrNO).

Before giving the proof of Theorem 2.1.6, we recall some results established
in [10] concerning the regularity of weak solutions of problem (2.1.3). Cabré and
Sola-Morales [10] proved that every bounded weak solution v of problem (2.1.3)
with f € Ch, satisfies v € b2, for all 0 < a < 1. This result was deduced using
the auxiliary function

by
w(az,)\):/o v(z, t)dt,

which is a solution of the Dirichlet problem

—Aw = f(v(z,0)) in RI™H!
w(xz,0) =0 on ORZ"

Applying the standard regularity results for the Dirichlet problem above, they de-
duce regularity for the solution v of problem (2.1.3). Moreover, using standard
elliptic estimates for bounded harmonic functions, we have that the following gra-
dient bound for v holds:

|Vo(z, )| < HL)\ for every (z,\) € R (2.2.1)
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We define now the sets
ZQ(@VR,L) ={ve LQ((5R,L) cv=uv(s,t,\) a.e.}
and
H(Ogpp) ={ve H(OpL):v=0 on 0*Opyp, v=1v(s,t,\) a.e.}.

They are, respectively, the set of L? functions in the bounded open set O g,z which
depend only on s, t, and A, and the set of H ! functions in the bounded open set
Og,r which depend only on s, t and A and which vanish on the positive boundary

8T Op 1 in the weak sense.

We recall that the inclusion HY(Op L) cC L2(Ogy) is compact (see [10]).
Indeed, let v € H}(Op,yp). Since v = 0 on 97O, we can extend v to be iden-
tically 0 in RZ™*\ Og 1, and we have v € H'(R¥™*1) = {v € H'(R¥™!) : v =
v(s,t,A) a.e.}. We have

0)de=— | &(|v]?) = —2 Byv < Cl[v]|725 -
/Qma&L’U(x’ e /£1+1 A(o) /£1+1U W < Cllvllza@, 101716,

Now, the compactness of the inclusion, follows from the fact that since v = 0 on
OTOry a.e., then H}(Op ) CC L*(Ogy) is compact (to see this it is enough to

extend v to be identically zero in a A\ (537 L, where A C Rﬁ‘fl is a Lipschitz set
containing Og ).

We can now give the proof of Theorem 2.1.6.

Proof of Theorem 2.1.6. As already mentioned, we prove the existence of a solu-

tion v for the problem (2.1.3) such that v = v(s, ¢, A) and v(s, ¢, \) = —v(—t, s, A).

The space HY(Og1), defined above, is a weakly closed subspace of H'(Og.1).
Consider the energy functional in O R.L,

1 o~
55R7L(U) = /~ §|VU|2 —i—/ ~ G(v) for every v € Hy(Ogr1).
OR,L BOOR’L

Next, we prove the existence of a minimizer of the functional among functions
in this space. Recall that we assume condition (2.1.9) on G, that is,

G(£1)=0 and G >0in (—1,1).
We define a continuous extension G of G in R such that
e G=Ginl[-1,1],

e G>0inR\[-1,1],
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e Gis even,
e ( has linear growth at infinity.

We consider the new energy functional
~ 1 ) ~ =
&, (V) = —|Vov|]® + G(v) for every v € Hy(Oryp).
' ORr.L 2 0g,1

Note that every minimizer w of ‘2’;(53 () in H}(Op ) such that —1 < w < 1 is also
a minimizer of £5_ () in the set

{ve f]&(@R,L) cv=uv(s,t,\), -1 <v <1}

We show that 55R7L(~) admits a minimizer in H2(Og1). Indeed, by the prop-
erties of G, it follows that géR,L(.> is well-defined, bounded below and coercive in
HL(Og.1). Hence, using the compactness of the inclusion H} (Og,1) cC L2(8°Og 1),
taking a minimizing sequence {vf,;} € ﬁ&(@va 1) and a subsequence convergent
in L*(8°Op, 1), we conclude that g@m(-) admits an absolute minimizer vg in
Hol (OR,L) .

Note moreover that, without loss of generality, we may assume that 0 < v% 1 <
1in (537 1, because, if not, we can replace the minimizing sequence vg ;, with the
sequence minf|v |, 1} € ﬁé(@R7L). Indeed, it is also minimizing because G is
even and G > é(l) Then the absolute minimizer vg 1, is such that 0 < v <1
in 6R,L-

Next, we can consider perturbations vg 1, + & of vg 1, with £ depending only on
s,t and A, and having compact support in @) rrN{t > 0}. In particular £ vanishes in
a neighborhood of {¢t = 0}. Since the problem (2.1.3) in (s,t, ) coordinates is the
first variation of 56R,L(U) —recall that & has the form (2.1.16) on H{ functions—
and the equation is not singular away from {s = 0} and {t = 0}, we deduce that
g is a solution of (2.1.15) in O, N {t > 0}.

We now prove that vg is also a solution in all of (7)/37 1, that is, also across
{t = 0}. To see this for dimensions 2m + 1 > 5, let £ be a smooth function
of t alone being identically 0 in {¢ < ¢/2} and identically 1 in {t > e}. Let

Y € 030((5R,L U 80(5R,L), multiply the equation —Awvg 1, = 0 by ¢, and integrate
by parts to obtain

/~ Vur Ve & + /y Vurr ¢ V& + /  Owrrp&=0.
ORr,L Or, .N{t<e} GOOR,L
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Reminding that vg 1, satisfies the Neumann condition —0yvg 1 = f(vg,) on 8063,L,
we get

/~ Vug Ve & + /y Vg ¢ V& = / _ florp) p&. (22.2)
OR,L OR,Lﬂ{t<6} 8OOR7L

We conclude by seeing that the second integral on the left hand side goes to
zero as € — (. Indeed, by Cauchy-Schwartz inequality,

2

/ V’URLQOV&Q dxd\
6R,Lﬂ{t<€}

<c WWMWM{/ Ve dedr. (2.2.3)

6R,Ln{t<5} (5R7Lﬂ{t<5}

Since |V&|2 < C/e?, |OpN{t < e}| < Cre™ L, and m > 2, the second factor
in the previous bound, is bounded independently of . At the same time, the first
factor tends to zero as e — 0, since |Vug 1 |? is integrable in Og .

In dimension 2m + 1 = 3, the previous proof does not apply and we argue as
follows. We consider perturbations £ € _f{é’l(OR7 1) which do not vanish on {t = 0}.
Considering the first variation of energy and integrating by parts, we find that the
boundary flux s '™ *dvr 1 = Oywr 1 (here m — 1 = 0) must be identically 0 on
{t = 0}. This implies that vg 1 is a solution also across {t = 0}.

We have established the existence of a solution vg 1, in 10) g With 0 <wgp < 1.
Considering the odd reflection of vg 1, with respect to C x R*,

UR,L(Sa t? >\) = _UR,L(tu S, )\)7

we obtain a solution in Bg \ {0} x (0,L). Using the same cut-off argument as
above, but choosing now 1 — & to have support in the ball of radius € around 0,
we conclude that vg g, is also solution around 0, and hence in all of Bg x (0, L).
Here, the cut-off argument also applies in dimension 3.

We now wish to pass to the limit in R and L, and obtain a solution in all of
RZ™. Let S > 0, L' > 0 and consider the family {vp 1} of solutions in Bg,y x
0,L" + 2], with R > S+2 and L > L'+ 2. Since |vg| < 1, regularity results
proved in [10], applied in By x [0, 2] where B, is centered at points in Bg x [0, L'],
give a uniform C%%(Bg x [0, L']) bound for vg , (uniform with respect to R). We
have

|Vurr] <C in Bg x [0,L], foral R>S+2, L>L +2 (2.2.4)

for some constant C' independent of S, R, L and L'. Moreover since vg 1, is harmonic
and bounded we have that

ywm@ngg in By x (1,L). (2.2.5)
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Choose now L = R, with 1/2 < v < 1. By the Arzela-Ascoli Theorem, a subse-
quence of {vg 1} converges in C?(Bg x [0,57]) to a solution in Bg x (0,57). Tak-
ing S =1,2,3,... and making a Cantor diagonal argument, we obtain a sequence
UR, R converging in C2_(R¥™*!) to a solution v € C*(R¥"*!). By construction
we have found a solution v in R%rmﬂ depending only on s, ¢t and A, such that
v(s,t,\) = —v(t,s,A), |[v] < 1and v > 0 in {s > t}. We want to prove now that
|v| < 1. Indeed remind that v satisfies

Av =0 in RY"

—0\v = f(v) on OR*™H!
Since f(1) = 0 and v is not identically 1 (because v = 0 on C x R™), using that
v < 1 and applying the maximum principle and Hopf’s Lemma, we conclude that
v < 1. In the same way we prove that v > —1.

It only remains to prove that v # 0 in Rimﬂ. Then, the strong maximum
principle and Hopf’s Lemma lead to v > 0 in {s > ¢t} x R" since f(0) = 0 and
v>0in {s >t} x R,

To prove that v # 0 in RZ™!| we establish an energy estimate for the saddle
solution constructed above, which is not sharp, but it is enough to prove v £ 0 in
O ={s>t} xR".

We use a comparison argument, based on the minimality property of vgr in
the set (53, L-

Let 1/2 < v < 1 and (8 be a positive real number depending only on ~ and
such that 1/2 < § <~ < 1. Let S < R — 2, since we have chosen before L = R7,
then S7 < L. We consider a C* function g : (55,57 — R defined as follows:

g(z,\) = g(s,t,\) = n(s, ) min {1, SW} + (1= s, t))vrr(s,t,\),

where 7 is a smooth function depending only on r? = s? + 2 such that n = 1
in Bg_; and n = 0 outside Bg. Observe that g agrees with vy on the lateral

boundary of Og s and g is identically 1 inside [Og_; N{(s—t)/v/2 > 1}] x (0, $7).
By (2.2.4) and (2.2.5), we have that

IVg(z,\)| < /\Lﬂ for every (z,)) € Og.s-. (2.2.6)

Next we consider a C! function ¢ : (0,57) — (0, +00), such that
1 f0<A<ST—5°

E(N) = log 87 — log A ,
f v _ g8 < S
log S7 — log (S7 — SF) if 57— 5 <A< S
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Then, we define w : Og gy — (—1,1) as follows
w(x,A) =EN)g(z, \) + [1 — EN)]vr oz, A). (2.2.7)

Observe that w agree with vg on 5’*55,57 and w = 1 in (55_1’57_5@. We
extend w to be identically equal to v, in Og \ Ogsv. By minimality of vg 1, in
ORg,1, we have

€60, (0r) < €5, ().

Thus, since w = vg, in (;)VR,L \ (5575% we get
gés,sw (UR’L) < gés,sw <w)

We give now an estimate for 555 o (w). First, observe that, since w =1 on Og_1,
then ’

/ G(w) = / G(w) < 0|0g\ Og_41| < CS*™ L, (2.2.8)
Og Os\Os—-1

Next, we give a bound for the Dirichlet energy of w. We have

/ |Vw(z, \)|*ded\ = / |Vw(z, \)|*drd\
Os.57 o

S,87—shB

+/~ i IVw(z, \)|?dvd). (2.2.9)
Os, 57 \05757_sﬁ

Since w = 1 in Og_4 gv_g5, We get

/~ |Vw(z, \)[Pded\ < CS*™~ 17 4 / |Vw(x, \)[*dzdA. (2.2.10)

Os,57 65’57\65,5*/756

Consider now the integral on the right-hand side of (2.2.10). By the definition
of w (2.2.7), we have that

[Vw(z, )* < €'NPlg(x, A) +or el NP+ {IVgl* + [Vorr(z, MPHL+EN].

Integrating in 55,@ \ (55157_5@, using that g, |Vg|, v, and £ are bounded, the
definition of £, and the gradient bounds (2.2.5) and (2.2.6) for vg 1, and for g, we
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get
/ Vw(z, \)[? < / / A)| d)\d:c—i-C’/ / —d)\dx
05,57\Og gv_gp 0g J 57— s@ sr—g8 A
< C|l——=+1 / / —d)\dx
1 1 1
< Ccs* VN |\ — =
- {(—log (1 —S88-))? " } {SV — 50 SW}
< ©0§*m. S0P g < 0§, (2.2.11)

Combining (2.2.8), (2.2.10) and (2.2.11), we get
Ep, o, (W) < C(SPMH 4§27 4 G2mAy=20), (2.2.12)

Since, by hypothesis, v and § = () satisfy 1/2 < 8 < v < 1, then there
exists € = £(1y) > 0 such that

55&” (w) < CS*m~=,
Thus by minimality of vg 1, we get
555,37 (vpp) < CS*™e.
We now let R and L = R” tend to infinity to obtain
5. (v) < Cg*me,

S,87

Note that this bound, after odd reflection with respect to C, leads to the energy
bound (2.1.14)
ng,s’v (U> < CS§*me.

Using this estimate we prove the claim. Suppose that v = 0. Then we would
have

nG(0)S™ = Ec, o, (1) < CSP e,

This is a contradiction for S large, and thus v # 0.
We give now the prove of the last part of the statement, that is, we prove
stability of saddle-shaped solutions under perturbations vanishing on C x (0, 4+-00).
Since f(0) = 0, concavity leads to f'(w) < f(w)/w for all real numbers w €
(0,1). Hence we have

—Av=0 in O

ov
a)\_f()v on O x {0}.
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By a simple argument (see the proof of Proposition 4.2 of [1]), it follows that
the value of the quadratic form Q,(£) is nonnegative for all £ € C! with compact
support in O U 9°O (and not necessarily depending only on s, ¢t and ). Indeed,
multiply the equation —Av = 0 by ¢2/v, where ¢ € CY(RZ™™!) with compact
support in Ou 606, and integrate by parts in 5, we get:

0 = /Om/o(—m)iﬁ:/om/ow-vg%

. /O +°° /O Ve — /O )€ = Qu(e).

By an approximation argument, the same holds for all £ € C ! with compact

support in O and vanishing on C x R*. Finally, by odd symmetry with respect to
C x R, the same is true for all O functions ¢ with compact support in R2m+1
and vanishing on C x R™. O

Remark 2.2.1. Observe that, if v — 1, estimate (2.2.12) tends to
Eog (V) < CS*™.

This is a not sharp energy estimate, indeed in Theorem 3.0.8 of Chapter 3, we
prove that the saddle solution v satisfies

Ecgs(v) < CS*™ Hog S.

2.3 Supersolution and subsolution for A,

In [11}, Cabré and Tan introduced the operator A;,, which is the square root
of the Laplacian for functions defined on a bounded set and that vanish on the
boundary. Let u be defined in a bounded set H C R™ and v = 0 on 9H. Consider
the harmonic extension v of w in the half-cylinder H x (0, 00) vanishing on the
lateral boundary 0H x [0, 00). Define the operator A, as follows

Ov

e — 2.3.1
O\ |Hx {0} ( )

Al/gu =

Then, since d\v is harmonic and also vanishes on the lateral boundary, as for
the case of the all space, the Dirichlet-Neumann map of the harmonic extension v
on the bottom of the half cylinder is the square root of the Laplacian. That is, we

have the property:
A1/2 © A1/2 = —Apy
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where —Ap is the Laplacian in H with zero Dirichlet boundary value on 0H.
Hence, we can study the problem

Aijjpu = f(u) in H
u=0 on O0H (2.3.2)
u >0 in H,

by studying the local problem:

—Av=0 in Q=H x(0,00)

v=20 on 0= 0H x [0,00)

“_fw) on Hx{0) (233
oy = () o

v >0 in .

In [11] some results (Lemma 3.2.3 and Lemma 3.2.4) need H bounded. But for
our aim, definition (2.3.1) is enough and it can be given also in the case H not

bounded. Thus, we can consider problem (2.3.2) and (2.3.3) for a general open set
H.

In this section we give a subsolution and supersolution for the problem

Al/gu = f(u) in O
u=0 on 00 (2.3.4)
u >0 in O,

In what follows it will be useful to use the following variables:

s+t

R (2.3.5)

s—1

V2

Note that |z| <y and that we may write the Simons cone as C = {z = 0}.
If we take into account these new variables, the problem (2.1.15) becomes

z =

2(m —1)
Vyy T Uz + Un + —y2 — 2

—hv = f(v) on ORZ™!

(yv, — 2v,) =0 in RZ"H! (2.3.6)

We give the definition of supersolution and subsolution for the problem (2.3.2)
by using the associated local formulation (2.3.3).
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Definition 2.3.1. a) We say that a function w, defined on H x [0, +o00), w = 0
on JH x [0, +00) is a supersolution (subsolution) for the problem (2.3.3) if

—Aw > (<)0 in H x (0,+00)

w >0 in H x (0,4+00)
0
~55 2 (S) flw) on H x {0},

b) We say that a function u, defined on H, v = 0 on 0H, v > 0 in H, is
a supersolution (subsolution) for the problem (2.3.2) if its harmonic extension v
such that v = 0 on 0H x [0, +00), is a supersolution (subsolution) for the problem

(2.3.3).
Lemma 2.3.2. The following assertions are equivalent:
i) w is a subsolution (supersolution) for problem (2.3.2);

ii) there exists an extension w of u on H x (0, +00) vanishing on OH x (0, +00),
such that w is a subsolution (supersolution) for problem (2.3.3).

Proof. The first implication i) = i) is trivial (just take the harmonic extension
v of u with zero Dirichlet data on the lateral boundary).

It remains to show that #) = ). We consider the case of supersolution.
Suppose that there exists a function w defined on R’frl such that:

(—Aw >0 in H x (0,4+00)
w=0 on 0H x (0,+00)
w >0 in H x (0,+00)

w(x,0) =u(zx) on H x {0}

ow
> )
"5 2 (w) on H x {0}

Now consider the harmonic extension v of u in H X (0,400), with v = 0 on
OH % (0,400). Then by the maximum principle we have that v < w in H x (0, 400).
This implies that
9, 0
—% > —8—1;\) on 0H x (0,+00)

and hence that

ov
> ]
9 > f(v) on O0H x (0,+00)

For the case of subsolution the proof is the same. O
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We recall that in [10] it is proved that, under hypothesis (2.1.9), there exists a
layer solution (i.e., a monotone increasing solution, from —1 to 1), for the problem
(2.1.3) in dimension n = 1. Normalizing it to vanish at {z = 0}, we call it uy (see
(2.1.13)).

Moreover we remind that |s — ¢|/v/2 is the distance to the Simons cone (see
12))

We can give now the following proposition. The first part of the statement,
which gives a supersolution for problem (2.3.2) in H = O, is equivalent to Propo-
sition 2.1.8 in the Introduction.

Proposition 2.3.3. Let f satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let ug be
the layer solution, vanishing at the origin, of problem (2.1.1) in R.
s—1

V2

Then, the function ug(z) = ug
the set H =0 = {s > t}.
Moreover when 2m = 2 the function w(z1,xs) = ug (—xl + x2> uo (xQ _ x1>

is a supersolution of problem (2.3.2) in

V2 V2

is a subsolution of problem (2.3.2) in the set O.

Remark 2.3.4. We observe that, if f satisfies hypothesis (2.1.8), (2.1.9), (2.1.10),
then f(p)/p is non-increasing in (0, 1). Indeed, given 0 < p < 1, there exists p;,
with 0 < p; < p, such that

_ SO _ o) > £(0).

Therefore
< 0.

(M)’ _ e —Fp) _ ['(p) = f'(p1)
p p? p

Proof of Proposition 2.3.3. We begin by considering the function v ((s —1)/V?2, /\>

and we show that it is a supersolution of the problem (2.3.3) in the set 0.
First, we remind that the problem (2.3.3) in the (s, ¢, A) variables reads

(s + U + V22) — (m — 1) (%Jr%) —0 in O
—% = f(v) on 0°0

(2.3.7)

By a direct computation, we have that vy <(s —1)/V2, )\> is superharmonic in the

set {(s,t,A\) : s > ¢t > 0} and satisfies the Neumann condition dyv = f(v). In
dimension 2m + 1 > 5 there is nothing else to be checked, by a cut-off argument
used as in (2.2.2).
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In dimension 2m + 1 = 3, v ((s —1)/V2, )\) is a supersolution in @ because

the outer flux —d;vg ((s —1)/V2, )\) = 0,V ((s —1)/V?2, >\> > (0 is positive.

We prove now the second part of the statement. We introduce the coordinates

~ Ty + X9
xr =

V2
~ To — X1
To =

V2

We consider the function vg(x, \) which is the solution of the problem (2.1.3) in
dimension n + 1 = 2 and we prove that the function

_ O (F A 2 A
W(.ﬁlﬂ'l,l'g,)\) '_U0(272)U0(272>

is a subsolution of (2.3.3) in the set O = {(Z1, T2, A), F1 > 0,75 > 0, A > 0}.
Since the Laplace operator is invariant under rotations and by a direct calcu-

lation we have
~ . 1 81}0 53/1 A 8’00 fg A
Al 2, 0) = 557 (? 5) N (3’ 5) -

v

O\

sign in the set {x > 0}. This can be easily shown using the maximum principle.

Consider the function —%(x, A) which satisfies the Dirichlet problem

Then to prove that Aw > 0 it is enough to prove that (xz,\) does not change

A(—%)—O in R, ={(z,\):2>0, A >0}

—0\vg = f(vg) on {A=0}
—O\vg =0 on {x =0}

Indeed, we recall that vy(0,A) = 0. Moreover, by the fact that vo(z, A) > 0 for
x > 0, we deduce that f(vo(z,0)) > 0 for > 0 and then that —% > 0 on JR? .

ov
By the maximum principle we get 8_)? <0in R%,.

To conclude the prove it remains to show that w satisfies the Neumann condition

0w, -
—8—§(x1, To, A) < f(w) for A = 0. Here we follow an argument used by Schatzman

for the equation involving the Laplacian, instead of the half Laplacian. Observe
that this argument can be applied only in dimension 2.
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We have

_3_w(m . A):_l% Ti A\ (T2 A\ 10w (Tp AN (T A
o 20x \272) %\ 279 20 \272) %\ 272"

Putting A = 0 in the previous equality we get

S (20) () U)o )

We recall that 0 < vg(x,\) < 1 for = > 0. Set for simplicity v (%,0) = a and

(% ) = b. By Remark 2.3.4 f(u)/u is non increasing, then we have that for
b

€ (

ab a b -2 a b

Coming back to our notation we conclude

) 5 e {10 L0} 1 (10, 1O

ow

_a(xhx?vo) < f(&j)

]

Remark 2.3.5. Observe that in dimension 2m = 2, vy ((s —1)/V2, )\) is a solution

of problem (2.1.3) away from the sets {s = 0}, {¢ = 0}, while in higher dimensions
it is a strict supersolution.

Corollary 2.3.6. Let [ satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let ug be the
layer solution, vanishing at the origin, of problem (2.1.1) in R and suppose K > 1.

Then, the function min{Kuo(z),1} = min{ug(s — t/v/2),1} is a supersolution
of problem (2.3.2) in the set H = O = {s > t}.

Proof. Proceeding as in the proof of Proposition 2.3.3, we consider the function
min{Kvg(z, A), 1}. To prove that it is a supersolution of problem (2.3.3) in O, it
is enough to prove that it is a supersolution of problem (2.3.3) in the set {(z, \) €
O : Kug(z,\) < 1}.

First of all, in the proof of Proposition 2.3.3, we have seen that vg(z, \) is
superharmonic in @, and thus min{Kvo(z, A), 1} = Kvg(z, A) is superharmonic in
the set {(z,\) € O : Kug(z,\) < 1}.

Moreover

—O\(Kuo(2,0)) = K f(vg(2,0)) on {(z,0) € O: Kuvy(z,0) < 1},
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By Remark 2.3.4, we have that f(u)/u is decreasing and then for every K > 1 we
get
Kf(uo) _ fluo) o f(Kuo)

K’LL() Uo KUO
This let us to conclude the proof, indeed

if Kug < 1.

—0\(Kuo(2,0)) = K f(vo(2,0)) > f(Kuvo(2,0)) on {(z,0) € O: Kvy(z,0) < 1}.

]

2.4 The operator Dy, and maximum principles

In what follows we need to introduce a new nonlocal operator Dy ,, which is the
analogue of Ay, but it can be applied to functions which do not vanish on the
boundary of H.

Let ¢ be a function defined in H C R”. Consider a function u defined in H
such that v = ¢ on 0H. As in the case of A/, we want to consider the harmonic
extension v of u in the cylinder Q = H x (0, +00) and we have to give Dirichlet
data on the lateral boundary of the cylinder 0.2 = 0H x (0, +00). We do it in the
following way: we put v(x, \) = p(x) for every (x, \) € I .

As before we define Dy, as follows:

DH#,U = _8)\U|Q><{0}.

We observe that v is independent on A on 0;€2, then vy = 0 on the lateral
boundary. Thus, we can apply the operator A; /5 to vy(z,0) and we get, as before

AI/Q ¢] DH#, = —A[_L@

where —Ay, is the Laplacian in H with Dirichlet boundary value .
If we have a nonlinear problem of the type

Dyou= f(u) in H
U= on OH,

then it can be restated in the local problem,

—Av =0 in Q
v(z,\) = ¢(z) on I (2.4.1)
ov

o = f(v)  on H x{0}.
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Consider now the harmonic extension ¢ of ¢ in the cylinder €2, with boundary
data ¢(x, \) = p(z) for every (z,\) € ON.
If we set w(x, ) :== v(z, ) — (x, ), then w satisfies

—Aw =10 in €2

w(z,\) =0 on 0} (2.4.2)
ow v O 8_1&

N 6)\+8)\_f(w+¢)+8)\ on H x {0}.

Now w vanishes on 0. and problem (2.4.2) can be seen as the local formulation
of the non local problem

A1/2w = f(w—i—go) _i_g_@)/\)’

where w := u — ¢. Then, if we set g(z,u) ;== f(w+¢) + g—qﬁ(x, 0), our problem

Dyou= f(u) in H
U= on OH

can be reformulated as

Ajjpw = g(z,w) in H
w=20 on OH,

which is a problem with zero Dirichlet boundary condition and in which the non-
linearity depends also on x. Observe that the operator Dy, coincides with A /5 if
the boundary data ¢ is identically zero.

Next, we give some maximum principles for the operator Dy ,.

Lemma 2.4.1. Let Q) =H ><_]RJr be a cylinder in R, where H C R™ is a bounded
domain. Let v € C%(2) N CQ) be a bounded harmonic function in §0. Then,

infv = inf v.

Q o9
Proof. Substracting a constant from v, we may assume that v is nonnegative on
02 and we need to show v > 0 in €.

To prove this fact, we follow a classical argument, constructing a strictly posi-
tive harmonic function ¢ in €2 tending to infinity as |(z, A)| — co. We proceed in
the following way.

First, since H C R™ is bounded, then there exists a ball By of radius R in R"
such that H C Bg. Let pugr and ¢r be, respectively, the first eigenvalue and the
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corresponding eigenfunction of the Laplacian —A in B with 0—Dirichlet value on
OBg.
We define the function 1) : Bg x RT — R as follows

U(z, \) = ¢r(z)eVFrr,

Then the restriction of 1 in €2 is a strictly positive harmonic function.
Moreover, since ¢ is bounded, we have that

lim  ¢(z,A\) = lim ¥(z,\) = +o0. (2.4.3)

(@A) —+o0 A—-too
We consider now the function w = v/1. Then w satisfies

—Aw—Q%-VU):O in

w >0 on Of).

Note that w has the same sign as v. In addition, by (2.4.3), w(z,\) — 0 as
|(z,A\)] — 400 and thus, by the strong maximum principle (applied, by a con-
tradiction argument, to a possible negative minimum) w > 0 in €2, which implies
v>01in Q. O

From the previous result we deduce the following lemma.

Lemma 2.4.2. Assume that u € C*(H) N C(H) satisfies

Dyou+c(x)u>0 inH,
U= on OH,

where H is a bounded domain in R™ and c¢(x) > 0 in H. Suppose that o > 0 on
OH. Then u >0 in H.

Proof. Consider the harmonic extension v of u in 2 = H x (0, +00) with Dirichlet
data v(z,\) = ¢(x) on the lateral boundary 9,92 = 0H X (0,+00) (as in the
definition of the operator Dy ). We prove that v > 0 in €2, then in particular
u>0in H.

Suppose by contradiction that v is negative somewhere in € x R*. Since v is
harmonic, by Lemma 2.4.1 the infgv < 0 will be achieved at some point (xg,0) €
H x {0}. Thus, we have

igfv = v(xp,0) < 0.

By Hopf’s lemma,
va(z0,0) > 0.
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It follows
—ux(20,0) = Dy ,v(z0,0) < 0.

Therefore, since ¢ > 0,
Dy ,v(z0,0) + c(xo)v(x0,0) < 0.
This is a contradiction with the hypothesis Dy ,u + c(z)u > 0. O
The following corollary follows directly by the previous lemma.

Corollary 2.4.3. Let H be a bounded domain in R™. Suppose that uy and us are
two bounded functions, uy, ug € C*(H) N C(H), which satisfy

DH790U1 S DH7(’9U/2 m H
Uy = Uy = @ on OH.

Then, w1 < ug tn H.
We conclude this section with the following strong maximum principle.

Lemma 2.4.4. Assume that u € C*(H) N C(H) satisfies

Dyu+c(x)u>0 in,
u >0 in H,
U= on OH,

where Q is a smooth bounded domain in R™ and ¢ € L*(H). Suppose ¢ > 0 on
O0H.
Then, either u >0 i H, oru=0 i H.

Proof. The proof is similar to the one of Lemma 2.4.2.

Consider the harmonic extension v of u with lateral boundary data v = ¢ on
01f). We observe that v > 0 in §2. Suppose that v #Z 0 but v = 0 somewhere in ).
Then there exists a minimum point zo € H such that v(zg,0) = 0. Hence by Hopf’s

0
lemma we see that a—K(ZCQ, 0) > 0. This implies that Dy u(zo) + ¢(xo)u(x) < 0,

since v(xo,0) = u(xp) = 0, which is a contradiction. O

2.5 Maximal saddle solution and monotonicity
properties

Let R > 0 and consider the open region

Tr={reR™:0<t<s< R} (2.5.1)
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Note that T D Ogr = O N Bg.

Let, as before, v be the harmonic extension of a saddle solution u in the half-
space Rimﬂ. The regularity results given in [10] give a uniform upper bound for
|Vl (see (2.2.1)). Then, since v = 0 on C x RT = {z = 0} x R*, there exists a
constant C, depending only on n and ||f||c1, such that

(2, M) = [v(y, 2, )| < Cz].

In particular, we have that |u(z)| = |v(z,0)| < C|z|.
Observe that there exists a real number K > 1 such that min{l,C|z|} <
min{1, K|ug(z)|} for every z. Indeed it is enough to choose

K > max{C/uy(0), 1/uo(C™1)}. (2.5.2)

Observe that the quantities uf(0) and uo(C~') are strictly positive.
If we choose K as in (2.5.2), then the harmonic extension v in R¥"*! of every
saddle solution w of (2.1.1) satisfies

(2, \)] < min{l, K|ug(z)|} inR" (2.5.3)

We define
up(z) = min{1, Klug(z)|}, (2.5.4)

where K satisfies (2.5.2). Note that u, = 0 on C N Tk.

Lemma 2.5.1. Let f satisfies conditions (2.1.8), (2.1.9), (2.1.10).
Then, there exists a positive solution ug of

DTRﬂtbu = f(u) in Tr
U= uy on OTRg.

which is mazimal in Tg in the following sense. We have that ug > u in Ty (and
hence in Og) for every bounded solution u of (—A)Y?u = f(u) in R*™ that vanishes
on the Simons cone and has the same sign as s — t. In addition ur depends only
on s and t.

Proof. We construct a sequence of solutions of linear problems involving the oper-
ator Dry, ,, and, by the iterative use of the maximum principle, we prove that this
sequence is non increasing and it converges to the maximal solution ug.
We put
Lw := (D, + @) w, and g(w) = f(w) + aw,

where a is a positive constant chosen such that ¢'(w) = f'(w) + a is positive for
every w.
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Next we define a sequence of functions ug ; as follows: Ug(z) = u, = min{1, Kug(z)}
and Up ;41 solves the linear problem

{LERJ-H = g(ERJ‘) in TR

aR7j+1 = Up on 8TR (255)

Since L is obtained by adding a positive constant to Dy, ,, , it satisfies the max-
imum principles (Lemma 2.4.2 and Corollary 2.4.3) and hence the above problem
admits a unique solution upg j+1 = Ug j+1(r). Furthermore (and here we argue by
induction), since the problem and its data are invariant by orthogonal transfor-
mations in the first (respectively, in the last) m variables x;, the solution Ug ;41
depends only on s and t.

First, observe that by Corollary 2.3.6, the function ugo = min{l, Kuy(z)} is
a supersolution of problem Lw = g(w), i.e., Lug, > g(uro). This implies that
Lug, = g(ugro) < Lupp and then gy <upo < 1in Tk. Moreover u, > 0 on 0Tg
and therefore, by Lemma 2.4.2, Ug; > 0 in Tk.

Assume now that 0 < ug; < ug;_; < 1 for some j > 1. Therefore, by the
choice of a, g(ug;) < g(ugj—1). We have

Ligjy1 = g(Ury) < g(Upj—1) = Lug,;.

Again by the maximum principle (Corollary (2.4.3)) @g 41 < Ug;. Besides,
Upj+1 > 0 since g(ug;) > 0. Therefore, by induction we have proven that the
sequence Ug ; is nonincreasing, that is

1= Tpo(x) > Tna(w) > - > Tpy(x) > Tpjea(x) > -+ > 0.

By monotone convergence, this sequence converges to a nonnegative solution
in Tg, ug, which depends only on s and ¢, and such that ©g = u,(z) on 0Tx. Thus,
the strong maximum principle (Lemma 2.4.4) leads to wg > 0 in Tk.

Moreover, g is maximal with respect to any bounded solution w, |u| < 1 in
R2?™ that vanishes on the Simons cone and has the same sign as s — t. Indeed,
let T be the harmonic extension of ug in Tr x RT which is equal to u, on the
lateral boundary 0Tk x RT. It is the solution of the following problem

A@RJ =0 in TR x R*
URp1 = Up on 0Tk x RT (2.5.6)
VR,

2 +avp1 = g(uro) = g(up) on Tx x {0}.

Counsider now v the harmonic extension of u in Rimﬂ. Then the restriction of v to
Tr, which we still call v, is the solution of the problem

Av =0 in Tp x Rt
2.5.7
—% +av=g(u) on Tk x {0}. ( )
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Recall that by (2.5.3), we have that v < u, in T x RT and in particular u < w,
on Txr x {0}. Since g is increasing, then the difference v — g is a solution of

A(U - ER’1> =0 in TR x RT
v—Tg1=v—u, <0 on 0TRr x RT (2.5.8)
(v — ER _
_(8—)\71) +a(v—Tgr1) =g(u) —g(uy) <0 on Tk x {0}.
We claim that v < Tg; in Tr X R*. Indeed, suppose by contradiction that v —Tpg
is positive somewhere in Tg X RT. Then, by the maximum principle (Lemma 2.4.2),
the sup(v —Tg1) > 0 will be achieved at some point (z¢,0) € Tg x {0}. By Hopf’s
Lemma, we would have
olv—7v
—M(xo, 0) + a(v — Tgy) (2o, 0) > 0.
O\
Since a is positive, this is a contradiction with the last inequality of (2.5.8). Thus
we have proved that v < Tpg; in Ty x RY.

Suppose now that v < Ty ;. Arguing as before, we consider the problem satisfied
by (v — Vg +1). Using the maximum principle and Hopf’s Lemma we deduce that
v < ER,j—i-l in TR x RT.

Then, by induction, v < vg; for every j and, in particular, u < ug; for every
j. Thus,

v <Tp:= limop; inTg x (0,+00).
j—00

We set u(x) = v(z,0). O

The following are monotonicity results for the maximal solution constructed
above.

Lemma 2.5.2. Let ug be the function constructed in Lemma 2.5.1. Let U be the
harmonic function in Tr x (0,400) such that Ug(x,0) = ur(x) for every x € Tg
and v(x, \) = up(x) for every (x,\) € 0Tk x (0, +00).

Then O,vr < 0.

Proof. We consider the nonincreasing sequence of function up ; constructed in the
proof of Lemma 2.5.1. We call as before Ug; the harmonic extension of ug; in
Tr x (0,400) such that Tg j(z, ) = up(x) for every (x,\) € 0Tk x (0, +00).

The function Ug; is a solution in coordinates s and ¢ of the problem

m—1

TURj = W on 0Tg x (0, 400),

(m—1)

OssVUR,; + OulR,; + OA\UR,j + Or; =0 in Tk x (0,00)

—8)\537]' + (I@Rjj = g(@R,j_l) on TR X {O}
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Differentiating with respect to t we get:

_ m—1
—A(@th,j) + ( t2 )

—8,\(8155]{73') + aéwR,j = gl(ﬁRJ_l)ath,j_l on TR X {0}

&@RJ =0 in TR X (0, OO) (259)

We observe that 0,0 ; < 0 on 0T X (0, +00). Indeed Tg; =0 on (CNITR) X
(0,400) and Tg; > 0 inside T x (0,400). Then, 0,vg; < 0 on {t = s < R} X
(0, +00).

Moreover Tg,; = min{ Kug(z),1} = min{ Kuo((R — t)/v2),1} on {t < s = R}
and thus 0;ig; <0 on {t <s= R} x (0,400).

Now, we argue by induction. First, recall that

Tro = min{ Kug(2),1} = min{ Kuo((s — t)/v/2),1},

then 0,vro < 0.

Suppose that 0;vg ;—1 < 0, we prove that 0,0 ; < 0. Indeed, first observe that
(m —1)/t* > 0. Then, remind that 9,vg; < 0 on the lateral boundary of the set
Tk % (0,400) and it satisfies the Neumann condition

—8)\(81551{73') + a@tERJ = g’(ﬂR,j,l)@ﬁR,j,l. (2510)

Assume by contradiction that 0,Up; is positive somewhere in Tk x R*, then, by
the maximum principle the sup@p; > 0 will be achieved at some point (zo,0) in
Tk x {0}. Since ¢’ > 0 and a > 0, applying Hopf’s Lemma we get a contradiction
with (2.5.10). This implies that 0,vp; < 0 for every j and then, passing to the
limit, that 0;ug < 0. O

Lemma 2.5.3. Let ug be the function constructed in Lemma 2.5.1. Let U be the
harmonic function in Tk x (0,400) such that Tr(x,0) = ug(z) for every v € Tx
and v(z, \) = up(x) for every (x,\) € 0Tk x (0,+00).

Then, 0y,vr > 0.

Proof. Consider as before the sequences of functions v ; and ug ;. We first observe
that 0,0p; > 0 on 0Tk x (0,+00). Indeed U ; = 0 on the part of the boundary
{t = s < R} x (0,400). Thus, since 0, is a tangential derivative here, we have
0yTr; =0on {t =s < R} x (0, +00).

Take now a point (s = R,t,\), with 0 < t < R, on the remaining part of the
boundary.

Recall that up; < Tpo = wy = min{Kuy(z),1} in all of Tk. Then, ap-
plying the maximum principle (Lemma 2.4.1), we deduce that Tg; < uro =
min{ Kug(z),1} = min{Kuo((s —t)/v/2),1} in all of Tx x (0, 400).
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Then, for every 0 < § < t we have

Trj(R—06,t—0,)) < mm{KW(R_ﬁ;éﬁ_®>J}

_ mm{K%(fé;>g}:u4Rw.

Then 0,Up; > 0 on {t < s = R} x (0,+00).
Next, we consider the problem satisfied by 0;vr; and J;0g ;. We recall that
0¢UR,; is a solution of (2.5.9) and 0T ; satisfies

—1
—A(OUR ;) + (m82 :

—8)\(855R’j) + a@sﬁR,j = g’(@RJ_l)@S@R,j_l on TR X {0}

88@]{7]' =0 in TR X (0, OO) (2511)

Thus, since 0, = (0 + 0;)/V/2, we have that 0, ; satisfies the equation

1 (0Tp:  OVpa
—A((?y@R,j):—m ( URJ 4 th’J)

V2 52 12
-1 (m—1)(s* =) _ _
= —TayURJ‘ - \/§S2t2 at’UR’j.

Then 0,vUg ; is a solution of the problem

B (m—1)_ _ (m—1)(s*=¢>)__
_A(GvaJ) + 52 GvaJ + \/532752 815?]}{7]' =0 1n TR X (0, OO)
ayERJ Z 0 on 8TR
—8A(8yER,j) + aaﬁRJ = g/(ﬁRﬂ'_l)ayﬁR,j_l on TR X {0}

By Lemma 2.5.2 we have that 0,v < 0 in T x (0,400) and thus
(m —1)(s* — t?)

V25212
Then, we can apply, as in the proof of Lemma 2.5.2, the maximum principle

and Hopf’s Lemma, to obtain 0, ; > 0 for every j. Finally, passing to the limit
for j — oo, we get 0,Ur; > 0 in T x (0, 400). a

&@RJ S O, in TR X (O,+OO)

We can give now the proof of Proposition 2.1.7.

Proof of Proposition 2.1.7. In Lemma 2.5.1 we established the existence of a max-
imal solution @g in T, that is, ug is a solution of Dy, ., ur = f(Ug) in Tk and

ﬂRZU
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for every bounded solution u < 1 in R®™ that vanishes on C and has the same sign
as s —t.

By standard elliptic estimates and the compactness arguments as in the proof
of Theorem 2.1.6, up to a subsequence we can take the limit as R — 400 and
obtain a solution @ in O = {s > t}, with w = 0 on C. By construction,

u<u:= R&lglmﬂRj,
for all solutions u as above. In addition, u depends only on s and t.

By maximality of & and the existence of saddle solution of Theorem 2.1.6, we
deduce that w > 0 in O.

Since f is odd, by odd reflection with respect to the Simons cone, we obtain a
maximal solution @ in R*™ such that |u| < |u] in R*™.

Let ¥ be the harmonic extension of @ in Rimﬂ. We prove now the monotonicity
properties of .

By Lemmas 2.5.2 and 2.5.3, we have that 0,vp > 0 and 9,vgp < 0 in Tk x
(0,400). Letting R — 400, we get ;v > 0 and 9,v < 0 in O. As a consequence
85> 0in O.

Since v(s,t,\) = —v(t, s, \), it follows that 9,0 > 0 and 9;v < 0 in RZ"*!.

Now, 90 < 0 in RY™ ™! and satisfies

_ m-—1__ . m
—A@tv + t—QatU =0 in Ri +1.

Then, the strong maximum principle implies that d;v < 0 in R\ {t = 0}.
Moreover we multiply by ¢ the following equation satisfied by v in Rimﬂ

m—1 m—1
OssU + OyU + O\\T + 5 v

Vg + p Uy = 0.
Using that 7 € C? and letting t — 0, we get 9,v = 0 on {t = 0}.
In the same way we deduce that 9,0 > 0 in R¥"*1\ {s = 0} and 9,v = 0 on
{s =0}.
Recalling that 0, = (9, — 9,)/v/2, statement c) follows directly by a) and b).
Finally, we remind that 0,v satisfies

—1 —1)(s? - ¢2 —1
m 0yU — (m = 1)(s )81@2 _m
V2522 52

in {s >t>0} x R", since 9;u < 0 in this set. Since we have already proved that
0,0 > 01in {s >t > 0} x R*, the strong maximum principle implies 9,7 > 0 in
{s>t>0} xR". O

—A8, T = — 7, (2.5.12)

s2
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2.6 Asymptotic behaviour of saddle solutions in
RQm

In this section we study the asymptotic behaviour at infinity of solutions which
are odd with respect to the Simons cone and positive in the set O = {s > t}. In
particular our result holds for saddle solutions.
We will consider the (y, z) system of coordinates. Recall that we have defined
in (2.1.17) y and z by
s+t

T (2.6.1)

s—1

vz

y—

which satisfy y > 0 and —y < z <.
We give the proof of Theorem 2.1.9, which states that any solution u as above
tends to infinity to the function

U(z) :=uo(z) = uo(d(z,C)),

uniformly outside compact sets. We recall that ug is the layer solution of (—A)Y2uy =
f(up) in R which vanishes at the origin, and d(-,C) denotes the distance to the
Simons cone. Similarly Vu converges to VU. We will use this fact in the proof of
instability of saddle solutions in dimension 2m = 4 and 2m = 6.

Our proof of the asymptotic behaviour follows a method used by Cabré and
Terra for the classical equation —Au = f(u). They use a compactness argument
based on translations of the solution, combined with two crucial Liouville-type re-
sults for nonlinear equations. Here, we use analog Liouville results for the nonlinear
Neumann problem satisfied by the harmonic extension v of our saddle solutions u
of equation (2.1.1). Both results were proved using the moving planes method.

The first result establishes a symmetry property for solutions of a nonlinear
Neumann problem in the half-space, and it was proven in [26].

Theorem 2.6.1. (/26])
Let RU™ = {& = (21,29, , 20, \) | A > 0} and let f be such that f(u)/u=—=2
s mon-increasing. Assume that v is a solution of problem

—Av =0 in R

—% = f(v) on{A=0}, (2.6.2)
v >0 in R

Then v depends only on \.
More precisely, there exist a > 0 and b > 0 such that

v(z, A) =v(A\) =ar+b and f(b) = a.
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Corollary 2.6.2. Let f satisfy (2.1.8), (2.1.9), (2.1.10). Let v be a bounded solu-
tion of problem (2.6.2).
Then, v=0 orv=1.

Proof of Corollary 2.6.2. By Remark 2.6.4, f satisfies the hypothesis of Theorem
2.6.1. Moreover since f is bistable, we have that f is odd, f(0) = f(£1) =0, f > 0
in (0,1) and f < 0 in (1,400). Then, since v is bounded, it has to be v(z,\) = b
with f(b) =0, that isv=0o0r v = 1. O

The following theorem establishes an analog symmetry properties but for solu-
tions in a quarter of space, and was proven in [11].

Theorem 2.6.3. ([11]) Let R = {& = (21,22, , 20, \) | 2, > 0,X > 0}
and let f be such that f(u)/uﬁ is non-increasing. Assume that v is a solution of
problem

—Av=0 mmﬁl,
—% = f(v) on{z,>0,A=0},
v=0 on {x, =0,\ > 0},
v>0 in R

Then v depends only on x,, and \.

Remark 2.6.4. We claim that if f satisfies hypothesis (2.1.8), (2.1.9), (2.1.10), then
f(u)/un-? is non-increasing.

First, we recall that, by Remark 2.3.4, f(u)/u is non-increasing in (0, 1). More-
over, we can write

Since
n J—
of Theorems 2.6.1 and 2.6.3.

> 1, then u' 7772 is non-increasing, and thus f satisfies the hypothesis

Now, we can give the proof of our asymptotic behaviour result.

Proof of Theorem 2.1.9. Consider the harmonic extension v(x, A) of u(z) in R¥"*!,
that satisfies

Av =0 in RE"H
{ v S (2.6.3)

—Ow = f(v) on {A=0}.
Set V(x,\) :== vg(z, A). We want to prove that

v(x,\) = V(z,A\) -0 and Vu(z,\)—VV(z,\) — 0,
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uniformly as |z| — oo, A € RT.
Suppose that the theorem does not hold. Thus, there exists ¢ > 0 and a sequence
{z}} with

|zk] — 00 and  |v(zg, A) — V(zg, N)| + |Vo(zg, A) = VV (2, A)| > €. (2.6.4)

By continuity we may move slightly z; and assume x ¢ C for all k. Moreover, up
to a subsequence (which we still denote by {x}), either {z}} C {s >t} or {x}} C
{s < t}. By the symmetries of the problem we may assume {z;} C {s >t} = O.

We distinguish two cases:
CaAsE 1 { dist(xy, C) = di} is unbounded.

In this case, since 0 < z = dist(xy,C) = di, — +o0 (for a subsequence), we
have that V(zg, A) = vo(2x, A) = vo(dg, A) tends to 1 and |VV (g, A)| tends to 0,
that is,

V(zg,\) =1 and |VV(zg,A)| — 0.

From this and (2.6.4) we have

|v(z, A) — 1| + |Vo(zg, A)| > =, (2.6.5)

[NRNe

for k large enough. Taking subsequence (and relabeling the subindex) we may
assume dist(xy,C) = dy > 2k.
Consider the ball B, (0) C R?™ of radius k centered at z = 0, and define

wg(Z, A) = v(T + g, A), for every (z,A) € B(0) x (0,400).

Since By(0) 4+ xp C {s > t}, we have that 0 < wy, < 1 in By(0) x (0, +00) and

(2.6.6)

Awy, =0 in Bg(0) x (0, 400)
—O\wy = f(v) on {\=0}. '

Letting k£ tend to infinity we obtain, through a subsequence, a nonnegative
solution w the problem in all of Rimﬂ. That is, w satisfies

—Aw =0 in RZ"H
—Oww = f(v) on{A=0}. (2.6.7)
w >0 in R2"H

Since f satisfies (2.1.8), (2.1.9), (2.1.10), we have that, by Corollary 2.6.2, w = 0
or w = 1. In either case, Vw(0) = 0, that is, |Vu(zg, A)| tends to 0.
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Next we show that w # 0. By Theorem 2.1.6 we have that v is stable in
O x (0,400). Hence, wy, is semi-stable in Bg(0) x (0, 4+00) (since By (0) +z C O).
This implies that w is stable in all of Rimﬂ and therefore w # 0 (otherwise, since
f'(0) > 0 we could construct a test function £ such that @, (¢) < 0 which would
be a contradiction with the fact that w is stable).

Hence, it must be w = 1. But this implies that w(0,A) = 1 and so v(xg, A)
tends to 1. Hence, we have that v(zy, \) tends to 1 and |Vov(zg, A)| tends to 0,
which is a contradiction with (2.6.5). Therefore, we have proved the theorem in
this case 1.

CAsE 2 { dist(zx,C) = di} is bounded.

The points x; remain at a finite distance to the cone. Then, at least for a

subsequence,
dp -d>0 ask — oc.

Let 2 € C be a point that realizes the distance to the cone, that is,
dist(xy,C) = |x), — 2% = dy, (2.6.8)

and let v be the inner unit normal to C = O at . Note that By, (zx) C O C
R?™\ C and z) € 0By, (zx) NC, ie., z) is the point where the sphere By, (zy)
is tangent to the cone C. It follows that z9 # 0 and that (x) — 2%)/d} is the unit
normal vy to C at 2. That is, z = x) + dyvp.

Now, since the sequence {v?} is bounded, there exists a subsequence such that

vy v eR™, v =1

Write wy,(Z, ) = v(Z + 22, \), for £ € R*™. The functions wy, are all solutions
of

A =0 : R2m+1
{ O Ry (2.6.9)

—8,\wk = f(wk) on {)\ = 0} '
and are uniformly bounded. Hence, by elliptic estimates, the sequence {wy} con-

verges locally in space in C?, up to a subsequence, to a solution w in R,
Therefore we have that, as k tends to infinity and up to a subsequence,

wry — w and Vw, — Vw uniformly on compact sets of Rim“,

where w is a solution
Aw=0 in R3™H

—Ow = f(w) on {\=0} (2:6:10)

Note that the curvature of C at 29 goes to zero as k tends to infinity, since C is a cone
and |z;| — oo (note that |z9| — oo due to |zy| — oo and |z, — 2| = dp — d < 0).
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Thus, C at z¥ is flatter and flatter as k& — oo and since we translate z¥ to 0, the
limiting solution w satisfies

Aw =0 in H:={(x,\) eR¥":7.v=0,A>0}

>0 in H
w= e (2.6.11)
w =10 in{z-v=0}

—ohw = f(w) in{\=0}.

For the details of the proof of this fact see [13].

Now, since v is stable for perturbations vanishing on 0O x R*, it follows that
w is stable for perturbations with compact support in H, and therefore w can not
be identically zero. By Theorem 2.6.3, since f satisfies (2.1.8), (2.1.9), (2.1.10),
we deduce that w is symmetric, that is, it is a function of only two variable (the
orthogonal direction to H and \). It follows that

w(z,A) =vo(T-v,\)  forall (z,\) € H.
From the definition of wy, and using that z; = dj, = |z, — Y| is a bounded sequence
and that xj, — 29 = dyv), we have that
(xR, A) = wp(ag — 20, A) = w(zp — 2, A) + o(1) = vo((xg, — 23) - v, A) + o(1)
= wol(zp — 20) - v, A) + o(1) = vo(dy, \) + o(1)
= vo(zk, A) + o(1) = V(zg, N) + o(1).

The same argument can be done for Vu(zg, A) and VV (xg, A). We arrive to a
contradiction with (2.6.4). O

2.7 Instability in dimensions 4 and 6

Before proving the theorem on the instability of saddle solutions in dimensions 4
and 6, we establish a lemma that will be useful later.

Lemma 2.7.1. Assume f satisfy conditions (2.1.8), (2.1.9), (2.1.10). Let v be a
bounded solution of (2.1.3) in RY™ and w a function such that |v| < |w| < 1 in
RZ‘FH. Then,
Qu(€) £ Qu(§)  for all § € CFF(RTH),
where QQ,, is defined by
Qu(§) :/ \Vf\zdxd)\—/ f(w)&dx.
R+

n+1
OR™

In particular, if there exists a function & € C(RE) such that Q,(€) < 0,
then v is an unstable solution.
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Proof. Let v be such a bounded solution and w a function with |v| < |w| < 1.
Since f’ is decreasing in (0, 1) we have that

(o) = f(jw]) R
Moreover, f’ being even yields,
)= fw) inRE

so that
Qu(&) < Qu(8),

for every test function & € Cg°(RH).
Hence, if there exists &y such that @, (&) < 0, then also @,(&) < 0. That is, v
is unstable. H

In the proof of the instability results for dimension 4 and 6 we use the maximal
solution ¥ of problem (2.1.3) and, more importantly, the equation satisfied by
v, = 0,0. We prove that this solution v is unstable by constructing a test function
E(y,z,\) = n(y, \)v.(y, z,\) such that Qz(§) < 0. Two crucial ingredients will
be the asymptotic behaviour and monotonicity results for o (Theorems 2.1.9 and
2.1.7). Since 7 is maximal, Lemma 2.7.1 implies that all bounded solutions v < 1
vanishing on C x R* and having the same sign as s — ¢ are also unstable.

We recall that, if v is a function depending only on s, ¢t and A, then the second
variation of the energy is given by

+o0o
cmQu(§) = / / sTTITI(E2 4 €2 + €7 dsdtd\
0 {s>0, t>0}

— / s (0)E2dsdt,
{s>0,t>0}

where ¢, is a positive constant depending on m. Here, the perturbations are of
the form & = £(s,t, \) and vanishes for A large enough.
Moreover, if we change to variables (y, z, A), for a different constant ¢, we get,

“+oo
@) = [ e e

-[ @A
{—y<z<y}

where £ = £(y, 2, \) vanishes for y and A large enough.
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Proof of Theorem 2.1.10. We begin by establishing that the maximal solution v is
unstable in dimension 2m = 4 and 2m = 6. Moreover, the maximality of v leads
to |v| <[] in R¥"*! for every solution v vanishing on C x R* and with the same
sign as s — t. Then, Lemma 2.7.1 leads to @), < Q)7 and thus v is also unstable in
dimension 2m = 4 and 2m = 6.

We have, for every test function &,

@le) = [, IVePdsir= [ po)e
B2 oRZH
Suppose now that £ = £(y, 2z, \) = n(y, z, \)(y, z, A). For £ to be Lipschitz and of

compact support in Rimﬂ, we need 71 and 1 to be Lipschitz functions of compact
support in y € [0, +00) and A € [0, +00). The expression for Q)7 becomes,

+oo
@O = [ [ (V0P + V07 + 2009 V) ded
= [ f@nidr.
R2m

Using that 29y Vn- Vi = ¢V (n?)- Vb, and integrating by parts this term we have

+oo
Qu(§) = /0 /R IVl = P Ad) ded)
~ [ 0l Oonly.2.0) + P d

that is,

+o0o
€)= [ [ (9uPe —pesv)dsdr - [ e + ).
0 R2m R2m
Choose ¥(y, 2, A) = U,(y, 2, A). We consider now problem (2.1.3), which is sat-
isfied by v, written in the (y, z, \) variables
_ o 2(m —1)
Vyy + Ve + UM+ y2 _ 2
—0\v = f(v) on IR,

(yv, — 20,) =0 in RZ™H (271)

If we differentiate these equations written in (y, z, \) variables with respect to
z, we find

_ 2m—=1)_  4(m—1)z
Av, — y2 — 22 Uz (y2 — 22)2

—o\v, = f'(0)v, on O]R?:”H.

(yv, — 2v,) =0 in RZ™! (2.7.2)



2.7. Instability in dimensions 4 and 6 63

Replacing in the expression for ()7 we obtain,

+o00
[ [ (1w
0 R2m

_n2{2(m(;21)(y2 +2) o Alm— 1)Zy_y@}>dmA

_ 2’2)2 2 (y2 _ 22)2

Next we change coordinates to (y,z,\) and we have, for some positive constant

“+00
W= [ [ ke (N
{y<z<y}

+ z 4m — Dzy_
—172{ 2(m W >(‘Z2> )vz — —((y2 — Z2>)2yvyvz})dydzd)\.

Now choose n(y, z, A) = n1(y)n2(N), where 1y and 1, are smooth functions with
compact support in [0, +00). Moreover 7, is such that 79(A) = 1 for A < N and
n2(A) =0 for A > N + 1, where N is a large positive number that we will choose
later. For a > 1, a constant that we will make tend to infinity, let ¢ = ¢(p) be
a Lipschitz function of p := y/a with compact support [p1, p2] C [0,400). Let us
denote by

Cma

ni(y) == ¢(y/a) and
&y, 2, A) = mi () (N)V=(y, 2, A) = d(y/a)m(N)v.(y, 2, A),
The change y = ap, dy = adp yields,

m—1
emQu(Ea) = q2m=3 A 2(m—-1) (1 _ 2_2 qb2 20\)52
mv\Sa) — 0 {_ap<z<ap}p ang p772 z

L) )T ¢2n§{2(”;2;”“f57>@g— Uon =12 V.

1— a§p2)2 ap3(1 - %)2

(2.7.3)
2
Dividing by a*™ 3N and using that <1 - %) < 1and 1+% > 1, we obtain

CmQﬂ(ga) <
a2m—3N -
1

N+1 2m — 1
< N / /72(m 1)772 2(ap, 2, M) <¢§ — (—2)¢2> dpdzd\
0 ap<z<ap} P

N—+1
Sl P 2 (0] 2T dpd A
N N {—ap<z<ap}

T Al — 1 2 42
Nl / / (m —1)zpn5¢ (p)@y(a/%z, AT (ap, z, \)dpdzd.
N 0 {—ap<z<ap} a

=1L+ 1+ Is.
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We study these three integrals separately.

Consider first I3. From Theorem 2.1.9 we have that v, (ap, z, \) — 0 uniformly,
for all p € [p1,pa] = suppo, as a tends to infinity. Hence, given ¢ > 0, for a
sufficiently large, |0,(ap, z)| < e. Moreover, we have seen in Theorem 2.1.7 that

v, > 0. Hence, since ¢ is bounded, for a large we have

a

! /N“ 2 /’4<m—1>zp¢2<p>
0 a

1 N+1
N / U5 / 4(m —1)p*¢* (p)[v,[v.dpdzdX
0

P2 N+1 ap
< g/ p2dp/ ngd/\/ v,dz
N p1 0 —ap
CG N+1 ) P2
=~ / 05 / (v(ap, ap, A) —v(ap, —ap, A)) dpdX
0 p1

< Ck,

1 [N+ Alm — 1 2
Iy < 'N / 2 / (m = 1)zp¢ (p)ay@dpdm‘ <
0

v, |v.dpdzd\

where C are different constants depending on p; and ps. Hence, as a tends to

infinity, this integral converges to zero.
Now, consider the I and choose N = N(a) such that a?/N(a) < 1/a*. With

this choice of N, we have

a’ [NHL e 2(m—1) 12/ 1122
=% [ [ gy <
N p1 v {—ap<z<ap}

1N e 2(m—1) 42 2-2
m— 1\2-—
<= / / PP ()0
a JN p1 J{—ap<z<ap}
C

< — sup@i.
a

Thus, I5 tends to 0 as a — oo.
Next, consider I;. We have that, again by Theorem 2.1.9, 7, (ap, z, ) converges
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to 0,v9(2,\) which is a bounded positive integrable function. We write

Lo - 2m — 1
]1 = N/ n%/ pQ(m 1)Uz(ap,2,’,)\) (¢z—¥¢2) dded)\ _
0 {—ap<z<ap} p

1 /NJrl 2/ 2 2(m—1) ( s 2(m—1) 2)
= — n Q,v9)“p=t" ¢ — ———=0° | dpdzdA
N 0 ? {—ap<z<ap}( O) P p2

1 N+1
s [ P (@, (ap, %, X) — Doz, N)(@.(ap. 2.0
0 {—ap<z<ap}
2(m — 1
+0,00(2, \)) (¢§ - %&) dpdzd).

For a large, [v.(ap,z,A) — 0,v9(2,\)| < € in [p1, po). In addition T, (ap, z,\) +
0,vo(z, A) is positive and is a derivative with respect to z of a bounded function,
thus it is integrable in z. Hence, since ¢ = ¢(p) is smooth with compact support,
the second integral converges to zero as a tends to infinity.

Therefore, letting a tend to infinity, we obtain

. Cin(ga)
hin*}SOlip W S (274)

N+1 oo
e - 2m — 1
<C /0 (D:v0) (2)dzd / prm <¢i - —(mp2 )¢2> dp

Finally, we prove that when 2m = 4 and 2m = 6, there exists a test function ¢

for which 2 )
_ m —
/p2<m b <¢f, — qu?) dp < 0. (2.7.5)
The integral in p can be seen as an integral in R?™~! of radial functions ¢ =
o(|z]) = o(p).

Using Hardy’s inequality we have that the integral in (2.7.5) is positive for all
Lipschitz ¢ with compact support if and only if

(2m —1—2)?

2(m—1) < 1

Writing n = 2m, the above inequality holds if and only if
n® —10n + 17 > 0,

that is, n > 8. Thus, when 2m = 4 and 2m = 6, we have that the integral (2.7.5)
is negative for some compactly supported Lipschitz function ¢ = ¢(p) and then
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we conclude that the limsup in (2.7.4) is negative for such ¢ and hence that w is
unstable.

On the other hand for n > 8 the limsup in (2.7.4) is nonnegative for every ¢
and we conclude some kind of asymptotic stability of . [



Chapter 3

Energy estimates for equations
involving the half-Laplacian

In this chapter (which corresponds to [6]) we establish sharp energy estimates for
some solutions of the fractional nonlinear equation

(=A)?u = f(u) in R (3.0.1)

where f: R — Ris a C'% function with 0 < 3 < 1. In the particular case in which
f(u) = u — u?, we call equation (3.0.1) of Allen-Cahn type by the analogy with
the corresponding equation involving the Laplacian instead of the half-Laplacian,

~Au=u—u* inR" (3.0.2)

In 1978 De Giorgi conjectured that the level sets of every bounded solution of
(3.0.2), which is monotone in one direction, must be hyperplanes, at least if n < 8.
That is, such solutions depend only on one Euclidian variable. The conjecture has
been proven to be true in dimension n = 2 by Ghoussoub and Gui [24] and in
dimension n = 3 by Ambrosio and Cabré [3]. For 4 < n < 8, if d,,u > 0, and
assuming the additional condition

i lilgmu(x', r,) =+1 foralla’ € R" !,
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n > 9 has been announced by del Pino, Kowalczyk and Wei [22].

In this chapter (see Theorem 3.0.5 below), we establish the one-dimensional
symmetry of bounded monotone solutions of (3.0.1) in dimension n = 3, that is,
the analog of the conjecture of De Giorgi for the half-Laplacian in dimension 3.
We recall that one-dimensional (or 1-D) symmetry for bounded stable solutions of
(3.0.1) in dimension n = 2 has been proven by Cabré and Sola-Morales [10]. The

67



68 Chapter 3. Energy estimates for equations involving the half-Laplacian

same result in dimension n = 2 for the other fractional powers of the Laplacian,
i.e., for the equation

(=A)u= f(u) inR?*® with0<s<1,

has been established by Cabré and Sire [8, 9] and by Sire and Valdinoci [37].

A crucial ingredient in our proof of 1-D symmetry in R3, is a sharp energy
estimate for global minimizers and for monotone solutions, that we state in Theo-
rems 3.0.3 and 3.0.4 below. It is interesting to note that our method to prove the
energy estimate also applies to the case of saddle-shaped solutions in R*™. These
solutions are not global minimizers in general (this is indeed the case in dimensions
2m < 6 by Theorem 2.1.10 in chapter 2), but they are minimizers under pertur-
bations vanishing on a suitable subset of R?™. We treat these solutions and their
corresponding energy estimate at the end of this introduction.

To study the nonlocal problem (3.0.1) we realize it as a local problem in R’fl
with a nonlinear Neumann condition on R = R™. More precisely, if u = u(z)
is a function defined on R™, we consider its harmonic extension v = v(z,\) in
R?H = R" x (0, +00). It is well known (see [10, 15]) that u is a solution of (3.0.1)
if and only if v satisfies

Av=0 in R’
Y mEe (3.0.3)
—0w = f(v) onR"=09RT.
Problem (3.0.3) allows to introduce the notions of energy and global minimality
for a solution u of problem (3.0.1). Consider the cylinder

Cr = Br x (O, R) C R7_|1_+1,

where Bpg is the ball of radius R centered at 0 in R™. We consider the energy
functional

Eor(v) = / L voded + / G(v)de, (3.0.4)
Cr 2 Bn

whose Euler-Lagrange equation is problem (3.0.3). The potential G, defined up to
an additive constant, is given by

Glv) = / £Vt

Using the energy functional (3.0.4), we introduce the notions of global minimizer
and of layer solution of (3.0.1). We call layer solutions of (3.0.1) bounded solutions
that are monotone increasing, say from —1 to 1, in one of the z—variables. After
rotation, we can suppose that the direction of monotonicity is the z,—direction,
as in point c) of the following definition.
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Definition 3.0.2. a) We say that a bounded C*(R/*") function v is a global
minimizer of (3.0.3) if, for all R > 0,

Ecp(v) < Ecp(w)

for every C1(R/") function w such that v = w in R\ Cg.
b) We say that a bounded C' function u in R™ is a global minimizer of (3.0.1) if
its harmonic extension v is a global minimizer of (3.0.3).
c) We say that a bounded function u is a layer solution of (3.0.1) if 9,,u > 0 in
R"™ and
i li)rriloou(a:’,xn) =41 for every 2z’ € R (3.0.5)

Note that the functions w in point a) of Definition 3.0.2 need to agree with the
solution v on the lateral boundary and on the top of the cylinder C'z, but not on
the base. Since it will be useful in the sequel, we set

8+CR =0CgrN {)\ > 0}

In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains.

We remind that every layer solution is a global minimizer (see Theorem 1.4 in
10]).

Our main result is the following energy estimate for global minimizers of prob-
lem (3.0.1). Given a bounded function v defined on R", set

¢, = min{G(s) : ilélfu < s < supu}. (3.0.6)
n Rn

Theorem 3.0.3. Let f be any C1P nonlinearity, with 3 € (0,1), and u € L>®(R™)
be a global minimizer of (3.0.1). Let v be the harmonic extension of u in Rﬁ“.
Then, for all R > 2,

1
/ §]Vv\2dxd)\ + [ {G(u) —c,}dz < CR" 'log R, (3.0.7)
Cr Br

where ¢, is defined by (3.0.6) and C is a constant depending only on n, ||f||c,
and ||u|| oo ). In particular, we have that

1
/ ~|Vv|*dzd\ < CR" 'log R. (3.0.8)
Cr 2

As a consequence, (3.0.7) and (3.0.8) also hold for layer solutions. We stress
that this energy estimate is sharp because it is optimal for 1-D solutions, in the
sense that for some explicit 1-D solutions the energy is also bounded below by
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cR" 'log R, for some constant ¢ > 0, when they are seen as solutions in R" (see
section 2.1 of [10]).

In dimensions n = 1 and n = 2 estimate (3.0.7) was established by Cabré and
Sola-Morales in [10].

In dimension n = 3, the energy estimate (3.0.7) holds also for monotone solu-
tions which do not satisfy the limit assumption (3.0.5). These solutions are mini-
mizers in some sense to be explained later, but, in case that they exist, they are
not known to be global minimizers as defined before.

Theorem 3.0.4. Let n = 3, f be any C** nonlinearity with 3 € (0,1), and u be
a bounded solution of (3.0.1) such that O.u > 0 in R® for some direction e € R?,

le|] = 1. Let v be its harmonic extension in RE.
Then, for all R > 2,

1
/ —|Vo|Pdzd\ + | {G(u) — c,}dr < CR?log R, (3.0.9)
cr 2 Br
where ¢, is defined by (5.0.6) and C' is a constant depending only on ||f||cr and
| |U’ ‘LOO(RS) .
In dimension n = 3, Theorems 3.0.3 and 3.0.4 lead to the 1-D symmetry of
global minimizers and of monotone solutions to problem (3.0.1).

Theorem 3.0.5. Let n =3 and f be any CYP nonlinearity with 3 € (0,1). Let u
be either a bounded global minimizer of (3.0.1), or a bounded solution of (3.0.1)
monotone in some direction e € R3, |e| = 1.

Then, u depends only on one variable, i.e., there exists a € R and g : R — R,
such that u(x) = g(a-x) for all v € R3. Equivalently, the level sets of u are planes.

To prove 1-D symmetry, we use a standard Liouville type argument which
requires an appropriate estimate for the kinetic energy. By a result of Moschini
[31] (see Proposition 3.5.1 in section 6 below), our energy estimate in R?,

/ |VoPdzd\ < CR*log R,
Cr

allows to use such Liouville type result and deduce 1-D symmetry in R? for global
minimizers and for solutions monotone in one direction.

Remark 3.0.6. As a consequence of Theorem 3.0.5, we obtain that for all R > 2,
/ G(v(x,0))de < CR™' if 1<n<3, (3.0.10)
Br

if v is a bounded global minimizer or a bounded monotone solution of (3.0.3). This
was proven in [10] for n = 1 and n = 2. For n = 3, (3.0.10) follows from the n =1
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case after using Theorems 3.0.3 and 3.0.4. In dimension n > 4 we do not know
if the potential energy can be bounded by CR"! (instead of CR"!log R) as in
(3.0.10).

In chapter 4, using similar techniques, we establish sharp energy estimates for
the other fractional powers of the Laplacian. More precisely, we prove that if u is
a bounded global minimizer of

(—A)’u= f(u) inR", with0<s<1, (3.0.11)

then the following energy estimate holds:

1
Escp(u) KOR™ for0 < s < 3

1
Escop(u) <CR™! for g <s<L

Here the energy functional is defined using a local formulation in R’}fl of prob-
lem (3.0.11), found by Caffarelli and Silvestre in [15]. If 1/2 < s < 1 then
Eson(u) < CR™ 1 in this case we can deduce 1-D symmetry for global minimizers
and monotone solutions in dimension n = 3.

Back to the case s = 1/2, we have two different proofs of the energy estimate
CR" 'log R.

The first one is very simple but applies only to Allen-Cahn type nonlinearities
(such as f(u) = u—wu?) and to monotone solutions satisfying the limit assumption
(3.0.5) or the more general (3.1.2) below. We present this very simple proof in
section 2. It was found by Ambrosio and Cabré [3] to prove the optimal energy
estimate for —Au = u — v? in R™.

Our second proof applies in more general situations and will lead to Theorems
3.0.3 and 3.0.4. It is based on controlling the H'(Q)-norm of a function by its
fractional Sobolev norm H'/2(92) on the boundary.

Let us recall the definition of the H'/2(A) norm, where A is either a Lipschitz
open set of R, or A = 9 and  is a Lipschitz open set of R""!. It is given by

2 2 w(z) —w(@)
||w||H1/2(A) - ||w||L2(A) + /A/A 2zt do.dos.

In our proof we will have A = 0Cg, the boundary of the cylinder 2 = Cj.

In the proof of Theorem 3.0.3 a crucial point will be the following well known
result. If w is a function in H'/2(99), where Q is a bounded subset of R™"! with
Lipschitz boundary, then the harmonic extension w of w in 2 satisfies:

[ 9T < @l (3.0.12)
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For the sake of completeness (and since the proof will be important in the next
chapter), we will recall a proof of this result in section 3 (see Proposition 3.2.1).

To prove the sharp energy estimate for a global minimizer v in RTI, we will
bound its energy in the cylinder Cr = Bg X (0, R), using (3.0.12), by that of the
harmonic extension w in Cr of a well chosen function w defined on dCx. This
function w must agree with v on the lateral and top boundaries of Cg, while it
will be identically 1 on the portion Br_; x {0} of the bottom boundary. In this
way, it will not pay potential energy in this portion of the bottom boundary.

By (3.0.12), we will need to control ||wl|g1/2(5¢,,). After rescaling dCx to 90,
we will control the H'/2-norm of w using the following key result. We will apply
it in the sets

A=0C; and I'=0B; x {\ =0},

with a small parameter ¢ = 1/R. Other examples in which the following theorem
applies are, among many others, A = B; C R™ the unit ball and I' = B;N{x, = 0},
and also A = B; C R" and I" = 9B, for some r € (0, 1).

Theorem 3.0.7. Let A be either a bounded Lipschitz domain in R" or A = 012,
where 0 is a bounded open set of R"1 with Lipschitz boundary. Let M C A be
an open set (relative to A) with Lipschitz boundary (relative to A) I C A. Let
e € (0,1/2).

Let w: A — R be a Lipschitz function such that, for almost every x € A,

lw(z)| < co (3.0.13)
and

|Dw(z)| < comm{l m} (3.0.14)

where D are all tangential derivatives to A, dist(x, ") is the distance from the point
x to the set T' (either in R™ or in R™1 ), and ¢y is a positive constant.
Then,

w(z) — wl)P
ol = ol + [ [ 2 o < deitogel, 0.15)

where C' is a positive constant depending only on A and T'.

As we said, we will use this result with A = 9Cy and ' = 9B; x {\ = 0}.
Thus, in this case the constant C' in (3.0.15) only depends on the dimension n.
The gradient estimate (3.0.14), after rescaling Cr to dC; and taking ¢ = 1/R,
will follow from the bound

C

<

for all z € R" and A > 0, (3.0.16)
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satisfied by every bounded solution v of (3.0.3). Here the constant C' depends only
on n, ||f]|ct, and HUHLOO(MH). For A > 1, (3.0.16) follows immediately from the

fact that v is bounded and harmonic in By(z,A) C R} For A < 1, estimate
(3.0.16) is proven in Lemma 2.3 of [10].

Our method to prove sharp energy estimates also applies to solutions which
are minimizers under perturbations vanishing on a suitable subset of R”, even if
they are not in general global minimizers as defined before. An important example
of this are some saddle-shaped solutions (or saddle solutions for short) of

(=A)Y%u = f(u) in R?™,

These solutions have been studied in chapter 2.

Saddle solutions are even with respect to the coordinate axes and odd with
respect to the Simons cone, which is defined as follows. For n = 2m the Simons
cone C is given by

C={zeR:af+. .+l = +..+a5,}

We define two new variables

s = x%_{__i_ajgn and t:\/xgn—f—l_‘_"'—{_x%ma

for which the Simons cone becomes C = {s = t}.
The existence of saddle solutions of (3.0.1) has been proven chapter 2 under
the following hypotheses on f:

f is odd; (3.0.17)
G>0=G(£]) inR, andG > 0in(—1,1); (3.0.18)
f" is decreasing in (0, 1). (3.0.19)

Note that, if (3.0.17) and (3.0.18) hold, then f(0) = f(£1) = 0. Conversely, if
f is odd in R, positive with f’ decreasing in (0,1) and negative in (1, 00) then f
satisfies (3.0.17), (3.0.18) and (3.0.19). Hence, the nonlinearities f that we consider
are of “balanced bistable type”, while the potentials G' are of “double well type”.
Our three assumptions (3.0.17), (3.0.18), (3.0.19) are satisfied by the scalar Allen-
Cahn type equation
(=A)Y2 = u —u®.

In this case we have that G(u) = (1/4)(1 — u*)?. The three hypothesis also hold
for the equation (—A)'Y2u = sin(7u), for which G(u) = (1/7)(1 + cos(mu)).

The following result states the existence of at least one saddle solution for which
our energy estimates holds.
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Theorem 3.0.8. Let f be a CYP function for some 0 < 3 < 1, satisfying (3.0.17),
(3.0.18), and (3.0.19). Then there exists a saddle solution u of (—A)Y?u = f(u)

in R?™, i.e., a bounded solution u such that
(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u>0 fors>t;
(c) u(s,t) = —u(t,s).
Moreover, |u| <1 in R™ and for every R > 2,
Eon(v) < CR*™ logR,

where v 1s the harmonic extension of u in R%:’”’l and C 1s a constant depending
only on m and || f||c1(-1,1)-

Remark 3.0.9. Observe that the saddle solution of the theorem satisfies the same
optimal energy estimate as global minimizers do, that is, CR" 'log R = CR*"!log R,
even that in low dimensions it is known that saddle solutions are not global mini-
mizers. Indeed saddle solutions are not stable in dimension 2 (by a result of Cabré
and Sola-Morales [10]) and in dimensions 4 and 6 (by Theorem 2.1.10 in chapter
2). As we will explain in the last section, saddle solutions are minimizers under
perturbations vanishing on the Simons cone, and this will be enough to prove that
they satisfy the sharp energy estimate.

The chapter is organized as follows:

e In section 2 we prove the energy estimate for layer solutions of Allen-Cahn
type equations, using a simple argument found by Ambrosio and Cabré [3].

e In section 3 we give the proof of the extension theorem and of the key The-
orem 3.0.7.

e In section 4 we prove energy estimate (3.0.7) for global minimizers and for
every nonlinearity f, that is, Theorem 3.0.3.

e In section 5 we establish energy estimates for monotone solutions in R3,
Theorem 3.0.4.

e In section 6 we prove the 1-D symmetry result, that is, Theorem 3.0.5.

e In section 7 we prove the energy estimate for saddle solutions, Theorem 3.0.8.
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3.1 Energy estimate for monotone solutions of
Allen-Cahn type equations

In this section we consider potentials G which satisfy hypothesis (3.0.18), i.e.,
G>0=G(£l)in Rand G > 0in (—1,1). In the sequel we consider the energy
Ecy, defined by

1
ECR(U):/ §|Vv|2dxd)\+/ G(v)dzx.
Cr Br

In general, it can be defined up to an additive constant ¢ in the potential G(v) — ¢,
but in this case, by the assumption (3.0.18) on G, we take ¢ = 0.

Theorem 3.1.1. Let f be a C1° function, for some 0 < 3 < 1, satisfying (3.0.18),
where G' = —f. Let u be a bounded solution of problem (3.0.1) in R™, with |u| < 1
i R™, and let v be the harmonic extension of u in errﬂ. Assume that

Uy, >0 n R" (3.1.1)

and
lim u(z',r,) =1 forall ¥ € R* . (3.1.2)

Tp—+00

Then, for every R > 2,

1
/ ~|Vo|*dzd\ < Ec,(v) < CR" 'log R,
cr 2

for some constant C' depending only on n and || f||c1(-1,1)-

Remark 3.1.2. This energy estimate in dimension n = 1 has been proven by Cabré
and Sola-Morales [10], using the gradient bound

|[Vou(z,\)| < for all x € R and A > 0, (3.1.3)

S
L+ [(z, M)
(see estimate (1.14) of [10]). Indeed, we next see that (3.1.3) leads to

/ (Vo2 dzd)\ < Clog R
Cr
and also .
/ d/\/ dz|Vo|* < C'log R. (3.1.4)
0 Br

That is, for n = 1, the energy estimate holds not only in the cylinder C'y, but also
in the infinite cylinder Bg x (0,400). Let us mention that for the explicit layer
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solutions in section 2.1 of [10], the upper bound (1 + |(z,A\)])™! for |Vu]| is also a
lower bound for |Vv|, modulo a smaller multiplicative constant. As a consequence,
the two upper bounds log R are also lower bounds for the Dirichlet energy, after
multiplying log R by a smaller constant.

Estimate (3.1.4) holds, indeed:

“+o00 R ) “+o00 R 1
dX dz|V < C d\ dp——m——
/0 /_R rlVel” < /0 /_R e
R +o0o 1 1
< C’/ dx/ d\ 5 5
e O 1 ()
L

< C’/ [ arctan }
_rll+z 1+

Bag o1
< C — dr < C'log R.
_r2l+x

dx

A=0

In higher dimensions, an analog of (3.1.3) is not available and therefore we need
another method to prove Theorem 3.1.1.

Proof of Theorem 3.1.1. We follow an argument found by Ambrosio and Cabré [3]
to prove the energy estimate for layer solutions of the analog problem —Au = f(u)
in R™. It is based on sliding the function v, which is the harmonic extension of the
solution u, in the direction x,,.

Consider the function

v'(z,\) == v 3, + 1))

defined for (z, \) = (', z,, A) € R” x [0, +00), where t € R. For each t we have

Avt =0 in R
Y mEe (3.1.5)
—oyt = f(v') onR"™ = 9OR}".
Moreover, as stated in (3.0.16), the following bounds hold:
'] <1 and |Vo| < (3.1.6)

14N

Throughout the proof, C' will denote different positive constants depending only
on n and |’f||01([,171}).
A simple compactness argument implies that

Jim {lo' = 1|+ |V} =0 (3.1.7)
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uniformly in compact sets of ]Rﬁ“. Indeed, arguing by contradiction, assume that
there exist R > 0, ¢ > 0, and a sequence t,, — oo such that

[0 — 1| poo ey + [|[VO"™ || Looc) = € (3.1.8)

for every m, where Cr = Bg X (0, R). Since v are all solutions of (3.0.3) in
(R1) estimates for v'm
uniform in m. Thus, there exists a subsequence that converges in CZ (R%™) to a
bounded harmonic function v>°. By hypothesis (3.1.2) v> =1 on OR’™', and thus
by the maximum principle, v* =1 in all of RTFI. This contradicts (3.1.8), by C*
convergence in compact sets of v'™ towards v>° = 1.

all the halfspace, the regularity results in [10] give C?

loc

Denoting the derivative of v'(z, \) with respect to ¢t by d;v'(x, \), we have
o' (z, \) = v, (2,2, +t,2) >0 forall x € R", A >0.

Note that v,, > 0, since it is the harmonic extension of the bounded function
Uz, > 0. We consider the energy of v' in the cylinder Cr = B x (0, R),

1
Ecp (V) :/ §|Vvt|2dacd/\+ G(v")dx
Cr

Br

Note that, by (3.1.7), we have

lim Ec,(v') = 0. (3.1.9)

t—+o00

Next, we bound the derivative of £q,(v') with respect to t. We use that o' is a
solution of problem (3.0.3), the bound (3.1.6) for |v*| and |Vv!|, and the crucial fact
that 9,0 > 0. Let v denote the exterior normal to the lateral boundary 9B x (0, R)
of the cylinder C'z. We have

R
€, (V") = / d/\/ devt-V(ﬁtvt)—i—/ G' (Vo' dx
Br Br

ovt
= d)\/ da—@v (x,\) + / —81} x, R)dx
/ OBR ov )+ Brx{A=R} o ( )

Toda
—C’/ — dody' — ¢ o' (z, R)dx.
o L+AJop, Brx{\=R}

v
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Hence, for every T' > 0, we have

Eon(v) = Ecnlv / Orn(v

& (UT)—l—C/ dt/R&/ doow*
cn 0 o 1+AJogg '
c [ .
+— [ dt dxow'(z, R)
R Brx{ =R}

R d/\ T
= & +C/ d / dto’
cn(v 14X Jon, 7 ), e

C
+= dx/ dto'(z, R)
R Jppxpx=ry Jo

R
= SCR<UT) + C/ dA / dO’
OBgr

+€ dz (v’ — %)
R Jpyxpp=ry

< &0 (W) +CR" Yog R+ CR" .

IN

Letting T' — +o0 and using (3.1.9), we obtain the desired estimate. O

3.2 H!? estimate

In this section we recall some definitions and properties about the spaces H'/2(R")
and H'/2(99), where € is a bounded subset of R"*! with Lipschitz boundary 0
(see [27]).

H'/2(R") is the space of functions u € L*(R™) such that

/ / Julw) —u(@P ) oy
TdT 00
n n $_I‘|n+1 ’

equipped with the norm

1
u@) —u@)P , . \?
HUHHl/Q(Rn = (HUHL2 (R™) +/ /n |[L’ — J}|n+1 —————dzdx .

Let now Q be a bounded subset of R"™! with Lipschitz boundary 9. To define
HY2(99), consider an atlas {(O;, ;);j = 1,...,m} where {O;} is a family of open
bounded sets in R™** such that {O; N9Q;j = 1,...,m} cover Q. The functions
¢, are Lipschitz diffeomorphisms such that
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o 0 0; = U={(y,p) eR"™ [yl <1, -1 <p<1},

® 0 :0;NQ—=U":={(y,p) ER™ :|y| <1,0< p<1},
® ;:0;NIN— {(y,n) € R 1 [y| < 1,u =0},

e in O;NO; # 0 the compatibility conditions hold.

Let {a;} be a partition of unity on 9Q such that a; € C°(0;), >0 o = 1in
O;NOQ. Tf u is a function on IQ decompose u = » " | ua; and define the function

(uay) 0 07 (3, 0) = () (5 (4, 0)),  for every (y,0) € U N { = 0},

Since o has compact support in O;, the function (ucq;) o gpj_l(-,()) has compact
support in U N {x = 0} and therefore we may consider ((ucy)e;')(-,0) to be
defined in R™ extending it by zero out of U N {x = 0}. Now we define

HY2(09) := {u : (ua;) o go;l(-,O) e HY2(R"), j=1,...,m}

equipped with the norm

(ZH(W w;<-,o>uzw>)
j=1

All these norms are independent of the choice of the system of local maps {O;, ¢, }
and of the partition of unity {«a;}, and are all equivalent to

u(z) — u(3)P
lullirony = (el + [ [ P22 oo

We recall now the classical extension result that we will use in the proof of
Theorem 3.0.3.

2

[ SIS

Proposition 3.2.1. Let Q = R or Q be a bounded subset of R™ with Lipschitz
boundary 092, and let w belong to HY?(09Q). B
Then, there exists a Lipschitz extension w of w in € such that
[ 9EF <l (3.2.1)
where C' is a constant depending only on €.

For the sake of completeness (and since the proof will be important in Chapter
4) we give the proof of this proposition.
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Proof of Proposition 3.2.1. Case 1: Q2 = RTFl. Let ¢ be a function belonging to
H'Y2(R"). We prove that there exists a Lipschitz extension ¢ of ¢ in R%™ such

that
72 ¢(z) = (@)

Let K(x) be a nonnegative C* function defined on R™ with compact support
in By and such that [, K(z)dz = 1. Define K(z,\) on R} by

K(z,)\) = iK (%) :

Then, since
K(z,Ndz =1 for all A > 0, (3.2.3)

R?’L
we obtain, differentiating with respect to x; and A,

axif((m, A)dz =0 and MK (z,\)dz =0 for all A > 0. (3.2.4)

R" R

In addition, for a constant C' depending only on n, we have

VK (z,\)] <

n+1
< for all (z,\) € RT™.

This holds, since the support of K is contained in {|z| < A} and, in this set,
C

V. K(x,\)] < XES and
n x 1 x\ T C
= |— ) - = Z). 2 < )
9K (@, M) ‘ i </\> Vi ()\) NZ| = e
Now we define the extension Z as
() = | K(z—7,\(@)dz,

R’!’L

and we show that this function satisfies (3.2.2). Note also that, by (3.2.3), for every
A>0

1S M z2@ny < (IS 22y (3.2.5)
To show (3.2.2), observe that, by (3.2.4),

O C(x,\) = / namz?(m—z,mg(f)df
~ [ 2R -z (@) - ¢la))dn
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and thus
<@ — ),

/\n+1

10, g(m|<c/

{lz—T|<A}

In the same way

(@) = ¢(@)]

An+l dz.

W@@ANSO/

{|lz—Z|<A}

Hence, by Cauchy-Schwarz,
(@) — ¢(x)?

T,

|V&%MF§0/

{le—z|<x}

and then

~ +oo _ 2
/ VC[2dwd < / d)\/ d:c/ i ()]
R+ n S {la—g|<n} A
C/ dm/ . d)\K( );i(??)’
n n {A>|z—7|} A

< C/n/n‘g’(;)__—f%fgpda:di.

Case 2. Consider now the general case of a function w belonging to H/2(95),
where ) is a bounded subset of R"*! with Lipschitz boundary.

Using the partition of unity {a;} introduced in the beginning of this section,
we write w = Z;’;l wa;. Observe that, for every j =1,...,m,

IN

2
/ / “’O‘J “ﬁ‘ﬂ)<z)’ do.doz < OlJwl[%1/2 50 (3.2.6)
a0 Joq —z|

where all constants C' in the proof depend only on €.

Indeed,

/asz /89 - |z—z|:g])( A dazd_az
:/89/89 (wa;)(z) — w(z)a;(Z) + w(z)a;(Z) — (way) (Z)]? to o

‘Z _ §|n+1

- 2 2
< 2/ / |aj a] )_|~_1|w(2)| dO'ZdO'E
o0 J oo |Z - Z|"

)|y (2) 7
2 do,dos. 3.2.7
* /89/89 |Z—Z\n+1 747 ( )
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The first integral is bounded by C||w||? 12(a0y- Indeed using that a; is Lipschitz, we
get that the first integral is controlled by

1
O] 2oy / do— 2 < Olullzn.
0;N0Q |z —Z|

From this, (3.2.6) follows
We flatten the boundary J€2 using the local maps ¢, introduced in the beginning
of this section, and consider the functions

Gi(Y,0) == (way) (5 (y, 0)),

which are defined for (y,0) € U N {p = 0}. Now (;(-,0), extended by 0 outside of
Un{u =0}, is defined in all of R", and we are in the situation of case 1. We make

the extension (; of (; as in case 1, and we define

w—ZaJCjogoj in A= QﬂUOj,

7j=1

an open set of Q U 0€2 containing 0€2. Thus, w has compact support in A and,
extending it by 0, w is defined in all £ U 0€.

Observe that, since ¢; is a bilipschitz map and a; € C°(0;) for every j =
1,...,m, we have

Vil < ¢ {IValiG 0wl + lasl|(VG) 0 w1}
j=1

and thus
[vae<ey {\|<jr|12<31x<0,1>) wf |v<j|2} .
Q =1 RY

By (3.2.5) and (3.2.2) of case 1, we have for every j =1,...m

- Gily B
G128, x0.1)) +/ VG < C{HCJHL2(31 / / | J| __nfrl)’ dydy
R n y— 7|

Finally, using that ¢; is a bilipschitz map for every j = 1,...,m, the definition of
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¢; and (3.2.6), we get

/n / |ley—‘|”+1)| Aty

/ / (way) (g (y,0)) = (way)(#; (7, 0))|dydy
B, J By |y y|n+1
/ / o)X (waj)(zﬂda dos
0,09 J0;n00Q |90j -(z)|n+1
(way)(2) — (way)(Z)]
= C/O 089/ 0;n9Q j z|“+1 : do.dos < CHwHHl/z(am

]

Remark 3.2.2. Let w be the harmonic extension of w in €. Since w is the extension
with minimal L?(Q)-norm of Vw, then we have that

/ VT 2dzd) < / V@ ded) < Ofwl /200,
Q Q

We give now the proof of the crucial Theorem 3.0.7.

Proof of Theorem 3.0.7. The proof consists of two steps.
Step 1. Suppose that

A= ={zeR": |z < 1lforalli=1,...n}

is a cube in R™, and that
F:{xn:(]}ﬂQl,

where z = (2/,2,) € R"! x R. We may assume ¢y = 1 by replacing w by w/c.
By hypothesis we have that |w| < 1in A and that

{|Dw(9€)| <1/e for a.e. x € Q; with |z,] < (3.2.8)

|Dw(x)| < 1/|x,] for a.e. x € Q1 with |z,| > e.

We need to estimate the H'/2-norm of w in @1, given by

2 2 jw(x) — w(f)|2 —
= d d .
Hw||H1/2(Q1) HU}HL2(Q1) + /Ql /Ql |z — z[" e

All constants C' in step 1 depend only on n and differ from line to line. In this
step, we take 0 < e < 1/2.
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First observe that HwH%Q(QI) <2 Letr e @Qf ={r €@ :x, >0} and let
R, be a radius depending on the point x, defined by

R o_ € fo<ax, <e
v r,/2 ife<uz, <l

To bound ||w]|1/2(g,), we consider the two cases T € Bg,(r) and T ¢ Bg, (), as
follows:

[ e[ e

/ dx/ d—|w / da:/ d_|w ©) — w(@)?
Qf Q1NBg, (z |z — $|”Jrl QF Q1\Br, ( |z — Z|"+!

=1+ L.

We use |w| <1 to bound Iy, and the gradient estimate (3.2.8) for w to bound
I;. In both cases we use spherical coordinates, centered at x, calling r = |z — T|
the radial coordinate. We have

4 2vn
L, < /da:/ —HSC’ dx/ dr—
Qf Q\Br, (@) T —T[" Qf

°1 12
< C/ —dsz(/ —dxn—f—/ —dxn) < C|logel.
Qir R:C 0 g c Tn

Next, we bound ;. We have

[ emEwEP_ ([ plDven)
Q+ 1QBRI ) ’x - x’nJrl Q+ 1ﬁBRz |.T - x‘n ! ’

where y(z,7) € Q1 N Bg,(x) is a point of the segment joining x and 7.

Now, (3.2.8) reads |Dw(y)| < min{l/e, 1/|y,|} for a.e. y € Q1. We use the
bound |[Dw(y)| < 1/e when 0 < z,, < e. For ¢ < z, < 1, since y(z,T) €
Br,(x) = By, j2(x), we have y,(x,T) > x, — R, = x,,/2, and thus [Dw(y(z,7))| <
1/yn(z,T) < 2/x,. Thus, using spherical coordinates centered at x,

Tn/2
I, < /dxn/ dr——i—C’/ dxn/ dr—

< C+C/ —dz, < Cl|loge|.
e In

Finally, for x € Q7 = {x € Q1 : ¥, < 0} we proceed in the same way, and thus
we conclude the proof of step 1.
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Step 2. Suppose now the general situation of the theorem: A C R” is a bounded
Lipschitz domain, or A = 02, where € is an open bounded subset of R*™! with
Lipschitz boundary. Recall that I' C A is the boundary (relative to A) of a Lipschitz
open (relative to A) subset M of A. From now on, we denote by B,(p), the ball
in R” or in R*™! indifferently, since we are considering together the cases A C R"
and A = 9Q with Q C R"™!. We define a finite open covering of A in the following
way.

First, for every p € I', we choose a radius r,, for which there exists a bilipschitz
diffeomorphism ¢, : B, (p) N A — @1, (where )y is the unit cube of R"), such
that (B, (p)NT) ={z € Q : z, = 0}.

Let T be the closure of I" in R” or R**!. Only in the case A C R”, it may happen
that I' € T. In such case, for p € I \ T, there exists a radius rp and a bilipschitz
diffeomorphism ¢, : B, (p) — (—3,1) x (=1,1)""" such that ¢,(p) = (—1,0,...,0),
©p(Byr,(p) NA) = Q1 = (—=1,1)" and ¢, (B,,(p) N\T') = Q1 N {z, = 0}. Thus, these
last two properties hold for p € T'\ T, as for the points p € I treated before.

Since T is compact, we can cover it by a finite number m of open balls B, /2 (pi),
i = 1,...,m, with half the radius r,,. We set AS;Q = B,, 2(pi) N A and A,g) =
B,, (pi) N A. Observe that the number m of balls and the Lipschitz constant of ¢,
depend only on A and I', as all constants from now on

Next, consider the compact set K := A\ [~ 1Ar -
radius 0 < s, < gdlst(q,f‘), for which there exists a bilipschitz diffeomorphism
¢q : Bs, N A — Q1. This is possible both if ¢ € A or if ¢ € dA. Cover K by
[ balls By j/Q(qj), J = 1,..,1, with center ¢; € K and half of the radius s,;. Set

AS/2 B, /2(%‘) NAand AY = By, (a) N A,

Thus, {AT /2>
If z and Z are two points belonging to A, such that |z —Z| < &g, then there exists a

For every q € I, take a

g)/Q} is a finite open covering of A. Set ¢¢ := min; ;{r;/2, s;/2,1/2}.

set AS), or Ag), such that both z and Z belong to AS), or to A@. Hence we have

{(2,Z2) e Ax A: \z—z!<€0}C(UA ) (UA 52_) (3.2.9)

=1

. Observe that

3
dist(y,I") > dist(q;, I') — |y — q;] > 55,

|2 5%~ fa T s;/2 > gg for every y € Ag)‘

(3.2.10)
Let L > 1 be a bound for the Lipschitz constants of all functions @y, , ..., @p,.. 5. .., @,
Now, let w as in the statement of the theorem. Let us first treat the case
0 <e<1/(2L). Since

/do / lw(z) —w(Z )| 400 ‘AP O
: {z€A:|z— z‘>50} oz |Z — Z‘TH—l — n+1 0>




86 Chapter 3. Energy estimates for equations involving the half-Laplacian

we only need to bound the double integral in {z € A} x {Z € A: |z —Z| <eo}. By

(3.2.9), it suffices to bound the integrals in cach A{Y x A and in cach Ag) X Ag).
Thus, for every ¢, consider

=\12
w(z) —w(z

/ / [w(z) —n—<0—1)| do,dos.

AD S 4 |z — Z|

Recall that, by construction, there exists a bilipschitz map ¢, : AS) — ()1 such
that ¢, (I'N AS)) ={z € Q1 : z,, = 0}. Thus, flattening the set Afnll.) using ¢, , we
are in the situation of step 1. More precisely, since ¢y, is bilipschitz, we have that

2 2
/ / () ~wE 4, 4o, <0/ / wde) ~ @y
AD J D |z — z|"+1 L Jo, |z — Z|nJrl

where we have set w; = w o 90;1' .

Given z € @, let y = ¢, Lz) e AS). Recalling the definition of the Lipschitz
constant L above, we have |z,| < Ldist(y, ') and hence

1 1
Duw; < L|D <L dist(v.T)
|Dw;(x)] < L|Dw(y)| Comm{g dlst(y,F)}

1 L 1 1
< Lcgmin { } L?¢omin { }

Thus we can apply the result proved in Step 1, with ¢ replaced by L (note that
we have eL < 1/2, as in Step 1), to the function w;/[(1 + L?)cy]. We obtain the
desired bound Cc@|log(eL)| < Cc3|log(e)l.

(2)

Finally, we consider the double integral in A

X Ag), for any 7 € {1,...,1}.
Recall that there exists a bilipschitz diffeomorphism ¢, : Ag) — Q1. Thus

2
/ / ’U) )’ d dO_Z <C/ / ‘UJ )| d dO‘x,
42 Ja@ |z — z|"+1 0, Jo, ]x - x]”“

where now v; 1= wo ¢, !. By (3.2.10) and (3.0.14), [Dw(y)| < co/eo a.e. in Ag),
and |Dv;| < C a.e. in (1. From this, the last double integral is bounded by

dz v
Q1 1 |$_x|n Q1 0

This conclude the proof in case ¢ < 1/(2L).

Finally, given ¢ € (0,1/2) with ¢ > 1/(2L), since (3.0.14) holds with such
g, it also holds with e replaced by 1/(2L). By the previous proof with ¢ taken
to be 1/(2L), the energy is bounded by C|log1/(2L)] < C < C|log(e)| since
e<1/2. O
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3.3 Energy estimate for global minimizers

In this section we give the proof of Theorem 3.0.3. It is based on a comparison
argument. The proof can be resumed in 3 steps. Let v be a global minimizer of

(3.0.3).

i) construct a comparison function w, harmonic in Cg, which takes the same
values as v on 0tCg = dCg N {\ > 0} and thus, by minimality of v,

Ecp(v) < Eox(W);

ii) use estimate (3.0.12):
[ 19 < Cliwlsgey:
Cr

iii) establish, using Theorem 3.0.7 the key estimate

||| |§{1/2(60R) < CR" 'logR.

Proof of Theorem 3.0.3. Let v be a bounded global minimizer of (3.0.3). Let u
be its trace on R’ Recall the definition (3.0.6) of the constant c,. Let s €
[inf u, sup u] be such that G(s) = ¢,.

Throughout the proof, C' denotes positive constants depending only on n,
| fller (finfusupw)y and |[u]|roemny. As explained in (3.0.16), v satisfies the follow-
ing bounds:

lv| < C and |Vou(z,\)| < HL/\ for every x € R", X\ > 0. (3.3.1)

We estimate the energy &¢,(v) of v using a comparison argument. We define
a function w = w(x, A\) on Cg in the following way. First we define w(z,0) on the
base of the cylinder to be equal to a smooth function g(z) which is identically
equal to s in Bg_1 and g(z) = v(x,0) for || = R. The function g is defined as
follows:
g =snr+ (1 —ngr)v, (3.3.2)
where 7g is a smooth function depending only on r = |z| such that n = 1 in Br_4
and 1 = 0 outside Bg. Thus, g satisfies

g € [infu,supu] and |Vg| < C in Bg. (3.3.3)
Then we define w(z, A) as the unique solution of the Dirichlet problem
Aw =0 in CR
w(z,0) = g(x) on Br x {\ =0} (3.3.4)
w(z,\) =v(z,\) ondCrN{\>0}.
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Since v is a global minimizer of £, and W = v on dCk N {A > 0}, then

/c %]Vu\zdxd)\ + [ {G(u) — ¢, }dx

Br

1
< / §]VE\2da:d)\ + [ {G(w(x,0)) — ¢, }dx.
Cr

Br
We prove next that

1
/C §|V@|2dxd)\ + {G(w(z,0)) — ¢, }dz < CR" 'log R.
R

Br

Observe that the potential energy is bounded by C R"!. Indeed, by definition
w(x,0) = s in Bg_1, and hence

(G@(x,0) — cu}de = / (Glg(x)) — cu}da

Br\Br-1

< C|Bgp\ Br_1| < CR™,

Bgr

Thus, we only need to bound the Dirichlet energy. First of all, rescaling, we set
wy(x,\) = wW(Rx, R\),
for (z,\) € Cy = By x (0,1). Set

e=1/R.

/ |Vw|2=CR"—1/ |V |?.
CRr C1

Thus, we need to prove that

Observe that

|Vw;|* < Clog R = C|loge]. (3.3.5)
C1

Since w; is harmonic in C}, Proposition 3.2.1 gives that

- |Vw1|2dxd/\ S C||w1||H1/2(801)'
1

To control ||wi|[g1/2(5¢,), We apply Theorem 3.0.7 to wy,,, in A = 9C1, taking
[ =3B, x {\ = 0}.

Since |w;| < C, we only need to check (3.0.14) in 0C}. In the bottom boundary,
By x {0}, this is simple. Indeed w; = s in B;_., and thus we need only to control
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|Vwi(z,0)] = e Vg(Rx)| < Ce™! for |z| > 1 —¢, by (3.3.2). Here dist(x,dB;) <
g, and thus (3.0.14) holds here.

Next, to verify (3.0.14) in 0C; N {\ > 0} we use that @w = v here and that we
know

Vi(x, )| < 1L for every (x, ) € Ch,

+ A
as stated in (3.0.16). Thus, the tangential derivatives of w; in dC;N{\ > 0} satisfy
CR C 11
A < = <Cminl= =\
[V (e, )‘—1+RA e+ AT mm{a’/\}

Since dist((z,A),I) > A on 9C1 N {A > 0}, wy),. satisfies the hypothesis of
Theorem 3.0.7. We conclude that (3.3.5) holds. O

3.4 Energy estimate for monotone solutions in
RB

The following lemma will play a key role in this section to establish the energy
estimate for monotone solutions in dimension n = 3.

Lemma 3.4.1. Let f be a CYP function, for some 0 < 3 < 1, and u a bounded
solution of equation (3.0.1) in R3, such that u,, > 0. Let v be the harmonic
extension of u in R%. Set

v(zy, T2, A) ;= lim v(x,\) and v(xy, 22, N) 1= lirE v(z, A).
T5——00 r3—+00

Then, v andT are solutions of (3.0.3) in R%, and each of them is either constant
or it depends only on A and one Fuclidian variable in the (x1,z)—plane. As a
consequence, each u = v(-,0) and @ = (-,0) is either constant or 1-D.

Moreover, set m = inf u < m = supu and M =infu <M =supu. Then,G >
G(m) = G(m) in (m,m), G'(m) = G'(m) = 0 and G > G(M) = G(M) in
(M, M), G'(M) =G'(M) = 0.

Proof. The function o(z’, \) = limg, o v(2', 23, A) is the harmonic extension of
u. The key point of the proof is to verify that v is a stable solution of problem
(3.0.3) in R? and then apply Theorem 1.5 of [10] on 1-D symmetry in R?.

The fact that v is a solution of problem (3.0.3) in R? is easily verified viewing
T as a function of 4 variables, limit as ¢ — +oo of the solutions v'(z/,x3,\) =
v(2', x3 + t,\). By standard elliptic theory, v! — o uniformly in the C? sense on
compact sets of RTi.
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Now we prove that T(2’, A) is a stable solution of problem (3.0.3) in R?. By
Lemma 4.1 of [10], the stability of v is equivalent to the existence of a positive
function ¢ which satisfies

Ap =0 in Ri
{—@ = F(®)¢ on IR —
o +-

To check the existence of ¢ > 0 satisfying (3.4.1), we use that v,, > 0 and that
satisfies the problem

Avg, =0 in RY
_% = f'(v)vy, onJRY.

This gives v is stable in R%, i.e.

/R4 |VEPdzd\ — /RS f(v)€dx >0, for every & € CX(RL).+ (3.4.2)

+

Next, we claim that

/ |Vn|*dx’d\ — / f(@n?dz’ >0, for every n € C(R%). (3.4.3)
RS R2

To show this, we take p > 0 and ¢, € C*(R) with 0 < ¢, < 1, 0 < w’p <
2, ¥, =01in (—o0,p) U (2p+2,+00), and ¢, =1 in (p+ 1,2p + 1), and we apply
(3.4.2) with &(z, A) = n(a’, A\),(z). We obtain after dividing the expression by
a, = [2, that

/ |V77(3:',)\)|2dx’d)\+/
R? R

+

¥

Passing to the limit as p — +o00, and using f € C! and that v(2/, z3, \) — v(2/, \)
as w3 — +oo uniformly in compact sets of R%,, we obtain (3.4.3).

Since T(z’,\) is a stable solution of problem (3.0.3) in R3, by Theorem 1.5
(point b)) in [10], we deduce that T is constant or ¥ depends only on A and one
Euclidian variable in the z’-plane. Now note that the function 2(6—]/\\/? )/ (M -M )—1
is a layer solution for a new nonlinearity. Using Theorem 1.2 a) of [10], which
characterizes the nonlinearities f for which there exists a layer solutions for problem
(3.0.3) in dimension n = 1, and restating the conclusion for 7, we get G'(M) =
G'(M)=0and G > G(M)=G(M) in (M, M).

In the same way, we prove that the conclusion holds for v and that G'(m) =
G'(m) =0and G > G(m) = G(m) in (m,m). O

/)2

dr'dn? (', \) / W) @),

: SRV

20,1 / ! / ¢§
R

3
3 P
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Remark 3.4.2. We claim that in the case of Allen-Cahn type equations, we could
prove the energy estimate (3.0.9) for monotone solutions in dimension n = 3 using
the same argument as in the proof of Theorem 3.1.1. The only difficulty is that
in this section we do not assume lim,, .1, v = 1, and then we do not know if
limz o0 Ecp (v7) = 0 (see (3.1.9) in the proof of Theorem 3.1.1). Using Lemma
3.4.1, we have that @(zy,x2) = limg, 1 u(x1, 29, 23) is either a constant or it
depends only on one variable. Then, applying Theorem 1.6 of [10], which gives the
energy bounds for 1-D solutions, we deduce that limz_,, o, (vT) < CRlog R,
and this is enough to carry out the proof of Theorem 3.1.1 in the present setting.

Before giving the proof of Theorem 3.0.4, we need the following proposition. It
is the analog of Theorem 4.4 of [1] and asserts that the monotonicity of a solution
implies its minimality among a suitable family of functions.

Proposition 3.4.3. Let f be any CY* nonlinearity, with 3 € (0,1). Let u be a
bounded solution of (3.0.1) in R™ such that u,, > 0, and let v be its harmonic
extension in R

Then,

/ Lo NPdedr + [ Glo(e,0))da
CRQ Br

< / %|Vw(:c,)\)\2dxd)\+ Glw(z,0))dz,
Cr

Br

for every w € CH R such that w = v on *Cr = CRN{\ > 0} andv < w < 7T
i Cg, where v and v are defined by

v(@ )= lim v(@,z,,\) and v(2',\) ;== lim o(2/, 2., N).

Ty ——00 Tp——+00

Proof. This property of minimality of monotone solutions among functions w such
that v < w < v follows from the following two results:

i) Uniqueness of solution to the problem

Aw =0 in Cg,

w =" on 07 Cp, (3.4.4)
—O\w = f(w) on d°Ch,

v<w<v in Cr.

Thus, the solution must be w = v. This is the analog of Lemma 3.1 of [10],
and below we comment on its proof.
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ii) Existence of an absolute minimizer for £, in the set
C, ={we H' (Cr)lw=vond*Cg, v <w < vin Cgr}.
This is the analog of Lemma 2.10 of [10].

The statement of the proposition follows from the fact that by i) and ii), the
monotone solution v, by uniqueness, must agree with the absolute minimizer in
Cr.

To prove points i) and ii), we proceed exactly as in [10], with the difference
that here we do not assume lim,, 1. = +1. We have only to substitute —1 and
+1, by v and T respectively in the proofs of Lemma 3.1 and Lemma 2.10 in [10].
For this, it is important that v and v are respectively, a strict subsolution and a
strict supersolution of the Dirichlet- Neumann mixed problem (3.4.4). We make a
short comment about these proofs.

i) The proof of uniqueness is based, as in Lemma 3.1 of [10], on sliding the
function v(z, A) in the direction z,,. We set

V(21,0 T, ) = 0(21, .., 2, + 1, ) for every (z,)\) € Chk.

Since v! — T as t — 400 uniformly in Cx and v < w < T, then w < v'
in Cp, for t large enough. We want to prove that w < v* in Cg for every
t > 0. Suppose that s > 0 is the infimum of those t > 0 such that w < v
in C'r. Then by applying maximum principle and Hopf’s lemma we get a
contradiction, since one would have w < v® in Cz and w = v* at some point

in 6}3 \ E)*CR.

ii) To prove the existence of an absolute minimizer for £, in the convex set
C,, we proceed exactly as in the proof of Lemma 2.10 of [10], substituting
—1 and +1 by the subsolutions and supersolution v and v, respectively.

]

We give now the proof of the energy estimate in dimension 3 for monotone
solutions without the limit assumptions.

Proof of Theorem 3.0.4. We follow the proof of Theorem 5.2 of [1]. We need to
prove that the comparison function w, used in the proof of Theorem 3.0.3, satisfies
v <w < v. Then we can apply Proposition 3.4.3 to make the comparison argument
with the function w (as for global minimizers). We recall that w is the solution of
problem (3.3.4);

Aw =0 in CR

w(z,0) = g(x) on Bg x {\ =0} (3.4.5)

w(z,\) =v(z,\) ondCrN{\> 0},
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where g = snr+(1—ng)v. Thus, if we prove that supv < s < info, thenv < g
and hence v and U are respectively, subsolution and supersolutions of (3.4.5
follows that v < w < 7, as desired.

To show that supv < s <infv, let m = infu = infu and M = supu = sup7u,
where u and 7 are defined in Lemma 3.4.1. Set m = sup u and M = inf %, obviously
m and M belong to [m, M]. By Lemma 3.4.1, v and @ are either constant or
monotone 1-D solutions, moreover

<7

). It

G > G(m)=G(m) in (m,m) (3.4.6)
in case m < m (i.e. u not constant), and
G>G(M)=G(M) in(M,M) (3.4.7)

in case M < M (i.e. @ not constant).
In all four possible cases (that is, each u and @ is constant or one-dimensional),
we deduce from (3.4.6) and (3.4.7) that m < M and that there exists s € [, M]
such that G(s) = ¢, (recall that ¢, is the infimum of G in the range of u). We
conclude that N
supu =supv < m < s <M <infv = infu.

Hence we can apply Proposition 3.4.3 to make comparison argument with the
function w and obtain the desired energy estimate. O]

3.5 1-D symmetry in R3

In this section we present the Liouville result due to Moschini [31], that we will
use in the proof of 1-D symmetry in dimension n = 3. Set

o0 1
F=<{F:Rt - R" F is nondecreasing and / =400 .
o TF(r)

Note that F includes the function F'(r) = log(r).

Proposition 3.5.1. ([31]) Let ¢ € L (R be a positive function. Suppose that
o € HE (R satisfies

loc

{—adiv(@QVU) <0 in RY! (3.5.1)

—00\o <0 on 3R7}r+1

in the weak sense. Let the following condition hold:

1

lim sup ———— 0)?dr < oo 3.5.2
msup s | (o) (35.2)
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for some F € F.
Then, o is constant.
In particular, this statement holds with F'(R) = log(R).

Remark 3.5.2. In [31], the author proves the previous result under the assumption

+o0

> 1 s (3.5.3)

— [(27+1)

j=0
+oo

on F. This is equivalent to [," (rF(r))~'dr = 4oc. Indeed, since the function
F(27%1) is nondecreasing, we have that

R oo g 1 (> dr R
Z = n < Z R
P T, P log2 )y rF(r) T &g F(2H)

Thus, (3.5.1) holds if and only if F' € F.

Proof of Proposition 3.5.1. We present the proof following that of Theorem 5.1 of
[31], here in Cg instead of Bg. Set 07Cgr := 0Cr N {X > 0}. Since o satisfies
(3.5.1), we have

div(cp?Vo) > ¢*|Vol. (3.5.4)
On the other hand

/ agoza—ads < </ 902|V0|2ds) (/ (gpa)zds) : (3.5.5)
9+Cr v o+Cr o+Cr

where v denotes the outer normal vector on 9*Cg. Now, set, as in [31],
D(R) = / ©*|Vo|dx.
Cr

Integrating (3.5.4) over Cg, using that —o0d\o < 0 on the bottom boundary 0Cg N
{A =0}, and using (3.5.5), we get

D(R) < D'(R): < /8 +CR(¢,00)2ds>§ , (3.5.6)

which is the analog of (5.5) in [31] on 07 Cj instead of 0Bg.

Assume that o is not constant. Then, there exists Ry > 0 such that D(R) > 0
for every R > Ry. Integrating (3.5.6) and using Schwarz inequality, we get that,
for every ro > r1 > Ry,

(ry — 11)? ( /C . (cpa)zdx> : = (ry —11)? ( / dr /8 o ds(soaf) :
! 1 1

< /12 dr (/(%CR ds(gpa)Q) < Do) D) (3.5.7)
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Next, choose 79 = 27y, and r; = 2/r,, for some r, > Ry, for every j =0, ..., N —1.
Using (3.5.2), (3.5.7) and summing over j, we find that

N-1 1

Dy = ¢ ; F@r)

(3.5.8)

If jo is such that r, < 270 then, by hypothesis on F', F(2/lyr,) < F(27+5+1) Thus,
by (3.5.3), the sum in (3.5.8) diverges as N — oo and hence D(r,) = 0 for every
r. > Ry, which is a contradiction. O

We can give now the proof of the 1-D symmetry result.

Proof of Theorem 3.0.5. Without loss of generality we can suppose e = (0,0, 1).
We follow the proof of Lemma 4.2 in [10].

First of all observe that both global minimizers and monotone solutions are
stable. Then, in both cases, by Lemma 4.1 in [10], there exists a function ¢ €

CL@RYH)N C?(R%) such that ¢ > 0 in R% and
Ap =0 in Ri
—g—f = f'(v)p ondRY.

Note that, if u is a monotone solution in the direction x3, then we can choose
© = Vy,, Where v is the harmonic extension of v in the half space. For + = 1,2, 3

fixed, consider the function
Uy,

o
We prove that o; is constant in R}, using the Liouville result of Proposition 3.5.1

and our energy estimate.
Since

g; =

©*Vao; = pVu,, — v, Vo,

we have that
(2 . 4

div(¢*Vo;) =0 in RY.

Moreover, the normal derivative —dy0; is zero on R . Indeed,
P*O\Oi = PUAG, — Vzipx = 0
since both v,, and ¢ satisfy the same boundary condition
_aXUJCi - f/(v)vxi =0, —a)\QD - f/(U)SD =0.

Now, using our energy estimates (3.0.7) or (3.0.9), we have for n = 3,

/ (po)? < / Vo> < CR*log R, for every R > 2.
Cr Cr
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Thus, using Proposition 3.5.1, we deduce that o; is constant for every ¢ = 1, 2, 3,
ie.,
vy, = ¢;p  for some constant ¢;, with ¢ =1,2,3.

We conclude the proof observing that if ¢y = ¢; = ¢3 = 0 then v is constant.
Otherwise we have
CiVp; — CjUy; = 0 for every i # j,

and we deduce that v depends only on A and on the variable parallel to the vector
(¢1,¢9,c¢3). Thus, u(z) = v(zx,0) is 1-D. O

3.6 Energy estimate for saddle-shaped solutions

In this section we prove that energy estimate (3.0.7) holds also for saddle solutions
(which are known, by Theorem 2.1.10 in chapter 2, not to be global minimizers in
dimensions 2m < 6) of the problem

(=A)2u = f(u) in R*™.

Here, we suppose that f is balanced and bistable, that is f satisfies hypothesis
(3.0.17), (3.0.18), and (3.0.19).

We recall that saddle solutions are even with respect to the coordinate axes
and odd with respect to the Simons cone, which is defined as follows:

C={zeR™:af+.. .+l =xl  +..+25,}

If we set

s=yfaltotad and = [id e,

then the Simons cone becomes C = {s = t}. We say that a solution u of problem
(3.0.1), is a saddle solution if it satisfies the following properties:

u depends only on the variables s and t. We write u = u(s, t); (3.6.1)
u >0 for s >t (3.6.2)
u(s,t) = —u(t, s). (3.6.3)

In chapter 2, we have proven the existence of a saddle solution u = u(z) to
problem (3.0.1), by proving the existence of a solution v = v(x, A) to problem
(3.0.3) with the following properties:

a) v depends only on the variables s, t and A\. We write v = v(s, t, \);
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b) v >0 for s > ¢;
c) v(s,t, ) = —v(t, s, \).

The proof of the existence of such function v is simple and it uses a non-sharp
energy estimates. Next, we sketch the proof.
We use the following notations:

O :={r R s>t} C R™

O := {(z,\) e RZ"" 1 2 € O} C RZ"L.

Note that
00 =C.

Let Bg be the open ball in R?*™ centered at the origin and of radius R. We will
consider the open bounded sets

Or:=0ONBr={s>t|z]* =+ < R*} CR*",

53 = ORX (O,R), and (;)VR,L = ORX (O,L)

Note that
O0r = (CN Br) U (0BrN O).

Moreover we define the set
HY(Opp)={ve H(Opr):v=0 on 0tOpp, v=1v(s,t,\) a.e.}.

Proof of Theorem 3.0.8. The proof of existence of the saddle solution v in Rimﬂ
can be resumed in three steps:
Step a) For every R > 0, L > 0 consider the minimizer vg 1, of the energy functional

1
o0, 0= [ SIil+ [ G
OR,L OR

among all functions belonging to the space ﬁ&(@g ). The existence of such min-
imizer, that may be taken to satisfy |vg | < 1 by hypothesis (3.0.18), follows by
lower semicontinuity of the energy functional. The minimizer vg; is a solution
of the equation (3.0.3) written in the (s,¢, \) variables and we can assume that
UR,L Z 0 in 6R,L-

Step b) Extend vg to Br x (0, L) by odd reflection with respect to C x (0, L),
that is, vg (s,t,\) = —vrL(t, s, A). Then, vg 1, is a solution in Br x (0, L).

Step ¢) Define v as the limit of the sequence vy as R — +o0, taking L = R? —
+oo with 1/2 < v < 1. With the aid of a non-sharp energy estimate, verify that
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v # 0 and, as a consequence, that v is a saddle solution. This step could be carried
out using the sharp energy estimate that we prove next.

Here, it is important to observe that the solution v constructed in this way is
not a global minimizer in RZ"! (indeed it is not stable in dimensions 2m = 4,6
by Theorem 2.1.10), but it is a minimizer in 6, or in other words, it is a minimizer
under perturbations vanishing on the Simons cone. Next, we use this fact to prove
the energy estimate £5_(v) < CR*"~'log R in the set Or = Op x (0, R), using a
comparison argument as for global minimizers. B

As before, we want to construct a comparison function w in O which agrees
with v on 0T Op and such that

5, (W) = /O —|Vw|* + ; Gw) < CR* 'log R. (3.6.4)
R R

We define the function w = w(xz, \) = w(s,t, ) in Og in the following way.

First we define w(x,0) on the base Og of 63 to be equal to a smooth function
g(x) which is identically equal to 1in Op_; N {(s—1)/v/2 > 1} and g(x) = v(x,0)
on 0Opg. The function g is defined as follows:

s—1

g = 7)r min {1, W} + (1= nr)v, (3.6.5)

where 7y is a smooth function depending only on r = |z| such that ng = 1 in
Ogr_1 and nr = 0 outside Og. Then we define wW(x, A) as the unique solution of
the Dirichlet problem

Aw =0 in 63
w(z,0) = g(z) on Op x {\ =0} (3.6.6)
Wz, \) =v(z,\) ondOzN{A >0}

Since v is a global minimizer of €5 and W = v on 00z N {A > 0}, then

/ —|VU| dxd/\+/ G(u)dx
OR Or
S/ —|Vw| dxd/\+/ G(w(z,0))dz.
OR Or

We establish now the bound (3.6.4) for the energy &g (w) of w.
Observe that the potential energy of w is bounded by CR*™! indeed

s—t

/(9RG(E($’O)M$ < C‘OR_1Q{\/§<1H+C|@R\0R_1|

R-1
< C/ {(t +V2)™ — "™t + CR*™ ! < CR™ 1.
0
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Next, we bound the Dirichlet energy of w. First of all, as in the proof of the
energy estimate for global minimizers, we rescale and set

wy(z,\) = W(Rx, R\) for every (z,\) € O.

Thus, the Dirichlet energy of w in O R, satisfies

1 1
/ —|vw|2=OR”—1/ —| V|2
O 2 A 2

Setting € = 1/R, we need to prove that
1
/ ~|Vw; > < Cllogel. (3.6.7)
o, 2

Set s = |(z1, ..., Tm)| and t = [(Tyi1, ooy Tam)|, fOr every z = (21, ..., xop) € O1. We
observe that

1
/ ~|Vw, [Pdzd)\ =
&, 2

1
C/ d)\/ {(0sur)? + (Qywr)® + (Oyw:)?} s™ 1™ dsdt
0 {s2+12<1,5>t>0}

< C’/1 d/\/ {(8sw1)? + (Dywr)® + (Oyw:)* } dsdt.
0 {s2+t2<1,s>t>0}

We can see the last integral as an integral in the set

{5, t, ) eR? 1+ <1,s>t>0,0< A< 1} CR%

We consider now wy the even reflection of w; with respect to {t = 0}. We set
s=2z
{t = |2,

and we define wq(z,\) = wa(21, 22, A) =: wi(s,t, ) in the set

Q={(z1,22,A) : 27 + 25 < 1,21 > |2|,0 < A < 1} C R®.

We have that

1
/ d)\/ {(aswl)2 + (atw1)2 + (éhwl)Q} dsdt
0 s2+442<1,5>t>0}

1
S / d\ / |VUJ2 |2d2’1d22.
0 {23 +22<1,21>|22|}
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Next we apply Proposition 3.2.1 and Theorem 3.0.7 to the function w, in €.
Observe that € is Lipschitz as a subset of R?, but it is not Lipschitz if seen as a
subset of R?™*1. Since w, is harmonic in €, Proposition 3.2.1 gives that

/Q |Vw2|2dzld22d)\ < C||’LU2||12LI1/2(39)-

To bound the quantity |[wa||1/2(90), We apply Theorem 3.0.7 with A = 9 and
IF'={f+x8<lLa=ln}x{A=0H)U{f+2=1xn>n}x{A=0}).

Since |wy| < 1, we need only to check (3.0.14) in 0. By the definition of ws, we
have that wy(z,0) = 1 if dist(z, ') < £ and

|Vwy (21, 22,0)| = [Vwi(s,t,0)| = ¢! |[Vg(Rx,0)| < Ce™ = Cmin{e ™, (dist(z,T)) '}

Moreover, as in the proof of Theorem 3.0.3, to verify (3.0.14) in 9Q2 N {A > 0} we
use that W = v here and the gradient bound (3.0.16) for v. Thus,

CR C (11
‘Vw2<2]_,22,)\>’ S 1—|—R)\ = €+)\ S len{g,x} .

Hence, wy satisfies the hypothesis of Theorem 3.0.7 and we conclude that (3.6.7)
holds. O



Chapter 4

Energy estimates for equations
with fractional diffusion

4.1 Introduction and results

In this chapter (which corresponds to [7]) we establish energy estimates for some
solutions of the fractional nonlinear equation

(—A)’u= f(u) inR", (4.1.1)

for every 0 < s < 1, where f : R — R is a C** function for some 3 > max(0, 1—2s).

In Chapter 3, we considered the case s = 1/2 and established sharp energy
estimates for global minimizers in every dimension n, and for monotone solutions
in dimension n = 3. As a consequence, we deduced one-dimensional (or 1-D)
symmetry for these types of solutions in dimension n = 3.

This result about 1-D symmetry is the analog of a conjecture of De Giorgi
for the Allen-Cahn equation —Au = u — v in R™. More precisely, in 1978 De
Giorgi conjectured that the level sets of every bounded, monotone in one direction
solution of the Allen-Cahn equation must be hyperplanes, at least if n < 8. That
is, such solutions depend only on one Euclidian variable. The conjecture has been
proven to be true in dimension n = 2 by Ghoussoub and Gui [24] and in dimension
n = 3 by Ambrosio and Cabré [3]. For 4 < n <8, if 9,,u > 0, and assuming the
additional condition

lim u(z’,z,) =41 foralla’ € R"

Tpn—F00

it has been established by Savin [34]. Recently a counterexample to the conjecture
for n > 9 has been announced by Del Pino, Kowalczyk and Wei [22].
When f(u) = u—u? in our equation (4.1.1), we will call it of Allen-Cahn type.

101
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In this chapter (see Theorem 4.1.4 below), we establish one-dimensional sym-
metry for global minimizers and for bounded monotone solutions of (4.1.1) in
dimension n = 3, for every 1/2 < s < 1. This is the analog of the conjecture of De
Giorgi for the operator (—A)®, for 1/2 < s < 1. We recall that in [28] Maria del
Mar Gonzalez prove that an energy functional related to fractional powers s of the
Laplacian for 1/2 < s < 1 I'-converges to the classical perimeter functional. The
same result for s = 1/2 was proven by Alberti, Bouchitté, and Seppecher in [2].
Moreover, in [16] Caffarelli and Souganidis prove that scaled threshold dynamics-
type algorithms corresponding to fractional Laplacians converge to moving fronts.
More precisely, when 1/2 < s < 1 the resulting interface moves by weighted mean
curvature, while for 0 < s < 1/2 the normal velocity is nonlocal of fractional-type.

As said before, in dimension n = 3, the same result for s = 1/2 has been
proven in Chapter 3. We recall that for s = 1/2, one-dimensional symmetry for
stable solutions of (4.1.1) in dimension n = 2 has been proved by Cabré and
Sola-Morales [10]. The same result in dimension n = 2 for every fractional power
0 < s < 1 has been established by Cabré and Sire [9] and by Sire and Valdinoci
[37].

As in Chapter 3, a crucial ingredient in the proof of 1-D symmetry is a sharp
energy estimate for global minimizers. This is Theorem 4.1.2.

To study the nonlocal problem (4.1.1), we will realize it as a local problem in
R with a nonlinear Neumann condition. More precisely, Caffarelli and Silvestre
[15] proved that u is a solution of problem (4.1.1) in R if and only if v, defined
on RT" = {(z,\) : x € R", X\ > 0}, is a solution of the problem

{div(/\l_ZSVv) =0 in R (412)

— hm)\_,() )\17288)\1) = dn,sf(v)

where d,, s > 0 is a positive constant depending only on n and s and v(z,0) = u(z)
on R™ = 9R". Later we will study problem (4.1.2) for d,, , = 1. In the sequel we
will call the extension v of u in R™ satisfying div(A\!"2*Vv) = 0 the s-extension
of u.

Observe that for every 0 < s < 1, we have that —1 <1 — 2s < 1 and thus the
weight A'=2% which appears in (4.1.2) belongs to the Muckenoupt class Ay. As a
consequence the theory developed by Fabes, Kenig and Serapioni [23] applies to
problem (4.1.2) and thus a Poincaré inequality, a Harnack inequality, and Holder
regularity hold for solutions of our problem. There are some gradient estimates for
solutions of problem (4.1.2) (see Remark 4.1.9) that will be important in the proof
of our energy estimates.

Problem (4.1.2) associated to the nonlocal equation (4.1.1) allows to introduce
the notions of energy and global minimality for a solution u of problem (4.1.1).
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Consider the cylinder
Cr = Br x (0,R) C RTH,

where Bpg is the ball of radius R centerd at 0 in R”, and the energy functional

1
55,CR(U):/ 5)\1_28|Vv|2dxd)\+/ G(v(zx,0))dx, (4.1.3)
Cr B

R

where G' = —f.

Definition 4.1.1.  a) We say that a bounded C*(R}*") function v is a global
minimizer of (4.1.2) if, for all R > 0,

gs,C’R(U) S SS,C'R ('LU),
for every C1(RM") function w such that v = w in R\ Cg.

b) We say that a bounded C?! function w in R" is a global minimizer of (4.1.1)
if its s-extension v is a global minimizer of (4.1.2).

c) We say that a bounded function u is a layer solution for the problem (4.1.1)
if u is monotone increasing in one of the x-variables, say d,, v > 0 in R", and

lim u(z',r,) =41 for everyz’ € R" ' (4.1.4)

Ty —1+00

We remind that every layer solution is a global minimizer (see [9]). In this
respect, one uses that the weight A\!=2¢ does not depend on the horizontal variables
T1, ..., Tp, hence problem (4.1.2) is invariant under translations in the directions
X1y eeey Ty

Our main result is the following energy estimate for global minimizers of prob-
lem (4.1.1). Given a bounded function v defined on R", set

G(u):/ulf and

¢, = min{G(s) : iﬂgfu < s <supu}. (4.1.5)
n ]Rn
Theorem 4.1.2. Let f be any CYP nonlinearity, with 3 > max{0,1 — 2s}, and
u:R™ — R be a global minimizer of (4.1.1). Let v be the s-extension of u in RTFI.
Then, for all R > 2,

/ 1)\1_25|V1)|26lxal/\ + [ {G(u)—c,ydr <CR" if 0<s<1/2

QR % Br (4.1.6)

/ 5)\1_25|Vv|2d$d)\ + {G(u) — e, }dz < CR™ if 1/2<s< 1,
Cr Br

where ¢, is defined by (4.1.5), and C' denotes different positive constants depending
only on n, [|flle,, |[ul|poe@n) and s.
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Here by [|f]|c1.s we mean || f]|c16(fintgn usupgn u])- AS @ consequence (4.1.6) also
holds for layer solutions.

Moreover, we will prove that, in dimension n = 3, the energy estimate (4.1.6)
holds also for monotone solutions without the limit assumption (4.1.4). These
solutions are minimizers among a certain class of functions, but they are not, in
general, global minimizers as defined before.

Theorem 4.1.3. Let n = 3, f be any CY* nonlinearity with 3 € (0,1) and u be
a bounded solution of (4.1.1) such that O.u > 0 in R® for some direction e € R?,

le|] = 1. Let v be the s-extension of u in RY.
Then, for all R > 2,

1
/ Ly guPardr+ [ {Gu) — edde < CRZ if 0 < s < 1/2
Cn 2 Br (4.1.7)
/ §A1_25|VU|2dxd/\ —|—/ {G(u) — e, }dx < OR? if 1/2 <s <1,
Cr

Br

where ¢, is defined by (4.1.5), and C' denotes different positive constants depending
only on ||ulLes), [|fllcre, and s.

In dimension n = 3, for every 1/2 < s < 1, Theorems 4.1.2 and 4.1.3 lead
to the 1-D symmetry of global minimizers and of bounded monotone solutions of
problem (4.1.1). For s = 1/2 this was proved in Chapter 3.

Theorem 4.1.4. Suppose n =3 and 1/2 < s < 1. Let f be any C*® nonlinearity
with B > max{0,1 —2s} and u be either a bounded global minimizer of (4.1.1), or
a bounded solution monotone in some direction e € R?, |e| = 1.

Then, u depends only on one variable, i.e., there exists a € R and g : R — R,
such that u(x) = g(a-x) for all v € R®. Equivalently, the level sets of u are planes.

Remark 4.1.5. In [14] Caffarelli, Roquejoffre, and Savin develop a regularity the-
ory for nonlocal minimal surfaces. This surfaces can be interpreted as a non-
infinitesimal version of classical minimal surfaces and can be attained by mini-
mizing the H*-norm of the indicator function when 0 < s < 1/2. A crucial fact
here is that when 0 < s < 1/2 the indicator functions belong to the space H*
and the extension problem (1.3.2) is a well posed problem for indicator functions.
The authors also prove a sharp energy estimate C'R" 2% related to ours in some
sense: our equation is the Allen-Cahn approximation of these nonlocal minimal
surfaces. The flatness of these nonlocal minimal surfaces is an open problem even
in dimension n = 2 (while the 1-D symmetry property of monotone solution of the
semilinear problem is known in dimension n = 2 for every s). Recently, Caffarelli
and Valdinoci [17] have proven that nonlocal minimal cones converge to standard
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minimal surfaces when s tends to 1/2. From this, they obtain that all the nonlocal
minimal cones are flat and all the nonlocal minimal surfaces are smooth when the
dimension n is lower or equal than 7 and s is closed to 1/2.

To prove 1-D symmetry, we use a Liouville type argument, which requires an
appropriate estimate for the Dirichlet energy. By a result of Moschini [31], the
energy estimate

/ |Vol?dzd\ < CR*log R,
Cr

allows to use such Liouville type result and deduce 1-D symmetry in R? for global
minimizers and for solutions monotone in one direction. By Theorems 4.1.2 and
4.1.3, we have that for every 1/2 < s < 1 and for n = 3,

1
/ A7 Vo2 ded) < CR2.
cr 2
If 0 < s < 1/2, our estimates lead to
1
/ M7 Vo Pded) < CRY 2.
cr 2

Since 3 — 2s > 2 when 0 < s < 1/2, then we cannot use this Liouville argument.
This is the reason why we can prove 1-D symmetry only for 1/2 < s < 1.

We have two different proofs of our energy estimates (4.1.6).

The first one is very simple but applies only to Allen-Cahn type nonlinearities
(such as f(u) = u—u*) and to monotone solutions satisfying the limit assumption
(4.1.4) or the more general (4.2.3) below. We present this very simple proof in
section 2. It was found by Ambrosio and Cabré [3] to prove the optimal energy
estimate for —Au = u — u?® in R".

Our second proof applies in more general situations and will lead to Theorems
4.1.2 and 4.1.3. Tt is based on controlling a weighted H'(£2)-norm of a function by
some fractional Sobolev norms on the boundary.

Let us recall now the definition of the H*(A)-norm of a function, for 0 < s < 1,
where A is either a Lipschitz open set of R", or A = 02 and () is a bounded
Lipschitz open set of R™"!. It is given by

w(z) — w(z)[?
ol = Nl + [ [ 2O oo

In the sequel we will use it for @ = C; = By x (0,1) C R*™ and A = 9C}.

To prove Theorem 4.1.2, we use the following comparison argument. We con-
struct a comparison function w which takes the same values of v on ICrN{\ > 0}
and thus, by minimality of v,

ECR (U> < gCR (@) :
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Then, it is enough to estimate the energy of w.

For simplicity consider the case of the Allen-Cahn type equation. We define the
function w(z, A) in Cg in the following way. First we define w(z, 0) on the base of
the cylinder as a smooth function g(x) which is identically equal to 1 in Bg_; and
g(x) = v(x,0) for |x| = R; then we define w(z, \) as the unique solution of the
Dirichlet problem

divIA'™Vw) =0 in Cr
w(z,0) = g(z) on Br x {\ =0} (4.1.8)
w(z,\) =v(z,\) ondCgrN{\>0}.

Since by definition W = 1 on Bg_1 x {0}, then the potential energy is bounded by
CR™!. Thus it remains to estimate the Dirichlet energy.

To do this we proceed in two steps. First, after rescaling, we apply Theorem
4.1.6 below, to control the Dirichlet norm of w in C by some fractional Sobolev
norms of its trace on dC,. Then, we use Theorem 4.1.8 below to give an estimate
of these fractional norms.

More precisely, we recall that in the proof of the estimate for the Dirichlet
energy for s = 1/2 a crucial point was an extension theorem which let us to control
the H'(Q)-norm of a function with the H'/2(9Q)-norm of its trace. Here we are
in a more complicated situation, since we need to control a weighted H'(2)-norm,
with a weight which degenerates on a subset of 0f).

We consider a bounded subset Q of R**! with Lipschitz boundary 02, and M
a Lipschitz subset of 0. For every z € Q, we denote dy;(z) the distance from the
point z to the set M. Set

a:=1-2s€(-1,1).

Here we want to control the H (}%—norm of a function w defined in 2, with some
weighted fractional Sobolev norm of its trace. Observe that the weight d%, vanishes
only on a subset M of the boundary 0f2. Later we will consider Q2 = C;, A = 9C}
and M = B; x {0}. In this case we have dj/(z, \) = A.

In Theorem 4.1.6 we establish that, given a function w defined on all 0f2,
then there exists an extension w of w in €2, which H, Cl%—norm is controlled by a

combination of a H*-norm and a H ;éf—norm of its trace w. If w is a weight, we
indicate with H?(0f2) the weighted Sobolev space of functions f such that

/wf2<oo and
o9

2
/ / f(?’ do,dos < 400.
o0 Joq \Z — Z|ntes
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We fix some notations. Let A be either a Lipschitz domain in R™ or A = 0f)
where  is a bounded subset of R**! with Lipschitz boundary. Let M C A be an
open set (relative to A) with Lipschitz boundary (relative to A) I' = OM.

We define the following two sets:

= Ax A ?f0<s<1/2 (4.1.9)
MxM if 1/2<s<1,
and
B, — (A\ M) x (A\ M) %f0<s<1/2 (4.1.10)
(A\M)x A if 1/2<s<1.

The following is the extension theorem that we will use to prove our energy
estimates.

Theorem 4.1.6. Let Q be a bounded subset of R™ with Lipschitz boundary OS2
and M a Lipschitz subset of Q. For z € R et dy(z) denote the Euclidean
distance from the point z to the set M. Let w belong to C(0S).

Then, there exists an extension w of w in Q belonging to C1() N C(Q), such
that

w(z) —w(@)

Casjo |
/QdM(Z)l 2 ’vad«Z < CHwHiz(aﬂ) "—C//BS |Z—§’”+2S dO’ZdO'E

+C / / dM(z)1_25|w(Z)_w(z”zdazdag,

2 — Z[tl

(4.1.11)

where By and B, are defined, respectively, in (4.1.9) and (4.1.10) with A = 09,
and C' denotes a positive constant depending on 2, M and s.

We have used the notations Bs and B,, to indicate, respectively, the set in which
we compute the H*-norm of w and the set in which we compute the weighted H 15—
norm of w.

Remark 4.1.7. We denote by w the s-extension of w in ). Since w is the extension
of w in €2 which minimizes the quantity

[ atey>var
Q

then inequality (4.1.11) holds, in particular, with w replaced by .
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In two articles [32, 33|, Nekvinda treated some extension and trace problems for
functions belonging to fractional Sobolev spaces, but his results are not applicable
to our situation.

In [33], the author proved an extension theorem for functions belonging to
H?*(M), where M is, as before, a subset of 0€2. More precisely he proved that if
w € H*(M) then there exists an extension w of w in €2 such that

/ Ay (2)" VP < Cllwl
(9]

In [32], he considered the case of a function w defined on 92\ M and established
that there exists an extension w of w in Q which H jﬁl-norm is controlled by some
weighted fractional norm of w in 92\ M.

Here we need an extension result to all of €2 for functions w defined in 02, and
thus we cannot apply the results of Nekvinda.

We conclude giving the key result in the proof of Theorem 4.1.2.

Theorem 4.1.8. Let A be either a Lipschitz domain in R™ or A = 082 where )
is a bounded subset of R"™! with Lipschitz boundary. Let M C A be an open set
(relative to A) with Lipschitz boundary (relative o A) I' = OM. Let € € (0,1/2).
Let w: A — R be a Lipschitz function such that for almost every z € A,

[w(z)| < co (4.1.12)

co ' dF(Z) min{1,2s}
|Dw(z)| < in(2) mm{l,( . ) } (4.1.13)

where D are all tangential derivatives to A, dr(z) is the Euclidean distance from
the point z to the set T' (either in R™ or in R™™ ), and ¢y is a positive constant.
Then,

w(z) @) 1 05 [W(2) —w(Z )[?
Hw||L2(A)+// |Z—Z|”+25 do,doz + ) Iz —zp do.dos
<{C’co if 0<s<1/2,

and

4.1.14
Ccde'™ if 1/2<s< 1. ( )

where C' denotes a positive constant depending only on A, M, and s and the sets
Bs and B,, are defined in (4.1.9) and (4.1.10).

Later we will use this result for A = 0C;, M = B; x {\ = 0} and I' =
0By x {\ = 0}. Thus in this case the constant C' that appears in (4.1.14) only
depends on the dimension n and the power s.
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Remark 4.1.9. In the proof of Theorem 4.1.8 the following gradient estimates for
every bounded solution v of problem (4.1.2) will be of utmost importance. Let
f € O for some 8 > max{0,1 — 2s}, then every bounded solution v of (4.1.2)
satisfies

C

|Veo(z, \)| < T for every z € R™ and A >0

C 4.1.15
|O\v(x, N)| < X for every x € R™ and A > 1 ( )
IANT2050] < for every x € R" and 0 < A\ < 1.

The bound |V,v(z,0)] < C for every x € R"™ has been proven by Silvestre (see
Lemmas 2.8 and 2.9 in [36]). Using the maximum principle we can extend this
bound for every A > 0 and deduce |V, v(z,\)| < C for every z € R” and A > 0.
The bound |Vou(z,A)| < C/X for every z € R™ and A\ > 1 follows, after rescaling,
by interior elliptic estimates, since equation (4.1.2) is uniformly elliptic for A > 1.
Finally, the last bound |[A~29yv(z, \)| < C for every z € R" and 0 < X\ < 1 is
established by Cabré and Sire in [8], using that the function w = A'72*9,v satisfies
the dual problem (with Dirichlet boundary condition)

div(Al"#Vw) =0 in R
w=f on R

The chapter is organized as follows:

e In section 2 we prove the energy estimate for layer solutions of the Allen-

Cahn type equation, using a simple argument introduced by Ambrosio and
Cabré [3].

e In section 3 we give the proof of the extension Theorem 4.1.6 and of the key
Theorem 4.1.8.

e In section 4 we prove energy estimate (4.1.6) for global minimizers and for
every nonlinearity f.

e In section 5 we establish energy estimates for bounded monotone solutions
in R3.

e In section 6 we prove the 1-D symmetry result, that is Theorem 4.1.4.
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4.2 Energy estimate for monotone solutions of
Allen-Cahn type equations

In this section we consider potentials G(u) = ful f satisfying the following hypoth-
esis:
G>0=G(£l) mR and G>0 in(—1,1). (4.2.1)
An example is G(u) = 1(1 — u?)2. In this case the nonlinearity is given by f(u) =
u—u?.
In the sequel we consider the energy

£, on(v) = / Ly gopazir+ [ G)de.
Ccr 2 Br
In the following theorem we establish energy estimates for monotone solutions of
(4.1.1) such that lim,, ;- u(z’,z,) = 1, in the case in which the potential G
satisfies (4.2.1). Recall that we have defined the cylinder Cr = Bg x (0, R), where
Bp, is the ball of radius R in R".

Theorem 4.2.1. Let f be a C*P function, with 3 > max{0,1— 2s}. Suppose that

G(u) = fulf satisfies (4.2.1). Let u be a solution of problem (4.1.1) in R", with
lu| < 1, and let v be the s-extension of u in R, Assume that

Uy, >0 in R" (4.2.2)

and
lim w(2',z,) =1 for all 2’ € R" . (4.2.3)

Tp—+00

Then, for every R > 2,
Escy(V) SCR"™*, if0<s<1/2,

and
Eocp(v) KCR"™ if1/2<s< 1,

for some constants C' depending only on n, ||u|e®n), || f|lcr and s.

Proof. As in Chapter 3, the proof uses an argument found by Ambrosio and
Cabré [3] to prove an energy estimate for layer solutions of the analog problem
—Au = f(u). This method is based on sliding the function v in the direction x,,.
Throughout the proof, C' will denote different positive constants depending only
on n and || f||c:. Consider the function

vz, \) = v, 3, + 1))
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defined for (2, z,,A\) € R" and t € R. For each ¢ we have

{div()\l_QSVUt) =0 in R}, (4.2.4)

—A=29y0t = f(v!) on R™ = IR

Moreover, here we use the gradient estimates (4.1.15) for the solution v of problem
(4.1.2) (see [8, 36]). We have that for every t [v*| < C and

(V0! (2, A)| < f)\ for every (x,)\) € R (4.2.5)
t ¢ n
|0\ (z, \)] < 5\ for every x € R" and A > 1 (4.2.6)
IANT20,50" < C for every x € R® and 0 < A\ < 1. (4.2.7)
In addition (see [8])
lim {[o'(z,A) — 1| + [Vo'(z, )|} =0 (4.2.8)

t——+o0

for all z € R™ and all A > 0.

Note that, hypothesis (4.2.2) and the maximum principle imply that v,, > 0
in RTFI. Thus, denoting the derivative of v'(x, \) with respect to ¢t by dy'(z, \),
we have

Ot (x, \) = v, (2,2, + £, 1) >0 for all z € R", A > 0.

By (4.2.8), we have that

ty
tl}ﬂ_n gSCR( )*O'

Next, we bound the derivative of & o, (v") with respect to t. Recall that we
have set a = 1 — 2s. We use that v’ is a solution of problem (4.1.2), the bounds
(4.2.5), (4.2.6), (4.2.7) for v" and the derivatives of v, and the crucial fact that
o' > 0. Let v denote the exterior normal to the lateral boundary dBr x (0, R)
of the cylinder Cg.

We have

R
0Escp(vh) = / d)\/ dz\*Vo' - V(9") + G'(Vo'dx
BR BR

- / d\ / do\° —8,51) + / 2 0t . R
OBRr BRX{)\ZR} 8)\

R )\a
—C/ / doo' — CR2S/ dzo'(z, R).
o 1+AJon, Brx{\=R}

v
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Hence, for every T' > 0, we have

gS,CR(U> - SCR / at SCR

Es T+C/dt/d doow’
,CR(U ) ] ; 11\ . OO0tV
T
+C’R_25/ dt/ dzo'(z, R)
0 Brx{\=R}

- R @ T
— & e d/dA /dt@t,)\
b e [ dn [T [ oty

T
+C’R_25/ dm/ dto'(z, R)
Brx{\=R} 0

R @
= Eon(vh) + C’/aBR da/o d)\l n )\(UT — %) (z, \)
+C’R_2S/ dr(vh — 0% (z, \)
Brx{\=R}

< & (V) + CR™ 4+ CR™>.

IA

Letting T" — +00, we obtain the desired estimates. Indeed, if 0 < s < 1/2 then
Esop(v) < OCR"™ 2 and if 1/2 < s < 1 then & ¢, (v) < CR™ =

4.3 H?° estimate

In this section we recall some definitions and properties of the spaces H*(R") and
H#(09Q), where ) is a bounded subset of R"™! with Lipschitz boundary 99 (see
27)).

H*(R™) is the space of functions u € LQ(R”) such that

P,
/n/n ]x—x|"+2 ——————dxdT < 400,

equipped with the norm

1
’u ‘2 - 2
ull -y = <||u||L2 ) / / a:—x\"”s ) = O )

As in section 3 of Chapter 3, using a family of charts and a partition of unity, we
can define the space H*(012), where Q is a bounded subset of R"*! with Lipschitz
boundary.

We use the same notations of Chapter 3.
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Consider an atlas {(Oj,¢;),7 = 1,...,m} where {O;} is a family of open
bounded sets in R™** such that {O; N 9Q;j = 1,...,m} cover Q. The functions
¢; are the corresponding Lipschitz diffeomorphism such that

;05 = U={(y,p) ER™ 1 Jy[ < 1, —1 < p <1},

p;:0;NQ = U= {(y,p) ER™ 1 Jy[ <1, 0< p <1},

p; 1 0;N002 — {(y, ) € R™™ : |y| <1, u =0},

in O; N O; # 0 the compatibility conditions hold.

Let {a;} be a partition of unity on 92 such that a; € C§°(0;), >°7", a; = 1in

O;NOQ. If u is a function on 9 decompose u = » 7" | ua; and define the function

(uay) 0 07 (3, 0) = () (5 (4, 0)),  for every (y,0) € U N { = 0},

Since a; has compact support in O;, the function (ua;)o gpj’l(-, 0) has compact
support in U N { = 0} and therefore we may consider ((uq;) o 50;1)(-,0) to be
defined in R™ extending it by zero out of U N { = 0}. Now we define

H*(89) = {u|(uay) o p;'(-,0) € H*(R"), j =1,...,m}

%
(zu way) 07! ,o>|Hs(Rn>> |

All these norms are independent of the choice of the system of local maps {O;, ¢}
and of the partition of unity {«a;}, and are all equivalent to

Ju(z) — u(z)]? :
meo0) = ( ||ullz2(00) + o Joo Z_Z|n+2 Ty —gnias do=doz |

We can give now the proof of Theorem 4.1.6.

equipped with the norm

||l

Proof of Theorem 4.1.6. Case 1: Q = R"™.

We first consider the case of a half space Q = R} and M = {(/,,) € R" :
z, < 0}. Let ¢ be a bounded function belonging to C(R™). Following the first part
of the proof of Proposition 3.2.1 in Chapter 3, we consider a C'* function K(z),
defined on R™ with compact support in B; and such that fRn K (x)dz = 1. Define

K(z,)) on R in the following way:

Kz )= /\1"K (A)
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and finally define the extension Eas

((z,)) = [ K(z—7 \(()dT. (4.3.1)

Rn

Note that, since fRn (z,\)dx = 1, we have
HE(-,)\)HLZ(W) < ||¢||r2@ny for every A >0, (4.3.2)

and

1 ~
/ dMl—?S/ dz|C(z, \)[* < C|[¢]] r2@n)- (4.3.3)
0 R

_In chapter 3 a simple calculation leads to the following estimate for the gradient

of ¢
()2
IVC(z, V)2 < C/ [6(@) = @I (4.3.4)
)\n+2
{|lz—Z|<A}

If M = {(2',2,) € R" : x,, < 0}, then dps(z, ) = [(z,,)% + A?]V/2, where as usually,
(xn)4+ = max{x,,0}.

Consider now, separately, the two cases 0 < s < 1/2 and 1/2 < s < 1.

If 0 < s <1/2then a=1-2s> 0 and we have that df;(z,\) < (2,)} + A
Using (4.3.4), we get

/w+1 A%, (2, )|V (@, \)[Pded) < C/ 1(( ) A VE(, ) [PdwdA

e Pl
<o anf [ T o)
+oo
— (72
< C/ d)\//lx . dxdz )\nJrZwK(x) ((7)]
oo — xn)i =2
o[ f [ @ o)

<o [ [ wamca) - coppore
v0 [ [ otz aticte) - c@Ppe
= C/n / %duﬁ

o lC(x) —C@P
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Next, we observe that the last integral can be computed only on the set {(z,T) €
R” x R" : |z — 7| < (x,)+/2}, which is contained in (R™\ M) x (R™\ M). Indeed

— 7)|2 _ —\ (2
// (xn)i—2s|§($) _C(w1)| dxdfg// ¢() _C(a;>| .
{lo—71> %) |z —Z["* (o—ziz @ty |@ — T2

Thus, if 0 < s < 1/2, we have

/ dar(z, \) 72|V (2, N) Pdad A
Ry

—\ |2
_ @) = @R,
c// |x_x‘n+25 dxd_—l—C/Rn\M/n\MdM(x) s

If1/2 <s <1, set
b=—-a=2s—1>0.

In this case we use that dp(x,\) > max{(x,)y, A}, which implies d%,(x,\) =

7 ({E 5 < (max{(; oy In what follows we will use dé (2, \) < 1/ if (2,)4 =0
M\ nJ)+

and d$,;(z,\) < 1/(z,)% if (z,)4 > 0. We have

/ %, (z, \)|VC(z, \) Pdwd) < (4.3.5)
Ry

i _I¢(z) — ¢(@)]
C dA\ dxdr——"—F——
= / /(xn)Jr =0} /|:c T|<A} e AmF2Eb
e _|¢(z) —¢(@)?
C dA dxdx
* / /xn )+>0} /|x T|<A} ( )b Ant2
_|¢(x) — ¢(@)?
< d dz——"—""——
=t /{<xn>+—0} 33/ @ — x|

1 _ —\ |2
+C/ do | di—:; <) _Tffl)‘
{(zn)4+>0} g (Tn)% |z — T
cof awf aknmamr
@)=y J{@n)s=0y |z —T"F

+C/ i [ amt [(z) = <@
(@n)es0y  Jre (@)% |z —T T

Observe that the integral in (4.3.6) is computed only on the set {(z,7) € R™ x
R"|(z,)+ = 0,(ZTn)+ = 0}. Indeed the set L := M x (R"\ M) = {(z,7) €
R™ x ]R”|(xn)+ =0,(Tn)+ > 0} C {(z,7) € R" x R"|(T),)4 < |z — 7|} Then if
(x,7) € L

1 < 1 1
o =3 = @ e
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and hence we have that

A2 A2
T L ey G P W UL
{@n)s=0)  J{@n)ys0y |z =T {@e>0y  Jre (@n)h |z =T

This conclude the proof in the case of the half space.
Case 2: Let Q € R""! be a bounded open set with Lipschitz boundary A = 95,
and let w € C(092).

Let I' be the boundary (relative to A) of M and let B,, = B, (p;) € R"" be
the ball centered at p; € 0N and of radius r;. We set A, = En N o). Let Q4
denote the unite cube in R™.

Since 0f) is compact, we can consider a finite open covering of 0f2

m m

UA., =B, noa)

i=1 =1

such that for every i there exists a bilipschitz function ¢; : Egri NQ— Q1 x(0,1)
which satisfies

pi(Azr,) = Q1 x {0} (4.3.7)

Moreover we require that

o if Fl = AZTZ' Nnr 7£ (Z), then

ei(li) ={z € Q1 : 2, =0} (4.3.8)
©i(MNAy,)={re@:z, <0} =Qr; (4.3.9)
e if A, NT = (), then
T = %dr(pz‘),

where p; and r; are respectively the center and the radius of the ball ET

To construct this finite covering of 9, we first cover I' with a finite number [
of balls B,, centered at p; € I" and of radius r; such that there exists a bilipschitz

function ¢; : By, N Q — Q1 x (=1, 1), which satisfies (4.3.7), (4.3.8), and (4.3.9).
Then, we consider the compact set

and we cover it with a finite number of sets A,, = Eri N 0%, where En. are balls

1
centered at p; € K and of radius r; = §dp(pl-).
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Observe that the number m of sets A,, which cover 912, and the Lipschitz
constant of ¢;, depend only on 02 and I'.

----------

where a; € C°(B,,) and Y ;" o, =1 on A,,.
If w is a function defined on 0f2, we write

m m
=1 i=1

Using the bilipschitz map ¢;, we define

Gi(y) == wi(yp; '(y,0)) for every y € Q.

Then ¢; has compact support in ()1 and can be extend by 0 outside (); in all R".
Next, we consider (;, the extension of ( in RTJFH defined by the convolution in
(4.3.1), and we define w; the extension of w; in B,, N Q as follows:

@i(2) = i(2)G(@i(2))  for every z € B, NQ.

Finally, we set

T - 2211 w; in UZI(EM N Q)
AU in Q\ U, (B, NQ)

Observe that, since ¢, is a bilipschitz map and a; € C°(0;) for every j =1, ..., m,
we have

Vi < C{IVayllG o il + | [(VG) 0 1
and thus

[ dr@vareo [ drEGenldc | | dHEITEen
R7H!

B,,nQ B,,nQ

Observe that when 0 < s < 1/2, we have d},;** < C in €, and thus using (4.3.2)
we get

/~ > (2)]G o pil*dz < [ G o @il*dz < II¢ll2@n < Cllwllzzon)-
By,n0 B..nQ
On the other hand, when 1/2 < s < 1, we use (4.3.3), to obtain

~ 1 ~
| aieienta < [ [ NGy < Kl < Cllulleen,
Br,N 0 1
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Thus

[ da vt < Cluluen + [ di@IVE) owldz. (13.10)
B,.NQ R}

+

Claim: (4.1.11) holds with w and w replaced by w; and w;, which have compact

support in B, N Q and A,, respectively.
It is enough to prove the claim. Indeed, note first that

/dM( )12 | V|2 dz<CZ/ )12 | Vi 2dz.
Y’

Moreover, for every i = 1,...,m,

(wi)( w;)(Z)[°
// |Z — Z|”+2s dodoz < Cllw[590).

since,

(way)(2) — (way) (Z)]?
do,dos
// |Z_Z|n+25 0z

// (wai)(2) — w(2)oi(Z) + w(2)ai(Z) — (wey)(Z)[? do.dos

|Z _ Z|n+23

|ai(= (2)PPlw(=)?
<2// ]Z—Z‘"Jr% do,do>
Z)?|0a(2)?
+2 / / Z‘Mzs dodoz

=\ (2
wlzg) —wlz
§0||w||§2(am+c//3 | ’i)_z‘n;j’ dodo,

where C' denotes different positive constants depending on 2. To get the bound
C HwH%Q(aQ) for the first term, we have used that «; is Lipschitz, and spherical
coordinates centered at z.

In the same way, using that wa dar(2)17%*dz is bounded, we get

[ ] eyl
< CHUJHB (59) // 1 28|w|(§)__§’12£§1)|2d02d0z.

Next, we prove the claim.
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Observe that we have three different cases, depending on the relative positions
between the sets A,, and M.
Case a). First, consider the case I'; = Ay, NT # ). By (4.3.10), we have that

/~ Aot ()| V@ 2z < Cllwlzom + C / ()1 + N2 VEPdad).
B»,»ZﬂQ Ri—kl

(4.3.11)
Then, using the result in case 1, applied to (;, we get

/ du (2)7F|Vw|Pdz < Cllw||r200) + C/ ()1 + A2 |V G dadA
B,;NQ RTT!

+

6@ — G(@)
< lollzany +€ [ [ KMot

R el

where B, and B,, are defined as in (4.1.9) and (4.1.10), with A = R” and M =
{(«,x,) € R" : x,, < 0}.
Using the bilipschitz map ¢; !, we have

/~ dyr(2)' 72|V, *dz
B,,nQ

< Cllullzon + ¢ [ [ =N oo,

’Z _ Z‘n+2

105 [Wi(2) — wi(Z)]
—I—//de(z) P do,do,

where now, B, and B, are defined as in (4.1.9) and (4.1.10), with A = 09.

Case b). Second, consider the case A,, C M. In this case, the claim follows
exactly as in case a), with (z,); = 0in (4.3.11).

Case c). Finally, consider the case A,, C 00\ M.

We recall that, by construction A, = B N 0f2 where BT is the ball centered

1
at p; € 00\ M and of radius r; = gdr‘(pi).
Thus, for every z € B; N 2, we have that

%dl"(}%’) <dr(z) < %dr(pi)'

Then, for every i =1,...,m

/ dr(2) =2V 2z < Cdp(pg) =2 / Vi|2dz.
B,.NQ B,.NQ
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Observe that the integral on the right-hand side, does not contain weights. More-
over, we recall that the extension w; is defined as for the case s = 1/2. Thus,
applying the extension result given in chapter 3 for s = 1/2, we get

[ dr(2)' |V, 2dz
By,n0
< Cllwl|r290) + Cdar(pi) ) 28// [9:(z) — 6:(2 ”dazdaz

S C’||w||L2(39) —+ C// dM(Z>1—25|wZ( ) ( )|d0'zd0'2
By

|Z —|n+1

This conclude the proof of the claim. O
We give now the proof of the crucial Theorem 4.1.8.

Proof of Theorem /.1.8. Step 1: suppose that A = @Q; = {z € R" : |z| < 1} is the

unit cube in R". We may assume ¢y = 1 by replacing w by w/cy. Let, as before,

(', x,) € R™. Recall that M = Q7 = {z € Q1|z, <0} and " = {z,, = 0} N Q.
Case 0 < s < 1/2. By hypothesis we have that |w(z)| <1 and

¢ c
Vuw(zx)| < =— inall A=R", 4.3.12
| <n_%@),%, 43.12)
Vu(z)| < Qd% ) = | s mall A =R, (4.3.13)

Let Q7 = {z € Q1|xn > 0}. We prove that I is bounded, where [ is given by

2 =2
= / / wi@) Z W@ ) g / / (a2 @) Z W@
o |90—90|”+2 of Jar |z — [t

Since hypothesis (4.3.12) and (4.3.13) are symmetric in z,, and —z,,, we have that

I< / / [wiz) _w(a:)| dmdf—l—/ o [wiz) _w(:z)| dzdz(4.3.14)
) . |.I’ _ $|n+25 Jo |ZE _ x|n+1
Observe that in the set {|z — 7| < |z,|/2}
wle) = w@F _ (o) = ol

’ZC _f’n+2s ’ZC _f’n—l—l ’

while the reverse inequality holds in {|z — Z| > (z,)+/2}. We deduce that

2
re2f | i) W@,
VJan@e-a>leal2y 1T T

+2 ‘ n‘l 2$|w< ) _U;S_l” d d—_ [1+I2
Q1 JQinzle—zi<jenl/2) |« — 7|
(4.3.15)
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We bound I; using the L*> estimate for w and spherical coordinates centered

at x,
()2 2v/n 1
/ / wle) = W@y, 4 < o / d / dr——
Q1 J{ze€Q1:|z—7|>|zn|/2} ‘:U—$| Q1 lznl/2 T

1
< C’/ P ——dx, < C, (4.3.16)
-1 ’xn’

where the finiteness of the last integral comes from the fact that, here, 0 < s <
1/2. Next,2 we consider I,. By (4.3.12) and (4.3.13) we have that |Vw(x)| <
¢ (|In|) if 0 < |z, < € and |Vw(z)| < <
e\ € |, ]
between z,, and —x, we can suppose z € Q. Using the gradient bounds above
for w and spherical coordinates, we get

/ / |£L’ |1—28|w<x> _w(f)Pdﬂjdf
» J @eQuile—zI<|anl/2} |z — [+

T /2 ‘y ‘ (25—-1) 1 T /2 1
SC’/ dx,x, 1= 25/ dr—2 (—n) +C/ dz,x,) 1= 25/ dr—2,
0 0 € € € 0 Yn

where y € B);,|/2(x) is a point of the segment joining x and Z. Since y € By, |/2(z),
we have that |y,| > |z,|/2 and thus we deduce that

/ / |I‘ |172S |w(ﬂ7) - w(f)|2dxdf
\ J(Eequa—al<leal/2) |z — [t

Tn/2 1 2(2s—1) 1 Tn /2 1
SC’/ dz,os” 2S/ dr— <ﬁ> +C’/ dz,T 25/ dr—
0 0 € € c 0 r

1 [ L
C— [ x¥dx,+C / x, ¥dr, < Ce'™ < C. (4.3.17)
0 €

543

if |z,| > e. By symmetry

Using (4.3.15), (4.3.16), and (4.3.17), we conclude that I; < C.
Consider, now, the case 1/2 < s < 1. We want to prove that

]’_/ / |U) d d_ / d$/ dl' l 23‘w ) ( >| 061725.
\x—x!”“ oF ) |z — Z|ntT

We recall that in this case, (4.3.12) and (4.3.13) imply that

{|Dw($)| <CJe for every x € Q1 s.t. |x,] < e (4.3.18)

|Dw(x)| < C/|x,| for every x € Q s.t. |z,| > e.
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We have that

2 ==\ |2
P
1 1 x_'r| Q1 Q1 |.T ‘

= (2
< l/i/n [w(z) “fQN dzdT
{meMW}|$—ﬂ”S
= (2
{Jz—7]>]n]/2} |z — 7z
<

|2
W i) eGP,
{lo—z|<lenl/2y [T — T

_ ==\ |2
{|@n]/2<|z—TF|<max{e/2,|zn|/2}} |z — 7|

2
-m//, |nP%m()_LHMﬁ:h+b+h
{|le—z|>max{e/2,|zn|/2}} |z — |

We first bound I;. Using the gradient bound (4.3.18) for w we have

D 2
nef[ D,
{lo—z|<|znl/2} 1T — Z|"

where y € Bj;,|/2(x) is a point of the segment joining x and Z. Now, the gra-
dient bound (4.3.18) reads |Dw(y)| < min{e™!,|y,|~'} for a.e. y € Q. Since
y € B, 2(x), we have |y,| > |z,|/2 and thus [Dw(y)| < min{e™,|y,|7'} <
min{e~!,2|z,|~'}. Using spherical coordinates centered at z, we get

|$n|/2 1 1
L < /dx/ mln{—2,—2}
1 € |'T7l|
1 1
< /d:z:nmm e R )
-1 g2’ zn|?

1 1
< C’/ —2|xn|2_28dxn + C/ |z, > % d,, < Ce' 72,
0o € €

Consider now I,. Here |z,,| < ¢ (if not {|z,|/2 < max{|z,|/2,e/2}} = (). Using
the gradient bound (4.1.13) and spherical coordinates centered at z, we get

€ €/2 C C
I, < C’/ dxn|xn|1_2$/ dr— < —e¥B < Ol
0 jenl/2 € €

Finally, using that |w| < C'in @1 and spherical coordinates centered at x, we
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get the following bound for Ij:

1-2s v C ! 1-25 - 1 1
I3 < dz,|x,| dr— <C A, | T, min{ —, —
1 max{|zn|/2.6/2} T 1 |x,| e

°1
S / —|$n|1_2s+0/|l’n|_28 S 081—23'
o € €

Step 2. Suppose now that A is a Lipschitz subset of R™ or A = 0f2, where 2
is an open bounded subset of R"™! with Lipschitz boundary.

We consider the finite open covering {A,,}i—1 = {B,, N A}y, m, con-
structed in the proof of Theorem 4.1.6 case 2. Here for sake of simplicity, B,,
denotes both the ball in R™ or R™™. We set gg = min{ri, 1/2}.

If z and Z are two points belonging to A such that |z — Z| < &g, then there
exists a set Ay, = Ba,, N A such that both z and Z belong to A,,,. Hence

{(.2) € Ax At |z—7| <&} C | JAs, x A,
=1

Let L > 1 be a bound for the Lipschitz constants of all functions ¢y, ..., @m, @7, ..., @1

Let us first treat the case 0 < e < 1/(2L).
We write

=) // - 25 [w(2) —w(Z)[?
// |z—z|”+23 do,dos + ) Iz = do,dos
2
:// [w(z) _nf%)‘ do.dos
N {Z:|2—Z|<eo} |z — 7|
=\ [2
| HEETTCToN
sN{Z:|z2—Z|>e0} ‘Z - Z|
+// dM<z)172S|w( ) U;S_1>| d do_z
ByN{z:|z—Z|<e0} ’Z - Z|
+// dM<Z>172S|w< ) U:LS_1>| d dUZ.
ByN{z:|z—Z|>e0} ’Z |

Since w is bounded and [ da(2)'"**dz < C for every 0 < s < 1, we have that

=\ |2
/] ORI
Bsn{z:|z—Zz|>e0} |Z - Z‘

—i—// dpr(2)% lw(z) — w(2)|2d0 o< O
w{Z:|z—Z|>e0} |Z — §|n+1 2007z >~ U.
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On the other hand, for what said before

=2
[/ ) 0
BsN{z:|z—2|<e0} |z — 7|

BuwN{z:|z—2|<e0} ’ Z|nJrl
S I =
(A2, X Azr,) |Z _ §|n+25 W07

e w(2) —w(@)

L / / P do.do-.
Z Bwﬂ AQTZXAQT ( ) | |TL+1

If A, NT # O then, by the construction of the open covering {A,,}, there
exists a bilipschitz map ¢; : By, — Q1 x (—1,1) such that ¢;(As.,) = Q1 and
0i(Agy, NM) = {2z € Q1 : ,, < 0}. We use the bilipschitz map ¢; to flatten the
sets B, N (Agy, X Ag,.) and B, N (Ag,, X Ag,.), and we set wy = w o ¢~ . Given
r € Q1, let y = ¢; () € A,,. Recalling the definition of the Lipschitz constant L
above, we have |z,| < Ldr(y) and hence

co L dl"(y) min{1,2s}
dr(y) ’ €

< L? o min < 1 M e

- |2, "\ Le '

Thus we can apply the result proved in Step 1, with € replaced by €L (note that we
have e L < 1/2, as in Step 1), to the function wq/[(1 + L?)co]. Using the Lipschitz
property of ¢!, we restate the conclusion for w and we get

=2
// w(z) _I:SS)\ do.do-
Bun(Asn, xAsry) 17— 7|

if 0 1/2
+// dM(Z)172s|w( ) w(l)l d dO'Z < C - 1 <s< /
BuwM(Azr, X Ay, ) |z —Z|* el if1/2<s< L.

Finally, we consider the case A,, NT" = (). We recall that, in this case r; =

|Duwo(x)] < L [Duw(y)| <

ng(pi), where r; and p; are respectively the radius and the center of the ball
B,,. Then, for every z € As,., we have that dy(z) > r; > €. Thus by hypothesis
1
(4.1.13), we have that |Vw(z)] < —.
€o
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Using this gradient bound and spherical coordinates, we get

/] ORGP
BHAQT XAQT) |Z_Z‘n
me(AQTiXAQTi) |Z - Z|n+1

2r; |vw‘2
cof [T [t s
A2ri 0 A2r

Summing over i = 1, ..., m, we conclude the proof in case ¢ < 1/(2L).

Finally given € € (0,1/2) with ¢ > 1/(2L), since (4.1.13) holds with such ¢,
it also holds with ¢ replaced by 1/(2L). By the previous proof with € taken to be
1/(2L), the energy is bounded by a constant if 0 < s < 1/2 and by C'/(2L)' % <
Cel™25if 1/2 < s < 1. O

4.4 Energy estimate for global minimizers

In this section we give the proof of Theorem 4.1.2, which is based on a comparison
argument. Let v be a global minimizer of (4.1.2). The proof can be resumed in 3
steps:

i) construct the comparison function w, which takes the same values as v on
0Cgr N {A > 0} and thus, by minimality of v

Es0r (V) < Es.05(W);
ii) apply the extension Theorem 4.1.6 in the cylinder of radius R and height R:
1-2 jw(z) —w(@)?
/ M5V Pded) < C// 5o do.dox (4.4.1)
Cr B Z|nJr °
()2
+ C// a0 Z w49

|z — z[tT

where z € 0Cg, w is the trace of w on 0Cr and B, and B,, are defined as in
(4.1.9) and (4.1.10), with A = 9Cg and M = 0Bg x {0}.

iii) prove that the quantity in the right-hand side of (4.4.1) is bounded by C' R"~2¢
if 0 < s < 1/2 and is bounded by CR* ' if 1/2 < s < 1.

Proof of Theorem 4.1.2. Let v be a bounded global minimizer of (4.1.2). Let u
be its trace on IR, Recall the definition (4.1.5) of the constant c,. Let t €
[inf u, sup u] be such that G(t) = c,.
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Throughout the proof, C' will denote positive constants depending only on n,
s, || f]lcr and ||u|| Lo (mn). As explained in (4.1.15), v satisfies the following bounds:

|Vev(z, \)| < ¢ for every (x,\) € R (4.4.3)
1+ A

|O\v(z, N)] < % for every x € R" and A >1 (4.4.4)

IANT20,0] < C for every z € R” and 0 < \ < 1. (4.4.5)

We estimate the energy & ¢ (v) of v using a comparison argument. We define

a function w = w(x, A\) on Cg in the following way. First we define w(z,0) on the

base of the cylinder to be equal to a smooth function g(x) which is identically

equal to s in Bg_1 and g(z) = v(z,0) for || = R. The function g is defined as
follows:

g =snr+ (1 —ng)v, (4.4.6)

where ng is a smooth function depending only on r = |z| such that ng = 1 in
Bpr_1 and ng = 0 outside Bg. Then we define w(z, A) as the unique solution of the
Dirichlet problem

divIAI"*#Vw) =0 in Cg
w(zx,0) = g(z) on Br x {\ =0} (4.4.7)
w(z, ) =v(z,A) ondCgrN{A> 0}.

Since v is a global minimizer of & ¢, and W = v on ICg x {\ > 0}, then
1
/ N2 Vo ded) + {G(u) — ¢, }dx
Cr 2 Br

1
< / §A1_28|VE|2dxd)\ + {G(wW(z,0)) — ¢, }dz.
Cr

Br
We prove now that if 0 < s < 1/2, then
1
/ N2\ VwPded) + | {G(w(x,0)) — ¢, }dr < CR™™%.
Cr 2 Br
While, if 1/2 < s < 1, then
1
/ N2\ VwPded) + | {G(w(x,0)) — ¢, }dr < CR",
Cr 2 Br

Observe that, in both cases, the potential energy is bounded by CR"~!, indeed
by definition w(z,0) =t on Bg_1, then
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(C@(x,0)) — o — / (C@(x,0)) — e }da

Br\Br-1

< C|Bgr\ Br_1| < CR" (4.4.8)

Br

Thus, we need to bound the Dirichlet energy. First of all, rescaling, we set
wi(z, \) = W(Rx, RN),
for (x,\) € C; = By x (0,1). Moreover, if we set € = 1/R then
o0 ~{ ey o pr
We observe that

/ A% Vw2 dad) = CR™% / A2 | Vwy [2dadA.
CR Cl

Thus, it is enough to prove that

/ 72|\ Yy |Pded) < C if 0<s<1/2,
o (4.4.9)

A7V Pded) < CR*™ ' =Ce' ™ if 1/2<s< 1.
1

Remind that, by Remark 4.1.7, we have

. =2
/ )\1_28|VU}1|2 < C||w1||L2(acl)+C// |'LU1|(Z) w1(2)| do.dos
Cl s

o — E|n+25
1o [wi(2) —wi(Z)
+ C// du(2) P do.dos,

where B; and B,, are defined as in (4.1.9) and (4.1.10), with A = 9Cy and M =
0B; x {0}. To bound the two double integral above, we apply Theorem 4.1.8 to
W1}y, in A = 0Cy, taking I' = 9By x{A = 0}. Since [wy| < C, we only need to check
(4.1.13) in OC4. In the bottom boundary, B; x {0}, this is simple. Indeed w; = s
in B;_., and thus we need only to control |Vw;(z,0)| = e |Vg(Rz)| < Ce™! for
|z| > 1 — ¢, where g is defined in (4.4.6). Here d/(z) < €, and thus (4.1.13) holds
here.

Next, to verify (4.1.13) in 9C; N{\ > 0} we use that w = v here and we know
that v satisfies (4.4.3), (4.4.4), and (4.4.5). Thus the tangential derivatives of w;
in 9C, N {\ > 0} satisfies

CR
| < -
1+RN e+

|V,wy(z, ) for every (z,)) € C*
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CR C
|Ohw (2, V)| < NN for every x € By and A > 1/e
A2 05w, | < R(iis = 6—28 for every 7€ By and 0 < A < 1/e.

C \ min{1,2s}
Duwi(z,\)] < =mind 1, (2 .
Du (o, V)] < Amm{ (3)

Since dr((z,A)) = A on 9C1 N {A > 0}, wy),. satisfies the hypothesis of Theorem
4.1.8. We conclude that (4.4.9) holds.

Thus wy : 0C, — R, satisfies the hypothesis of Theorem 4.1.8 and then (4.4.9)
follows. ]

4.5 Energy estimate for monotone solutions in
RB

In section 5 of Chapter 3, we gave two technical lemmas which led to the energy
estimate for monotone solutions (without limit assumption) in dimension n = 3.
Here we give analog results but for every fractional power 0 < s < 1 of the
Laplacian.

The first lemma concerns the stability property of the limit functions

v(z1, 9, A) := lim wv(z,\) and T(xy,z2,A) := lm ov(x, ),
T30 x3—+00

and some properties of the potential G in relation with these functions. The second
proposition establishes that monotone solutions are global minimizers among a
suitable class of functions, and allows us to apply a comparison argument, to
obtain energy estimates.

Lemma 4.5.1. Let f be a CY° function, for some > max{0,1 — 2s}, and u
a bounded solution of equation (4.1.1) in R3, such that u,, > 0. Let v be the
s-extension of u in RY.

Set

(1,9, N) 1= xslimoov(:c, A) and T(xy, 9, \) := xdlir}rloov(:c,/\).
Then, v andT are solutions of (4.1.2) inR3 , and each of them is either constant
or it depends only on A and one Euclidian variable in the (x1,z)—plane. As a
consequence, each u = v(-,0) and w = (-,0) is either constant or 1-D.
Moreover, set m = inf u < m = supu and M =infw < M = supu. .
Then, G > G(m) = G(m) in (m,m), G'(m) = G'(m) =0 and G > G(M) =

G(M) in (M, M), G'(M) =G'(M) = 0.
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Proof. The proof is the same as in the case of the half-Laplacian (see chapter 3).
We do not supply all details and just recall the two main steps:

1. show that the functions v and T are stable solutions of problem (4.1.2) in R?
and thus their trace in R? is 1-D;

2. apply Theorem 2.4 of Cabré and Sire [8], which characterizes the nonlineari-
ties f for which there exists a layer solutions for problem (4.1.2) in dimension
n = 1.

O

Proposition 4.5.2. Let f be any CY* nonlinearity, for some 3 > max{0,1—2s}.
Let u be a bounded solution of (4.1.1) in R™, such that u,, > 0 and let v be the
s-extension of u in R,

Then,

/l)\a|VU(m,/\)|2dxd)\ + / G(v(z,0))dx
CR2 Br

§/ 1/\“|Vw(:1c,)\)|2d:10d)\—I—/ G(w(x,0))dz,
CR2 B

R

for every w € CHR) such that w = v on 7 Cr = OCRN{\ > 0} andv < w < T
in Cr, where v and v are defined by

v(@ )= lim v(@,z,,\) and v(2',\) ;== lim o(2/, 2., N).

Ty ——00 Tp——+00

Proof. As in the case of the half-Laplacian, this property of local minimality of
monotone solutions w such that v < w < v follows from the following two results:

i) uniqueness of the solution v of the problem

div(A*Vw) =0  in Ck,

w=" on 07 Cp, ; (45.1)
—Xohw = f(w) on d°Ch,
v<w<7v in CR7

Thus, the solution must be w = v. This is the analog of Lemma 3.1 of [10],
and below we comment on its proof.

ii) existence of an absolute minimizer for & ¢, in the set

Cy,=1{w € Hy.(Cp)lw =von d"Cg, v < w <V},
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The statement of the proposition follows from the fact that by i) and ii), the
monotone solution v, by uniqueness, must agree with the absolute minimizer in
Cg.

To prove points i) and ii), we proceed exactly as in [9], For this, it is important
that v and v are respectively, a strict subsolution and a strict supersolution of the
Dirichlet- Neumann mixed problem (4.5.1). We make a short comment about these
proofs.

i) The proof of uniqueness is based on sliding the function v(x, \) in the direc-
tion z,,. We set

V' (21, .oy T, N) = 0(2, .., 2, + 1, ) for every (z,)) € Chk.

Since v! — T as t — 400 uniformly in Cx and v < w < T, then w < v'
in Cp, for t large enough. We want to prove that w < v* in C for every
t > 0. Suppose that s > 0 is the infimum of those t > 0 such that w < v*
in C'r. Then by applying maximum principle and Hopf’s lemma we get a
contradiction, since one would have w < v* in Cz and w = v* at some point

in 63 \ 8+OR.

ii) To prove the existence of an absolute minimizer for £, in the convex set
C,, we proceed exactly as in [9], substituting —1 and +1 by the subsolutions
and supersolution v and v, respectively.

]

We give now the proof of the energy estimate in dimension 3 for monotone
solutions without the limit assumptions.

Proof of Theorem 4.1.3. We follow the proof of Theorem 5.2 of [1]. We need to
prove that the comparison function w, used in the proof of Theorem 4.1.2, satisfies
v <w < v. Then we can apply Proposition 4.5.2 to make the comparison argument
with the function w (as for global minimizers). We recall that w is the solution of

divIA'™2Vw) =0 in Cr
w(z,0) = g(z) on Br x {\ =0} (4.5.2)
w(z,\) =v(z,\) ondCrN{\> 0},

where g = snr+ (1 —ng)v. Thus, if we prove that supv < s < inf7, thenv < ¢ <7T
and hence v and U are respectively, subsolution and supersolutions of (4.5.2). It
follows that v < w < v, as desired.

To show that supv < s < infv, let m = infu = infu and M = supu = supw,
where u and 7w are defined in Lemma 4.5.1. Set m = supu and M = inf @, obviously
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m and M belong to [m,M]. By Lemma 4.5.1, u and @ are either constant or
monotone 1-D solutions, moreover

G > G(m)=G(m) in (m,m) (4.5.3)
in case m < m (i.e. u not constant), and
G>G(M)=GM) in(M,M) (4.5.4)

in case M < M (i.e. w not constant).

In all four possible cases (that is, each u and @ is constant or one-dimensional),
we deduce from (4.5.3) and (4.5.4) that m < M and that there exists s € [m, ]\7]
such that G(s) = ¢, (recall that ¢, is the infimum of G in the range of u). We
conclude that

supu =supv <m < s < MS infv = inf w.

Hence we can apply Proposition 4.5.2 to make comparison argument with the
function w and obtain the desired energy estimate. O

4.6 1-D symmetry in R?

To prove Theorem 4.1.4 we follow the argument, used by Ambrosio and Cabré
[3] in their proof of the conjecture of De Giorgi in dimension n = 3. It relies on a
Liouville type theorem. We recall an adapted version of this result for the fractional
case, given by Cabré and Sire (Theorem 4.9 in [8]).

Theorem 4.6.1. Let ¢ € L (RYHY) be a positive function and suppose that o €

H} (R™Y) s a solution of

{div()\“<p2Va) =0 inRM £6.1)

—/\ag—‘; =0 on am“

in the weak sense. Moreover suppose that \*|Vo|? € L, (R'™) and assume that
for every R > 1,

/ N(po)? < CRY, (4.6.2)
Cr

for some constant C independent of R.
Then, o is constant.

We can now give the proof of our one-dimensional symmetry result.
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Proof of Theorem 4.1.4. Without loss of generality we can suppose e = (0,0, 1).
We follow the proof of Theorem 1.3 in chapter 3. First of all observe that both
global minimizers and monotone solutions are stable. Thus, in both cases (see [8]),
there exists a function ¢ € C}_(R%1) N C?(RY) such that ¢ > 0 in R% and
div(A*V¢) =0 in R7H!
XNz = f'(v)p on OR’
Note that, if u is a monotone solution in the direction x3, then we can choose

© = U,,, Where v is the s-extension of w in the half space. For i = 1,2, 3 fixed,

consider the function: v
Ty

o
We prove that o; is constant in Ri, using the Liouville type Theorem 4.6.1 and

our energy estimate.
We have that

0; =

div(\*¢*Vo;) =0 in RY.
Moreover —\*0\0; is zero on a]Ri. Indeed
N p20\o; = A QUrg, — AUy, 00 =0
since both v,, and ¢ satisfies the same boundary condition

a avzi

—A O\

0
—f s =0, —XTE - () =0.

Using the energy estimate (4.1.6) for n = 3, we have

/ (A2 (po;)? < / M7%|Vol> < CR?, forevery R>2 and 1/2 < s < 1.
CR CR

Thus, using Theorem 4.6.1, we deduce that o; is constant for every ¢ = 1,2,3. We
get
vy, = ¢;p  for some constant ¢;, with i =12, 3.

We conclude the proof observing that if ¢; = ¢; = ¢3 = 0 then v is constant.
Otherwise we have
CiVp; — CjUy; = 0 for every i # j,

and we deduce that v depends only on A and on the variable parallel to the vector
(c1,c2,c3). Thus u(x) = v(x,0) is 1-D. O
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