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Abstract

This dissertation investigates numerical techniques for studying turbulent
natural convection and turbulent heat transfer systems involving liquid met-
als. Specifically, two strategies are explored. The development of stand-alone
solvers to account for all the occurring phenomena, and a code coupling strat-
egy, where two or more numerical codes are integrated to exploit the different
code peculiarities. In this work, the latter approach is realized by coupling
the in-house finite element code FEMuS with the finite volume code Open-
FOAM, using the open-source MED library for data exchange.

Turbulent natural convection is studied in a Differentially Heated Cav-
ity configuration. An anisotropic four-parameter turbulence model is imple-
mented in the FEMuS code and validated against the DNS benchmark for
liquid metal-filled cavities. To extend this analysis, the coupling application
is first validated in the laminar natural convection regime and then applied
to the turbulent case. The volume data transfer algorithm is used to leverage
the more accurate thermal turbulence model of the FEMuS code with the
extensively validated dynamic solver of OpenFOAM.

Turbulent heat transfer is investigated in a liquid metal heat exchanger
configuration. A boundary data transfer algorithm is validated using a Con-
jugate Heat Transfer problem, where thermal coupling occurs between the
fluid and solid domains. This technique is then applied to a finned pipe
heat exchanger, with FEMuS simulating the turbulent liquid metal flow and
OpenFOAM modeling heat conduction in the solid structure.






Introduction

Liquid metals represent a cutting-edge innovation in the energy sector, par-
ticularly as heat transport fluids. Due to their ability to remain liquid over
wide temperature ranges and their high thermal conductivity, liquid metals
represent a valid alternative to traditional heat transfer fluids. These unique
properties make liquid metals suitable for demanding applications with high
thermal loads. In such systems, liquid metals could increase their operating
temperature and thus the plant’s efficiency. Over the years, liquid metals
have been investigated for use in Concentrated Solar Power (CSP) plants
[1, 2] and Generation IV nuclear reactors [3, 4]. In recent decades, Lead-
cooled Fast Reactors (LFRs) and Sodium-cooled Fast Reactors (SFRs) have
emerged as some of the most promising technologies for the next generation
of nuclear reactors. In Europe, research and development for these reactors
have reached an advanced stage, culminating in the conceptualization and
design of a large-scale demonstrator, the Advanced Lead Fast Reactor Euro-
pean Demonstrator (ALFRED) [5, 6, 7, 8]. Regarding solar energy, initiatives
such as the NEXTower project have also driven the use of liquid metals for
CSP systems operating at high temperatures [9, 10, 11]. These power plants
are classified as multiscale and multiphysics systems, as they involve physical
processes across various spatial scales and interactions of physical phenomena
in a strongly coupled framework. The study of multiscale and multiphysics
problem has experienced significant advancement thanks to Computational
Fluid Dynamics (CFD) tools. However, simulating these complex phenom-
ena requires multiple physics and domains, which still presents significant
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challenges for computational tools. Over the years, two primary strategies
have been developed to address these challenges: the monolithic approach,
which involves creating a unified numerical code to model all relevant phe-
nomena, and the code coupling approach, which combines existing validated
codes to leverage their strengths and specific capabilities. For this purpose,
both strategies are explored in this Thesis. The in-house finite element code,
FEMuS, and the well-established finite volume code, OpenFOAM, are used
both as stand-alone solvers and as subsystems within a coupling framework.
The coupling application is developed using the open-source MED library
to numerically integrate the FEMuS and OpenFOAM codes. The imple-
mented coupling application supports two types of data transfer. The volume
field transfer involves the exchange of numerical data representing physical
quantities distributed across the computational domain. The boundary field
transfer handles the interaction between physical domains at their interfaces.

Despite their promising role in demanding power plants, the turbulent
behavior of liquid metals continues to pose significant challenges for both
experimental and numerical investigations. Turbulence modeling in practi-
cal engineering systems is commonly addressed using the Reynolds-Averaged
Navier-Stokes (RANS) approach, derived by applying a time-averaging oper-
ator to the Navier-Stokes equations. This averaging process introduces new
turbulent unknowns, namely, the Reynolds stress tensor and the turbulent
heat flux, resulting in a non-closed system of equations. Over the years, this
turbulence closure problem has driven the development of various modeling
techniques. Conventional first-order turbulence models rely on isotropic eddy
viscosity and turbulent thermal diffusivity concepts. However, these approxi-
mations have been observed to be inadequate for liquid metals, which require
more advanced modeling approaches. Among them, the Explicit Algebraic
Stress Model (EASM) and the Explicit Algebraic Heat Flux Model (EAHFM)
belong to a class of models between the first and second order. They are clas-
sified as anisotropic models, as they provide algebraic expressions for each
component of the Reynolds stress tensor and turbulent heat flux.

The aim of this Thesis is to investigate both monolithic and coupling
strategies for modeling and simulating relevant turbulence phenomena in-
volving liquid metals, such as natural convection and heat transfer. As re-
gard the turbulent natural convection, in the stand-alone code approach, an
anisotropic turbulence model is implemented in the FEMuS code to account
for the buoyancy effects of liquid metals’ natural convection. The EASM and
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EAHFM models are validated using a Differentially Heated Cavity (DHC)
configuration, where the temperature difference between the cavity’s side
walls drives the natural convection motion. This configuration is also stud-
ied using the coupling code technique. Specifically, the volume data transfer
algorithm is used to exchange velocity-related fields from OpenFOAM to FE-
MuS code and temperature fields from FEMuS to OpenFOAM. The goal is
to integrate the OpenFOAM-validated dynamic solver capabilities with the
more advanced thermal turbulence model in FEMuS, which is specific for
liquid metals.

As part of the National Operational Program (PON) for Research and
Innovation, this Ph.D. program features a collaborative project with Nier
Ingegneria S.p.A.. The collaboration focuses on conducting CFD analysis of
a Lead-Lithium heat exchanger designed by the company. This system is
simulated using the implemented boundary data transfer algorithm within
the coupling code framework. This approach simulates the Conjugate Heat
Transfer (CHT) problem between the internal turbulent flow and the external
tube. In this setup, the liquid metal is thermally coupled with a solid domain
in an EUROFER pipe covered with copper fins. The anisotropic turbulence
model of the FEMuS code simulates turbulent forced flow. At the same
time, OpenFOAM models the temperature distribution in the solid regions.
Interfaces between the solid and fluid domains are managed through the
interface coupling application that ensures accurate interaction between the
two regions.

This Thesis is organized as follows. In Chapter 1, the Reynolds-Averaged
Navier-Stokes (RANS) system of equations is derived from the governing
equations for incompressible laminar flow. Various strategies are presented
to tackle the turbulence closure problem, alongside the most popular first-
order turbulence models. Then, the Explicit Algebraic Models are derived
to account for the buoyancy effects. Chapter 2 focuses on the description
of the coupling code strategy. It details the numerical platform framework
where the coupling application is implemented. Then, it describes the de-
veloped C++ modules that manage the integration between FEMuS and
OpenFOAM, along with the numerical algorithm employed. Finally, the
volume data transfer algorithm is validated using the Differentially Heated
Cavity problem in the laminar natural convection regime. The boundary
data transfer is validated through a Conjugate Heat Transfer problem. In
Chapter 3, the turbulent natural convection problem is studied. Both mono-
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lithic codes, FEMuS and OpenFOAM, and their respective turbulent models
simulate the natural convection of liquid metals in a DHC configuration. The
results are compared with literature references. Then, the volume data trans-
fer method of the coupling application is employed to study the same DHC
configuration, and the results are presented. Chapter 4 details the collabo-
rative project conducted with Nier Ingegneria S.p.A. It describes the liquid
metal-air heat exchanger and outlines the design constraints. Turbulent flow
simulations are performed using both FEMuS and OpenFOAM codes, with
results compared to benchmark data from the literature. Following this, the
temperature distribution in the solid regions is computed using OpenFOAM.
Finally, the boundary data transfer algorithm is employed to simulate the
complete heat exchanger system.



Chapter 1

Turbulence Modeling for Liquid
Metals

The knowledge of turbulence flow is important not only in many fields of
engineering but more generally as the basis for many physical phenomena that
we experience daily, from combustion processes to the motion of fluids within
conduits, from the flow around moving vehicles to the behavior of blood in
vessels. Even though it is a widely occurring phenomenon, turbulence is
not completely understood. For this reason, and mainly because of its role
in engineering applications, it is one of the most studied problems in the
scientific community.

Over the last few decades, significant progress has been made in this field,
driven by advancements in experimental technologies and, most importantly,
the evolution of computational simulation techniques. In particular, Com-
putational Fluid Dynamics (CFD) has enabled a quantitative and detailed
analysis of turbulent flows by numerically solving the Navier-Stokes equa-
tions.

Many computational approaches for simulating turbulent flows are based
on the Reynolds-averaged Navier-Stokes equations (RANS). This approach
focuses on solving the Navier-Stokes equations by averaging statistical fluc-
tuations and providing information on the mean properties of the flow. The
time-averaging process results in a RANS system of equations with several
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unknowns exceeding the number of equations, requiring the introduction of
turbulent closure models.

Over the years, several turbulence models have been developed to address
this closure problem, relying on the Boussinesq hypothesis and Reynolds’
analogy. The Boussinesq hypothesis is commonly used in commercial codes
because of its simple implementation, but it presents significant limitations,
particularly when simulating complex and anisotropic flows. Moreover, most
common approaches provide accurate results only for conventional fluids.
The error introduced by standard models increases in non-conventional fluids,
such as liquid metals, characterized by low-Prandtl number values. There-
fore, more sophisticated models have been developed to account for the flow
anisotropy and the peculiarity of turbulence in low-Prandtl number fluids.

This chapter focuses on deriving the system of equations implemented in
FEMusS code for simulating the turbulent flow of low Prandtl number fluids.
This chapter starts with a brief introduction to the governing equations for
laminar flows and proceeds to the derivation of the RANS system. Strategies
for addressing the closure problem for dynamical and thermal equations are
presented. The Boussinesq hypothesis and the corresponding turbulent mod-
els are introduced. Then, more accurate anisotropic turbulence models are
presented based on the Explicit Algebraic Stress Model (EASM) and the Ex-
plicit Algebraic Heat-Flux Model (EAHFM). These formulations have been
derived in this chapter to account for the buoyancy effects occurring in turbu-
lent natural convection regimes. Finally, after reviewing the relevant models
from the literature, the full turbulence model implemented and employed for
the simulations in this thesis is presented in a comprehensive summary.

1.1 Fluid Mechanics Equations

In fluid dynamics, the behavior of a fluid system, whether a gas or a liquid,
can be effectively described by treating it as a continuous medium, even
if it is composed of atoms and molecules. From a physical perspective, a
continuous medium is a space filled with matter where every part can still be
regarded as a continuum of matter. This assumption implies that the physical
phenomena of interest in fluids can be analyzed on a spatial scale much larger
than the distance between individual molecules. This approach allows a given
volume of fluid to be represented as consisting of infinitesimal elements, small
enough to provide a detailed system description but large enough to contain a
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significant number of particles, typically on the order of Avogadro’s number
[12].  Under this assumption, the motion of the fluid is described as the
movement of infinitesimal elements, each with a spatial extent df), which
evolve along specific trajectories. At any given time ¢, a generic fluid element
follows its trajectory and occupies a unique space position (z,y,z). The
infinitesimal elements’ trajectories cannot overlap in space, nor can a single
element occupy the same position at different times. Thus, the vector field
u(z,y, z,t) can be defined by describing the velocity of a generic infinitesimal
fluid element. The characterization of the thermodynamic state of the fluid
requires the additional assumption of local equilibrium, which states that each
element of the fluid can be considered a thermodynamic system in stable
equilibrium at any ¢t. Given this assumption, it is possible to define the
scalar fields of temperature T'(x,y, z,t), pressure P(x,y,z,t), and density

p("'E?y?Z?t)'

1.1.1 Conservation Equation

At a fixed time ¢, consider a generic fluid system or a volume of material
Q(t), representing a region of space that contains a portion of the fluid mass.
This volume is bounded by a closed regular surface 9€(t), and moves and
deforms with the fluid over time. According to the Lagrangian approach,
Q(t) contains the same fluid particles throughout its time evolution. On the
other hand, in the Eulerian approach, a chosen arbitrarily control volume
)y is considered. This control volume represents a fixed region where the
liquid particles contained in the control volume can vary over time. The
relationship between the two approaches is provided by Reynolds’ transport
theorem. Therefore, defined a generic extensive property W in Q(¢) and its
corresponding intensive property 1 as

Wty = [ px, ib(x, ), (L.1)
Q(t)
where x = (z,y, z), the Reynolds’ transport theorem is expressed as
av 0
o[ 2w / - ndd. 1.2
= | gitevdot [ (o) -ndooy (12)

The integral conservation equation for ¢ states that the extensive property
change rate, throughout the volume, equals the net flux balance through
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the outer surface 0€, plus the net contribution of volumetric generation.
Therefore, we obtain
d\;[l
= J¢ HdaQO + pS on, (13)
890 O

where J, is the flux density, and S the generation term per unit of mass and
time. Combining equation (1.2) with equation (1.3), we obtain the integral
form of the general conservation equation

/ ) 4, +/ V- (pyu) dp = / V- T, d% +/ pSdQ. (1.4)
QO at QO Q0

Since the control volume is chosen arbitrarily, equation (1.4) must also hold
for any €2y, and thus, its differential form must also be valid. Therefore, we
can obtain the following expressions for the conservation equation

A(py) N

pr V- (pypu) = =V - J, + pS, (1.5)

or its representation using the Einstein summation notation

0 0 0
5 (PY) + (i) = —o—Jy, + pS. (1.6)
The conservation equation expressed in the differential form (1.6) can be used
by substituting the extensive property ¥ with mass, momentum, or energy

to derive their respective conservation equations.

Mass Conservation Equation

The Eulerian differential form of the mass conservation equation, or conti-
nuity equation, can be easily deduced by substituting mass as the extensive
property W. Since the production terms, both volumetric and surface, are
null, the balance equation (1.6) becomes

dp 0
ot Ox;

(pu;) =0, (1.7)

or in the following form

dp dp ou;
ot Yior TP,

=0. (1.8)
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The sum of the first two terms represents the substantial or convective deriva-
tive of the density. This definition leads to the general form of the mass
conservation equation as

Dp ou;
— = 0. 1.9
In the case of a constant fluid density equation (1.9) simplifies to
ﬁui
=0 1.10

meaning that for an incompressible fluid, the velocity field is solenoidal.

Momentum Conservation Equation

We can formulate the momentum conservation equation by imposing ¥ =
pu, where p is the density of the volume of material, and u is the velocity
vector. Therefore, the corresponding specific quantity is the velocity ¢ = u,
representing the momentum per unit mass. The momentum conservation
principle is deduced from Newton’s second law of dynamics as applied to fluid
systems. It states that the substantial derivative of the momentum associated
with the material volume €2(¢) equals the net external forces acting on the
volume. The total external forces include body forces (e.g., gravity) and
surface forces. Contact forces act on the external surface of the infinitesimal
fluid element, while body forces act throughout the entire fluid volume. The
former are classified as pressure and viscous forces, expressed as follows

Jij = —0ij = poij — Tij, (1.11)

where o;; is the stress tensor, p is the pressure of the system, ;; is the
Kronecker delta, and 7;; is the viscous stress tensor. The first contribution
is the isotropic part of the stress tensor o;;, while the latter represents its
deviatoric part.

Body forces include those arising, for example, from gravitational and
electromagnetic fields. Neglecting all the fields except for the gravitational
one and substituting into equation (1.6), we formulate the Navier-Stokes

equation as
d(pu; 0 0 0Tij
P4) 19 () = 224 0T
ot 3;1:j 8:161 63:]-
From the definition of the substantial derivative, the conservation equation

becomes as follows

Dt 0xj = _8:151 al’j

+ pg;. (1.12)

+ pgs. (1.13)



12 Chapter 1. Turbulence Modeling for Liquid Metals

This equation is valid for a continuous system, but describing a specific sys-
tem requires introducing a constitutive relationship. Given a Newtonian
viscous fluid, which follows Newton’s experimental law on viscosity, it can be
demonstrated that the stress tensor is related to the fluid deformation rate
by the following relation

Tij = S — (gu - >\> tr(S)dij, (1.14)

where p and A are the dynamic and bulk viscosities, respectively, S;; is the
strain rate tensor defined as

Ox;  Ox;

and tr(S) is the trace of the strain rate tensor
tr(S) = Si. (1.16)
We can rewrite the Navier-Stokes equation considering the (1.14) as follows

Dlpw;)  Ou; ~_ _Op a{ .._(2 _> ] .
Dt +paxju,— 8xi+0xj 1S Sk ) tr(S)oi;| + pgi. (1.17)

This expression can be simplified under incompressible fluid conditions, where
equation (1.10) holds

== —(vS;;) + gi, 1.18

where v = % represents the kinematic viscosity.

Energy Conservation Equation

For the energy conservation equation, the extensive property is the fluid total
energy E. The corresponding specific property consists of two contributions:
the kinetic energy of the fluid element, u?/2, and its internal energy, €. Thus,
the specific energy v is defined as

2

v:e+%. (1.19)

The source terms of the energy conservation equation consider the external
forces acting on the surface of the control volume and the heat introduced
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or generated within the system. The former accounts for the work of surface
forces, o;;u;, and the heat flux through the external surface, ¢;. Therefore,
Jy can be expressed as

Ji = qi — oiju,. (1.20)

The volumetric contribution consists of terms such as the heat content per
unit of time due to gravitational forces and the internal heat generation Q).
The latter term accounts for any generated power, such as chemical reactions
or radiation absorption. We can write the volumetric power generation as

By substituting these quantities into equation (1.10), the energy equation
can be derived as follows

Ht (pU) + pUax = _ailj'- — oL (pul — Tijuj') + PYg;U; + Q (122)

The equation (1.22) can be rearranged and simplified to obtain the following

internal energy conservation equation
De — 0g; Yy ou;

"Dt = 0w " om;

The second term of the right-hand side of this equation represents the viscous

+Q. (1.23)

forces of the fluid element deformations, which are inherently non-negative.
As a result, in any flow field with nonzero deformation rates, the heat gen-
erated due to viscous stresses leads to an irreversible increase in the internal
energy. This term is called viscous dissipation function and is named ®.

To write the energy conservation equation, a constitutive equation is in-
troduced to relate the heat transport term, ¢;, to the temperature field, 7.
For a thermally conductive fluid where heat transfer occurs via molecular
conduction, this relationship is described by Fourier law

aT
3@- ’

where k(T') represents the thermal conductivity. In addition, a conserva-

g = —k(T)

(1.24)

tion equation for the variable T can be obtained by reformulating the first
term of the equation (1.23). The internal energy €, under the incompressible
fluid hypothesis, depends only on temperature, and the following differential
relationship can be written

de = ¢(T)dT, (1.25)
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where ¢(T) is the fluid specific heat. Substituting the relationships (1.24) and
(1.25) the energy conservation equation for the temperature field becomes

DT 0 (k(?T

P“Dt = oz, 8:5-) e, (1.26)

or

DT 9 ( oT\ & Q
Dt = o, (aﬁx) T et e (1.27)

pc  pc
where « is the thermal diffusivity.

Summary of the Governing Laminar Equations

To conclude, in absence of additional simplifying assumptions, the full com-
pressible system of governing equations is

dp 0
helld ) = 1.2
Jd(puy;) 0 Op Oy
) = — 1.2
) ) oy 0
gt ) T g, V) =y, g P T Tat) Hpga Q. (130)

Based on the considerations of previous sections and the simplifications de-
rived for the case of incompressible fluid, the system of governing equations
is defined as follows

8U7;
il (1.31)
—— 7 (WSi) + g 1.32
Dt p Ox; * Oz, (v55) + 9 (132)
DT 0 oT o Q
- = — + =, 1.
Dt Ox; (aax) + pc * pc (1.33)

Oberbeck-Boussinesq Approximation

The system of equations (1.28)-(1.30), written for the generic compressible
fluid problem, has several unknowns exceeding the number of equations. If we
consider non-isothermal flows, the Oberbeck-Boussinesq approximation pro-
vides a solution for simplifying the equations and avoiding the need to solve
for the complete system. According to this hypothesis, the only variations
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in density are those that influence buoyancy forces. Consequently, density
can be treated as constant (p = py = const), except for the gravitational
force term in the momentum conservation equation. We can reformulate the
system of equations (1.28)-(1.30) as

8ui
= 1.34
Py = 8xi+-axj0b5m)%-pgu (1.35)
DT 0 oT
PoC T = o (k(?x) + o+ Q. (1.36)

The approximation remains valid as long as the temperature undergoes vari-
ations smaller than 10-20 K. If this holds, we can consider a reference tem-
perature Ty and expand p in a Taylor series as

dp

p=p(T) = p(To) + ar (T —To) + O[T — Tp)?), (1.37)

where, considering small temperature variations, the second-order term can
be neglected. We now introduce the coefficient of isobaric thermal expansion,

B, as
__L(or
g = Py (8 )p, (1.38)

and its value at the reference temperature

1dp

Bz_gdiT

, (1.39)
To
where p(Ty) = po. Therefore, we can formulate the temperature dependence
of the density using the thermal expansion coefficient as

p(T) = po — poB(T — Tp). (1.40)

This expression leads the momentum conservation equation to be rewritten
as

PDr T T o, + 376],(“5@']') + gi[po — poB(T —Tp)] - (1.41)

Finally, defined the piezometric pressure as P = p — pog;x;, equation (1.41)

becomes

- o, M AT =T 1.42
Po Dt axl + axj (,uSz]) + pogzﬂ( 0)7 ( )
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where pog;3(T — Tp) represents the buoyancy force. Given these assumptions
and the constitutive equations introduced earlier, the system of equations
under the Oberbeck-Boussinesq approximation is

aui
= 1.4
Dt = pom g V50) T 98T = To) (1.44)
DT 0 or
Dt~ om, (“ax) ’ (1.45)

where the viscous energy dissipation and the internal heat generation have
been neglected.

1.2 Governing Equations for Turbulent Flows

The study of turbulence dates back centuries. Interest in this field arose at the
end of the 19th century when Osborn Reynolds experimentally investigated
manifestations of this phenomenon. In particular, he noted the formation
of visible perturbations in the fluid motion as the velocity increased, and he
named this type of flow a turbulent motion. Its behavior is characterized by
the dimensionless Reynolds number

Re = — (1.46)

where U is the fluid’s velocity, v is its kinematic viscosity, and L is the
hydraulic diameter of the conduit. It has been observed that the motion
turns to turbulent behavior for Reynolds numbers exceeding 2000 — 3000.
For lower values, it remains laminar.

Turbulence arises from instabilities in an initially laminar, often two-
dimensional flow, which evolves into complex three-dimensional structures
like vortices. As the Reynolds number increases, these disturbances intensify,
leading to fully developed turbulence characterized by random fluctuations
in velocity and temperature over space and time. Turbulence arises from
small variations in initial conditions, boundaries, and material properties,
leading to random behavior that limits purely deterministic analysis. There-
fore, studying turbulence requires statistical methods, which will be briefly
introduced in this chapter.
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Over the years, several theories have been developed to rigorously explain
turbulence. Turbulence has been interpreted as a superposition of vortices
(eddies), spanning various scales and sizes. According to Richardson and
Kolmogorov’s energy cascade theory [13, 14], kinetic energy is transferred
from large to smaller eddies through non-linear interactions. The instability
of vortices caused by intense non-linear effects leads to their breakdown into
increasingly smaller structures, each characterized by higher local Reynolds
numbers, thereby sustaining the cascade. This progression persists until the
structures reach scales where the Reynolds number is reduced enough. At
these smaller scales, molecular diffusion effects become dominant, and kinetic
energy is dissipated into heat through the action of viscosity.

The largest turbulent structures, known as macro-scale, have dimensions
determined by the geometric properties of the phenomenon. For these struc-
tures, a characteristic length scale L and velocity U are defined. From these,
a time scale T' = L/U and a Reynolds number Re = UL/v can be deter-
mined. On the other hand, the scales responsible for dissipating turbulent
energy are known as Kolmogorov scales or microscales [15]. Their character-
istic length is represented by 7, the characteristic time by 7, and the velocity
by v. These quantities are defined as follows

3\ 1 :
14 V2 1
=(—], 7=(—-) , v=(ve)s, 1.47
0=(2)" 1= (4" v=0e) (147
where ¢ is the viscous dissipation rate at Kolmogorov scales, representing
the turbulent kinetic energy, k, dissipated per unit mass and time. Under
stationary conditions, the viscous dissipation rate is expressed as the ratio of
the kinetic energy per unit mass at macroscopic scales, F., and T as follows
E U3
T 2L
From expressions (1.47), a Reynolds number associated with the small scales
can be defined as

Re, =2 (1.49)

v
which can be demonstrated through straightforward steps to be equal to

unity. The theory of the energy cascade can be explained by introducing a
time scale associated with viscous diffusion, denoted by T,,. This time scale
is derived from the one-dimensional diffusion equation as

ou 0%u U vU

E = V@’ E ~ ?7 (150)
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that allows to define the time scale, T}, as

L2
T, ~ — = ReT. (1.51)
v
According to (1.51), at high Reynolds numbers in turbulent flows, the viscous
diffusion time scale is much larger than the characteristic time scale of the
mean flow. This condition leads to reduced energy dissipation in large-scale
motions and explains the transfer of kinetic energy from large scales to small
scales. At the Kolmogorov scale, instead, the viscous diffusion becomes rel-
evant and it lastly dissipates the energy. These effect rises when the time
scale, T, is of the same order of magnitude of the characteristic time 7 and
at microscales the Reynolds number is unitary, indeed, we have

Ty~ Rer, = T,~T. (1.52)

From equations (1.47) and (1.48), the ratio between the microscales and
macroscales can be derived as

3
N _ (YL pe3
7= (UL) Re™ 1| (1.53)
T 1% % 1
7= (gr) =rt (154
v 14 % 1

As Re increases, the difference in orders of magnitude between microscales
and macroscales becomes more important. Based on these considerations,
simulating the behavior of turbulent flows across all scales would require a
mesh with elements as small as n and a timestep of the order of 7. This
method, known as Direct Numerical Simulation (DNS), solves the Navier-
Stokes equations for turbulent flows considering the whole range of spatial
and temporal scales without any simplifying assumptions. Therefore, the
DNS approach would require a grid with a number of elements equal to
N = (L/n)® = Ret. As the Reynolds number increases, the number of grid
elements grows exponentially, leading to high computational demands and
very long total computation times.

Since DNS’s computational cost is extremely high, even at low Reynolds
numbers, alternative modeling approaches are typically employed to describe
turbulence. An example of an approximate mathematical model is the Large
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Eddy Simulation (LES). This approach applies a filtering operation to di-
rectly simulate the larger vortex structures while modeling the smaller ones.
As a result, LES requires less grid refinement and has a lower computa-
tional cost than DNS. The third approach is based on the Reynolds-averaged
Navier-Stokes method. This statistical approach focuses on simulating only
the mean motion fields, significantly reducing the required number of grid
elements and, consequently, the computational cost.

1.2.1 Derivation of Reynolds-Averaged Navier-Stokes
and Energy Equations

Reynolds introduced the Reynolds Averaged Navier-Stokes equations ap-
proach in 1895 [16]. This method does not resolve the detailed behavior
at the smallest scales and assumes that turbulence is a purely statistical
phenomenon across all scales. In his theory, he introduced three different
types of averaging, which can be applied to the turbulent flow characteris-
tics. Whether the turbulent flow is statistically stationary, homogeneous, or
periodic (meaning that it can be replicated N times), the three averaging
methods are the time average, spatial average, and ensemble average, respec-
tively. In this discussion, we assume statistical stationarity and homogeneity
of the flow, under which assumption all these averaging methods are equiv-
alent. Therefore, the following analysis is based on the application of the
temporal average, defined as

<M&Mz%[mﬂwﬁﬁ, (1.56)

where t(x,t) is a random field and T is the time scale. This averaging
operator assumes that the quantity v (x,t) may vary over time with fluctu-
ations occurring on a scale much larger than that of the averaging operator.
According to the Reynolds decomposition, the instantaneous and fluctuat-
ing velocity vector field, u(x,t), is composed by the sum of its mean value
(u(x,t)) and a perturbation or turbulent fluctuation, u’(x,t), as follows

u(x,t) = (u(x,t)) + u'(x,1). (1.57)
Similarly, the pressure field and the temperature field can be defined as

p(x,t) = (p(x, 1)) +p'(x,1), (1.58)
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T(x,t) = (T(x,t)) + T'(x,t). (1.59)

Thus, we can obtain the following system of equations known as the Reynolds
Averaged Navier-Stokes equations

D{u;)  19(p) 0 o(u))  Olu;) .
Dt p Oz + Oz, v O - O, <ulu]> g:.5(T), (1.61)
DIy _ o (T .,
Dt O (O‘ oo, T ) (1.62)
The term (uju}) is introduced as a result of the averaging operator applied

to the convective term in the Navier-Stokes equation. This contribution acts
as a source term in the mean velocity evolution equation, and it can be read
as a mean momentum flux due to the fluctuating velocity. This contribution
can be defined as a stress tensor added to the viscous stress tensor, 7;;. Thus,

it is commonly indicated as 7; = —p(u;u}) and it is known as the Reynolds
Stress Tensor. Therefore, the equation can be rewritten also in the following
form P
D{u;) (p) o7
- — pg; B(T) , 1.63
D o " o, pgi3{T) (1.63)
where 7/ = 7;; + 77, is the effective stress tensor.

On the other hand, the term (u/T") in equation (1.62) is the velocity-
temperature variance and it represents the flux of the temperature due to
the fluctuating velocity field. This contribution is called Turbulent Heat
Flux and it can be named as ¢/ = pc,(u;T"). Thus, equation (1.62) can be

formulated as Iy
D(T) 0q;
— 1.64

where ¢; 1= gi + ¢ is the effective heat flux.

1.2.2 Law of the Wall

We now introduce some empirical relations, known as the law of the wall,
which allow to evaluate the wall behavior of the mean velocity and mean
temperature fields. To define these relations we introduce the dimensionless
velocity field as

ut = <—, (1.65)
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where u, is the friction velocity. This reference velocity is defined as

Tw
Ur = [ —, (1.66)
p
where 7, is the viscous stress contribution at the wall. The law of the wall

can be generically expressed as

ut=fy"), (1.67)

where y* = w,d/v is the dimensionless distance from the wall. We can
distinguish three distinct regions in the the boundary layer, where different
laws of the wall hold. Close to the wall, within the region at y* < 5, the
following expression is used

ut =yt (1.68)

Therefore, the region where equation (1.68) holds is called the viscous sub-
layer or linear region. Far from wall, at y* > 50, the following expression is
valid

ut = i{ln(yﬂ + A} : (1.69)

where A is a constant usually equal to 5.2 and & is the Von Karmén con-
stant. Equation (1.69) describes the mean velocity in a region known as
the logarithmic region. Between the linear and logarithmic regions, there is
an intermediate zone known as the buffer layer, where the velocity profile
transitions between the two. The dimensionless velocity can thus be written
as
+ £t

ut = 1y o (1.70)
In(y+) + A] if y+ > 50,

K
Similar correlations can be derived to describe the temperature profile in
the two regions of the boundary layer. We define the dimensionless temper-

(Tw B <T>)
T, ’
where T, is the wall temperature and 7 is called the friction temperature

ature 7" as

T = (1.71)

and is defined as ¢

UrPCp

Here, ¢, is the wall heat flux. In the linear region, we can introduce the

T, =

(1.72)

following law of the wall
Tt = Pry*, (1.73)



22 Chapter 1. Turbulence Modeling for Liquid Metals

while the behavior in the logarithmic region can be expressed by the following
function

1
Tt = - In(y")+C, (1.74)

where the constant C' depends on the Prandtl number and the coefficient x.

1.2.3 The Closure Problem

Due to the introduction of the Reynolds stress tensor and the turbulent heat
flux through the averaging process, the system of equations for the mean field
(1.60) - (1.62) differs from the original system of equations (1.43) - (1.45).
This difference is not negligible, and unlike the original system, the RANS
problem is no longer closed. In this system, the tensor (uju}) and the vector
(u;T") increase the number of unknowns. In particular, the Reynolds stress
tensor for a three-dimensional problem is obtained from the dyadic product
of the velocity fluctuations with themselves and is equal to

<ul2 <,u///U/> <ulw/>
(upuy = | W'y (0?)  (W'w')] . (1.75)

<w/u/> <w/,U/> <w/2>

The diagonal components, (u;u;), are referred to as normal stresses, while the
off-diagonal terms are known as shear stresses. The Reynolds stress tensor is
symmetric, thus (uju}) = (uju;), and it introduces six additional unknowns
to the system of equations (1.60) - (1.62). The turbulent heat flux, instead,
is defined as

(W, T") = ((W'T"), W'T"), (W'T")) (1.76)

and it adds three more unknowns. Overall, the system consists of only five
equations and fourteen unknowns, including the pressure field, the three com-
ponents of the velocity field, the temperature field, the six components of the
Reynolds stress tensor, and the three components of the turbulent heat flux.
Consequently, without additional information to determine the extra statis-
tical terms, the RANS equations cannot be solved.

Over the years, several strategies have been developed to address the clo-
sure problem of turbulence. These strategies can be divided into two main
categories. The first one consists of introducing first-order models that rely
on the concept of eddy viscosity, referred to as eddy viscosity models, and
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eddy thermal diffusivity, known as eddy thermal diffusivity models. The sec-
ond category includes second-order models known as nonlinear eddy viscosi-
ty /diffusivity models or anisotropic models, which add to the RANS system
transport equations for each component of the Reynolds stress tensor and
the turbulent heat flux.

1.3 Dynamic Turbulence Modeling

The purpose of eddy viscosity models is to introduce a closure expression that
computes the Reynolds stress tensor, without solving six separate equations
for the six tensor unknowns.

The first approach was introduced by Boussinesq in 1877 [17] and refers
to the concept of turbulent viscosity. This hypothesis asserts that turbulence
produces effects similar to molecular diffusion, and the Reynolds stress tensor
is mathematically equivalent to that of viscous stresses. As a result, the
eddy viscosity hypothesis assumes a form similar to the constitutive relation
between stress and rate of strain introduced for a Newtonian fluid. The
equation (1.61) can be reformulated as

Dlw) 190 0 l(u+ut) (aa(j;;) + aéz))] —gB(T), (1.77)

Dt pOx; Oxj
where 14 is the turbulent viscosity. The two contributions on the viscosity

diffusion are usually known as v.rs = v + 14, which is the effective viscosity.

By using Equation (1.77), the closure problem is significantly simplified,
reducing the six unknown components of the tensor to a single scalar value, v;.
Unlike molecular viscosity, v; also depends on the flow’s state of motion, and
in order to solve the closure problem, turbulent models must be introduced.
Eddy viscosity models are classified according to the type of equations they
introduce into the system. Models that use algebraic equations are known as
zero-equation models, while those that add N differential equations to close
the problem are referred to as /N-equation models.

1.3.1 Zero-Equation Model: Mixing Length

In zero-equation models, turbulent viscosity is specified algebraically. Among
the algebraic models, the mixing length model introduced by Ludwig Prandtl
in 1925 [18] is worth mentioning. This simple model defines the turbulent
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viscosity as a function of the mixing length ¢, as

> d(u)

v = Emd—y. (1.78)
As shown by (1.78), to become fully determined, this model requires the
computation of ¢,, value. The formula used for computing the mixing length
depends on the distance from the wall; in particular, two different relation-
ships have been introduced according to the region of the boundary layer
considered. The first one is valid near the wall, in the linear region, and the
second is defined within the logarithmic region. Thus, close to the wall the

following expression holds
U = RY, (1.79)

where x is the Von Karman constant. For the logarithmic region, in 1956,
Van Driest proposed the following empirical relationship [19]

1 — exp (—?ﬁ;)} , (1.80)

where A = 26 is called the Van Driest constant.
The main limitation of this model is its specificity, as it is explicitly de-

by = Ky

signed for wall flows and is therefore not applicable to other types of flows or
to real-world scenarios of interest.

1.3.2 Omne-Equation Model

The one-equation model, or k-model, assumes that turbulent viscosity is a
function of the turbulent kinetic energy k(x,t). This turbulent variable is
defined to be half the trace of the Reynolds stress tensor

1 1

b= () + 0) + () = 5wl (1.81)

Therefore, in order to formulate the transport equation for the mean turbu-
lent, kinetic energy is necessary to first derive an equation for (uéué} Given
the Reynolds-Averaged Navier-Stokes equation (1.61) and the momentum
equation (1.44) for the instantaneous velocity u, we subtract (1.61) from
(1.44) and we obtain a transport equation for the fluctuating velocity field
ou ou, 0wy~ ,0up  10p

ot * <uj>8x]~ M oz, uj@xj  p Oy

0 8u; au; /o /

+
(1.82)
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By multiplying the i-th equation of (1.82) by u; and the j-th equation of
(1.82) by u; and time-averaging, we can formulate the transport equation for
(uju}) as the sum of the two resulting equations

O{uius) O{ujuj) O{uy) O{ui)

T + <Uk>87.il?k (ujug) Dz + (ujuy,) D +

a [ 1 / 6p, / ap,
gt = = (i) + S+

p
+ < ,82U2> + < /82U9> +< ,8u§€u;>+ <183)
I\ axi i 5$,2§ i oxy,
lau;u;- o .
+ <UZT$]€> -3 (gj<uiT> + gi<UjT )) )

The first two terms on the right-hand side of Equation (1.83) represent the
interaction between the pressure gradient and turbulent fluctuations, and the
viscous dissipation of these fluctuations, respectively. By reformulating these
terms, we obtain the following equation for the Reynolds stress tensor

Dupdyy ), Ou,) ou, o
Dy, ) g 2
1 ,o0u; ,0u; 0 3<u;u;> .
+; <<p 8xi> + (p axj> + o, (V ore (wiujup) +  (1.84)

- <i(6kiu;- + 6kju;>>> = B (g;(uiT") + gi(uT"))

Given the equation (1.84), if we compute its trace and we divide it by 2, we
can derive the transport equation for the turbulent kinetic energy as

Dk ,

Dk _ >8(uz) . ou; 8ug>+ 0 V@k:
Dt n ik al'k a'L‘k al’k 0xk al'k (1 85)
1 /0,1 '
-t - )~ g,
p
or in its compact form as
Dk

The first contribution on the right-hand side of the equation is a produc-
tion term associated with the work of turbulent stresses and is responsible
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for transferring turbulent energy from the mean motion to the fluctuations.
Applying Boussinesq’s hypothesis, this term can be rewritten as follows

O(ui)
8$k

The second term on the right-hand side represents the dissipation rate of

By = —(ujuy,) =21,5°. (1.87)

turbulent kinetic energy, which originates from the work of turbulent stresses
that dissipate turbulent kinetic energy into internal energy. The dissipative
contribution is indicated as ¢, and it has been modeled in [18] applying di-
mensionless considerations as a function of the mean turbulent kinetic energy
and the mixing length. Thus, the dissipation rate is given by

> =& = Cpi, (188)

where 7, is the aforementioned mixing length, and C}p is a proportionality
coefficient that depends on the type of flow considered. It usually assumes
the value of 0.08. The diffusion term at the right-hand side of equation (1.85)
is defined as the sum of three contributions and is responsible for redistribut-
ing turbulent kinetic energy within the domain. It includes the molecular
diffusion v0k/0xy, which is the diffusion of turbulent energy caused by the
molecular transport process. The second term, (wuiu}), is the turbulent
transport and it is the rate at which turbulent energy is transported through
the fluid by turbulent fluctuations. Lastly, the third term is the pressure
diffusion, which is another form of turbulent transport resulting from the
correlation of pressure and velocity fluctuations. These two last contribu-
tions can be modeled as a function of £k as

'y (Puy) v Ok

—(ugiuy

— : 1.
p o, 0Ty, (1.89)

As a result, the diffusion term can be rewritten as

3} ok 1,,,, (p'up,) 0 ( Vt) ok
D= — 2% il — _ 2ty 1.
k 8$k (Vaxk 2<u’zuzuk> P ai[/’k v+ oL (9.1']9 ) ( 90)

where the coefficient oy is called the effective Prandtl-Schmidt number for

diffusion, and it is empirically determined, in particular, for incompressible
fluids, it is taken as a constant. We reformulate equation (1.85) by applying
these considerations and we obtain the following transport equation for the
turbulent kinetic energy

Dk 0 v\ Ok 9 k3/2
= 2 ) 420,82 — Cp— + Gy 1.91
Dt Oxy l(u—i- 0k> 8xk] + 205" = Cp l, + G (1.91)



1.3. Dynamic Turbulence Modeling 27

Given Equation (1.91), the turbulent kinetic energy can be determined and
the turbulent viscosity can be computed using the following expression

v =l Vk. (1.92)

The most evident limitation of this model remains its dependence on the
evaluation of mixing length, which does not have a universally valid definition.

1.3.3 Two-Equation Models

To address the limited versatility of earlier models and eliminate dependence
on the definition of the mixing length, alternative differential models have
been developed. Kolmogorov was the first to propose, in 1942 [20], the use
of a second differential equation. According to [20], the turbulence model
involves defining a second turbulent variables, generically defined as k(2
and writing its transport equation similarly to that of k. The introduction of
the second variable enables the modeling of turbulent viscosity as a function of
k and a characteristic time scale, 7,, which in turn depends on the introduced
variables. Hence, we can formulate the turbulent viscosity as

v = C,kt, . (1.93)

where C), is a constant coefficient determined according to the turbulent
model. Both the coefficient and the dynamic time scale will be introduced in
the following sections.

k — e Model

One of the first two-equations model was proposed by Chou in 1945 [21] and
then refined by Jones and Launder in 1972 [22]. It introduces the dissipation
rate of turbulent energy, ¢, as the second variable. Based on dimensional
considerations, the characteristic time scale is defined as

== 1.94
== (1.94)

therefore, the turbulent viscosity can be simply derived as

k,2
w:@?. (1.95)

where the constant C), usually assumes the value of 0.09.
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The transport equation for € can be derived by applying the following
mathematical steps to the transport equation for velocity fluctuation (1.82).
Firstly, the process involves differentiating the equation (1.82) with respect
to xp. Then, the resulting equation has to be multiplied by the quantity

ou;

2V8xk : (1.96)

Lastly, the time-averaging process and some algebraic manipulations of the
equation terms lead to the following transport equation

De Y ( ou; Ou N ouy, Juy, ) O(u;)

E n (%k 8xk 8xj 8962 8xj
oul, ou'; ou! o, 0%, 0%l
. 2 i ) 7 4 1 7 7 2
v ( 8xk 8xk 8a:j <uj al‘k 8xj8xk + V<(91L‘jal’k> ) (1 97)
o [ 0e ,Ooul ol 2w Ou; D '
+ — |V — vy - —{=
c%cj (%j ]aZL‘k 8xk 1% (%k 6mk
o1’ ou!
— 2ug; B{=——=21).
vg ﬁ(axk 8xk>
or in its compact form as
De
E—Pg—SngDngGE. (1.98)

Since the resulting terms of the € equation introduce other unknowns, some
hypothesis have to be introduced [23, 24] in order to obtain a closed form
of the equation. The terms on the first line of the right-hand side are the
production terms, that can be modeled as

ou; Ou Ouy, Quy,, \ O(u;) 5 O(u;)
: = C.4—{(u', 1.
Oxy, Oxy, + Oz Ox; 0z C€1k<uluk> oxy (1.99)

el

where (ujuj,)0(u;)/0xy is the production term in turbulent kinetic energy
equation (1.85). Additionally, given the Boussinesq hypothesis, we can rewrite

the production term as -
P. = 2yt051%52 : (1.100)

The dissipation term, in the second line of the equation (1.97), includes the
contribution of three terms, and it is modeled similarly to the production

terms as
£2

Se=~Cr . (1.101)
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The third line of equation (1.97) represents the diffusion term, which consists
of the sum of molecular diffusion and turbulent transport of . Given the same
gradient-diffusion hypothesis adopted in (1.89) and neglecting the diffusion
transport of € due to pressure fluctuations, the term D, can be rewritten as

D=2 <y-+ ”t> 0 (1.102)

oz, o./) Oxj

The buoyancy term can be modeled using the buoyancy production term of
k equation as

G5:<%2Gk. (1.103)

Finally, the two equations k- model commonly referred to as the standard
k — ¢ model are summed up as follows

Dk 9 v\ Ok ,
v _ 2 L)y == 2 — 1.104
= o [(u+0k) axk] L oS? et Gy, (1.104)
De 0 v\ Oe € g2 €
b2 [(V ) axk] FOASP - CoT oG (1109

where the coeflicients in the standard k — e model are assumed to be constant
and are defined as

C, =009, Coy =144, Coy = 1.92, ¢, = 1.2, 04 = 1.4, 0. = 1.3.  (1.106)

The assumption of a constant coefficient is an approximation that may be
acceptable for simple flows but can prove quite inaccurate for complex flows.
Over the years, other versions of the k-¢ model have been developed to assign
more detailed expressions to the coefficient in the standard model. Among
them, we introduce the Re-Normalisation Group methods known as RNG
k — ¢ model and the k-¢ model introduced by Manservisi and Menghini in
[25]. The former has been developed by Yakhot et al. [26, 27] and it provides
the following expression for modeling the coefficient of the dissipation term,
C., of equation (1.105)

Cun®(1 —n/mo)
L+ 6?7

Cty=Coy + (1.107)

where

n=_ S = (252‘3‘51']‘)1/2- (1.108)
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The other model constants adopted in [27] are as follows

C, =0.0845,0, = 0.7194, 0. = 0.7194, C;y = 1.42,

(1.109)
Clo = 168,19 = 4.38, B = 0.012.

Similarly, the model in [25] introduces a new expression for the C.y coef-
ficient as the product of a constant and a damping function

Co =Cal., (1.110)
where the function f. is defined as
fo= (1 — exp (03226 Ry))* (1 — 0.3 exp (—0.0237R})) . (1.111)

The turbulent Reynolds number, R;, is defined as

/{32
R, = —, (1.112)
ve
while the dimensionless wall distance, Ry, is given by
5 1
Ry = 2T (1.113)
v

where 0 is the distance from the wall. The other constants of the model used
by Manservisi and Menghini in [25] are provided below as

Co=150C0=19, 0, =14, 0. =14, (1.114)

k —w Model

In 1942, Kolmogorov in [20] proposed the first model based on two differential
equations: one for the mean turbulent kinetic energy, and the second for the
specific dissipation rate of turbulent kinetic energy. This second variable, in-
dicated as w, was defined by Kolmogorov as the ratio between the dissipation
rate and the turbulent kinetic energy as

w=— (1.115)

from which the time scale 7, = 1/w can be derived, while the turbulent
viscosity is

(1.116)

Vy =

L
-
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The transport equation for w derived by Kolmogorov is one of the first for-
mulations adopted. It states that

Dw s 0 (1 Ow
Dt i dxy, (aw 8xk> ’ (L117)

where the first term at right hand side is a dissipation term, while the second
one is a turbulent diffusion term. The transport equation for w introduced by
Kolmogorov served as the foundation for the £ — w-based models developed
later.

The main contribution to the development of this model was carried out
by Wilcox in 1988 [28]. He proposed a modified version incorporating the
production and molecular diffusion terms to the (1.117). In his model, the
production term assumes an analogous form as the one in (1.99), and thus it

is given by
w
P, = 7EP;€, (1.118)
similarly, the buoyancy production term is
Gwzzv%(h, (1.119)

The diffusion contribution is defined as the diffusion terms in the previous
turbulent transport equation for w, thus the £ — w model takes the following

form Dk 0 ok
< 2 *
- )y == 2 — 1.12
Dt Oz KV + 0k> 8:Uk] + 205" = B + G, (1.120)
Dw 0 v\ Ow w 9 w
ke R Rl T Ny - = 1.121
Dt Oxy, [(V+Uw> 8xk]+7k k= fw +'7ka, ( )

where we can notice that the dissipation term in the k& equation has been
written as a function of the specific dissipation rate simply applying its defi-
nition. In the model proposed by Wilcox in 1988, the coefficients are model
constants and are defined as
Z,B:;,B*zlgo,akzaw:; (1.122)
Ten years later, Wilcox proposed a more refined version of the k — w
model [29]. He defined a variant of the model that extended the treatment
to compressible fluids within the boundary layer, involving a redefinition of

/7:

the closure coefficients as follows
13 9 . 9
Y= %7 /8 - %fﬁa B AN

= 3 1.12
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where - 00 s
L) R L L T (L.124)
and
! if X <0, 1 Ok Ow
T s 0 T S On
and recalling the definition of the tensors {2;; and S
1 (0u; Ou, 1 /0u Ou.
QZ — — L J SZ _ 7 J . 1126

In 2008, the model was further improved with the addition of a term in
the w equation called cross diffusion [30]. This term depends upon gradients
of both k£ and w, and it is defined as

oq Ok Ow
— . 1.127
w Oxy, Oxp, ( )
The coefficient o4 is given by
0 Ok dw
o =10 Hanan <0, (1.128)
do 1 Oxy, Oxp, )

and the constant oy, is defined according to the model. The equation (1.121)
can be rewritten in the following form

Dw 0 [( Vt) &u] oq Ok Ow
v+

w w
= = S L A P - B =Gy, (1.129

o, w Oxy, Oz,
This model also imposes a constraint for the turbulent viscosity, which is

expressed as

’ QS”S”}. (1.130)

= — ‘th » = y —_
vp=— Wi @ = max {w 3 5

Another approach for deriving the turbulent closure model is introduced
in [31]. Here, the w equation is derived from equations (1.104) and (1.105)
by substituting the definition of w in (1.105) and manipulating the result-
ing equation with straightforward algebraic steps. The resulting transport

equation can be written as follows

Dw_ 0 (HVt)ak +2(V+Vt>akaw+
Dt~ Oy 0,/ O] k 0,/ Ox; Ox; (1.131)

w W
+ (€e1 — 1)EP1<: — cu(Ceafe — Dw* + (e — 1>EG1’“
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where the coefficient are defined as in (1.111) and (1.114). Tt worth noting
that the derivation of the transport equation for w, starting from the equation
for e, introduces the same cross-diffusion contribution as in the Wilcox model.

SST k-w model

In this paragraph, another well-established method is presented. This model
is the Shear Stress Transport (SST) k& — w model introduced by Menter et
al. in 1993 [32, 33]. It is a two-equation eddy-viscosity model that combines
both the k —e and k —w models. This method employs the k —w formulation
within the inner regions of the boundary layer, extending all the way down
to the wall through the viscous sub-layer. In the free-stream zone, instead,
it uses the k — e model. The transport equations employed in the SST k — w
model are derived from the Wilcox model previously described and from the
standard k — . In particular, the £ transport equation is defined as equation
(1.85), while the variation in w assumes the form of equation (1.129). In this
model, the coefficients are redefined as

g =2(1— F})o,2, (1.132)
1 1
= yOw = )
Fifow + (1 = F1)/ok Fi/o,+ (1= Fi)/o.
while § and ~ are given by
B=pFFL+ (1 —F),y=mF+71-F). (1.134)
The blending function F'1 is defined as

_ VE 5000\ 4wk 17
F, = tanh {mln [max <B*wd’ T ) ; C’Dkwd21 , (1.135)

(1.133)

Ok

L Ok 0w 10—10> , (1.136)

CDy,, = 20,9————,
i rax ( 7 20 Ox; 0x;

where d is the distance from the wall. The other model constants are

9 5 3
ﬁ 1007’}/1 97 Y2 ) ﬁl 407 ﬁQ ) (1137)
Okl — 085, Ok2 — 1, Oul — 05, 0,2 — 0.856.
In this model, the expression for the turbulent viscosity is as follows
k
v, = @ (1.138)

max(a;w, SFy)’
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where

2
2k 500
F, = tanh [max (5::;, d%”) ] a1 =0.31. (1.139)

Near Wall Behavior

We have already introduced the concept of a local time scale characteristic of
dynamic turbulence 7;,, through which we can define the turbulent viscosity

vy = Cyukmy(k,e),or, v = CLkm,(k,w) (1.140)

The idea of modeling turbulent viscosity using a local time scale arises from
some observations about the behavior of wall-bounded flows. Here, the tra-
ditional models fail to provide an accurate prediction for the velocity field.
The reason why turbulence shows incorrect prediction near the wall depends
on the following factors [34]. The first reason is due to the influence of
low Reynolds numbers. In such cases, the predominant effects of molecular
viscosity in the region adjacent to the wall require specific treatment. The
second motivation is the influence of wall proximity, which causes preferential
damping of velocity fluctuations in the direction normal to the wall. Since
the influence of the viscous stress tensor is significant, properly modeling the
turbulent viscosity is important for the correct simulation of wall turbulence.

The definition of time scales has seen significant developments over the
years. One of the most important contributions was made in 1990 by Nagano
and Tagawa [35], who provided the following definition of v,

k’2
Vy = Cﬂfﬂz’ (1141)

from which the constant 7, can be written as
k
T = fu—- (1.142)
€

The modeling of the damping function f, can be derived from considerations
regarding wall effects and asymptotic trends near the wall. In the vicinity of
the wall, the following proportionalities hold

koy? eox 1, v ocy?, (1.143)

therefore, the asymptotic behavior of the ratio k?/¢ is

— xy". (1.144)
€
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From these considerations, we can deduce that the function f, has to satisfy

fu o<yt

for the damping function

B v\ 4.1
fu= [l—exp <_26>1 <1+Rfl/4> : (1.145)

However, it has been verified that this model fails in simulations near the

The model presented in [34] formulates the following expression

separation point and the reattachment of the boundary layer due to its de-
pendence on the friction velocity u,. The dimensionless wall distance y* is,
in fact, effectively zero around separating and reattaching points because of
the friction velocity value. As a result, f, tends to zero as well as the turbu-
lent viscosity, and it forces the Reynolds stress tensor to vanish, contrary to
what occurs in real phenomena.

For this reason, in a more recent model [36], the friction velocity has been

1/4

replaced with the Kolmogorov velocity scale u. = (ve)'/*. According to this

model, f, can be modeled as

B y* 272 5 R, 2
fu—{l—exp [— (14> ]} {1+R§/46Xp [— (200> ]}, (1.146)
where
y* =2 (1.147)

v

Following the previous example, the function f,, was further refined in [37]
and replaced with

fo = {1—exp [(%)2]}2{1+}%5/4exp l— (%)3/4”, (1.148)

where R, is the wall dimensionless wall distance

)
Ry= ——+. 1.149
SNCTELE .
The expression adopted for modeling 7, in [25] is given by
Tiw = fluAlu + pr,AQ/u (1150)

where

Ra\1?
flli = |:1 — exXp <—14>:| ) Alu = Tu, (1151)
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5
R

fou = frexp [—2.5 x 10‘5Rﬂ, Ay =7y (1.152)

Thus, we can express the local time scale as

T T, [1 exp( Rd)]
lu — Tu - -
14

1.4 Thermal Turbulence Modeling

2

5
[1 +exp (2.5 x 10—5R§)R ] . (1.153)

371
t

Thermal eddy diffusivity models express the turbulent heat flux as a function
of the mean temperature field. This class of models is based on the following
assumption

o(T)
81‘1‘ ’

where «; is the turbulent thermal diffusivity. This approximation is com-

(T = oy (1.154)

monly known as the Simple Gradient Diffusion Hypothesis (SGDH). Apply-
ing the SGDH to the Reynolds averaged energy equation (1.62), we can write

DTy 9 a(T)
Dr "~ on [WW) o, ] '

In equation (1.155), the number of unknowns is reduced from the three com-
ponents of the turbulent heat flux of Equation (1.62) to the scalar oy. As

(1.155)

in the dynamic models discussed above, to address the closure problem in
Reynolds averaged equations, it is necessary to introduce models for defining
the turbulent thermal diffusivity.

Eddy thermal diffusivity is often derived using an additional simplifying
hypothesis called Reynolds analogy, which expresses «; as a function of v
through a proportionality relationship

Vi

= 1.156
= (1.156)

ay
where Pr; is the turbulent Prandtl number. This similarity reduce the closure
problem to determine the unknown proportionality factor. Almost all the
commercial codes assume Pr; ~ 0.85 implying that no additional closure
equations beyond those for the velocity field are needed to determine the mean
temperature field. However, this simple approach can yield acceptable results
in simulations involving fluids with a molecular Prandtl number Pr ~ 1. As
discussed in [38], for medium to high Prandtl number fluids the spatial value
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of the turbulent Prandt number is approximately independent of the distance
from the wall and assuming a constant value of ~ 1 can be an acceptable
hypothesis. For low-Prandtl numbers fluid, instead, it has been demonstrated
that Pr, depends on many parameters, such as the Reynolds number and
the distance from the wall. Therefore, for liquid metals simulations, more
sophisticated closure models are required to overcome the Reynolds analogy
deficiencies.

For fluids with Pr < 1, thermal turbulence models that do not rely
on the similarity hypothesis can be employed. These models use a set of
scalar differential equations to determine the characteristic time scale for
thermal turbulence 7, in analogy with 7,,. Turbulent thermal diffusivity can
be defined as

oy = CokTa, (1.157)

where C, is a model constant.

k@ — &y Model

The kg — €9 model is based on two quantities: ky, which represents the tem-
perature variance, and £y, which represents the dissipation of the temperature
variance field. These quantities are defined as follows

or' o1’
Oxj Ox;’

1
ko = 5<T’2>, g9 = (1.158)
where T” is the fluctuating temperature field. The introduction of these two
variables allows the identification of the thermal timescale similarly to the
dynamic time scale. Indeed, we can define 7, as

_ o

1.159
= (1159)

TOC
The transport equation for the temperature variance is derived by multiplying
the equation for the instantaneous temperature (1.45) by the temperature
fluctuation and applying the Reynolds average process [39]. The equation for
ko can be therefore written as

Dy(1?) ., 0T) o1’ oT"
L0 (ORI (T |
8@ 81’]' 2 .
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or in its compact form as

Dk
The derivation of the transport equation for k¢ introduce other unknowns
to the system and some simplification has to be applied. In particular, the
production contribution (first term at right hand side of Equation (1.160)),

can be reformulate using the SGDH model as

o(r) _ o{T)o(T)

P = .
k an a 8xj 81:j

= —(u/T") (1.162)

0

The third term at right hand side is the diffusion term and can be modeled
similarly to the diffusion terms in dynamic turbulent equations. Thus, the
following expression can be adopted

- 0 ka <U9T,2> - 0 O 81@9

where aj, is a model constant. Lastly, the dissipation term is equivalent

to g9 and it is obtained by solving the corresponding transport equation.
The transport equation for the dissipation rate of temperature fluctuations
is derived by taking the derivative of the equation of the instantaneous tem-
perature (1.45) with respect to z;, multiplying by the term 2a07"/0x; and
averaging. We therefore obtain the following equation

Dey o1 duj o(T) , 0T 0*(T)
Dt = 2 o o, 2 g
_ 9y o1’ oT" O(u;) B 8T’%8T’ L 164
Oy, Ox;" Oxy, Oxy, Oxy, Ox; (1.164)
2T \* 0 e
.2 o 9%
2a <<3x38xk> > 8$j <<€9uj> af)xj> ’
or in its compact form
D
?8:: 891+P€92+P€93+P€9_SEQ+D€9 (1165)

where the production contribution F.,;, P.,2, P.,2 and P., are, respectively,
the first, second, third and fourth terms at the right-hand side of the equation
(1.164). The dissipation S, is the fifth term, while the diffusion D, is the
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last term at right hand side. The production term and the dissipation term
can be modeled as

2 E€p

15
Py, +cp2?"Pk - C‘“I?Z e (1.166)

]

P591+P592+P€93+P69_S€9 :Cp1k0

where P.,o is generally neglected and the coefficients c,1, ¢y, ca1, and cao
are characteristic parameters of the model. The diffusion term is modeled
similarly to the other diffusion terms as

__0 o220\ 9 AN
Dee = Oz; <<59uj> Oé@%’) - Ox; l<a+ %) 8%’] ' .

The k — € model can be summed up as

Dky 0 KO‘“L%) 81@1+a8<T>0(T)

- = — € ,
Dt Oz, Ok, ) O ‘ Or; Ox; o

(1.168)

0

Deg 0 a; \ Ogg | &g o)
E — 67% [(a + o‘€9> a—x] +k79<0plpkg_Cd159)+?(cp2pk_cd25)' (1.169)

where the coefficients are defined as in [31]

Oky = 0z, = 1.4, cp1 = 0.925,¢,0 = 0.9, cg1 = 0.9,

1.170
car = 1.9[1 — exp (—0.0308R,)] [1 —0.3exp (—0023733)} : ( )

k)g — Wy Model

The use of the ky-wy model for simulating thermal turbulence is carried out in
[31] and [40], where it is discussed and validated. This model can be obtained
by defining the specific dissipation rate of temperature variance as

€

— 1.171
We C,er ) ( )
which leads to the definition of a time scale as
1
= 1.172
= (1172)

Substituting the definition of wy in (1.168) and (1.169) we can deduce the
following eddy diffusivity model

Dky 0 Qg aké)
—_ = — | — P, —c,k 1.173
Dt 0z; [(OML 0k9> &Uj] + Lo — Culioto, ( )
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Duwy 0 o \ Owg 2 o \ Ok Owg
— = —la+—) |+ |a+—) 7+
Dt 8:6]- Owy &L‘j ]{39 Owy &cj 8xj (1 174)
w w
+ (cp1 — 1)—9Pk9 + cpg—ePk — (eq1 — Dwj — capc wws.

ko k
Here, the production and dissipation terms have been modeled through the
following expressions

We
- ?epkgv Swg = S&‘

— g, (1.175)

P, =F.
0 ke

At right-hand side of Equation (1.174), we identify in order the diffusive
term, the mixed term or cross diffusion, the contributions of thermal and
mechanical production, and finally, the dissipation terms. The coefficients
¢p2 and cgo have the same values as in (1.170), while ¢, and ¢4 have been
redefined to ensure the positivity of the coefficients of the production and
dissipation terms

Cp1 = 1.025 + Omc, Cq1 = 1+ Cinm (1176)

where Cj,. = 0.1 is a constant determined by comparison with experimental
results.

Near Wall Behavior

Experimental evidence shows that predicting turbulent heat flux using the
similarity hypothesis «y = v,/ Pr; with Pr, ~ 1 is fairly accurate for fluids
with Pr ~ 1 and not for low Prandtl number fluids. Thus, several models
have been proposed in order to model an appropriate characteristic thermal
time scale. Recalling the modeling of the turbulent diffusivity as a function
of a local characteristic thermal time scale, we have

ap = CokTy, (1.177)

where the time constant 7, is the mixed time-scale. Given the (1.177) and
the definition of turbulent Prandtl number as Pr; = v;/ay, then the thermal
time scale can be defined as

1
m S 1.178
Tom OC T, Pr, ( )
from which it follows that it is possible to define the thermal time scale

based on the Pr; behavior. The modeling of Pry as in [25] depends on three
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contributions according to the distance from the wall. The central region
depends on the harmonic average of the dynamical time scale and the thermal
time scale as

1 R
m X T =Ty .
T i_i_cim Tc’m+R

Tu Tt

(1.179)

where R is the time-scale ratio of the thermal to mechanical turbulent time
scales defined as R = 19/7, = koe/(keg). In the bulk region, 7, is independent
of the time ratio R, and the turbulent diffusion is assumed to be dominated
only by velocity fluctuations. In the bulk region, therefore we assume that

1
Prtpo ’

T X Ty (1.180)

where Pr; ., can be assumed constant and uniform or can be modeled, for
example by means of Kays model Pr; = 0.85+ 0.7/Pr [41]. We also should
introduce a model function in the 7,, expression to account for the wall-
proximity effects. For the near-wall region, the characteristic time scale is

V2R

T, X TUW : (1.181)
The characteristic thermal time scale is then modeled as:
Tm = Tuf16 (Plrt + RiRCV fao + 1.3@&9) : (1.182)
where C,, = 0.25/ Prtl /* and the model functions are given by
fio = [1 = exp (=VPrRu/19)] [1 — exp (—Ra/14)], (1.183)
fao = exp |—(Ry/500)?|, fs = exp |—(R,/200)?). (1.184)

1.5 Models for Reynolds Stress Tensor and
Turbulent Heat Flux

All the eddy viscosity models presented in previous sections are based on
Boussinesq’s hypothesis, which reduces the unknowns of the Reynolds stress
tensor to a single scalar unknown, v,. This assumption significantly simplifies
the closure problem and implies that the Reynolds stress tensor is parallel
to the strain-rate tensor of the mean field. However, it has been observed
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that such alignment does not generally occur, and, in particular, it fails in
scenarios involving flows with rapid variations in the strain-rate tensor. This
limitation results in inaccuracies when predicting secondary flows caused by
turbulence’s anisotropy. Eddy viscosity models also fail to simulate flows
over curved surfaces, within ducts exhibiting secondary flows, and in cases of
boundary layer separation. Similarly, the eddy diffusivity models assume the
turbulent heat flux parallel to the temperature gradient, and while simple,
they are inappropriate for more complex problems, such as natural convection
regimes.

These considerations have led to the development of more advanced meth-
ods aimed at enhancing the numerical accuracy of anisotropic phenomena.
One main approach relies on modeling and solving a specific equation for each
component of the Reynolds stress tensor and the turbulent heat flux. These
models are categorized as nonlinear eddy viscosity models and nonlinear eddy
diffusivity models. Among them, the anisotropic models belong to a class of
intermediate models between first-order and second-order formulations, intro-
ducing a set of algebraic equations for the closure of the turbulence problem.
In this section, the Explicit Algebraic Stress Model (EASM) for the Reynolds
stress tensor and the Explicit Algebraic Heat Flux Model (EAHFM) for the
turbulent heat flux are derived.

1.5.1 Explicit Algebraic Stress Models

The main contribution to the development of explicit algebraic models for the
components of the Reynolds stress tensor, known as Explicit Algebraic Stress
Models, is attributed to Pope [42]. He introduced a methodology to derive an
explicit relationship for the Reynolds stress tensor, starting from the implicit
algebraic model proposed by Rodi [43], which in turn derived a model based
on the earlier model by Launder et al. [44]. In implicit form, the constitutive
relation introduced by Rodi represents a model known as the Algebraic Stress
Model (ASM). These implicit models were eventually replaced by explicit
models for the Reynolds stress tensor thanks to the contribution of Abe et
al. in 1997 [37] and Hattori and Nagano in 2004 [45]. This thesis focuses on
a more recent formulation proposed by Hattori et al. in 2006 [46], derived
from the earlier version [45]. This model introduces a new explicit algebraic
formulation for the Reynolds stress tensor that incorporates buoyancy effects.
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Recalling the transport equation for the Reynolds stress tensor

Duy)y —,, 9(uy) , Ofug) duj, Ou;
Dt <“Z”’f> éh"k — {u; k>a -2 8$k8;vk

1 u Uy > o
+; <p +833k v o, — (wiuju) + (1.185)

- (270(51%‘“; + %-u;») — 5 (, 0T") + ).

we report the compact form of the aforementioned equation as
D (ujujy)
Dt

where P;; is the production term, g;; is the dissipation term, ®;; is the

= Pjj — gy + @i + Dyj + Gyj. (1.186)

pressure-strain correlation term, D;; is the diffusion term including the molec-
ular diffusion and the turbulent and pressure diffusion contribution, and fi-
nally G;; is a buoyant term. We recall also the compact form of the turbulent
kinetic energy transport equation as

Dk
Dt

We can decompose the Reynolds stress tensor as a sum of the isotropic stress

=P, — Sy + D+ Gy (1.187)

and a deviatoric part, a;;, as

2

The normalized anisotropy tensor b;; is defined as

(ugu) =

%_<UU> 0ij

bi; = L 1.189
T2k 2k 3 ( )
Considering the spatial and temporal variations in b;;, we can obtain
= — — —. 1.190
Dt 2k Dt 2k% Dt ( )
Substituting (1.189) into (1.190) we obtain

Dt 2k Dt k Dt

Applying equations (1.186) and (1.187) to equation (1.191) and negletting
the diffusion terms we obtain

Db, 1 bi; + 6,1/3
— = (f’ijJrGijJr‘I’ij—gij)—jkj/

Dt 2k (Po+Gr—e). (1.192)
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We now assume the hypothesis of local equilibrium state for which the spatial
and temporal variations in b;; are zero. This assumption yields the following
equation

5,
Pij+ Gij + @i — &y :2<bij+3j> (Pr+ Gk —¢). (1.193)

Using the expression of the dissipation term introduced by Gatski and Speziale,
in 1993 [47] that split it into isotropic and deviatoric parts

2
€ij = 5861']' + EDy; > (1194)
and rewriting the production term F;; as follows
Py = ~ 585 — 26 (i b — SbnSndis ) +
ij — 3 ] ik gk jkFik 3 mnmnUij (1195)
—2k (b Qk+01 k)
we can derive the following formulation of the equation (1.193)
2 2
(Pe+ Go = )b = —5kSis = o (bucSie + b = ShmnSndis) +
3 3
. X ) (1.196)
—k (birQx + bjpir) + Sl + 5 (Gij - 352‘ij> ;

where II;; = ®;; —ep,,. Modeling II;; using second-order closure models in b;;
[48] results in a class of models that are implicit, as the Reynolds stress tensor
appears on both sides of the equation. However, the primary drawback of
implicit algebraic stress models is the need for matrix inversions, which can be
overcome by using explicit models, thereby offering significant computational
savings. In order to derive the explicit equation for b;; in terms of the mean
velocity gradients, we can model ®;; using an expression that is linear in
the anisotropy tensor b;;. Explicit relations for b;; were proposed first by
Pope in 1975 in [42] for the two-dimensional problem and extended to three-
dimensional flows by Gatski and Speziale in 1993 in [47]. The general linear
model for II;;, which includes the buoyant term, is given by

2
Hij = —Clébij + CQkSij + Csk <biijk + bij,k — 3bmn5mn5Z]> +

) (1.197)
+Cuk (bikji + 0 Qix) — Cs (Gij - 351‘ij> ,
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where C1—C5 are model constants. By substituting Equation (1.197) into
Equation (1.196), we derive the following relation

* * * * * * 2 * * * * * * *
bi; = —5i; — <bz’k ik 0ieS — 3bkz5kz5ij) + b5 + 05 — £, (1.198)

where the nondimensional quantities introduced to obtain (1.198) are as fol-
lows

.1
Sij = §g7'(2 — Cg)Sij,

ij = ;gT(Z — Cy)$5,

bi; = ((iﬁ) bij, T = I; (1.199)
)
(s By

Equation (1.198) can be written in the matrix form as
2
b = —§* — (b*S* + S — 3{b*S*}I) LU b — £, (1.200)

where {-} indicates the trace operator. To derive an explicit form of b* from
Equation (1.200), we use the integrity basis definition proposed by Pope in
1975 [42], which is

b*=>QWTW, (1.201)
A

where TW is the integrity basis for functions of a symmetric and anti-
symmetric tensor and Q™ are scalar functions of the irreducible invariants
of S* and Q*. Therefore, the Reynolds stresses can be expressed as known
functions of a finite number of tensors T™) and an equal number of unknown
scalars QW which depend on a finite set of known invariants. The charac-
teristics of the tensor T are derived from b*. Thus, the tensors are linearly
independent and symmetric with zero trace. In this derivation, we use the
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seven basis tensors introduced by So et al. in 2002 [49], which are defined as
T = 8* T® = §*Q* — O*S*,
TG =82 1{S*Q}I TW = £
3 ’ ’
1 (1.202)
T(5) — £*Q* — Q*f*, T(6) _ f*2 o g{f*Q}I,
2
TO = £'8" + 8" — J{f"S"}1

The following procedure is then introduced to determine the values of the
scalars Q. Expanding the summation (1.201) using (1.202) we obtain

1
1
L QWE £ QB (£ — Q) + QO <f*2 _ 3{f*2}1> L (1.203)
2
QM <f*S* LSt 3{f*S*}I> .

We introduce the scalar functions H and J defined in [42]. This functions
are related with T® by the following expressions

2
vy

and
TV — @ TV =37, T, (1.205)
v

Substituting (1.204), (1.205) and definition (1.201) into (1.200) we obtain the
following equation for T™

ZQ(A)T(A) - _ 251AT(1) _ ZQ()\) <Z HMT(W)> +
A A A ¥
+ Z QW (Z JMT(V)> _ Z S TW.
A ¥ A

(1.206)
which correspond to a linear system of equations for the determination of
QW since the tensors TW are independent. Thus, the following equation
holds

QW = =01 — b = 2 QWH, + 3 QWM. (1.207)
Y v
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This linear system can be written in the following form
ANQW = By, (1.208)

where A,y = =05y, — Hyy + Jyy, and By = 015 + dax. In order to solve Equa-
tion (1.208), we need to invert the matrix A,,. By using Cayley-Hamilton
identities [47], the matrices H), and Jy, can be determined and consequently
the inverse of the matrix A, is derived. This process leads to the definitions
of QW as follows

1 1 2 1
Q(l) — lil’ Q(Z) - E’ Q(3) _1_D1’ Q(4) - E’ -
Q¥ = R QO =0, Q= oo
where ) )
D, = ?’_2’73+6C Dy =1+2¢, (1.210)
1/2 1/2
with n = (SZ*]S;;) and ( = (Q;}Q;‘j) . Substituting the expression

(1.209) into Equation (1.203), we can obtain the expression for the normalized
anisotropy tensor

% 3 * * * * *
by =~ 5o |5t (a0 — 20si) +
* Qi 1 * *
(1.211)
]. * * * * *
= T |fo+ (10 = Qfiy) +

* * * * 2 * *
+ (fikskj + Sie e — 3fmnsmn5ij)

Y

where fi; = Gij —(2/3)Grdi;. Here, the non-dimensional forms of bj;, S, €27

and f are adopted as described by Abe et al. in [37] and by Nagano et al.

in [50] as
b, = Cpbij,
S:} = CDTSZ'J',
QF = T2Cp7eY;, (1.212)

* Tm
5= () o
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Consequently, the Explicit Algebraic Stress Model adopts the following ex-
pression to account for buoyancy effects

, 2 2v, 4Cpk f;
(uiwj) = ki — JTRiSU - Jf;lf (SikShj — QinSes) +
ACpkf, 1
1.213)
2C T 4C' Ti (
- C[fnggfij - ;m A firy — Quk ) +
20,72 2
# (fz‘kskj + Sik frj — 3fmnSmn6ij> -
with
22 202 | 2 2 (2 2
le :1+§(CDTR0> Q +§(CDTR0) (Q —S )fB, (1214)
fre =1+ 8(Cp7r,)*Q* (1.215)

where 7,,,4 is the mixed scale of velocity and thermal fields, and f; is the func-
tion of characteristic time-scale reflecting wall-limiting behavior introduced
by Nagano and Hattori in [51] as follows

fr=Thy + Tho» (1.216)

where the characteristic time-scale 7, is given by 1;/k, and 7g, is the wall-

reflection time-scale. The other model constants and functions are indicated
in Table 1.1.

1.5.2 Explicit Algebraic Heat Flux Models

To overcome the limitations of models based on the Simple Gradient Dif-
fusion Hypotheses, we introduce the Explicit Algebraic Heat Flux Models
(EAHFM). The model presented in the following is the model described by
Hattori in [46] that is based on previous models introduced by Abe et al. in
1996 [52] and Nagano and Hattori in 2003 [51].

To derive the transport equation for the turbulent heat flux, the i-th
fluctuating velocity component is multiplied by the equation for the instan-
taneous temperature (1.45), and the result is added to the i-th component of
the instantaneous Navier-Stokes equation (1.44) multiplied by the fluctuating
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Table 1.1: Model constants and functions for EASM as in [46].

temperature 7”. The resulting expression is then time-averaged

DT s o Oy ., o(T)
PO =~ (G g G )+
T’ Ou ) T
— _ / /~T/ )
(a+y)<8$k 8$k> Oxy, ((uku] )+ P Ojr |+ (1.217)
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or in its compact form as
D(ué-T’)
——,— = Pjo—cjo + Djo + Pjo + Gjo, (1.218)

Dt

where Pjg is a production term, €y is a dissipation term, Djy is a diffusion
term including the turbulent and molecular transport term, ®;o is a pres-
sure-temperature gradient correlation and Gjg is a buoyant term. We recall
the equation for the temperature variance in its compact form as

Dky

Tt — Pke — 5]99 + Dk»e . (1219)
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Let the normalized heat flux a} be equal to (uT")/v/kkg, then we apply a
similar procedure used for the normalized stress tensor in the previous section
and we obtain the spatial and temporal variations in aj as

Da; 1
Dt~ i i+ Do = gjo+ Gio) +
" - (1.220)
_ﬁa] (Pk—}—Gk—g)—Tkea] (Pkg —89) s

where the diffusive effect D ;g is neglected. Here, we have used the definition of
the transport equations for the turbulent heat flux (1.218), for the turbulent
kinetic energy (1.187), and for the temperature variance (1.219). In the local
equilibrium state, the relation introduced by Abe et al. in [52] holds

*
Daj

—I =0 1.221
[ (1.221)

Thus, we can obtain the following equation

1 airl 1
N (Pjo +ILjg + Gjo) = 5] % (P4 G —¢) + o (Py, —c0)| , (1.222)

where 11y = ®jp — €. As regards this latter term, the general linear ex-
pression introduced by Launder [53] is employed considering also the buoyant
effect proposed by Craft et al. in [54]. Therefore, it is modeled as follows

LY RICTY o
ng = —Cﬂ <u] > + CtQ <U§€T,> <U]> + Ctg <U;€T/> <Uk> +
T oz oz (1.223)
, T
+Ci59;8ke — Ct4<uiuj>Aika<xk> — CiAjrgrPko,

where A;, = (uiu})/k is the non-dimensional Reynolds stress tensor. The
term 0(T")/Oxy, is included because the production of ¢jy is significantly in-
fluenced by the temperature gradient. We recall the definition of Pjy and Gy
as

. () a(r)

g = —(u;T’)Txk - (UQUQ)TS@, Gjo = Bg;(T"?) = 2Bg;ks . (1.224)

By replacing the expression (1.223) and (1.224) into the Equation (1.222),
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the following equation can be formulated
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where Cyp; = 1/Chy, Cga = (1 — Cro — C13)/Ci, Cpz = (1 — Cpo + Ci3) /Cha,
Coy = Cu/Ch, Cops = (2 — Cy5)/Cp, Cys = Cys/Ch1, are model constants.
Substituting the decomposition of the Reynolds stress tensor in its isotropic
and deviatoric parts and applying some algebraic manipulations, we obtain
the following equation

uwiT") 1 Co (B, G Co1 (P
') 1 +91(k+k_1>+61(ke_ > _
Vkke Ty 2 € € 2R \ g¢
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We introduce the following non-dimensional quantities
bl = 3bji, (1.227)
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used to obtain the following non-dimensional equation

a5 = = (B + Vi) O — af (S + ) +

’ (1.234)
— (65 + b)) AuTy — G — Ak,

which represents the implicit form of the Algebraic Stress Models in non-
dimensional form since the normalized turbulent heat flux appears on both
sides of the equation. The explicit form in a} can be derived from (1.234) as

o = F{ [ (850 + b3) + (Gax + b3) (S5 +%3,)] @3+
+ {_ <5jk T b;kk> A + (06 + bp;) ( ot Q;z) Aik} Ti+ (1.235)

[0 = (S5 + )] G - [55 — (S + )] Ang,j}.

where

1 *2 * )k *2 * Ok
F= 1+ % (2 — 52 Q= Q30,57 = 5.5 - (1.236)

The dimensional form of Equation (1.235) is then derived

Cim Rym fuw (§) Cn Coo
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Table 1.2: Model constants and functions for EAHFM as in [46].
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The anisotropic eddy diffusivity is given as

(uT') = —

,7_
t

fR (C’glujuk + CQ4UZUJAZ]€) 3 (1238)
T

where
frr =1+ ; {7 [1 = fu(40)]}* (CosQ® — Cp2S5?) . (1.239)

The other model constants and functions are indicated in Table 1.2.

1.6 The Anisotropic Four-parameter Turbu-
lence Model

This section provides the overview of the equations implemented in the turbu-
lent solver of FEMuS code for simulating both forced and natural convection
phenomena. This solver is based on the previously introduced anisotropic
Reynolds stress tensor and anisotropic turbulent heat flux, overcoming the
limitations of the Boussinesq hypothesis of eddy viscosity and diffusivity.

The governing equation for the generic turbulent problem in RANS form
is

O{u;)

oz, (1.240)
D(u;) 18 (u;) .
Dt p (%Z [ ( O 8:62 ) - <Uz“g>] —giB(T), (1.241)
D) ) L Q
= (0% - war )+ 2. (1.242)

In this work, the Reynolds stress tensor and the turbulent heat flux have
been implemented using the EASM and EAHFM models as presented in the
Section 1.5 and reported here for clarity. These models consider the buoyancy
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term added to treat the natural convection problem as
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The closure of the turbulent model requires the determination of k and w,
along with the turbulent viscosity v, and its characteristic dynamic time scale
T for the dynamic turbulence. Additionally, the thermal turbulence requires
kg and wy, the turbulent thermal diffusivity a;, and its associated mixing
time scale 7,,,. By solving the transport equations for the turbulent variables,
we can determine the turbulent kinetic energy, its specific dissipation, the
temperature variance, and its specific dissipation. In this thesis, the four-
parameter model employed is a logarithmic version of the standard models
already included in FEMuS code [55, 56, 57]. The use of logarithmic variables,
denoted as K — €2 and Ky — )y, improves the stability of the standard models
by ensuring that the state variables remain positive throughout the solution
process [58]. The dynamic logarithmic variables are defined as follows

K =In(k), Q=In(w), (1.245)

and their corresponding transport equations derived from (1.120) and (1.131)
are given by

e, (1.246)
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where the production rate of the turbulent kinetic energy is defined as P, =

(1.247)

—(uiuy,)O(u;) [0z, and the buoyancy production term is Gy = —[g¢;(u/T”).
The model constants and the model functions are detailed in (1.111) and
(1.114).

As regards the thermal turbulent variables, we can introduce logarithmic
quantities as

Kg = ln(k‘g), Qg = 111((,09), (1248)

and the system of equations is obtained substituting (1.248) in Equations
(1.173) and (1.174) as
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where the thermal and mechanical production production terms are Py, =
—(uiT"O(T)/0x; and P, = —(ujuy)0(u;) /Oxy.. The model constants and the
model functions are defined as in [57]

Caz = {1.9 [1 — 0.3 exp (—4535” — 1} ll — exp (—ﬁ)] , (1.251)

o1 = 1.025, ¢y = 0.9, cq1 = 1.1, opg = 0up = 1.4, (1.252)

The eddy viscosity has been computed using the following expression
v = Cukm,, (1.253)

where 75, has been defined according to [25] as

2
Tiw = Tu [1 — exp (—?j)} [1 + exp (—2.5 X 1075R?) RE/J . (1'254)
t
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Similarly, the eddy diffusivity is modeled as
ap = Otkam, (1255)

where the mixing time scale is given by

1 2R V2R
= 1.3——— 1.2
Tm Tufla (P?} + R T O»y f29 + 3PTR?/4 f39> 5 ( 56)

where C, = 0.25/ PriL /* and the functions f10, foo and f3y are defined as in
(1.183) and (1.184). All the other model constants and functions used in
Equations (1.243) and (1.244) have been modeled accordingly to [46] and are
reported in Table 1.1 and 1.2.



Chapter 2

Numerical Code Coupling

In the past few years, the study of multiscale and multiphysics problems
has emerged as a topic of intensive research. Multiscale modeling involves
simulating processes at different spatial and temporal scales. Multiphysics
modeling combines different physical models to simulate interactions between
various phenomena. For instance, complex systems such as nuclear reactor
plants, where neutronic, thermohydraulic, and thermomechanics are strongly
coupled, or heat exchangers, where analyzing thermal performances requires
the Conjugate Heat Transfer (CHT) problem to integrate fluid dynamics with
solid heat conduction.

Evaluation of the whole system requires a modeling effort for all scales and
interactions among system components. Thus, the development of numerical
tools has to account for phenomena with multiple scales and physics [59, 60,
61, 62, 63, 64].

Nowadays, CFD techniques are an integral part of the design process
of most engineering systems, even the more complex ones. Moreover, High-
Performance Computing (HPC) significantly enhances multiphysics and mul-
tiscale CFD simulations by providing the necessary computational power to
handle large calculations and datasets. Despite all the advancements in this
field, simulating highly complex systems remains a significant challenge. In-
deed, no single code can handle the full range of physical interactions involved
in any given phenomenon. Existing commercial codes generally cater to a
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specific problem type. For instance, we can find a plethora of open-source
simulation software that can tackle a subset of the physical systems. We can
refer to codes such as OpenFOAM [65], TrioCFD [66], and code_Saturne [67]
for fluidynamical simulations. These codes solve incompressible and com-
pressible Navier-Stokes equations with multi-phase flow and turbulence phe-
nomena (at different scales, through RANS, LES, or DNS). Several solvers
are available in the thermomechanical field, including elasticity problems
and fracture propagation. Among them, we can mention Code-Aster [68]
or TFEL/MFront [69]. Codes such as Dragon/Donjon have been developed
to tackle neutronic problems. Other open-source FEM-based numerical plat-
forms such as libMesh [70], Deal-IT [71], and FEniCS [72] are widely used to
solve generic PDE problems.

Two main strategies have been explored over the years to simulate multi-
scale and multiphysics problems. One way is to develop a new numerical code
to model all the relevant physical phenomena. This strategy is commonly de-
fined as the monolithic approach or the direct method. Alternatively, one can
choose to couple existing and validated codes for each phenomenon of inter-
est. The main advantage of the monolithic approach is that it can lead to
a more stable and accurate solution. Since all physical interactions are fully
integrated into the system of equations, the feedback between subsystems
is captured more accurately, with less risk of introducing errors or instabil-
ities from decoupling. However, the formulation is generally more difficult
because all physical phenomena must be considered simultaneously, often re-
quiring specialized software or adaptations to existing solvers. In contrast,
the partitioned (or coupled) method keeps the individual solvers. The idea is
to solve each subsystem independently and exchange information (typically
at each time step). This approach is advantageous when reliable solvers for
each subsystem already exist, as it allows existing codebases to use strategies
designed for those subsystems. The partitioned approach can also enable
parallel computations, where different subsystems are solved concurrently,
improving computational efficiency. This method requires efficient data ex-
change between codes, especially in the HPC framework. Therefore, output
and input exchange data on code coupling are performed directly in memory
to avoid writing and reading processing from external files [73].

In this thesis, the development of the coupling application aims to improve
the in-house numerical platform [74] for enabling multiphysics and multiscale
simulations. The proposed platform models several physical PDEs (Partial
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Differential Equations) using both FEM (finite element method) and FVM
(finite volume method) for modeling fluids and solids [75]. By integrating the
open source software, OpenFOAM [65] and the in-house library FEMuS [76],
the numerical platform aims to leverage their strengths and their simulation
capabilities. In this Chapter, the code coupling strategy is presented, and
its implementation is discussed. This Chapter introduces the computational
framework in which the code coupling application has been developed. Then,
it presents the coupling strategy and the numerical algorithm implemented,
concluding with a discussion of two numerical examples of code coupling
between FEMuS and OpenFOAM, one involving the exchange of volumetric
fields and the other coupling boundary conditions. Numerical results are
provided and compared with literature data of the same physical problems
performed with the monolithic approach.

2.1 Numerical Platform Environment

A numerical platform has been developed over the years at the Laboratory
of Montecuccolino of the University of Bologna to improve portability and
communication among in-house numerical codes [74]. The idea behind the
numerical platform is to create a numerical environment for multiphysics and
multiscale simulations, integrating different physical PDE models with FEM
and FVM discretizations for fluids and solids.

This numerical platform provides several environments for different user
levels: one for implementing engineering applications and another suitable
for developing in-house code. These environments include the data entry for
“input/output” using CAD and Mesh generators and visualization or post-
processing with tools typical of the SALOME computing platform [77], i.e.,
the software Paraview [78]. Implementations of PDE models on the FE and
FV discretizations are available from two standalone codes: the in-house
FEM solver named FEMuS [76] and the open-source software OpenFOAM
[65]. The Message Passing Interface (MPI) manages parallel computations
for both CFD codes. MPI is a standardized and portable protocol designed
for programming with parallel computing architectures [79, 80]. In particu-
lar, both CFD codes use the Open Message Passing Interface (OpenMPI),
an open-source implementation of MPI developed and maintained by a con-
sortium of academic, research, and industry partners [81]. For the solution
of partial differential equations and, in particular, for the solution of linear
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systems, FEMuS uses a library called PETSc, which stands for the “Portable,
Extensible Toolkit for Scientific Computation” [82]. PETSc is a suite of data
structures and routines developed by Argonne National Laboratory, designed
for the scalable (parallel) solution of scientific applications modeled by partial
differential equations. On the other hand, OpenFOAM relies on its in-house
matrix and solver libraries to handle the numerical solution of PDEs rather
than an external library like PETSc. However, it has recently introduced the
option to integrate PETSc for these computations [83].

2.1.1 Strategies for Code Integration

Two main strategies can be adopted to integrate multiple numerical codes
within this numerical platform. The first strategy involves implementing
specific procedures to couple the new code with each existing platform li-
brary. Alternatively, a new library can be added to the coupling framework
by developing a single wrapper that maps its data fields to a common cou-
pling format. In this case, heterogeneous fields with different data structures
from various numerical codes are exchanged through a shared intermediate
representation. These two approaches are referred to as the point-to-point
and hub-and-spoke models, respectively. A schematic example of the two
coupling approaches is reported in Figure 2.1. Point-to-point integration pro-

Point-to-Point Hub and Spoke

(@)

Figure 2.1: Coupling strategy models: point-to-point on the left and hub-
and-spoke on the right.

vides direct communication and data exchange between two endpoints. This
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approach does not need an intermediary between the subsystems, ensuring
continuous interaction and optimized data interchanging mechanism. On the
other hand, hub-and-spoke integration follows a different approach by elimi-
nating the need for direct connections between every system involved in data
sharing. Each endpoint is connected to a centralized hub, which manages all
data exchanges between senders and receivers. Point-to-point communica-
tion is inherently limited in scalability and requires significant efforts to work
with large systems with several integrated software. As the number of con-
nected subsystems grows, the complexity increases exponentially, making the
approach less efficient. In contrast, the hub-and-spoke model provides a more
efficient alternative to the point-to-point model, requiring fewer connection
routes. More particularly, in a network with n endpoints, the hub-and-spoke
model requires only n — 1 routes to connect all nodes, setting the upper
bound of n — 1 connections and a complexity of O(n). This approach is
significantly more efficient than the n(n — 1)/2 routes, or O(n?), needed for
direct connections between every pair of nodes in a point-to-point network.
Among the intermediary representations, MED (Model for Exchange Data)
libraries can be adopted as a hub intermediary in the hub-and-spoke model.
This open-source library provides a standard coupling format (the MED for-
mat) for the numerical codes integrated into the aforementioned platform.
This library is a module of the SALOME platform for retrieving, processing,
and sharing data at the memory level, avoiding external disk files. The SA-
LOME platform and its modules are further detailed in the following section.

SALOME Platform

SALOME is a numerical platform developed by CEA (Commissariat a 1’énergie
atomique et aux énergies alternatives) and EDF (Electricité de France) to
provide open-source software for computer-aided engineering (CAE) [84].
This platform offers several modules, such as GUI, Geometry, Mesh, Fields,
YACS, JobManager, and ParaViS, that may manage every stage of a com-
putational simulation performed by multiple external standalone codes. The
software implements tools for parametric CAD modeling, tetrahedral and
hexahedral mesh generation, code supervision, post-processing, and data
analysis [77]. In particular, the supervisor can generate simulation work-
flows that connect different computational units, with the support of the
FIELDS and MED libraries. This controls data communication by manipu-
lating input and output simulations. It can also perform data transfer and
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analysis.

A brief description of the main functionalities may offer a clear under-
standing of the different aspects and capabilities and explain how each fea-
ture contributes to the overall workflow in addressing different tasks and
requirements. SALOME is equipped with a parametric and variational CAD
modeler called SHAPER. This modeler allows users to define parametric di-
mensions and constraints for a sketch, enabling the automatic update of the
final shapes when the CAD element parameters are modified. With this
feature, designers can automatically create and update groups, regions, and
domains when geometry is modified. Additionally, it allows the creation
of non-manifold geometries (e.g., an edge shared by more than two faces)
and the assembly of multi-dimensional parts to create a complex geometry.
SMESH module represents the SALOME mesh module, providing several
discretization algorithms for finite element and finite volume methods. This
module gives the possibility to exploit SALOME meshing tools (quadran-
gles, hexahedra, boundary-layer meshing, etc.), open-source meshing tools
(NETGEN and Gmsh), and commercial meshing tools from the MeshGems
suite. Multiple types of meshes, generated using various available meshing
algorithms, can be applied to different regions. To simplify the mesh cre-
ation process, several transformation options are provided, such as rotation,
symmetry, and scaling, as well as mesh optimization and local refinement.
The mesh object can be equipped with groups and labels to recognize the
geometry of different regions, including the boundary elements. The SA-
LOME platform includes a module called PARAVIS for the visualization and
analysis of numerical results. This module uses ParaView functionalities,
an open-ource software for interactive scientific visualization. The PARAVIS
module offers various types of data representations and a wide range of filters
customized for effective data visualization.

Several functionalities provided by SALOME, which are strictly connected
to multi-physics simulations, are managed by the supervisor. The super-
visor’s main responsibility is to create a simulation workflow by integrat-
ing domain-specific solvers through the YACSGEN interface, simplifying the
coupling of different physical domains. Within the coupling framework, SA-
LOME provides modules for field manipulation called FIELDS. The FIELDS
module for field manipulation consists of a graphical interface designed to
implement standard use cases of field manipulation, along with a library
of functions for processing data on meshes and fields based on the MED
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model. Among its features, the most relevant for this work are reading/writ-
ing from/to files, the aggregation and exchange of data, interpolation between
different computational grids, format conversion, and renumbering or parti-
tioning of data for multiprocessor frameworks.

The XMED Library from the SALOME Platform. The FIELDS
module for field manipulation is called XMED. It consists of a small set of
atomic library files. Its structure is depicted in Figure 2.2, where the archi-
tecture layer is reported. In particular, each element depends on the blocks

( 0
MEDOP

MedClient Python layer COBRA layer

Python layer
. J
s B

MedClient C++ layer MEDOP C++ Layer
. J
s s B
MEDMEM Python layer J MEDMEM COBRA layer ParaMEDMEM || REMAPPER MEDLoader

(. . J
s B

MEDMEM C++ layer ‘ MEDCoupling C++ Layer

(. J

INTERP _KERNEL

libc++,libc,system MPI MED fichier

Figure 2.2: Packages structure of the XMED library in FIELDS module.

it covers (fully or partially) along the vertical line. The core of the MED
module is the MEDMEM library represented by the orange blocks, while the
white blocks represent the old deprecated version of the MEDMEM library.
The blue packages represent the additional components for field manipula-
tion through the user interface (TUI and GUI). It is built around the MED
format, which is a standardized format for storing and exchanging numerical
data in scientific computing. It can be used in both C+4 and Python en-
vironments. The library provides data structures (C++ classes) for meshes
or fields and various functionalities for data manipulation. It also includes
routines for reading and writing MED files. MEDMEM library is mainly
designed for advanced data processing, such as interpolation and localiza-
tion of fields or projecting data between different meshes. The MEDMEM
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library manages these functionalities through its submodules, each designed
for specific tasks. The MEDCoupling package handles the data structures for
meshes and fields and data manipulation routines. The MEDLoader module
provides I1/O operations for the MED file format. INTERP_KERNEL and
REMAPPER modules provide the mathematical frameworks and algorithms
for data exchange, focusing on interpolation between different numerical do-
mains. In the following, we will refer only by the name MED to the MED
library or the MEDMEM module.

2.2 OpenFOAM and FEMuS Integration

Thanks to its efficiency, the hub-and-spoke approach represents the most ef-
fective strategy for coupling multiple codes and supporting multiscale and
multiphysics simulations. Accordingly, in this thesis, the FEMuS and Open-
FOAM codes have been coupled into the numerical platform using the MED
library as a common intermediate representation for exchanging heteroge-
neous data structures.

Figure 2.3 represents the simplified scheme of the hub-and-spoke model
adopted as a code coupling framework. The diagram outlines the coupling
system between two computational codes, identified as Code I and Code
2, interacting under the direction of a Supervisor. It is worth noting that
the approach described in this scheme is not limited to two codes but can be
extended to integrate multiple coupled codes. In this context, the terms Code
1 and Code 2 represent FEMuS and OpenFOAM. The Supervisor object is
represented as a main program used to manage the structures of both codes
and the coupling between them. In particular, it is responsible for managing
the instantiation and initialization of Code 1, Code 2, and Coupling objects
class. The Supervisor controls the progression of numerical simulations over
time and coordinates the integration process over shared or overlapping time
intervals. In addition to code-related functionalities, it is also responsible for
synchronizing the data transfer between the two codes, ensuring a consistent
exchange of information throughout the simulation process.

Each code internally manages its solver, Solver 1 and Solver 2, which oper-
ate on their respective datasets and solve their respective physical problems.
However, in the context of a coupled application, both codes may require
physical quantities solved by the other subsystems. These specific quanti-
ties are represented in the scheme of Figure 2.3 as ®,, and ®, ., where the
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Figure 2.3: Coupling procedure scheme.

subscripts ¢ and s refer to “target” and “source”, respectively. These fields
are data structures specific to each code, which may differ depending on the
coupled application. For instance, FEMuS uses PETSc data structures to
store the solution of the problem equation, whereas OpenFOAM employs its
own data structures, such as GeometricField, dimensionedField, and others.
Code interfaces are explicitly developed to ensure compatibility between two
types of data structures. These interfaces are implemented as C++ classes
with multiple functionalities, including converting data from specific data
structures to the MED format and vice versa. In Figure 2.3, these interfaces
are represented by dashed lines connecting the green blocks (code libraries)
to the red one. The latter block represents the C++ class developed for col-
lecting routines from the MEDMEM module. It acts as the intermediary for
data exchange between Code I and Code 2. In particular, given the fields
from Code 1, this class projects the corresponding MED field, ®; eq, defined
over a source MED mesh, onto the target MED mesh to compute the target
MED field (®;mea). The interface of Code 2 receives this field in MED format
and converts it into Code 2 data structure.

As just mentioned, data flows between the two codes have been possible
by implementing three classes. The first class, named foamMED, is the inter-
mediary link between OpenFOAM and the MED library, covering the role
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of the OpenFOAM-MED interface. Similarly, the second class, femusMED, is
the interface between FEMuS and the MED library. Finally, the third class,
namely MEDclass, is responsible for managing operations within the MED
library itself.

2.2.1 MED Communication Class

In this section, we explore the development of the MEDclass, which is the core
of the coupling applications discussed in the following chapters. In particular,
a brief overview of the features implemented in this class is provided.

MED Class Structure

The MED library provides a comprehensive set of routines for creating meshes,
initializing fields, and managing data transfer between meshes. It supports
a wide range of element types categorized by their geometric dimensionality
and shape. These include line segments for 1D meshes, triangles, quadri-
laterals, and polygons for 2D meshes, and tetrahedra, hexahedra, prisms,
pyramids, and polyhedra for 3D meshes. The library can also create fields
with different dimensionalities and discretizations. It supports scalar, vector,
and tensor fields, which can be associated with various types of mesh enti-
ties, such as nodes (nodal fields) or cells (cell-centered fields). Node fields
are classified as P; or P,, corresponding to linear or quadratic discretizations.
Cell-centered fields are labeled Fy. Moreover, the MED library can handle
field interpolation from one mesh (source mesh) to another (target mesh)
while preserving physical consistency in the built-in projection method.

The C++ class MEDclass has been created to employ all these function-
alities, and a brief code snippet is provided below to illustrate its structure:

class MEDclass {

private:
MPI_Comm _comm;
vector<MEDCoupling: :MEDCouplingUMesh*> _mesh;
vector<MEDCoupling: :MEDCouplingFieldDouble*> _field;
vector<MEDCoupling: :DataArrayDouble*> _array_tmp;
vector<MEDCoupling: :MEDCouplingRemapper*> _remapper;
vector<c_type> _element_type;

public:
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map<string, int> _map_field_name;
map<string, int> _map_mesh_name;
map<int, int> _map_field_mesh;
int problem_dimension;
public:
MEDclass() = default;
“MEDclass() = default;
MEDclass (MPI_Comm comm) : _comm{comm} {}

//beginFunctions

//endFunctions

This class includes all the MED structures for storing data, i.e., meshes,
fields, interpolation matrices, as well as structures designed to facilitate in-
formation retrieval at the supervisor level, such as map field name and
_map-mesh name. The current version of the MEDclass includes support for
an MPI communicator. However, it does not yet handle distributed data
exchange between processes. This functionality should be implemented for
future developments to support efficient coupling in high-performance com-
puting environments.
To complete this class, the following data structures are defined:

enum cell_type {
quad9 = INTERP_KERNEL: :NORM_QUAD9,
quad4 = INTERP_KERNEL: :NORM_QUAD4,
seg3 = INTERP_KERNEL: :NORM_SEG3,
seg2 = INTERP_KERNEL: :NORM_SEG2,
hexa8 = INTERP_KERNEL::NORM_HEXAS,
polyhed = INTERP_KERNEL: :NORM_POLYHED,

s

struct c_type{
cell_type type;
int dof;
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int dimension;

};

These structures are used to group information about the MED mesh, such as
the type of cell elements (cell_type), the degree of freedom (DOF) of the ele-
ments (dof) and the mesh dimension. The cell_type structure includes a va-
riety of element types supported by the MEDclass, including two-dimensional
quadratic elements such as NORM_QUAD9, commonly used in the FEMuS code,
as well as three-dimensional elements typically found in OpenFOAM meshes,
such as hexahedral (NORM_HEXA8) and polyhedral (NORM_POLYHED) cells.

Main Functionalities

In the coupling procedure of this Thesis, one of the first step is to define
computational meshes in MED format over which the MED fields can be
stored. The routine responsible for managing the creation of unstructured
meshes is called createmesh(). The creation of the MED mesh requires
information about connectivity, coordinate nodes, discretization type, and
mesh dimension. The vector vector<MEDCoupling: :MEDCouplingUMeshx*>
_mesh groups the mesh copies, with the number of copies corresponding to
the interfaces required by the coupling application.

The MEDclass provides the possibility to define several entities, field, of
type MEDCouplingFieldDouble, stored in a C++ vector, which correspond
to the coupled fields involved. Two distinct functions have been developed to
create MED field data structures responsible for storing field information from
the coupled codes. These routines are named init med field on nodes()
and init med field on_cells(). The former creates and initializes a MED
field over the mesh nodes, which can be linear or bi-quadratic. The lat-
ter function performs a similar initialization but defines a field over cells
instead of nodes. During the solution process, the set_field() routine up-
dates the field values. It uses a MED data structure (_array_tmp), where
code solutions are temporarily stored. Then, it copies the fields from the
DataArrayDouble to the MEDCouplingFieldDouble structure. The inverse
process, named get _field(), is used to retrieve MED field information and
transfer it to the intermediate data structure of type DataArrayDouble.

The other main functionality implemented in MEDclass is the interpola-
tion mechanism. The interpolation of a source field over a target mesh is
performed by constructing the projection operator P to compute the follow-
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ing matrix operation
®, =Po,, (2.1)

where ®; and ®, are the target and the source fields, respectively. There-
fore, the interpolation routine consists of two main steps: the construction
of the operator P, named _remapper, and the projection of the source field
onto a target field. The operator P is a matrix with dimensionality n x m,
where n is the number of nodes/cells in the target mesh and m is the num-
ber of nodes/cells in the source mesh. This matrix is constructed through
algorithms that can locate the nodes or cells of the source mesh within
the elements of the target mesh. The creation of P, implemented in the
get_remapper () routine, is managed by the REMAPPER class of the MED
library through the prepare () function, which is available within the library.
Once the operator has been built, the field projection step in (2.1) is executed
in the interpolate_field() routine using the built-in MED function named
transferField (). The interpolation routine is available for both Fy and P;
fields and the algorithms can combine different field types, e.g. it is possible
to interpolate from Fy to P, from P, to P, from P; to P, and from P; to
P;. More details about these routines are provided in Appendix A.1.

MED library provides several methods to construct the matrix P accord-
ing to the type of source and target meshes. The simpler interpolation mech-
anism occurs when the two meshes are perfectly overlapping. Point-to-point
interpolation transfers field values from nodes in one mesh to corresponding
nodes in another mesh. This is a straightforward method used when the two
meshes have the same topology and point locations, allowing a direct transfer
of values. Similarly, in cell-to-cell interpolation, the values of a field defined
on the cells of one mesh are transferred to the corresponding elements of
another mesh.

When the mesh nodes or cells are aligned, the interpolation can be exact,
with the projection operator taking the form of a diagonal matrix. How-
ever, this approach is not appropriate for meshes with different geometries or
element distributions, which typically require more complex projection meth-
ods. To address such cases, two MED built-in algorithms were employed for
the interpolation of fields in this thesis: the Triangulation algorithm and
the Geometric2D algorithm. The former decomposes each cell into triangles
and computes triangle-triangle intersections by determining segment cross-
ings and node inclusions. The latter is very flexible because it supports any
type of polygon, including linear, quadratic, convex polygons, and non-convex
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polygons. This projection method can also handle interpolations between
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Figure 2.4: Py — F, interpolation from the piece-wise representation of the
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analytical function f(z,y) =1— (z —1)* 4 (y — 1)? over a finer mesh to the
piece-wise representation on a coarser one.

When referring to non-overlapping meshes, we may consider differences
such as element types (e.g., triangle or quadrilateral elements), discretization
methods (e.g., piecewise or linear discretization), resolution, or simply varia-
tions in point or cell locations. Differences in resolution can be classified as
either upscaling or downscaling, depending on whether data are transferred
from a coarse mesh to a fine mesh or from a fine mesh to a coarse mesh,
respectively. An example of downscaling interpolation obtained by exploit-
ing MEDclass routines is shown in Figures 2.4, where the MED field of the
finer source mesh is interpolated onto the coarser target mesh. In this spe-
cific case, the source field is the P, representation of the analytic function
flz,y) =1—(x — 1)+ (y — 1)% Tt has been initialized on a 20 x 20 mesh
with QUAD4 elements. The target mesh consists of a 10 x 10 computational
grid.

Figure 2.5 illustrates another example of FPy— F, interpolation for nonover-
lapping meshes. The two meshes are shifted, with the overlapping region
limited to the domain defined by the target mesh lower left corner and the
source mesh upper right corner. The interpolations performed include up-
scaling for the case shown on the left and downscaling for the case shown on
the right. The interpolated source field is a piecewise representation of the
analytic function f(z,y) = sin 7z sin7y.

MEDclass has been developed to handle also interpolation for mixed-
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Figure 2.5: Py — P, interpolation for partially overlapped meshes. Interpo-
lation of the piece-wise representation of the analytical function f(x,y) =
sin mx sin 7y from the coarser to the finer mesh on the left and from the finer
to the coarser mesh on the right.

dimension meshes, where different regions of the domain are discretized with
different dimensions. Dimensional interpolation is the process of mapping
field values between meshes with different dimensions, such as from 3D to
2D, 2D to 1D, or viceversa. A field defined over a 3D volume mesh (e.g.,
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—0.602 —0.602
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Figure 2.6: Py — F, interpolation from a 2D representation of the analytical
function f(z,y) =1— (z —1)*>+ (y — 1) to a 3D mesh.

temperature, pressure, or velocity) often needs to be transferred to a 2D
surface mesh. This scenario is common when information from a 3D fluid
domain must be projected onto a two-dimensional boundary. In the applica-
tions presented in this thesis, such an interpolation occurs when dealing with
OpenFOAM to FEMuS codes. OpenFOAM can handle only 3D simulations,
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even for 2D problems, while FEMuS operates with 2D meshes. As a result,
the interpolation required in this case involves transferring data from a 3D
mesh to a 2D mesh. The inverse interpolation function has to be applied when
fields from FEMuS 2D meshes is projected onto OpenFOAM 3D meshes. Fig-
ures 2.6 and 2.7 provide examples of multidimensional interpolation managed
using MEDclass functionalities. The former shows the 2D to 3D interpolation
of a piecewise field representing the function f(z,y) =1—(z —1)>+(y—1)%
The latter report the target field of the 1D to 2D interpolation of the same
function in its 1D form, f(z) =1 — (z — 1)%

0.9994
0.8567
0.7139
0.5711 5
0.4283 i
0.2856
0.1428

= 0.0000

Figure 2.7: Py — P, interpolation from a 1D representation of the analytical
function f(x) =1 — (x —1)? to a 2D mesh.

2.2.2 FEMuS Interface Class

The FEMuS code includes solvers for a wide range of physical problems, such
as incompressible Navier-Stokes equations, heat transfer, turbulence models,
fluid-structure interaction problems, multiphase flows, and optimal control.
One notable advantage of FEMuS is its flexibility in implementing new mod-
els by directly integrating the constitutive equations into the FEM paradigm.
This approach allows for the efficient modeling of novel physical phenomena,
such as the complex dynamics of turbulent flows in unconventional fluids like
liquid metals. For further details on the FEMuS library, readers are referred
to [85, 86, 76, 87, 88].

The FEMuS library has been integrated into the coupling application
of the numerical platform by extending it with a MED-compatible C++
interface, named femusMED.
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femusMED Class Structure

The femusMED class is built to manage the interaction between the FEMuS
framework and the MED library within a coupled CFD simulation environ-
ment. [ts primary aim is to provide all the functionalities for transferring the
mesh-related data to the MED environment. The C++ class is defined as
follows:

class femusMED {
private:
MPI_Comm _comm;
int probl_dimension = 2;
std: :vector<interfaces_femus> interface;
public:
femusMED() = default;
“femusMED() = default;
femusMED (MPI_Comm comm) : _comm{comm} {}

//beginFunctions

//endFunctions

This class creates interfaces_femus structures, which are data collections
for creating the interface between FEMuS and MED format:

struct interfaces_femus{
vector<int> _conn;
vector<double> _coords;
vector<vector<int>> _indices;
vector<double> _field_val;
map<int,int> _map_med2mg;
map<int,int> _map_mgZmed;
int _n_nodes;

string _mesh_name;

};

These structures store mesh data, such as connectivity information, mesh
coordinates, and mappings between the FEMuS and MED node indices. The
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interface also holds field values to be transferred along with the reference of
the corresponding indexes to enabling the coupling calculation. Each part of
the domain that needs to be coupled externally has its own interface struc-
ture, allowing the management of more than one interface at a time.

Main Functionalities

The main feature of the femusMED class deals with initializing and manag-
ing the interface structure. The routine developed for this purpose is named
init_interface(). During initialization, the interfaces collect node con-
nectivity (vector<int> _conn) and coordinate (vector<int> _coords) in-
formation from the FEMuS mesh object using the set_mesh_connectivity()
and set_mesh_coordinates () functions. Moreover, init_interface() gath-
ers all the data necessary for subsequent steps to streamline and accelerate
the coupling process. This includes assigning a unique name to the mesh
for easy information retrieval (string _mesh name), determining the num-
ber of DOFs (_.n_nodes), and other essential parameters. This data is then
transferred to the MED class to create the mesh entity in MED format, as
described in Section 2.2.1.

To ensure compatibility with another solver in the MED frameworks,
femusMED class also provides methods to handle mesh conversions. The de-
veloped routine convert_to_linear mesh() provides information for creat-
ing a linear MED mesh starting from biquadratic mesh connectivity and
coordinates information. The class can also extract information to create
boundary interfaces. The overloaded routines set mesh _connectivity()
and set_mesh coordinates() are used to establish the local connectivity
of the boundary mesh from the original FEMuS mesh and to map the local
renumbered nodes to the global index numbering of the mesh.

The class femusMED is also responsible for getting and setting the MED
field from/to the FEMuS structure. The get_field from femus() routine
is employed to extract a field from FEMuS as a PETSc vector, which is the
structure FEMuS uses to store the solver field solutions. The retrieved field
can be copied to the temporary MED data structures, making it accessible
to the MEDclass. Since the FEMuS code uses a P, representation for the
solution fields, the interface class has been extended to perform a P, — F
interpolation. This projection has been extensively described in [89], and the
corresponding functionality has been incorporated into the developed class.

A similar approach transfers the MED field to the FEMuS code structures
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through the set_field to_femus () routine. This routine has been developed
to write MED fields into PETSc data structures to update the FEMuS solver
fields. In this process, it may be necessary to calculate a quadratic field from
the cell-centered field provided by the MED framework. An interpolation
routine for transforming a P, field into a P, field has been included as in [89].
More details about these class methods are provided in Appendix A.1.

2.2.3 OpenFOAM Interface Class

OpenFOAM is a well-known, open-source, object-oriented C++ library de-
veloped primarily for CFD simulations, maintained separately by ESI (Engi-
neering System International) Group and the OpenFOAM Foundation [65].
Its versatility, scalability, and extensive set of solvers and libraries make it
one of the most widely used codes in industry and academia. OpenFOAM
provides a comprehensive modeling platform for complex fluid dynamics sce-
narios, such as multiphase flow, aerodynamics, turbulence, and heat transfer
phenomena.

In this thesis, the interface class has been created for version 11 of the
OpenFOAM Foundation distribution. Unlike other versions and distribu-
tions, it introduces a significant change to its CFD toolbox by implementing
modular solvers. Solvers are now written as modules, e.g., incompressible-
Fluid, incompressibleVoF, and solid module, and they are compiled as a sepa-
rate library. These modules, written as classes, offer more flexibility than the
traditional application-based solvers that have been part of OpenFOAM since
1993. This version also introduces a generalized application called foamRun,
that loads and runs the modular solvers, providing a standardized way to call
the solver routines. This approach does not require switching applications
for each specific case. The OpenFOAM Foundation version v11 introduces a
foamMultiRun application for more complex simulations. It enables the use
of different equations in separate mesh regions, making it particularly useful
for coupled problems.

In this thesis, a C++ wrapper for the OpenFOAM simulation environ-
ment has been developed to provide a structured and object-oriented interface
to the foamRun and foamMultiRun solvers. The architecture of this wrapper
is based on inheritance, consisting of a base class and two derived (child)
classes. The two child classes extend the base class for the single and multi-
region OpenFOAM solvers.
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foamMED Class Structure

The base foamMED class has been developed as the interface between the
OpenFOAM framework and the MED library:

class foamMED {

private:
int probl_dimension = 3;
vector<interfaces_foam> interface;
Foam: :fvMesh * mesh;
string problem_path;

public:
foamMED() = default;
explicit foamMED(string_view path) : problem_path(path){}
“foamMED() = default;

//beginFunctions

//endFunctions
}s;

The core data exchange happens through the interfaces foam structure,
which stores information such as field values, node coordinates, connectivity
details, and mappings between MED and OpenFOAM node indices. As in
femusMED class, the following structure allows the interface class to translate
OpenFOAM’s internal data into a format compatible with the MED library:

struct interfaces_foam{
vector<vector<int>> _indices;
vector<double> _field_val;
map<int,int> _map_med2of;
map<int,int> _map_of2med;
vector<mcIdType> _conn;
vector<double> _coords;
int _n_nodes;
string _mesh_name;

};

The main features of this class are similar to the main features of the FEMuS
interface. OpenFOAM interface class uses init_interface() routine to set
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up the domain interface information such as node connectivity and coordi-
nates. The set_mesh connectivity() and set mesh coordinates() func-
tions are used to retrieve mesh information from mesh object. The get and
set routines, get _field from of () and set_field to_of (), are employed to
manage OpenFOAM fields converting built-in OpenFOAM data structures
to MED format fields and vice versa.

The derived classes exploit the two generalized application foamRun and
foamMultiRun to execute the OpenFOAM problem. The foamSingleProblem
class refers to the single-region application foamRun, while the class named
foamMultiProblem refers to the multi-region solver. The classes are as:

class foamSingleProblem : public foamMED

{
private:
std: :unique_ptr<Foam::Time> _runTime;
std: :unique_ptr<Foam: :solver> _solver;
std: :unique_ptr<Foam: :pimpleSingleRegionControl> _pimple;
Foam: :word solverName;
public:

foamSingleProblem(std: :string path) : foamMED(path) {};
“foamSingleProblem() = default;

//beginFunctions

void init(int argc, char * argv([]);
void init_mesh();

void init_solver();

void init_pimple_control();
bool run();

void pre_solve();

void solve();

void post_solve();

void write();

void setup_dt();

void adjust_dt();

/.

//endFunctions
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class foamMultiProblem : public foamMED{
private:
std: :unique_ptr<Foam: :Time> _runTime;
std::unique_ptr<Foam: :regionSolvers> _solver;
std::unique_ptr<Foam: :pimpleMultiRegionControl> _pimple;

public:
foamMultiProblem(std: :string path) : foamMED(path) {};
“foamMultiProblem() = default;

//beginFunctions
void init(int argc, char * argv[]);
void set_mesh(Foam: :word region_name) ;
bool run();
void pre_solve();
void solve();
void post_solve();
void write();
void setup_dtQ;
void adjust_dt();
/.
//endFunctions
s

More details about the routines are provided in Appendix A.1.

2.3 Coupling Algorithm

As outlined in previous sections, numerical models based on single solvers are
conventionally developed to address a single physical problem. In such solu-
tions, interactions with other phenomena usually rely on strong hypotheses.
In this context, the partitioned approach overcomes the lack of integration
between physical phenomena to allow a more realistic representation of com-
plex systems. This strategy systematically integrates different solvers based
on exchanging data through iterative coupling algorithms. A generic sce-
nario involving two independent codes, each designed to simulate a specific
phenomenon, is schematically illustrated in Figure 2.8. In this setup, the
solvers, referred to as Solver 1 and Solver 2, receive inputs named z;,; and
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Figure 2.8: Schematic representation of weak (solid lines) and strong (solid

and dashed lines) coupling between Solver 1 and Solver 2.

T2, respectively, where ¢ = 1,..., N with NV being the total input variables,
and return y; ; and y, ; outputs, where j = 1, ..., M with M being the total
output variables. The interactions between the two solvers can take on two
distinct forms. The simplest form of coupling is called weak coupling, semi-
coupling, partial coupling, or loose coupling. Here, Solver 1, referred to as the
feeder, produces output data that serves as input for Solver 2, known as the
consumer [90]. This coupling approach is illustrated in Figure 2.8 using solid
lines connecting the feeder subsystem’s output to the consumer subsystem’s
input. During the execution of a single time step, the output of Solver 1 di-
rectly passes to Solver 2 input. It is worth noting that, in loose coupling, the
consumer output has no impact on the feeder solver input data, reflecting a
unidirectional flow of information. Due to its inherent nature, this approach
may necessitate subcycling or midpoint correction at synchronization time
steps. Although weak coupling is relatively simple to implement, its use is
limited since the consumer solver output directly influences the feeder solver
input. In contrast to semi-coupling, a second approach is known as strong
coupling (called “full coupling” or “tight coupling”). Strong coupling also
includes a feedback loop where the output of Solver 2 is connected to the
input of Solver 1, represented in Figure 2.8 by a dashed line. In this way,
both solvers are interdependent because each consumer solver relies on the
output of the previous one. For this reason, the two solvers must be executed
sequentially, and neither solver can be run simultaneously.

In the coupling problem context, input variables are classified into depen-
dent and independent categories. The former are influenced by the output
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of a feeder solver and are considered interface-matching unknowns. The pri-
mary challenge in addressing strong coupling problems lies in determining the
values of the dependent variables through a coupling algorithm. The coupling
framework developed in this work can handle both the weak and strong cou-
pling types. We focus on describing the two main methods for solving strong
coupling problems, as tight coupling represents the most interesting applica-
tion and is likely the most valuable for realistic simulations.

Given a first subsystem with input parameters x;, its evolution over time
is described by the following differential equation

% = fi(x1,%2), (2.2)

where x; and x, are elements of function spaces, H; and Hs, respectively,
and f; is a differential operator. As a result, equation (2.2) describes sub-
systems governed by partial differential equations. In this first subsystem,
the input variables x5 are not explicitly defined and represent the dependent
parameters for the coupling interface with the second subsystem, which is
similarly described by the following partial differential equation

Xy = fo(x2,X1). (2.3)

The system of equations (2.2) and (2.3), which is the differential evolution
system for (x1,x2) € H; X Ha, can be referred to as pure differential coupling.
Consider applying a time discretization method to both equations (2.2) and
(2.3), assuming, for simplicity, that the time step is the same and equal to At.
When they do not share the same time step, one must employ sub-cycling
since the temporal interval between synchronization points, At, consists of
multiple smaller steps. Let x§n), (j = 1,2) represents the discrete approxi-
mation of the solutions to (2.2) and (2.3) at time step n. The integration
algorithms, as illustrated in Figure 2.8, can be expressed as follows

n n n—1
Xg ) = QOl(Xg ),Xg )7y2>7 (24)

x5 = po(x x{"Y y). (2.5)
Here, the time dependence is omitted for simplicity of notation. The unknown
time-dependent functions, y;(t), (j = 1,2), represent the dependent variables
provided by the other solver over the time interval At =t,, —t,,_1. To set the
dependent input variables y;(t), (j = 1, 2), several numerical methods relying
on iterative procedures for exchanging inputs and outputs have been devel-
oped over the years. For example, the Block Jacobi (BJ) coupling process
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Figure 2.9: Coupling algorithm strategies for the strongly coupled problem.

is the most conceptually simple iterative approach to achieve strong cou-
pling between two or more subsystems [91]. Given the function \Ilj(xj(»n_l)),
(j = 1,2), which depends on the previous values of the approximate solu-

tion, the BJ approach assumes that the value at ¢, ; remains constant at

each iteration interval. In particular, y; = \Ifj(xj("fl)) = xgnfl), (j =1,2).
This approximation results in the following system of equations for the two
subsystems
n n n—1 n—1 n n—1 n—1
X" = o (x” Y W dTY) = o x0T g Y), (2:6)
n n n—1 n—1 n n—1 n—1
x3"” = a3 W (xY) = oo T XY (27

At time step n, the BJ method uses the solution from the previous time step
of the other subsystem as input-dependent parameters. This approach is
illustrated in Figure 2.9 (top), where the dashed lines represent the solution
process of each specific solver advancing from step (n — 1), providing the
;nil), (j = 1,2) for time step n. Meanwhile, the solid
lines represent the coupled dependent parameters computed at the time step
n — 1 provided by the other solver, x§-"_1), (j = 2,1). Both codes solve their
problem at the time step n using old solutions. The system solvers have an

previous solutions x

associated critical time step At.;, (j = 1,2). By coupling the systems, the
critical time step for the global system is min At,;.
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Starting from (2.6) and (2.7) equations, the Gauss-Seidel iterative ap-
proach can be formulated

n n n—1 n—1 n n—1 n—1
Xg ) = 901<X§ )7X§ )7\P2(X§ ))) = Sol(xg )7X§ %X; ))7 (28)
n n n—1 n—1 n n—1 n
xg )= 902(X§ ),Xg )7‘1’1<X§ ))) = 902(X§ )an )=X§ ))7 (2.9)
where the new value xﬁ”) = \Ill(xgn_l)) = gpl(xgn_l),xén_l)) is used in the

same iteration to compute solution of Solver 2. This partly implicit approach
converges better than Block Jacobi’s method because it uses information
about the dependent parameters as soon as they become available. The Block
Gauss-Seidel strategy for strong coupling is shown in Figure 2.9 (bottom).
In the first step of the algorithm, all independent parameters and an initial
estimate value for all dependent parameters are entered into the two solvers.
For given dependent and independent input parameters, Solver 1 delivers an
output that becomes a new input for Solver 2. The procedure is repeated
until the difference between two subsequent iterations satisfies the proposed
convergence criteria.

2.3.1 Algorithm Routines

This section explains the coupling approach implemented between FEMuS
and OpenFOAM, referred to as Code 1 and Code 2. This implementation
can easily be generalized to additional software with simple modifications,
mainly by translating the internal data structures into the MED format. Fig-
ure 2.3 offers a concise overview of the main functionalities of the coupling
environment. The Algorithm 1, instead, provides a detailed explanation of
the coupling process used in this thesis and offers a more comprehensive de-
scription of the coupling process, illustrating how the routines outlined in
previous sections are implemented using the Block Gauss-Seidel algorithm.
This framework can be exploited in various coupling simulations between
volume or boundary fields. For simulations requiring volume field transfer,
the application allows the exchange of numerical data representing physi-
cal quantities distributed in the whole computational domain. Simulations
involving boundary data transfer focus on the interaction between different
physical domains or interfaces within the computational domain. By transfer-
ring boundary conditions, forces, or constraints between Code 1 and Code 2,
it is possible to simulate complex fluid-structure interactions, conjugate heat
transfer processes, and multi-phase flow phenomena.
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Algorithm 1 Code setup for a coupling algorithm.

1:
2
3:
4:
5
6
7

*

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:

procedure SUPERVISOR CONTROL

Instantiate code class objects codel obj and code2_ obj
Instantiate MED class object MED_obj

Initialize interfaces

if not moving mesh then

Create projection matrix P
end if

Time loop

while codel obj.run() or code2 obj.run() do
Solve Code 1 system of equations
Retrieve src_fieldC1 from Code 1
if Code 1 == FEMuS then
Compute Py src_fieldC1 from P, FEMuS field
end if
if moving mesh then
Update projection matrix P
end if
Compute trg fieldC2 from interpolation over target mesh
if Code 2 == FEMuS then
Compute P, FEMuS field from P, trg fieldC2
end if
Set trg_fieldC2 into Code 2
Solve Code 2 system of equations
Retrieve src_fieldC2 from Code 2
if Code 2 == FEMuS then
Compute Fy src_fieldC2 from P, FEMuS field
end if
if moving mesh then
Update projection matrix P
end if
Compute trg fieldC1 from interpolation over target mesh
if Code 2 == FEMuS then
Compute P, FEMusS field from F, trg fieldC1
end if
Set trg_fieldC1 into Code 1
end while

36: end procedure
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At the supervisor level, the main function manages the instantiation and
setup of both Code 1 and Code 2 classes (Codel_obj and Code2_obj), en-
suring they are correctly configured and ready for interaction. The initial-
ization process, described in Algorithm 2, includes the creation of interface
objects for both codes. Thus, the init_interface() routine is called to

Algorithm 2 Interfaces initialization.
: function INIT_INTERFACE(codel obj, code2_obj)

1
2 Set interface parameters, i.e. _mesh_name, _n_nodes

3 Set connectivity of the interface _conn

4: Set coordinates of the interface _coords

5: if Code 1 == FEMuS or Code 2 == FEMuS then

6 Convert to linear connectivity

7 end if

8: end function

9: function CREATE_MESH(codel obj.interface,code2 obj.interface)
10: Set _conn, _coords and parameters into the MED mesh structure
11: Create MED mesh copies from Code 1 and Code 2 meshes

12: end function

13: function INIT_MED_FIELD_ON_CELLS()

14: Create MED field src_fieldC1 and trg fieldC1 for Code 1

15: Create MED field src_fieldC2 and trg_fieldC2 for Code 2

16: end function

initialize interfaces of the femusMED and foamMED classes using information
on mesh connectivity and coordinate nodes. This information is retrieved
with set mesh connectivity() and set mesh coordinates() routines. It
is worth noting that the FEMuS code mesh is composed of biquadratic el-
ements. However, the FEM interface to the MED coupling must use a lin-
ear mesh due to the compatibility requirements with OpenFOAM, which
uses linear meshes, and the broader range of functionalities available in the
MED library for handling linear meshes. Therefore, we extract data from the
original FEMuS interface biquadratic elements and project them into linear
elements using the femusMED routine convert to_linear mesh().

The supervisor also manages the instantiation of the coupling object,
which is responsible for numerically coupling the two codes. The MED obj
initialization involves creating structures to store mesh data from the two in-
terfaces, setting up storage for the MED fields, and defining other parameters
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that characterize the physical problem, such as problem dimension. As shown
in Algorithm 2, in the initial steps of the coupling process, both Code 1 and
Code 2 are required to generate a mesh copy in MED format corresponding
to the computational domain (or a portion of it). The information retrieved
to create the interfaces is passed to the MED framework to recreate the MED
format mesh with create mesh() method.

Following the creation of meshes, the MED field structures must be ini-
tialized within the MED framework. In strongly coupled problems, the input
parameters of Code 2 depend on the output of Code 2 and vice versa. Con-
figurations of this type require the creation of at least four fields: the out-
put field of Code 2 (src_fieldC1) that influences the input field of Code 2
(trg-fieldC2), and the output field of Code 2 (src_fieldC2) that influ-
ences the input field of Code 2 (trg_fieldC1). For the FEMuS-OpenFOAM
coupling, we choose a piecewise field representation. The FEMuS interface
converts its native biquadratic fields into P, fields, aligning the representation
of the data exchanged between the two codes. As a result, the data structures
for both codes are created as P, fields using the init med field on _cells()
routine.

Once interface data are available, the projection operator P is computed
for each of the interfaces involved in the simulation by the get_remapper ()
function. This procedure can be executed once before the time loop starts,
provided the mesh does not change over time. However, the algorithm also
allows the projection matrix to be recomputed at every time step if the sim-
ulation involves a moving mesh.

Both codes have completed their initialization at the supervisor level
through their respective dedicated methods. The supervisor function can
initiate the time loop for the coupled simulation since the data transfer in-
terfaces have been fully configured, including their corresponding MED mesh
copies and MED fields. The supervisor manages the time step synchroniza-
tion between Code I and Code 2. At each time step, the supervisor coor-
dinates the field data exchange and monitors convergence criteria to ensure
accuracy and stability. The time loop begins with the solver function run
within Code 1, which is responsible for solving the system of governing equa-
tions of the specific physics being modeled. Once the Code 1 has completed
its computations and obtained a solution, the field named src_fieldC1 is
transferred to the corresponding MED fields. The transfer process involves
a sequence of functions. Firstly, the interface class of Code 1 uses the
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method get_field from Codel() to retrieve the solution of the field from
Code 1. Next, within the MEDclass class, the set_field() routine is set to
the src_fieldC1 into the corresponding MED field structure.

At this stage, the projection function interpolate field() is called
when a source field from Code I needs to be interpolated from its source
mesh onto a target grid compatible with Code 2. The field interpolation
uses the projection matrix calculated in the previous step only if the mesh
is not moving. Otherwise, the P matrix must be computed at each time
step using get_remapper () routine before calling the interpolate field()
method. In the FEMuS-OpenFOAM coupling application, a Py to Py inter-
polation scheme requires that both fields of FEMuS and OpenFOAM codes
are represented as cell-wise fields. When Code 2 is FEMuS, it becomes nec-
essary to convert its solution into a cell-wise field. After the FEMuS solver
is executed, the algorithm interpolates P, nodal solutions into F, cell-wise
solutions. The resulting trg_fieldC2, obtained from the interpolation pro-
cess, is now available in memory as a MED object. Through an inverse
process, this field can be stored as the solution for Code 2 using the inter-
face function set_field_to_Code2(). In cases where Code 2 is FEMuS, an
additional interpolation algorithm from F, to P, is applied before invoking
the set _field to_Code2() function.

With the solution provided by Code 1, Code 2 can proceed to solve its
specific physics. Once the solution of the system of equations in Code 2 is
obtained, it provides the field to be exchanged back to Code I using a mech-
anism analogous to the previous one. This procedure is necessary for the
Block Gauss-Seidel algorithm, which requires that the most recent solution
be written into C'ode 2 as soon as it becomes available. The interface method
get_field from Code2() is called to extract solutions from Code 2. Then,
set_field() is employed to set the solution of the Code 2 into the corre-
sponding MED field. The interpolation function is used to interpolate the
MED field from Code 2, src_fieldC2, to the target MED field associated
with Code 1, trg fieldC1l. Finally, this interpolated field is written into
Code 1 using the set_field to_Codel() routine. Once Code 1 receives the
solution from Code 2, the data exchange between the two codes is completed.
With both codes now equipped with the necessary fields, the time loop can
proceed to the next time iteration at the supervisor level.

The implemented algorithm includes the option to apply a sub-iteration
process to enhance the strength of the coupling. This possibility allows for the
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specification of a maximum number of sub-iterations along with the definition
of suitable convergence criteria before proceeding to the computation of the
next time step. This iterative process is repeated at each time step until the
end of the simulation.

2.4 Validation

This section presents two numerical examples to validate the implemented
algorithm, focusing on volume and boundary field transfer. The first example
involves a buoyancy-driven cavity and is used to test the volume data transfer
algorithm. The two subsystems, FEMuS and OpenFOAM, solve the velocity
and temperature fields independently, while the coupling application ensures
the exchange of these fields across the entire domain. The boundary coupling
is evaluated by solving a conjugate heat transfer problem, where temperature
and heat flux are exchanged at the interface of solid and fluid domains.

This section describes the two problems, defining the governing equations,
the boundary conditions, and the solution process of the coupling algorithm.
The numerical results are compared to reference data for the same application
setting.

2.4.1 Differentially Heated Cavity (DHC)

Natural convection, also referred to as buoyancy-driven convection, is a com-
mon phenomenon driven by temperature differences with significant practi-
cal engineering applications. A key area of study is the natural convection
phenomenon occurring within the Differentially Heated Cavities (DHC) con-
figuration. In DHC, fluid is heated along one boundary and cooled along
another, creating a temperature difference between vertical walls that drives
flow through buoyancy forces.

This phenomenon plays an important role in several industrial processes.
For instance, it occurs in double-glazed windows, where two or more glass
window panes are separated by a space filled with inert gas or air. This system
is designed to enhance energy efficiency by minimizing heat transfer across
windows [92, 93]. Another application of natural convection in enclosures
can be found in solar collectors [94, 95, 96]. In these systems, uneven heating
of a fluid occurs as the absorber plate is warmed by solar radiation, creating
a temperature gradient between the absorber and the surrounding air or
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glass cover. Studying the physical phenomenon of the air gap between the
absorber plate and the glass cover allows us to minimize heat losses and
enhance energy absorption. A similar application is found in gas-filled cavities
where buoyancy-driven convection is used for cooling nuclear reactor cores
[97]. These cavities can be used as cooling mechanisms in advanced reactor

designs, including gas-cooled fast reactors (GFRs) and high-temperature gas-
cooled reactors (HTGRs).

In addition to its numerous applications in engineering processes, the
Differential Heated Cavity configurations are benchmark cases for develop-
ing and validating numerical algorithms and computational codes for thermal
problems. The thermal cavity problem has been widely studied, particularly
for a Prandtl number of Pr = 0.71, and several reference works are avail-
able in the literature. De Vahl Davis et al. [98], in the first years of the
1980s, solved this problem to address the stream-function-vorticity form of
the governing equations. Their work provides a comprehensive set of flow
data results for several DHC configurations. Massarotti et al. [99] addressed
the same problem using a semi-implicit version of the characteristic-based
split scheme (CBS) with equal-order interpolation functions for all variables.
In [100], Manzari’s research group analyzed the air-filled cavity employing
an artificial compressibility (AC) method to couple the pressure and velocity
fields. Additionally, they used an artificial dissipation (AD) method to en-
hance the stability of the numerical solution. More recently, in [101], Manzari
et al. extended the scheme used in their earlier work to address incompress-
ible flow problems with heat transfer, using the DHC problem as a valida-
tion benchmark. Mayne et al. [102] employed an h-adaptive finite-element
method to ensure a very accurate solution for thermal cavity problems. In
[103], Wan et al. used two methods to solve the Navier-Stokes and energy
equations in the DHC configuration. The first is a highly accurate quasi-
wavelength-based discrete singular convolution (DSC) method. The second
one is a standard Galerkin finite-element method. In their work, they con-
ducted a detailed analysis of the numerical simulation, providing extensive
benchmark data for laminar natural convection problems.

A Differentially Heated Cavity typically consists of a rectangular or square
enclosure where opposite vertical walls are maintained at different tempera-
tures, while the horizontal ones are adiabatic. Inside this enclosure, fluid flow
arises along the hot wall and descends along the cold wall. The temperature
difference between the two vertical walls generates buoyancy forces within
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Figure 2.10: Geometry of the buoyant cavity problem with boundary condi-
tions for the temperature field.

the fluid, driving its motion, which would otherwise remain steady.

Figure 2.10 represents the bidimensional square cavity used as the nu-
merical domain for validating the present coupling application. As seen in
Figure 2.10, the aspect ratio of the enclosure, defined by the height-to-width
ratio of the cavity, is unitary. Variations in aspect ratio can result in dif-
ferent levels of complexity in flow structures and thermal performance. In
this study, we consider an incompressible Newtonian fluid. In particular,
named the velocity w, the pressure p, and the temperature T', the governing
equations for the natural laminar convection are as follows

aui .
&m o O’
Dt ;axi + aij(VSzg) +g:8(T — T), (2.10)

Dr o ar

E N 8% (a&m) ’
where v is the kinematic viscosity, p the density, S the coefficient of thermal
expansion, « the thermal diffusivity, Ty the reference temperature, set to the
mean value between Ty and T¢. Since the coupling term is explicitly repre-
sented by the buoyancy force, natural convection phenomena are a well-suited
problem for validating the coupling algorithm. Regarding the boundary con-

dition, no-slip boundary conditions are imposed for the velocity field at each
boundary edge. For the energy equation, Dirichlet and Neumann boundary
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conditions are used. In particular, uniform and homogeneous temperatures
are applied to the two opposite vertical edges, with the two Dirichlet bound-
ary conditions creating a hot and cold wall. An insulation condition has been
imposed on the remaining edges, according to Figure 2.10. Furthermore, the
volumetric thermal source ) is set to zero for every numerical simulation.
This configuration provides a framework for analyzing the effects of dif-
ferent parameters on fluid flow and heat transfer efficiency. In particular,
three main parameters govern the behavior of the solution in this setup.
The Rayleigh number (Ra) is a dimensionless parameter that quantifies the
strength of the thermal buoyancy against the viscous and thermal diffusion
in a fluid. Higher Ra values typically lead to more intense convection within
the system. Alongside the Rayleigh number, the Prandtl number represents
the ratio of momentum diffusivity (viscosity) to thermal diffusivity. The
variations in Pr can significantly influence flow stability and heat transfer
behavior. For example, as Pr increases, flow stability tends to increase,
while the heat transfer efficiency generally decreases at a constant Ra. The
third parameter is the Grashof number (Gr), defined as a combination of the
other two parameters. This dimensionless quantity represents the balance
between buoyancy and viscous forces and controls natural convection within
the system. The definitions of the aforementioned parameters are as follows

_ 905L3(TH —Tc)

Ra o : (2.11)
pr="2, (2.12)
a
gpBL*(Ty —Te)  Ra
= = — 2.1
Gr V2 Pr’ (2.13)

where L is the reference length of the domain.

Volume data transfer algorithm

This section details the solution method for the specific case of a volume
data transfer algorithm in the coupling application. Two different approaches
are employed to solve the Differentially Heated Cavity problem described in
2.4.1. The first coupling case, referred to as ¢y, includes that the FEM code,
FEMuS, solves for the temperature field, and the FVM code, OpenFOAM,
solves for the velocity field. In the second coupling case, referred to as co, the
reverse coupling is applied: FEMuS solves the Navier-Stokes equations, while
OpenFOAM handles the energy equation. In both procedures, the coupling
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between the codes occurs through two equations: the buoyancy term, which
requires the temperature field in the momentum equation, and the advection
term in the energy equation, which is computed via the velocity field coming
from the momentum equation. This configuration is a necessary condition
for the cases ¢; and ¢y to satisfy the problem described in (2.10). The field
transfer between the codes is performed considering the volumetric value of
the specific field. For each cell of the target mesh, the field is interpolated
from the source mesh by using the MED structures described in the previous
sections. The entire volumetric field is transferred between the two codes,
adopting the same discretization for the domain, even if the FEM codes
consider biquadratic quadrilateral elements, as the FVM code uses linear
quadrilateral elements.

Algorithm 3 Volume data transfer algorithm.
procedure SUPERVISOR CONTROL

Instantiate class objects

Create MED meshes and fields

1:

2

3: Initialize volume interfaces

4

5 Create projection matrix _remapper

Time loop

6 while OpenFOAM obj.run() do

7: Solve T" with FEMuS solver

8 Retrieve source P2_T from FEMuS

9: Compute source PO_T from source P2 T
10: Compute target_PO_T from interpolation over OpenFOAM mesh

11: Set target PO_T into OpenFOAM

12: Solve u with OpenFOAM solver

13: Retrieve source PO_v from OpenFOAM

14: Compute target_PO_v from interpolation over FEMuS mesh
15: Compute target_P2_v from target_PO_v

16: Set target_P2_v into FEMuS

17: end while
18: end procedure

Following Algorithm 3, the procedure employed for the coupling appli-
cation involving volume data transfer is described. Firstly, both coupling
cases ¢; and ¢p use init_interface() and create_mesh() routines to create
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a MED mesh object representing the entire domain. Through the FEMuS
interface class, the quadratic mesh is converted into MED format, and the
structure of the interface domain is created. In this specific application, the
FEMuS code employs a 2D computational grid with QUAD 9 Lagrangian
elements. This mesh is then translated into a MED-format mesh object,
and a corresponding linear mesh is generated to facilitate the field interpo-
lation process. Regarding the OpenFOAM framework, a 3D domain is used
to represent the two-dimensional cavity, as OpenFOAM can only handle 3D
meshes, even for 2D problems. The OpenFOAM class is used to clone the
OpenFOAM mesh and the resulting MED mesh consists of hexahedral linear
elements (HEX 8).

The initialization of MED fields over the MED meshes involves calling the
routine init_med field_on_cells(). Both ¢; and ¢y cases create a cell-wise
temperature field and a cell-wise velocity field over the whole domain for
FEMuS and OpenFOAM MED interfaces. We can refer to these MED fields
as source_PO_T and target_PO_T for the temperature field, and source_PO_v
and target PO_v for the velocity field.

This application does not involve mesh movement, so the projection ma-
trix _remapper remains constant over time and can be computed before the
time loop starts.

The employed coupling method ¢; is described in the following, while the
co case can be extrapolated since it is entirely similar to the first one. As the
time loop starts, FEMuS solves the temperature equation described in (2.10).
The temperature solution over the entire domain is extracted from FEMuS
code using the function get field from femus(). It is worth noting that
the FEMuS code solves for a biquadratic (P,) temperature field, requiring
an interpolation from P, to P, to enable the Fy — F, interpolation managed
by the MED routines. This P, to Fy interpolation is handled internally by
the FEMuS interface class. The resulting P, temperature field is assigned to
the MED field named source PO_T through the routine set field(). For
the case ¢y, this source field is defined over the cloned MED mesh of FEMuS
representing the internal volume of the computational domain.

At this point, the interpolate_field() routine performs the Fy, — Fy
interpolation to transfer the source PO_T to the OpenFOAM interface. This
operation computes the target MED field, target PO_T, over the MED tar-
get mesh using the interpolation matrix calculated by the MED routines.
The function set_field to OpenFOAM() set the interpolated field into the
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OpenFOAM temperature field, used to compute the buoyancy term as in
(2.10). Once OpenFOAM has solved the Navier-Stokes equation, the veloc-
ity field is extracted using get_field from OpenFOAM() routine and set to the
source PO_v field. The interpolation function computes the target PO_v to
be transferred to the FEMuS velocity field with set_field to_femus() rou-
tine. To compute the advection contribution in the FEMuS energy equation,
this volumetric field must be first interpolated using the Py to P interpola-
tion scheme. The Py — P, interpolation is performed by computing a weighted
distribution over the quadratic nodes of the piece-wise field. FEMuS use this
updated velocity field to solve the temperature equation in the following time
iteration.

Simulations Results

In this section, the coupling application results obtained for the DHC prob-
lem are presented and compared with the literature data referenced in Section
2.4.1. Additionally, two simulations have been performed by solving the sys-
tem of equations (2.10) considering a monolithic solution with the FEMuS
code and OpenFOAM. These two solutions are labeled by F and OF, re-
spectively. The results from the monolithic approaches are compared to the
coupling application results and used as references as the literature bench-
mark.

The problem is described in the previous sections, referring to Figure 2.10
and additional information about OpenFOAM configuration parameters is
provided in Appendix B. The simulations performed are obtained by vary-
ing the governing parameters of the problem, the Prandtl number and the
Rayleigh number. In particular, two different Prandtl numbers are consid-
ered, corresponding to an air-filled cavity (Pr = 0.71) and a water-filled
cavity (Pr = 7). Regarding the Rayleigh number, four cases are simulated,
ranging from 103 to 10°. The numerical fields resulting from the computation
have been non-dimensionalized with the following expressions
_ul T -1 W
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where T represents the Dirichlet boundary condition for the temperature
on the cold wall, and ¥ represents the non-dimensional stream function.
Naturally, by considering variables such as the non-dimensional temperature
O, the non-homogeneous Dirichlet boundary conditions change their specific
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values: on the cold wall, we now have © = 0, while on the hot one, we have

0 =1

Air filled cavity - Pr = 0.71. In this paragraph, natural convection for
an air-filled square cavity is studied. The numerical tests for the validation of
the algorithm have been performed for different Ra numbers, ranging from
10% up to 10° and compared with reference data [98, 99, 101, 102, 103].
In Figure 2.11, the grid convergence analysis is reported for the maximum
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Figure 2.11: Grid convergence of the v}, ..

value at y* = 0.5 for the case with
Ra = 10°, for both the monolithic solutions and the coupling applications.

value of the v* component evaluated at y* = 0.5, for the case of Ra = 10°.
In particular, four types of grid size have been investigated, corresponding
respectively to 400, 1600, 6400, and 25600 elements (n.;) for each of the four
simulation setups. The four simulations show the same convergence behavior,
with the optimal refinement determined to be an 80 x 80 grid.

Figures 2.12-2.15 analyzes the natural convection patterns of the square-
cavity problem varying with the Ra number. The enclosure with differentially
heated vertical walls is characterized by two different flow patterns: the varia-
tion in the thickness of the boundary layer along the wall and the recirculating
motion in the core region. The boundary layer growth is predominant in sim-
ulations with higher Rayleigh numbers. In contrast, the recirculating motion
in the core region has more strength in simulations with lower Rayleigh num-
bers. The variation of the flow patterns is depicted in Figure 2.12, where
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Figure 2.12: Non-dimensional stream function contour, ¥, for low Rayleigh
number on the top, Ra = 103 (left) and Ra = 10* (right), and for high
Rayleigh number on the bottom, Ra = 10° (left) and Ra = 10° (right).
Coupling algorithm ¢; (solid line) and ¢y (dotted line).

the contour maps of the stream function ¥ are reported. This Figure shows
that the simulations with Ra = 10% and 10* generate only a single circulating
eddy in the core region. In contrast, a higher Rayleigh number creates a more
complex flow pattern. In particular, for Ra = 10°, the main eddy splits into
two smaller counter-rotating eddies, which are stretched toward the top left
and bottom right corners. As the Rayleigh number increases, the fluid flow
patterns undergo additional transformation, with the inner secondary eddies
moving closer to the hot and cold walls.

The streamlines are reported for both the coupling simulations (¢; and
¢2), showing a very similar behavior in all four simulations. The streamlines
for ¢; are indicated using the solid lines, while the ¢, results are depicted using
dotted lines. The results reported in Figure 2.12 display a good agreement
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Figure 2.13: Non-dimensional velocity magnitude contour, |u*|, for low
Rayleigh number on the top, Ra = 10° (left) and Ra = 10* (right), and
for high Rayleigh number on the bottom, Ra = 10° (left) and Ra = 10°
(right). Coupling algorithm ¢; (solid line) and ¢, (dotted line).

with the streamlines computed in [98] and [103]. Table 2.1 compares the
stream function field with the corresponding values reported in [98] and [103].
Here, ¥,,,, represents the maximum value of the non-dimensional stream
function, while ¥,,,;4 refers to the value of the stream function at the midpoint
of the cavity. As observed, simulations with lower Rayleigh numbers yield
identical values for both V¥, and V,,;4. This equivalence occurs because, at
lower Rayleigh numbers, the inner eddy reaches its maximum intensity at the
midpoint of the cavity. For the other two simulations, V,,,, values are not
located at the center of the cavity but are instead shifted toward the upper
left side of the cavity. In particular, for the case with Ra = 10° the maximum
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Figure 2.14: Non-dimensional vertical velocity contour, v*, for low Rayleigh
number on the top, Ra = 103 (left) and Ra = 10* (right), and for high
Rayleigh number on the bottom, Ra = 10° (left) and Ra = 10° (right).
Coupling algorithm ¢; (solid line) and ¢, (dotted line).
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value of ¥ occurs at * = 0.291 and y* = 0.601, for both ¢; and ¢y simulations.
The literature results reported in [98] locates the maximum at z* = 0.285 and
y* = 0.601. The values of ¥,,,, computed for the simulations with Ra = 10°
are located at (z*,y*) = (0.146,0.551) in ¢; and (z*,y*) = (0.153,0.537) in
c9, while the corresponding benchmark solution is located at z* = 0.151 and
y* = 0.547. Consequently, both simulations can predict the maximum values
of ¥ and their locations with a good agreement comparing them with the
one calculated in [98].

The velocity isocontours are reported in Figures 2.13-2.15 for all the sim-
ulations performed. Here, the isolines of the velocity magnitude (|u*|) and
the non-dimensional velocity components (u*,v*) are reported for four Ra
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Figure 2.15: Non-dimensional horizontal velocity contour, wu*, for low

Rayleigh number on the top, Ra = 10® (left) and Ra = 10* (right), and
for high Rayleigh number on the bottom, Ra = 105 (left) and Ra = 10°
(right). Coupling algorithm ¢; (solid line) and ¢y (dotted line).

numbers (from 10® up to 10°) for the two coupling algorithms (¢; and cy).
The solid line tracks the isolines of the case ¢; and the dotted one is the simu-
lation of the case ¢o. Figure 2.15 shows the evolution of the u* contours as the
Rayleigh number increases. The simulations performed with Ra = 10 and
Ra = 10* generate two horizontal eddies positioned one below the other. As
the Rayleigh number increases, these two eddies shift closer to the adiabatic
walls. In a similar way, in Figure 2.14, the non-dimensional v*—component
exhibits two dominant circulations near the left and right walls that move
closer to the hot wall and the cold wall as the Ra number increases. This
behavior produces a visible reduction of the boundary layer. Reference re-
sults of the physical field contours can be widely found in the literature for
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Vinaz Winid
¢ o [98] 1 2 [98] | [99]
10% | 1.181 | 1.186 | 1.174 | 1.181 | 1.186 | 1.174 | 1.167
10* | 5.088 | 5.109 | 5.071 | 5.088 | 5.109 | 5.071 | 5.075
10° | 9.630 | 9.643 | 9.612 | 9.106 | 9.173 | 9.111 | 9.153
10% | 16.83 | 16.82 | 16.75 | 16.39 | 16.42 | 16.32 | 16.49

Ra

Table 2.1: Non-dimensional maximum values of the stream function, ¥,,,.,
and non-dimensional values of the stream function at the midpoint of the
cavity, W,,;q. Simulation results (¢; and ¢p) compared to literature data ([98]

and [99]).

this problem. For this reason, the interested reader can refer to [103] and
references therein. For every case of Ra number, the contour isolines agree
with the data found in the literature. In Tables 2.2 and 2.3, the maximum
value of the non-dimensional velocity components, u* and v* evaluated are
reported respectively at the planes z* = 0.5 and v* = 0.5 with different Ra
numbers and compare them with the same data taken from the literature. A

Ra| F OF ¢l co | [98] | [101] | [102] | [103]
103 | 3.658 | 3.646 | 3.660 | 3.662 | 3.63 | 3.68 | 3.65 | 3.49
10* | 16.178 | 16.224 | 16.218 | 16.208 | 16.18 | 16.10 | 16.18 | 16.12
10° | 34.791 | 34.961 | 34.670 | 34.497 | 34.81 | 34.00 | 34.77 | 33.39
105 | 64.808 | 65.180 | 64.625 | 64.450 | 65.33 | 65.40 | 64.69 | 65.40

Table 2.2: Maximum values of u*-component at x* = 0.5, for different Ra
numbers and comparison with literature data.

good agreement can be seen for the maximum value of the non-dimensional
velocity components.

The evolution of the pattern in the non-dimensional temperature field
(0) is shown in Figure 2.16. Here, the isotherms of the non-dimensional
temperature are presented for both ¢; (solid line) and ¢y (dotted line). The
vertical temperature distribution at lower Ra evolves into a horizontal tem-
perature distribution in the core of the cavity at higher Ra. In the immediate
neighborhood of the hot and cold walls, the contours remain parallel to them.
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Ra| F | OF | ¢ | ¢ | [98] | [101] | [99] | [102] | [103]
103 | 3.71 | 3.70 | 370 | 3.71 | 3.68 | 3.73 | 3.69 | 3.70 | 3.69
10* [ 19.63 | 19.64 | 19.69 | 19.71 | 19.51 | 19.90 | 19.63 | 19.62 | 19.76
10° | 68.66 | 68.70 | 68.79 | 68.31 | 68.22 | 70.00 | 68.85 | 68.69 | 70.63
10 | 220.4 | 219.9 | 221.4 | 221.0 | 216.8 | 228.0 | 221.6 | 220.8 | 227.1

Table 2.3: Maximum value of v*-component at y* = 0.5, for different Ra
numbers and comparison with literature data.
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Figure 2.16: Non-dimensional temperature contour, ©, for low Rayleigh num-
ber on the top, Ra = 10® (left) and Ra = 10* (right), and for high Rayleigh
number on the bottom, Ra = 10° (left) and Ra = 10° (right). Coupling
algorithm ¢; (solid line) and ¢y (dotted line).

In Figures 2.17-2.18, the non-dimensional velocity components and the
non-dimensional temperature plots are reported for every type of the four
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Figure 2.17: Non-dimensional temperature © (at y* = 0.5, top) and non-
dimensional components u* (at * = 0.5, middle) and v* (at y* = 0.5, bottom)
for the four types of simulations (F, OF, ¢; and ¢;) with a comparison with
literature data from [103] (circular markers). Case with Ra = 10% on the left

and Ra = 10* on the right.
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Figure 2.18: Non-dimensional temperature © (at y* = 0.5, top) and non-
dimensional components u* (at 2* = 0.5, middle) and v* (at y* = 0.5, bottom)
for the four types of simulations (£, OF, ¢; and ¢y) with a comparison with
literature data from [103] (circular markers). Case with Ra = 10° on the left
and Ra = 10° on the right.
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simulations (F', OF | ¢, ¢3) and for every Ra number. A comparison with lit-
erature data from [103], symbolized with circular markers, is also highlighted.
Specifically, these plots refer to the variables’ behavior at specific points in
the domain: the line * = 0.5 for the u* component and the line y* = 0.5 for
the v* component and the temperature ©.

Regarding the latter variable, the plotted domain is restricted to x* €
0,0.2] (apart from Ra = 10°) since the literature data can be found only
in this interval. Moreover, for the same O, a good agreement with reference
data published in [103] is present for every case and every type of simulation,
including both coupled algorithms. For this reason, a zoom on specific regions
of the non-dimensional temperature plot is not provided since the lines of the
four simulations are almost overlapping. The same trend can also be seen
for the v* component and for the u* component. Each of the simulations
seems to produce the same numerical solution, confirming the goodness of
the simulations and coupling procedure. A zoom of the plot is provided in
the region close to the maximum/minimum of the velocity components to
highlight better the slight differences between the four simulations and the
literature results.

One of the key quantities for designers and engineers is the quantification
of heat transfer, and in this context, the heat transfer coefficient along the hot
and cold walls plays an important role. The Nusselt number, which expresses
the ratio of convective heat transfer to conductive heat transfer at the wall,
is commonly used to quantify the heat transfer along the walls. The local
Nusselt number is defined as

00
N oc — +— wall s 2.15
Uy 83:’ 1l ( )

where the negative sign refers to heat transfer from the wall to the fluid
(hot wall), while the positive sign indicates heat transfer from the fluid to
the wall (cold wall). In Figure 2.19, the local Nusselt number computed
along the hot wall is presented for the coupling simulations ¢; and cy. These
plots are compared to the reference data from [99], [101], and [103]. It can
be observed that for low Rayleigh numbers, both coupling simulations show
good agreement with all the reference data. For Ra = 10°, the results align
with the references in [101] and [103], while the solution from [99] shows
slight differences when compared to the others. These differences become
more emphasized for Ra = 10°%, where all three reference datasets produce
distinct behaviors. Both ¢; and ¢y simulations appear to closely match the
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Figure 2.19: Comparison between reference data [99, 101, 103] and coupling
simulation results of the Nusselt number profile along the hot wall for the
four Rayleigh numbers.

solution provided by [103].

In Table 2.4, the average Nusselt values are reported for all the cases
simulated and compared to the literature references. The average Nusselt
number, which is a design parameter of interest, is obtained from the following
expression

1
Nu:/ Nugdy. (2.16)
0

Table 2.4 shows that all the simulations are in good agreeement with the
references for all the four Raileigh number.

Water filled cavity - Pr =7 Many studies examine the relationship be-
tween Nu, Re, and Ra. However, a significant gap remains in the literature
concerning the effects of Pr on flow and heat transfer in the DHC configura-
tion. Most investigations have used air (Pr = 0.71) as the working fluid in
the cavity to construct benchmarks. Furthermore, research on the relation-
ship between Reynolds and Prandtl numbers has predominantly focused on
Rayleigh-Bénard convection (RBC) [104]. Only a few studies have addressed
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Ra| F | OF | ¢ | ¢ | [98] | [99] | [101] | [102] | [103]
103 | 1.117 | 1.142 | 1.121 | 1.113 | 1.118 | 1.074 | 1.117 | 1.115 | 1.117
104 | 2.241 | 2.300 | 2.255 | 2.245 | 2.243 | 2.084 | 2.243 | 2.259 | 2.254
10° | 4.480 | 4.639 | 4.521 | 4.514 | 4.519 | 4.30 | 4.521 | 4.483 | 4.598
106 | 8.824 | 9.066 | 8.842 | 9.008 | 8.800 | 8.743 | 8.806 | 8.881 | 8.632

Table 2.4: Average values of Nusselt number on the hot wall for different Ra
numbers and comparison with literature data.

whether solutions validated for Pr = 0.71 apply to significantly higher or
lower Prandtl numbers. Thus, the influence of Pr on the behavior of the
DHC configuration remains mostly an open problem. This analysis is par-
ticularly important because higher Pr values are relevant for many thermal
engineering applications. For example, water has a Prandtl number equal to
7, and oils have values reaching up to 10°.

One of the few studies examining the impact of the Prandtl number is
by Kennelly et al. [105], which analyzed its influence on temperature and
velocity fields. They found that the Prandtl number significantly affects the
flow and heat transfer characteristics within the DHC configuration. For a
constant Ra, substantial differences were observed in the velocity and tem-
perature fields between low and high Pr fluids, particularly near the cavity
corners, where inertial effects are significant. In particular, at constant Ra,
increasing Pr reduces the number of eddies within the cavity since the fluid
flow becomes more stable. Moreover, as the Pr number increases, the heat
transfer performances increase, resulting in higher Nusselt numbers.

In Figure 2.20, the u*- and v*-components of the velocity pattern are
shown for the Pr = 7 case. These results were obtained using the ¢; and
¢y simulations for the four values of Rayleigh number cases, from 10% to 10°.
Solid lines represent the ¢; simulation results, while the ¢, simulation results
are depicted using dotted lines. As shown in Figure 2.20, the primary flow
characteristics are similar to those of an air-filled cavity. In particular, as the
Rayleigh number increases, the eddies move closer to the cavity walls: the
horizontal eddies shift, and the vertical eddies migrate closer to the vertical
walls, causing a sensible reduction of the boundary layer. However, the results
differ from those observed for Pr = 0.71, and these differences become more
pronounced with increasing Rayleigh number.
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Figure 2.20: Contour lines of non-dimensional v*—component on the left and
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non-dimensional u*—component on the right for the four cases of Rayleigh
numbers, from Ra = 10? (top) to Ra = 10° (bottom). Coupling algorithm ¢,
(solid) and ¢y (dotted).
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F OF C1 Co F OF C1 Co

103 | 3.70 3.69 3.69 3.71 3.67 | 3.66 | 3.66 | 3.67
10* | 19.84 | 19.82 | 19.86 | 19.93 | 16.28 | 16.25 | 16.27 | 16.32
10° | 73.82 | 73.65 | 74.11 | 74.25 | 35.79 | 35.76 | 35.70 | 35.74

10° | 236.35 | 235.69 | 237.85 | 237.67 | 81.17 | 81.04 | 80.93 | 80.87

Table 2.5: Maximum values of v*-component at y* = 0.5 and u*-component
at * = 0.5 for different Ra numbers in water-filled cavity.

Table 2.5 presents the corresponding maximum values for the two veloc-
ity components. These values are comparable to those observed in air-filled
cavities, but the gap between the results widens as the Rayleigh number in-
creases. For lower Rayleigh numbers, the maximum values remain similar
across all Prandtl number cases, highlighting minimal variation in flow dy-
namics under these conditions. For higher Ra the maximum values of both
u* and v* considerably differ from those of Table 2.2 and 2.3.
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Figure 2.21: Reynolds numbers against Rayleigh numbers (10* to 10%) for
different Pr (0.5 to 100), as reported in [105]. Simulated cases are indicated
with black-filled markers: Pr = 0.71 (diamond) and Pr = 7 (circle).
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In their study, Kennelly et al. [105] plotted the Reynolds number as a
function of varying Rayleigh and Prandtl numbers, as shown in Figure 2.21.
Their results indicate that the Reynolds number increases with decreasing
Prandtl number and increasing Rayleigh number. In Figure 2.21, the results

—— Pr =0.5, Kennelly et al.
******** Pr =0.71, Kennelly et al.

Pr =1, Kennelly et al.
-——= Pr =10, Kennelly et al.
1014 « pPr=v

Pr=0.71

Nu
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Figure 2.22: Nusselt number against Rayleigh number, as reported in [105].
Simulated cases are represented with circular markers: black-filled for Pr =7
and empty for Pr = 0.71.

from the ¢; case are represented using filled markers (black). The results
from the ¢y case are not reported as they do not differ from the ¢; simulation.
It can be observed that, for both Prandtl numbers, the simulated results
slightly underestimate the Reynolds number compared to the reference data.
In contrast to the Reynolds number, the Nusselt number demonstrates a
much weaker dependence on the Prandtl number. The variation in Nusselt
values across different Prandtl numbers is relatively small, indicating that
the heat transfer is influenced by the Rayleigh number rather than the fluid’s
Prandtl number. Figure 2.22 shows the behavior of the Nusselt values varying
the Rayleigh and Prandtl numbers as in [105]. The observed dependence
of the Nusselt on the Rayleigh number was found to be between a scaling
behavior of Ra'/? and Ra'/*. Furthermore, the simulated cases agree with the
experimental and analytical results reported by the authors. This consistency
supports the reliability of the numerical methods and assumptions used in
the simulations.
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Evaluation of the DHC Coupling Application Performance

For multiphysics simulations or CFD simulations involving a large number of
mesh elements, computational cost becomes significant, and execution time is
relevant. In coupling applications, the overhead introduced by data exchange
needs to be considered in the total computation time of the simulation, as it
plays a non-negligible role in such assessments. Implementing data transfers
that do not rely on reading from files can improve computational cost, as
reading/writing into output files is computationally expensive. For this rea-
son, the data exchange procedures are performed online to reduce the overall
computational effort. In this way, the coupling scheme does not rely on a
code’s generic output format but instead exploits direct access to memory
data stored in MED structures.

Figure 2.23 shows the execution time per iteration throughout the entire
simulation for the ¢; coupling case. For each time step, the figure displays
the execution time used by FEMusS to solve the temperature equation, Open-
FOAM to solve the Navier—Stokes equations, and the coupling application to
perform data exchange between the two codes. The simulations are con-
ducted with increasing mesh resolution: 20 x 20 (top left), 40 x 40 (top
right), 80 x 80 (center left), 160 x 160 (center right) and 320 x 320 (bottom).
As can be observed, even though the energy equation is relatively simple,
the FEMuS solver requires an execution time much larger than the time that
OpenFOAM requires in all five cases. On the other hand, the data exchange
time is of the same order of magnitude as the OpenFOAM execution time.

As confirmation, Table 2.6 and Figure 2.24 report the total simulation
times up to the convergence of the solution. For lower mesh resolution, most
of the time (~ 50 — 60%) is dedicated to solve the energy equation using
FEMuS, while less time is required for data exchange and the OpenFOAM
solution. As the mesh resolution increases, the time required by the solvers
to perform the simulation grows exponentially, whereas the data exchange
time shows a linear trend with respect to the number of DOFs. The exe-
cution time referenced in Figure 2.23-2.24 and Table 2.6 corresponds to the
application running in serial mode. However, both FEMuS and OpenFOAM
support parallel execution via the MPI library, and the developed platform
allows both codes to run in parallel. As a result, solver execution time can
be significantly reduced through parallel computation. Nevertheless, as pre-
viously mentioned, data exchange between the solvers is currently handled
in serial mode. Once each code completes its parallel execution, control is
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Figure 2.23: Execution time for ¢; coupling with varying mesh resolutions.
OpenFOAM, FEMuS, and Data Exchange timings are shown for meshes of:
20 x 20 (left) and 40 x 40 (right) in the top row, 80 x 80 (left) and 160 x 160
(right) in the central row and 320 x 320 in the bottom row.
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Figure 2.24: Total execution time to reach the converged solution for the ¢;
coupling case simulation, varying mesh resolution.

Time
nxn 20 x 20 | 40 x 40 | 80 x 80 | 160 x 160 | 320 x 320
FEMuS 41% 54% 65% 70% 62%
OpenFOAM 25% 20% 17% 19% 31%
Data Exchange | 34% 26% 18% 11% ™%

Table 2.6: Time percentage over the total execution time, for the ¢; coupling
case simulation.

returned to the supervisor, which manages the data exchange sequentially.
Parallelizing the data transfer could also significantly reduce the coupling
process’s computational cost.

With regard to the convergence of the solution, Figure 2.25 shows the
residual behavior of the two velocity components as a function of the number
of iterations for both the coupled application ¢; and the monolithic Open-
FOAM code, in the case of the air filled cavity with Ra = 10° and an 80 x 80
elements mesh. The coupling algorithm improves the solution’s convergence
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Figure 2.25: Residuals of the u- and v-velocity components as a function of
the number of iterations for the OpenFOAM case and the ¢; coupling case.

behavior, achieving the convergence criteria after approximately 6000 itera-
tions, compared to around 7000 iterations required by the standalone Open-
FOAM simulation.

2.4.2 Conjugate Heat Transfer (CHT)

In this section, the second application implemented to test the data transfer
between a FVM code and a FEM code is described. This test investigates the
data transfer through the interface connecting two separate physical domains.
In the context of heat transfer, these interfaces are classified as conjugate
problems, where the so-called conjugate boundary condition can be applied
[106, 107]. In the following, a Conjugate Heat Transfer (CHT) problem is
analyzed, focusing on the thermal exchange between two regions composed
of different materials. Specifically, the analysis considers heat transfer across
a physical boundary between a solid and fluid regions.

Many practical applications are based on conjugate heat transfer problems
whenever heat conduction in a solid region is closely coupled with convection
heat transfer in an adjacent fluid region. Typical examples include heat
transfer in cavities with thermally conducting walls, enhanced heat transfer
with finned surfaces, or heat dissipation in high-performance devices. Many
studies have focused on heat transfer between solid and fluid regions in the
context of solar collectors and thermal energy storage systems, particularly
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in concentrated solar power plants [108, 109]. Solar collectors and thermal
energy storage systems are the two core components of solar power plants,
making them a primary focus of research and development efforts in the field.
The interaction between the solid collector and the working fluid is a critical
aspect of collector design [110, 111, 112, 113], since the solar irradiation is
absorbed by the solar collector and the heat is transferred to the working fluid
through the domains interface. This thermal exchange is a classic example
of a CHT configuration, where heat conduction in the solid and convection
in the fluid are strongly coupled. Similarly, CHT plays an important role in
optimizing heat extraction processes within thermal storage systems, where
the main objective is to obtain an excellent heat transfer rate (absorb and
release heat at the required speed) [114, 115]. Another key application area
is heat exchanger systems, where numerous studies have adopted different
methods to simulate heat transfer processes [116, 117, 118, 119, 120]. CHT is
also crucial in nuclear energy production, particularly in safety analyses and
operational assessments of nuclear reactors. The coupling of conduction and
convection mechanisms is fundamental in ensuring reactor safety and efficient
operation [121, 122, 123].

From the scientific computing perspective, the primary challenge in solv-
ing a conjugate heat transfer problem lies in addressing the strongly coupled
interface domain. This interface is subject to both Dirichlet and Neumann
boundary conditions simultaneously, reflecting the complex interaction be-
tween the solid and fluid regions. Different approaches have been developed
over the years in order to tackle this kind of problem [124, 125, 126, 127]. Nu-
merical solutions for conjugate conduction-convection problems are typically
carried out within a unified computational domain that encompasses both
the solid and fluid regions. In this context, SIMPLE-like algorithms are com-
monly used to solve the governing equations. However, the main difficulty is
ensuring that the numerical solutions accurately capture the physical reality
of the problem, particularly at the coupled interfaces. Proper representation
of the boundary interactions and careful validation of the numerical meth-
ods are essential for achieving reliable and realistic results. For this reason,
this section focuses on validating the multi-physics application developed to
couple different domains through their interface. This approach enables the
treatment of the CHT problem using two separate domains while applying a
coupling algorithm to numerically model solid-fluid heat exchange.

The heat transfer in CHT systems is governed by two distinct physical
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Figure 2.26: Geometrical configurations of the CHT problem: on the left the
domain with the solid wall thickness equal to ¢;, on the right equal to ¢ and
on the bottom equal to 3.

mechanisms. In the solid domain, conduction dominates, where the heat
flows through the material driven by temperature gradients. In fluids, con-
vection becomes the primary mode of heat transfer, which may occur nat-
urally through buoyancy-driven forces or through forced movement caused
by external drivers like pumps or fans. The configurations investigated for
testing the boundary data transfer algorithm are reported in Figure 2.26 and
refer to the cases described in [128]. The three configurations rely on two
different domains connected where different equations are solved. Within the
first region (white), the momentum and temperature equations are solved for
a buoyant fluid, employing the same system of equations described in (2.10).
The second region (gray) represents a solid domain in which only the temper-
ature equation has been solved. The solid is modeled as a two-dimensional
isotropic material with constant material properties where the only parame-
ter that describes the temperature distribution is the thermal diffusivity a.
This parameter is defined as

k
a=—2 (2.17)

)
PCp

where kg is the thermal conductivity and ¢, is the thermal capacity of the
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solid domain. Therefore, the heat equation in the solid reads as

oT
o = 0AT. (2.18)

The peculiarity of this kind of physical setup is the mutual exchange of the
boundary conditions values at the interface between the two regions. At the
interface, the fluid problem is defined by a non-homogeneous Dirichlet bound-
ary condition, while the solid problem is defined by a non-homogeneous Neu-
mann boundary condition. Specifically, the temperature field in the solid at
the boundary is used as the boundary condition for the fluid region, while the
heat flux computed at the same interface for the fluid region is the boundary
condition for the temperature equation of the solid. This setup is commonly
adopted for CHT simulations, as detailed in [129]. A schematic representa-
tion of the exchange of physical quantities can be seen in Figure 2.26. Here,
the grey-colored solid region is graphically separated from the fluid one with
a dashed line, through which the flux (wavy line, ¢,) and the temperature
(solid line, T,,) are exchanged.

For the solid subdomain, the other boundary conditions include two ho-
mogenous Neumann boundary conditions imposed at the top and bottom
boundaries, while a fixed temperature is assigned on the external sides of the
domain. The physical temperature field has been non-dimensionalized, as in
the DHC problem. Thus, the temperature field 7" is transformed into the
corresponding © by using (2.14). For the configurations shown at the top of
Figure 2.26, a fixed temperature of # = 0 is imposed on the cold wall, which
corresponds to the left vertical wall. In contrast, for the third case, both
external vertical walls of the solid domains are treated with homogeneous
Dirichlet boundary conditions. Specifically, the left wall is assigned a fixed
cold temperature of # = 0, while the right wall is set to a fixed temperature
of unity, 6 = 1.

In the fluid subdomain, the boundary conditions for the velocity field are
the same as the ones described for the cavity in the previous section. For the
temperature field, the top and bottom walls are adiabatic. In the configura-
tions depicted at the top of Figure 2.26, the non-dimensional temperature ©
is fixed at 1 on the hot wall. The remaining walls serve as exchange interfaces
with the solid subdomain.
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Boundary data transfer algorithm

This section provides a description of the solution methods employed to im-
plement a boundary data transfer algorithm within the coupling application
framework. In the CHT problem, the boundary data transfer algorithm is
necessary to replicate numerically the setups where the heat exchange be-
tween the fluid and solid subdomain is not uniform. As stated in the intro-
ductory part of the chapter, a possibility would be to solve the whole domain
with a single code that implements both physics. However, the strategy of
using well-established codes is adopted in this thesis for robustness and ac-
curacy, so a suitable strategy must be developed to exchange data between
FVM and FEM codes when they share a boundary region.

The method used for the coupling application involving boundary data
transfer follows a Algorithm 4. As illustrated in Figure 2.26, for all the config-
urations simulated, the FVM code is employed to solve the natural convection
flow within the cavity. On the other hand, the FEM code is used to solve the
energy equation within the solid domain. Each code initializes its own mesh
independently: the FEMuS code generates the mesh for the solid domain,
while OpenFOAM creates the mesh for the fluid domain. The coupling class
provides init_interface() and create mesh() routines to create a MED
mesh object representing the boundary interface for both codes. In this spe-
cific application, the goal is to couple the two regions within a 2D problem.
Thus, the FEMuS interface structure consists of a 1D mesh of biquadratic
Lagrangian edges. Similarly, the OpenFOAM interface class provides the in-
formation needed to construct a copy of the 2D boundary mesh. The 2D
representation of the boundary mesh is required since OpenFOAM handles
3D meshes, even for 2D problems.

After the creation of the MED objects representing the interfaces and the
meshes, the numerical fields to be exchanged are initialized. The temperature
at the boundary and the wall heat flux through the same boundary are ini-
tialized as MED fields using init med field on_cells(). Consequently, the
MED fields source PO_T and target_PO_q are created to store FEMuS data:
a cell-wise temperature field for storing the computed temperature from FE-
MusS and a heat flux field for storing the interpolated data from OpenFOAM.
Similarly, corresponding MED fields are initialized for OpenFOAM, namely
source P0O_q and target PO_T, serving the same purposes. The application
of conjugate heat transfer does not require any mesh movement and the pro-
jection matrix can be computed before the time loop begins. However, other
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Algorithm 4 Boundary data transfer algorithm.
procedure SUPERVISOR CONTROL

Instantiate class objects

Create MED meshes and fields

1:

2

3: Initialize boundary interfaces

4

5 Create projection matrix _remapper

Time loop

6 while OpenFOAM_obj.run() do

7: Solve u and T with OpenFOAM fluid solver

8 Retrieve source P0_q from OpenFOAM boundary

9: Compute target_P0_q from interpolation over FEMuS mesh
10: Compute target_P2_q from target PO _q

11: Set target_P2_q as Neumann BC into FEMuS

12: Solve T" with FEMuS solid solver

13: Retrieve source_P2_T from FEMuS boundary

14: Compute source PO_T from source P2 T

15: Compute target_PO_T from interpolation over OpenFOAM mesh
16: Set target_PO_T as Dirichlet BC into OpenFOAM

17: end while
18: end procedure

data transfer boundary applications, such as fluid—structure interaction, may
involve changing meshes. In such cases, the interpolation matrix must be
recomputed at every time step, as described in Algorithm 1.

The time loop start with OpenFOAM solving the governing equation
for the fluid and the temperature equation using its own solver routines.
The wall heat flux within the boundary representing the interfaces solid-
fluid is computed and stored in source PO_q MED field. Therefore, this
field is first extracted from the solution of OpenFOAM using the routine
get_field from OpenFOAM() and then stored in a MED field over the cor-
responding boundary mesh using set_field() routine. The heat flux pro-
vided by OpenFOAM is interpolated onto the target mesh to obtain the
target field target_PO_q using the interpolation() function. This inter-
polation routine performs a Fy — F, interpolation from the linear 2D mesh
copy of the OpenFOAM mesh to the 1D linear mesh derived from the bi-
quadratic FEMuS mesh. The target PO_q field is then transferred to the
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FEMuS solver as a non-homogeneous Neumann boundary condition using
the set_field_to_femus() routine. It is important to note that a Fy — P,
interpolation is required before the solution is applied to the boundary, as
the field provided by OpenFOAM uses a cell-wise approximation. The up-
dated boundary condition is then used by FEMuS to solve the temperature
equation within the solid domain, as described in (2.18). The temperature
solution, source_PO_T, computed by the FEMuS solver in the solid domain,
is retrieved at the boundary interface using the get _field from femus()
routine. Through inverse mapping, this solution is first converted into a
Py field and then interpolated onto the OpenFOAM boundary to create the
target_PO_T field. The projection from OpenFOAM interface to FEMuS in-
terface of the coupled temperature is computed using the already mentioned
interpolation() routine. This field is applied as a Dirichlet boundary con-
dition in OpenFOAM, where the non-homogeneous boundary temperature
is updated using the set_field to_OpenFOAM() routine. At this stage, con-
trol is turned back to OpenFOAM, where it continues the task of solving its
equations in the following time step.

Simulations Results

In this section, the boundary data transfer algorithm is tested by using a Con-
jugate Heat Transfer problem. The physical and geometrical configurations
are based on the work of Basak et al. [128], which is used as the reference for
validation. Several physical and geometrical configurations were analyzed in
[128], varying parameters such as the Prandtl number, the Rayleigh number,
the conductivity ratio (K), the solid wall thickness (t), and its geometric po-
sition (on the hot or cold side). For this validation, the numerical simulations
were conducted by varying the wall thickness, the conductivity ratio, and the
Rayleigh number.

A schematic representation of the physical configurations used for the
simulations is provided in Figure 2.26. Three geometric configurations are
analyzed to account for different solid region layouts. The first configuration
features a solid region with thickness ¢; = 0.2[. The second has a width
of to = 0.8, where [ is the side length of the square cavity. The third
configuration includes two solid regions on opposite sides of the cavity, each
with a thickness of about 0.4/, resulting in a total combined width of 0.8!.
This third case is referred to as having a thickness of t3 = 0.4l x 2. The
conductivity ratio K is defined as the ratio between solid and fluid thermal
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conductivity as

K = Ky , (2.19)
ky

where the subscripts s and f refer to solid and fluid regions, respectively. In
this study, three distinct values of K have been investigated: K; = 0.1, Ky =
1, and K3 = 10. These values allow us to analyze systems where the solid is
significantly less conductive than the fluid (K7), equally conductive (Ks), or
significantly more conductive (K3). Regarding the Rayleigh number, which
quantifies the natural convection within the fluid, two representative values
have been selected for the simulations: 10 and 10°. These values correspond
to different flow regimes, with Ra = 10 representing weaker convection and
Ra = 10° indicating stronger convective flows. In contrast, the Prandtl
number has been kept fixed at Pr = 0.015. This value corresponds to a
low-Prandtl fluid, such as liquid metals. By systematically varying K, Ra,
and wall thickness, this study provides a comprehensive assessment of the
boundary data transfer algorithm under diverse thermal and flow conditions.
In Figures 2.27-2.30, the contour of the non-dimensional temperature ©
and the non-dimensional velocity stream function ¥ are reported for the

simulated cases. The non-dimensional temperature can be set as follows

T—T,
0= 0

AT U = o (2.20)
Specifically, Figure 2.27 illustrates the solutions for Ra = 103 with a wall
thickness of t;, showing the effect of the conductivity ratio variation on the
temperature distribution and flow patterns. For the case with K = 0.1, as
shown at the top of Figure 2.27, the isotherms are parallel to the side walls,
indicating conduction-dominated heat transfer within the fluid. The lower
thermal conductivity of the solid (grey-colored domain) leads to a steeper
temperature gradient within the solid wall. Thus, we can observe a squeeze
of the lines toward the solid region, which results in a temperature variation
spanning from 0 at the left wall (cold wall) to 0.6 within the solid. In contrast,
within the fluid phase, the temperature gradient is much smaller, ranging
from 0.7 to 1 near the hot wall. This smaller gradient reduces the buoyancy
force, resulting in weaker fluid flow. Therefore, the flow strength within
the cavity is very weak, with the maximum magnitude of the streamfunction
reaching only ¥ = 0.4. The circulation intensity is high near the center of the
cavity. It decreases toward the walls due to the no-slip boundary conditions,
as shown in the function contours in the upper right images of Figure 2.27.
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The circulation induced by the temperature difference is anticlockwise. This
is consistent with the hot wall positioning on the right and the cold wall on
the left. The buoyancy forces pull the fluid to rise along the hot right wall.
It descends along the cold left wall, forming the observed circulation pattern.

Considering the non-dimensional temperature, the isolines behave de-
pending on the conductivity ratio K. As already discussed, for K < 1, the
temperature gradient is concentrated in the solid region. As the conductiv-
ity ratio increases, the temperature gradient shifts to the fluid region, where
the higher conductivity enhances more efficient heat transfer. The middle
section of Figure 2.27 illustrates a case with the same parameters previously
described but with a conductivity ratio of K = 1. In this scenario, the non-
dimensional temperature distribution appears uniform across the solid and
fluid regions. This behavior occurs because both materials have equal ther-
mal conductivities, resulting in an identical temperature gradient across the
solid and fluid domains. Therefore, at the interface, the temperature gradi-
ent is continuous, unlike in the previous case. This temperature distribution
leads to a stronger intensity of buoyancy forces within the fluid causing the
isotherms to be slightly more curved. In this setup, the temperature dif-
ference in the fluid increases from 0.3 to approximately 0.8, resulting in an
increase of the maximum value to 0.9. As the conductivity ratio increases,
this effect becomes more evident, as shown in the patterns at the bottom
of Figure 2.27. Specifically, for a conductivity ratio of 10, the temperature
gradient shifts almost entirely to the fluid region, increasing from 0.8 in the
previous case to approximately 0.95. This results in a corresponding intensi-
fication of the buoyancy effect.

Figure 2.28 presents the simulation results for Ra = 10° with a wall thick-
ness of 0.2]. Similar to the previous case, the figure illustrates the behavior of
the non-dimensional temperature and stream functions as the conductivity
ratio varies. The increase in the Rayleigh number to 10° results in a signif-
icant strengthening of the flow, causing greater distortion of the isotherms
compared to the Ra = 10 case. In fact, as the Rayleigh number increases,
the solution moves from temperature stratification towards a recirculation
cell. Increasing K produces a similar effect to the previous case. Specifically,
as the thermal conductivity of the solid increases, the temperature gradient
within the solid region decreases, causing the gradient to shift further into
the fluid region. This steeper temperature gradient in the fluid enhances the
flow strength, which in turn leads to greater distortion of the isothermal lines.
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Figure 2.31: Local boundary Nusselt number for the cases with solid thickness
t1: solid lines are the simulations with Ra = 10% on top (K = 0.1 on the left
and K = 10 on the right), Ra = 10° on the bottom (K = 0.1 on the left and
K =10 on the right). A comparison with data from [128] is reported (white
circular markers).

Similar considerations apply to the variation of K in the simulations with
to wall thickness and Ra = 10°, reported in Figure 2.29. As already observed
in Figure 2.28, the temperature isolines are distorted in the fluid core, indi-
cating convection-dominated heat transport. The variation in K results in
a shift of the temperature gradient from the solid region to the fluid. The
main difference compared to the cases with the same Rayleigh number but
a wall thickness of t; is that, as the total wall thickness increases, the flow
strength decreases. This reduction is due to lower buoyancy forces caused
by a smaller thermal gradient. The behavior remains consistent when the
total wall thickness is unchanged but applied to the third configuration. The
solutions for the three values of K (K = 0.1, K = 1, and K = 10), with
Ra = 10° and t3, are shown in Figure 2.30.

In Figure 2.31, the local Nusselt number on the interface is reported for
the case of the solid wall thickness equal to ¢;. The Nusselt number has
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t

Ky | [128] | Ky | [128] | K3 | [128]

10% | 0.332 | 0.335 | 0.898 | 0.890 | 1.08 | 1.08
10° | 0.412 | 0.412 | 1.897 | 1.907 | 3.269 | 3.162

K, | [128] | Ko | [128] | K3 | [128]

10° | 0.118 | 0.117 | 0.850 | 0.851 | 2.556 | 2.578

Ra
Ky | [128] | K, | [128] | K | [128]

10° | 0.117 | 0.117 | 0.859 | 0.855 | 2.575 | 2.586

Table 2.7: Average Nusselt numbers for different conductivity ratios K, vary-
ing the Ra number and wall thickness . A comparison with results from [128]
is also reported.

been computed as the normal gradient of the non-dimensional temperature
on the interface. It represents the total ratio between the convective and the
conductive heat transfer over the boundary interface. In particular, it can be
expressed as

00

Nu; = I (2.21)
A comparison with data from the reference literature is shown using circular
white markers for the data from [128] and using a black solid line, which
represents results obtained with the boundary data algorithm presented in
this work. Overall, the estimation of the Nusselt number shows good agree-
ment with the literature data. However, for Ra = 10° and both values of the
conductivity ratio, there is a slight deviation in the results compared to the
reference data.

In Table 2.7 the average Nusselt number Nu; on the shared boundary
between the two regions is reported, with a comparison of the same parameter
presented in [128]. A good agreement with the literature data is achieved for
every simulation.



Chapter 3

Turbulent Natural Convection
of Liquid Metals

Natural convection of liquid metals has increased interest due to their wide
range of applications, especially as excellent heat transfer fluids. Heat trans-
fer in liquid metals is fundamental in many engineering processes, including
high-performance cooling systems in next-generation nuclear reactors and
solar energy collectors. For example, during the shutdown of a liquid metal
nuclear reactor, heat transfer from the reactor core to the coolant occurs
primarily through natural convection. Natural convection in liquid metals
also occurs when the absorber plate in solar collectors is warmed by solar
radiation, creating a temperature gradient between the absorber and the sur-
rounding fluid. Therefore, understanding the flow and heat transfer behavior
in the natural convection regime is paramount in liquid metal applications.
In recent years, there has been increasing interest in thermally driven
flows in enclosures. Buoyancy-driven convection in cavities occurs in two
fundamental forms. The first is Rayleigh-Bénard convection, where convec-
tive flow arises due to heating at the bottom and cooling at the top of an
enclosure. The second is vertical convection, which occurs when the sidewalls
of an enclosure are heated differentially, resulting in a configuration known
as the differentially heated cavity. In this scenario, a non-zero temperature
difference creates a circulation, with fluid rising along the hot wall, moving
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across the top, descending along the cold wall, and returning across the bot-
tom. The higher the temperature drop between the sidewalls, the higher the
fluid’s convection regime inside the cavity.

This chapter focuses on the low-Prandtl-number natural convection study
within a square differentially heated cavity. First, a brief description of the
available literature data is reported. This is followed by highlighting the key
differences between the behavior of standard fluids (e.g., water and air) and
non-conventional fluids characterized by low Prandtl numbers. The results
obtained using the turbulence models described in Chapter 1 are then pre-
sented and compared with literature data. Simulations conducted with vari-
ous OpenFOAM turbulence models are also discussed and evaluated against
literature benchmarks. Finally, the chapter introduces simulations performed
using the coupled approach, where the volume data transfer algorithm is ap-
plied as described in Chapter 2.

3.1 Literature Overview

The natural convection regime is determined by the Grashof number, Gr =
Ra/Pr, which is the buoyancy ratio to viscous forces acting on a fluid. The
Rayleigh number, Ra, is the dimensionless number that defines the ratio be-
tween diffusive and convective thermal transport phenomena, while Pr, the
Prandtl number, is defined as the ratio of momentum diffusivity to thermal
diffusivity. For a given Pr number, below a critical Ra, conduction dom-
inates heat transfer. As Ra increases, buoyancy strengthens the flow, and
the convection term becomes more important. Once Ra exceeds the criti-
cal threshold, the flow becomes unsteady, exhibiting periodic motion, and
eventually transitions to turbulence. However, it is evident that the critical
Rayleigh number alone does not define the transition limit, as the natural
convection regime is closely dependent also on the Prandtl number.

In [105], Kennelly et al. analyzed the effect of Reynolds number on varying
Prandtl numbers. As shown in Figure 2.21, the highest Reynolds number
calculated for high-Prandtl-number fluids is approximately 2600, obtained
for Pr = 0.5 and Ra = 10°. These results are confirmed in [130] and [131],
where Henkes et al. demonstrate that for ordinary fluids with a Prandtl
number of 1, the flow becomes turbulent only at high Rayleigh numbers. For
instance, in the case of natural convection for air-filled cavities, the critical
Rayleigh is above 108. According to Incropera et al., the laminar natural
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Figure 3.1: Transition boundaries from laminar (below the lines) to turbulent
(above the lines) flow in cavities, as identified by Lage et al. [134]. The
Ra — Pr plot illustrates critical Rayleigh number as a function of Prandtl
number for different aspect ratios.

convection at a local Rayleigh number larger than 10° may be promoted to
turbulent transition [132]. In their DNS simulation, Paolucci et al. [133]
detected the existence of a critical Rayleigh number between 108 and 2 x 108
for an airflow in a square cavity. The flows under these conditions undergo
a periodic unsteady flow. In [133], they suggested that beyond the critical
value, a Reynolds-averaged form of the Navier-Stokes and energy equations
should be employed together with a turbulence model.

A study conducted by Lage et al. [134] demonstrates that the transition
to turbulence depends not only on the Prandtl number and Rayleigh number
but also on the aspect ratio of the cavity, defined as the ratio of cavity height
(H) to base (L). In [134], the authors derived a correlation that identifies the
critical Rayleigh number as a function of the Prandtl number and the aspect
ratio of the cavity. This correlation is illustrated in Figure 3.1, presented
as a Ra — Pr plot. The lines delineate two regions: the area below the
lines corresponds to the laminar natural convection regime, while the area
above is characterized by turbulent flow. As the cavity aspect ratio decreases,
the critical Rayleigh number also decreases, reaching its lowest values for
square cavities (H = L). The boundary lines marking the transition from
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laminar to turbulent flow for square cavities are represented by a dashed line
for high Prandtl numbers and a dotted line for Prandtl numbers < 1. For
lower Prandtl numbers fluids (Pr < 0.025), the threshold is represented by
the solid line labeled with H/L = 1 and highlighted in red. According to
this study, high-Prandtl-number fluids begin the transition to turbulence at
a Rayleigh number exceeding 10®, whereas low-Prandtl-number fluids start
the transition at much lower Rayleigh numbers Ra < 10°. As a result,
maintaining laminar flow in liquid metal enclosures is challenging, as the
flow often becomes turbulent even at relatively low Rayleigh numbers.

However, the turbulent regime in this kind of fluid has received limited
attention and remains a subject of ongoing research. High-fidelity studies of
turbulent heat transfer in low-Prandtl liquid metals have primarily focused
on Rayleigh-Bénard convection. Notable examples include works by Zwirner
et al., Zirner et al., and Vogt et al. [135, 136, 137]. On the contrary, studies
on differentially heated cavities with liquid metals at high Rayleigh numbers
are very limited, and most available data are restricted to laminar flow condi-
tions, with few studies addressing the transition to turbulence. The available
literature data for the specific case of a square cavity at high Rayleigh num-
bers with low Prandtl number fluids is limited to the studies [138], [139],
[140], [141], [142] and [143].

Bawazeer et al. in [138] conducted a detailed analysis of the flow structure
in low- Pr regimes using the multi-relaxation time lattice Boltzmann method.
Their study mapped flow regimes in the Ra — Pr domain for steady and
unsteady flows. In particular, they found that the Prandtl number and the
critical Rayleigh number are related by the following correlation

Ra = 2.8727 x 10° Pr*%%% (3.1)

which was obtained by interpolating the critical Ra from their simulations re-
sults. Figure 3.2 displays the critical Rayleigh numbers identified by Bawazeer
et al., along with the correlation from Equation 3.1. This line divides the pa-
rameter space into two distinct zones: the region below the critical Rayleigh
line represents steady solutions, while the region above the line represents
unsteady solutions. As we can see from Figure 3.2, decreasing the Prandtl
number results in a considerable reduction of the critical Rayleigh number.
In [138], the authors attribute this behavior to the low kinematic viscosity
of liquid metals, which causes the advection term in the Navier-Stokes equa-
tions to dominate over the viscous term. Consequently, flow instability arises
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at relatively low values of the controlling parameter Ra, in contrast to fluids
with higher Prandtl numbers.

—— Ra = 2.8727 x 108 Pr?0%02
108 ] & Bawazeer et al.
©  Mohamad et al. (1990)
& Mohamad et al. (1992)
6] *x Wolffetal
10 v Oder et al.
2
104 N
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Figure 3.2: Correlation by Bawazeer et al. [138] (Equation 3.1) (black line),
marking the transition from steady (below) to unsteady (above) flow regimes
in low-Prandtl fluids. Black diamond markers refer to the simulation cases
conducted in [138]. Circle markers denote critical values predicted by Mo-
hamad et al. [141]. Triangles point out cases studied by Mohamad et al.
[142], and crosses show configurations analyzed by Wolff et al. [139]. DNS
case from [143] is indicated using triangle down markers.

The transition to turbulent buoyant flow with low Prandtl number fluids
was also explored by Mohamad and Viskanta in [141]. They investigated
transient natural convection in a cavity with Pr values ranging from 0.001
to 0.01 and Gr numbers up to 107 using finite difference methods. The
authors solved the conservation equations without considering turbulence
terms, focusing instead on analyzing the oscillatory behavior of the system
under different conditions. Specifically, they predicted the critical Grashof
numbers for three different Prandt]l numbers, 0.001, 0.005, and 0.01, at which
the flow begins to exhibit periodic oscillations. The simulations performed
by Mohamad et al. are shown in Figure 3.2 as white circle markers. Their
findings indicate oscillatory behavior for Grashof numbers greater than 2 x
10%, 3 x 10%, and 5 x 10° for Prandtl numbers of 0.001, 0.005, and 0.01,
respectively. In Figure 3.2, the three critical Rayleigh numbers correspond
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to the three circle markers with the lowest Rayleigh number values. As we
can see, the critical values predicted by Mohamad et al. are slightly higher
than those estimated by Bawazeer et al..

In a recent study, Mohamad et al. [142] analyze the turbulent buoyant
flow of low Prandtl number fluids at Rayleigh number values exceeding the
critical thresholds identified in their earlier work [141]. In their study, Mo-
hamad et al. employed a low Reynolds number k& — ¢ model, as described in
[144], to predict the behavior of turbulent natural convection for low Prandtl
number fluids. They compared their simulation results with experimental
data and direct numerical simulation findings. They reported temperature
profiles in two different cases, see triangular marker in Figure 3.2. The former
case involved a gallium-filled cavity (Pr = 0.0208) at a Rayleigh number of
Ra = 1.08 x 10°%, where the authors compared their simulation results with
those from previous work by Viskanta et al. [140]. The latter case refer-
enced experimental studies conducted by Wolff et al. [139], who measured
fluctuating temperature profiles in a liquid tin-filled cavity (Pr = 0.011) at
a Rayleigh number of Ra = 3.66 x 10°. Wolff et al. [139] conducted a com-
bined experimental and numerical study for two additional configurations to
investigate the influence of the Rayleigh number in a gallium-filled cavity.
They performed both simulations and experiments at Rayleigh numbers of
Ra = 1.68 x 10° and Ra = 6.73 x 10°, see cross marker in Figure 3.2. Finally,
the most comprehensive reference work in the literature was provided by Oder
et al. in [143]. They presented results from a direct numerical simulation us-
ing a high-order spectral element method to investigate natural convection in
a square cavity for low-Prandtl-number fluids. They solved the Navier-Stokes
equations using the spectral element method implemented in nek5000 v 19.0
and performed three separate simulations at a constant Grashof number of
1.8 x 108, considering three different Prandt] numbers: 0.021, 0.1, and 0.2.

3.2 Characterization of the Flow

For low-Prandtl-number fluids, reaching the turbulent regime requires a lower
Rayleigh number compared to fluids with higher Prandtl numbers. For such
fluids, as the Grashof number increases, the fluid motion transitions from
steady to unsteady, eventually becoming turbulent. To verify this behavior,
the stability of the solution has been investigated by comparing its oscilla-
tory characteristics with the results reported by Mohamad et al. in [141]
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Figure 3.3: Transition to unsteady behaviour of non-dimensional velocity at

the center of the cavity over time, varying the Rayleigh number, 2 x 10* (top),
5 x 10* (center), and 105 (bottom) with a fixed Prandtl number of 0.01.
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and Bawazeer et al. in [138]. The stability analysis has been carried out us-
ing both the OpenFOAM and FEMuS laminar buoyant solvers, based on the
same configuration shown in Figure 2.10. For details regarding the mesh, sys-
tem of equations, and boundary conditions, the reader is referred to Section
2.4.1. The fluid properties have been adjusted to represent a liquid metal,
while variations in the Rayleigh number have been achieved by modifying
the geometry dimensions, keeping the non-dimensional temperature differ-
ence between the side walls fixed at 1. Figures 3.3 illustrate the transition to
the unsteady solution in a sodium-filled cavity (Pr = 0.01) as the Rayleigh
number increases. In Figures 3.3, u represents the dimensionless velocity at
the center of the cavity, and 7 denotes the non-dimensional time, obtained
by dividing the time variable by L?/a. Oscillatory behavior is observed to
begin at a Rayleigh number between 2 x 10* and 5 x 10*, corresponding to
Grashof numbers of 2 x 10% and 5 x 108, respectively. Our results estimate the
critical Rayleigh number at a lower value than that reported by Mohamad et
al. in [141], but they show better agreement with the findings of Bawazeer
et al.[138], who identified the critical range to be between 10* and 5 x 10*
(or Gr between 10® and 5 x 10°). For this reason, to observe turbulent natu-
ral convection in low-Prandtl number fluids using FEMuS and OpenFOAM
solvers, the Grashof number should be at least greater than 5 x 10°.

Case Prandtl | Rayleigh | Grashof | Reference
Simulation 1 | 0.0210 | 3.78 x 10% | 1.8 x 10® [143]
Simulation 2 | 0.0208 | 1.08 x 10° | 5.2 x 107 | [140, 144]
Simulation 3 | 0.0110 | 3.66 x 10° | 3.3 x 107 | [139, 144]

Table 3.1: Parameter values (Prandtl, Rayleigh and Grashof numbers) for
the simulated cases.

In the following, we present a brief overview of the main characteristics of
turbulent flows in square cavities, supported by simulation results from three
cases consistent with the limited data available in the literature. The first
case corresponds to the study reported in [143], specifically for Pr = 0.021
and a Grashof number of 1.8 x 10%. The other two cases are taken from
[144] and [139]. The first is characterized by Pr = 0.0208 and a Rayleigh
number of 1.08 x 10°, while the second is characterized by Pr = 0.011 and a
Rayleigh number of 3.66 x 10°. The simulations performed are summarized in
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Table 3.1 and show three different Grashof number values. All three Grashof
numbers are significantly above the unsteady threshold previously identified
using the OpenFOAM and FEMuS solvers. This condition ensures the onset
of turbulent behavior.

Figure 3.4 shows the streamlines for the three simulated cases, illustrating
and comparing the flow patterns of the simulations. As observed, all three
cases exhibit a large, concentric, clockwise-rotating convection cell, similar to
the laminar simulations presented in Chapter 2. In addition to the primary
vortex that dominates the cavity, secondary and tertiary vortices form in the
corners and at the center of the main cell. This behavior is due to the peculiar
characteristics of low-Prandtl number fluids. In particular, by focusing on the
differences between high-Prandtl-number fluids Pr > 1.0 and low-Prandtl-
number fluids Pr < 1.0, we can explain the flow patterns observed in natu-
ral convection in enclosures. In the natural convection regime, the thermal
boundary layer for high-Prandtl-number fluids has a comparable or smaller
thickness compared to the velocity boundary layer. The temperature gradi-
ent is higher within the thermal boundary layer, confining buoyancy forces
to this region of the domain. On the other hand, the fluid motion outside the
thermal boundary layer remains passive. Thus, at high Prandtl numbers, the
fluid flow forms only a single main circulating cell inside the enclosure. As the
Rayleigh number increases, the thermal boundary layer thickness decreases,
the high-velocity region becomes confined near the boundaries, and the flow
in the core of the enclosure becomes nearly stagnant. Additionally, the core
region of the flow becomes thermally stratified in the vertical direction, as
we can see from Figures 2.16, with hot fluid at the top and cold fluid settling
at the bottom. This stratification results in a heat transfer primarily driven
by conduction rather than convection.

For fluids with Pr < 1, the thermal boundary layer can extend signifi-
cantly away from the heated and cold walls, potentially reaching the core of
the enclosure. In this case, the buoyancy effects can influence the behavior of
the fluid within the entire cavity. The presence of buoyancy within the center
of the cavity can induce the formation of secondary vortices. Figure 3.5 (left)
and Figure 3.6 (left) show zoomed-in views of the cavity center, illustrating
the streamlines and the rotational direction of the flow for the secondary
vortices. As observed in these two simulations, an anti-clockwise recirculat-
ing cell forms at the center of the cavity. The third case does not exhibit
the same behavior, likely due to its lower Grashof number. In fact, com-
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Figure 3.4: Stream functions for the simulations with Pr = 0.021 and Ra =
3.78 x 108 (top), Pr = 0.0208 and Ra = 1.08 x 10° (middle), and Pr = 0.011
and Ra = 3.66 x 10° (bottom).
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paring the three cases, it seems that a higher Grashof number enhances the
intensity of the inner anti-clockwise circulation: decreasing its value suggests
weaker buoyancy forces relative to viscous forces, which limits the formation
or intensity of secondary vortices.
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Figure 3.5: Zoomed-in views of Simulation 1: central zone (left) and upper
left corner (right) secondary recirculation cells.
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Figure 3.6: Zoomed-in views of Simulation 2: central zone (left) and upper
left corner (right) secondary recirculation cells.
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Figure 3.7: Zoomed-in views of Simulation 3: upper left corner (top) and
lower left corner (bottom) secondary recirculation cells.

As can be seen from Figures 3.5, 3.6 (right) and Figures 3.7, buoyant flow
in liquid metals is also characterized by the formation of weak secondary cir-
culations in the corners of the cavity. In particular, cases with higher Grashof
numbers exhibit secondary circulation only in the upper-left and lower-right
corners. In contrast, the third simulation, characterized by a lower Grashof
number, displays small recirculation cells in all four corners of the enclosure.
At the corners, the main flow detaches from the side walls and turns at a
90-degree angle, leading to the development of these localized circulations.
Larger recirculation zones develop in the top-right and bottom-left corners
of the enclosure, in contrast to the smaller regions in the other corners. This
behavior arises because the fluid velocities near the hot and cold vertical
walls are higher than those along the horizontal top and bottom walls, caus-
ing flow separation to occur earlier in the upper-right and lower-left corners
compared to the lower-right and upper-left corners. This is clearly illustrated
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in the bottom images of Figure 3.4, where the extension of the zoomed-in view
in green, labeled as Zoom 2, is noticeably larger than the red zone in the up-
per left corner. The larger green-marked zone, shown in detail in Figure 3.7
(bottom), comprises two distinct convection cells, whereas the upper-left and
lower-right corners each contain a single, smaller eddy. Due to the presence
of secondary recirculation cells, the impact of the main flow on all four walls
of the enclosure does not occur next to the corners, as would typically be
expected in natural convection of a high-Prandtl-number fluid within the
same Rayleigh number range, see Figures 2.12. Instead, the points of colli-
sion are shifted vertically along the side walls and horizontally along the top
and bottom walls. For the simulated cases, no stream function patterns are
available in the literature for direct quantitative comparison. Nevertheless,
the streamline from the first two simulations, shown in the top and center
panels of Figure 3.4, can be qualitatively compared with those reported in
[144]. Both the simulations and the literature reference are characterized by
higher Grashof number values and show very similar flow patterns. On the
other hand, Simulation 3 with a lower Grashof number can be compared with
the streamlines reported in [139]. The reference from the literature for lower
Grashof numbers exhibits very similar behavior to that shown in the bottom
image of Figure 3.4.

3.3 Simulation Results

This section presents a comparative analysis of the three aforementioned
cases. Specifically, the simulation results, obtained using three different
approaches, are reported and compared with the available literature data.
Firstly, the simulations performed using the FEMuS monolithic solver are
presented. The second approach uses the monolithic code OpenFOAM with
its built-in turbulence model. Finally, the third approach aims to leverage the
strengths of both codes by combining them in a coupled application, using
the volume transfer algorithm introduced in Chapter 2.

The configuration and computational domain used in these simulations
are the same as described in Section 2.4.1, with physical parameters adjusted
for low-Prandtl-number fluids, according to the non-dimensional simulation
parameters of Table 3.1. Based on the geometry configuration shown in Fig-
ure 2.10, a no-slip condition is applied to all sides of the cavity. Dirichlet
boundary conditions are imposed on the vertical walls for the temperature
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field, with the left side set to a hot temperature and the right side to a
cold temperature. Instead, the top and bottom walls have a homogeneous
Neumann boundary condition imposed for the temperature field. The bound-
ary conditions for the other turbulent variables are detailed in the following
sections, as each solver uses its own set of boundary conditions for these
variables. The simulations have been conducted using a refined mesh of

Figure 3.8: Mesh grid of 100 x 100 elements used in all the simulations, with
a refined distribution near the walls.

100 x 100 elements, as shown in Figure 3.8. This fine resolution ensures that
the turbulent parameter y* is maintained below 1 for all cases so that the
first computational node from the wall lies within the viscous sublayer of the
boundary layer (linear region). By maintaining y* < 1, the mesh captures
the steep gradients in velocity and other flow variables near the wall without
relying on empirical wall functions.

All the comparisons are presented using dimensionless variables. The non-
dimensional magnitude of the velocity field is obtained using the following

ug = £/ BgATL, (3.2)

where [ is the coefficient of thermal expansion, g is the gravitational acceler-

quantity

ation, AT is the temperature difference between the vertical walls, and L is

the side length of the cavity. Thus, the non-dimensional velocity is given by
Vu? + v?

Uf=-"———, (3.3)

Uo
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where u is the horizontal component and v is the vertical component of
the velocity field. Using this velocity reference value ug, the dimensionless
turbulent kinetic energy can be computed as

k 2k
= = . 4
? BgATL (34)
The non-dimensional temperature field is given by
T — Tcold
0f = — ¢ 3.5
e (35)

where AT = Tjot — Teorq- Given both the velocity reference value (3.2) and
the temperature difference, the components of the turbulent heat flux are
non-dimensionalized as

(u'T”)

/Tl + — .
<1l > UQAT

(3.6)

3.3.1 FEMuS Results

This section presents the results obtained for the three simulated cases using
the improved turbulence model described in Chapter 1. The governing equa-
tion used in these simulations are the RANS equations with the introduction
of the Oberbeck-Boussinesq approximation for modeling the buoyancy forces.
In particular, the system of equations solved by FEMuS code is as follows

Ox; =0, (3.7)
Dlw) __106) , i [”@(z? *aﬁi)) _<u;u;.>] g, (33)

DTy 0 (o) 0
D~ ox <oz o <uzT>> . (3.9)

The model used to compute the Reynolds stress tensor and the turbulent heat
flux are the EASM and EAHFM presented in Chapter 1. These models use
the expressions for (u'u’) and (u'7"), as detailed in (1.213) and (1.237). The
turbulence model includes the logarithmic four-parameter turbulence model,
K — Q — Ky — Q, as shown in (1.246), (1.247), (1.249) and (1.250). The
boundary conditions for the dynamic turbulent variables over all the four
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walls of the cavity are

o2
or &’
. (3.10)
Q=1
()

where ¢ is the wall distance. On the other hand, the thermal turbulent
variables have the following boundary conditions on the vertical walls, where
the temperature field is fixed

ot
or o’
o (3.11)
Oy =1
= ()

while homogeneous boundary conditions are imposed over the adiabatic walls.

The results are compared with available literature data and the previous
version of the turbulence model. This older model uses the formulations for
the Reynolds stress tensor and the turbulent heat flux described in [145]. The
results of the improved model are referred to as New A4P and the ones of
the older version of the model are indicated as A4P.

Simulation 1

Simulation 1 refers to the case reported in [143] which provides DNS results
for Pr = 0.0210 and Ra = 3.78 x 10°. The benchmark profiles of the variables
are provided along the non-dimensional coordinate 2™ = /L at two different
yT = y/L positions: at y* = 0.5, corresponding to the middle of the cavity,
and at y* = 0.75, corresponding to the upper part of the cavity.

Figure 3.9 shows the dimensionless magnitude of the velocity field of Sim-
ulation 1 at both y* positions. The profile on the left illustrates the velocity
at y* = 0.5, while the plot on the right displays the results at y* = 0.75. The
non-dimensional velocity is reported, and the A4 P results are compared with
the New A4P results. As observed, the new model significantly improves
the prediction of the velocity field. The enhancements that the implemented
model provides are evident, particularly in the peak values of the velocity
magnitude, which are otherwise underestimated in the A4P. This behavior
can be attributed to the earlier model’s overestimation of the components of
the Reynolds stress tensor.
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Figure 3.9: Comparison between DNS (circle markers), A4P and New A4P
simulations of the non-dimensional magnitude of velocity field along z* co-
ordinates at different heights: y™ = 0.5 on the left, 3™ = 0.75 on the right.
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Figure 3.10: Comparison between DNS (circle markers), A4P and New A4P
simulations of the non-dimensional turbulent kinetic energy field along =™
coordinates at different heights: ™ = 0.5 on the left, y* = 0.75 on the right.

The aforementioned overestimation is reflected in the values of the tur-
bulent kinetic energy, as shown in Figure 3.10. The left image in the figure
shows the plot of the non-dimensional k along x* at the center of the cavity,
while the right image displays the plot at a height of y* = 0.75. As observed
from the £ profiles, the old version tends to overestimate these values at both
yT locations, particularly in the central region of the cavity. The prediction
of turbulent kinetic energy profiles appears to be more accurate when the
buoyancy contribution is included in the Reynolds stress tensor and the tur-
bulent heat flux models. However, the New A4P FEMuS turbulence model
predicts a peak in turbulent kinetic energy that is shifted closer to the ver-
tical walls. This inaccuracy suggests that the modeling of turbulent kinetic
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Figure 3.11: Comparison between DNS (circle markers), A4P, and New A4P
simulations of the non-dimensional temperature (top) and turbulent heat flux
components (center and bottom) along z* coordinates at different heights:
yT = 0.5 on the left, y™ = 0.75 on the right.

energy and its dissipation may require further corrections.

The thermal fields are shown in Figure 3.11, with the left group displaying
the values at the middle of the cavity and the right group presenting the
plots at three-quarters of the cavity height. The results indicate that the new
version of the model provides better predictions for both the temperature field
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and the turbulent heat flux components. The temperature field computed
by New A4P shows evident improvements in predicting the profile in the
upper part of the cavity. The additional term in Equations (1.213) and
(1.237), introduced to account for buoyancy effects, significantly improves
the accuracy of the profile predictions, particularly in capturing the shape
and trend of the profiles.

Simulation 2 and 3

In this section, the results obtained for Simulations 2 and 3 are presented.
The comparison includes the New A4P, the A4P, the data obtained by
Mohamad and Viskanta [144] using a three-dimensional low Reynolds number
k — ¢ model, as well as experimental data from Viskanta et al. [140] for
Simulation 2 and from Wolff et al. [139] for Simulation 3. Figure 3.12 shows
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Figure 3.12: Non-dimensional temperature profiles at different cavity heights:
comparison between A4P and New A4P results and reference data from [140]
(circle) and [144] (diamond) for Simulation 2 (left) and from [139] (circle) and
[141] (diamond) for Simulation 3 (right).

the results for Simulation 2 on the left and for Simulation 3 on the right. The
non-dimensional temperature profiles are reported along x* coordinates for
different cavity heights. According to the available reference data, Simulation
2 shows the temperature profiles at the bottom and top wall, y* = 0.0 and
yT = 1.0, respectively, and the plot at y™ = 0.5, corresponding to the middle
plane of the cavity. On the contrary, Simulation 3 provides results for values
of the non-dimensional y—coordinate equal to 0.1, 0.5 and 0.9. As observed,
in both simulations, the results from both models show better alignment
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with the simulation data by Mohamad and Viskanta [144] compared to the
experimental data. In Simulation 2, the improvements introduced by the
new model are particularly evident along the middle line of the cavity when
compared to the reference simulation [144]. The profiles obtained with New
A4P are more accurate than those of A4P also at the top and bottom walls,
although the differences are relatively small. For Simulation 3, the differences
between the two models are more pronounced in the upper and lower parts
of the cavity, while in the middle region, the results from both models appear
to be very similar.

3.3.2 OpenFOAM Results

This section provides a comparison between the simulations obtained using
the available built-in turbulence models of OpenFOAM. The governing equa-
tions solved by OpenFOAM are as follows

Olus)
81%
D) 106 9 [, (%), O

Dt pOx; +37;j oz, * o, )] —gB(T), (3.13)
a<T>]

(k-

"Dt Oz,
where 14 is the turbulent viscosity and «; is the turbulent diffusivity. As can
be seen, the Reynolds stress tensor and the turbulent heat flux in OpenFOAM
are modeled using the Boussinesq approximation, which assumes a linear

=0, (3.12)

(3.14)

relationship between the Reynolds stresses and the mean velocity gradients,
and between the turbulent heat flux and the temperature gradient. Moreover,
OpenFOAM code adopts the Reynolds analogy to determine the turbulent

diffusivity as
Vy

where turbulent Prandtl number is taken as constant. This approximation

(3.15)

7

relates momentum transfer to heat transfer, enabling the modeling of the
turbulent heat flux based on the velocity field.

The simulations are conducted by comparing four different built-in tur-
bulence models available in OpenFOAM. Two of these models are based on
the turbulent kinetic energy and its dissipation rate, namely kEpsilon and
RNGkEpsilon. The kEpsilon model is a standard turbulence model widely
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used for general-purpose simulations based on the standard Jones and Laun-
der formulation [22], while RNGkEpsilon is derived from the Renormalization
Group theory by Yakhot and Orszag [26], enhancing its accuracy for flows
with rapid strain and swirl effects. Both models have been presented in
the first Chapter in 1.3.3. The other two models are based on the turbu-
lent kinetic energy and its specific dissipation rate, referred to as kOmega and
kOmegaSST. The kOmega model is well-suited for flows near walls and provides
accurate results in boundary layers, and is based on the Wilcox formulation
28] presented in Section 1.3.3. The kOmegaSST model combines the strengths
of kOmega in near-wall regions and kEpsilon in free-stream regions, making it
effective across a wide range of flow conditions. This model is an extension of
the Wilcox k-w formulation, incorporating the blending approach introduced
by Menter [33] in his Shear Stress Transport (SST) model. The detailed
model is presented in 1.3.3.

For turbulent variables, the boundary conditions on the vertical walls of
the cavity are the built-in boundary conditions implemented in OpenFOAM.
In particular, for the k£ variable, kgRWallFunction has been chosen, while
omegaWallFunction and epsilonWallFunction have been used for w and ¢,
respectively. On the other two walls, a zeroGradient boundary condition
has been applied. The other parameters of the OpenFOAM simulation are
discussed in Appendix B.

Simulation 1

The results obtained using the OpenFOAM code for the Simulation 1 case
are presented in the following. Figure 3.13 illustrates the non-dimensional
velocity magnitude at the top, the non-dimensional temperature field in the
center, and the turbulent kinetic energy at the bottom, for both y™ values: 0.5
on the left and 0.75 on the right. As observed, all four simulations show good
agreement with DNS in predicting the velocity magnitude. However, the k —
w-based model slightly overestimates the velocity peak, while the k —e-based
models underestimate it. The temperature profiles present similar trends
for all the models. In particular, along the line in the middle of the cavity,
the £ — w models provide better results compared to the k — ¢ models. At
yt = 0.75, the temperature profiles show good agreement compared to DNS
data. As observed for the FEMuS simulation results, none of the turbulent
models employed accurately captures the behavior of the turbulent kinetic
energy. All models overestimate the values in the central part of the cavity
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Figure 3.13: Comparison between DNS (circle markers) and the four Open-
FOAM simulations of the non-dimensional velocity magnitude (top), temper-
ature (center), and turbulent kinetic energy (bottom) along z* coordinates
at different heights: y* = 0.5 on the left, y™ = 0.75 on the right.

for both cavity heights and tend to underestimate the peak values. However,

unlike FEMuS, it offers more accurate predictions of the peak’s distance from
the wall.
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Simulation 2 and 3

The results obtained for both Simulation 2 and Simulation 3 are presented
in this section. Based on the outcomes of Simulation 1, the kEpsilon and
kOmegaSST models were excluded from further analysis, as they provided less
accurate predictions of the main fields. Consequently, Simulations 2 and 3
were carried out using the RNGkEpsilon and kOmega models only, and the
results were compared with the reference data. In Figure 3.14, the non-
dimensional temperature profiles are shown for Simulation 2 (left) and Sim-
ulation 3 (right). Overall, both models align more closely with the reference
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Figure 3.14: Non-dimensional temperature profiles at different cavity heights:
comparison between RNGkEpsilon and kOmega results and reference data
from [140] (circle) and [144] (diamond) for Simulation 2 (left) and from [139]
(circle) and [141] (diamond) for Simulation 3 (right).

data from [144] than with the experimental data, similar to the observations
made with the FEMuS results.

3.3.3 Coupling Application Results

Both FEMuS and OpenFOAM codes show several weaknesses in predicting
the variable profiles. FEMuS performs better in simulating the thermal fields,
whereas OpenFOAM demonstrates good agreement in simulating the velocity
field. These deficiencies in both codes may arise from the imperfect prediction
of the strongly coupled fields. Thus, many questions may arise. What would
the resulting temperature field be like in FEMuS using the more accurate
velocity field provided by OpenFOAM? Could the velocity profile predicted
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by OpenFOAM improve by using the more accurate thermal turbulent model
implemented in FEMuS? Exploring these possibilities could help address the
observed discrepancies and enhance the overall predictive accuracy of the
simulations.

For this reason, the third simulation performed for the first case (Pr =
0.021 and Ra = 3.78 x 10%) [143] employs the volume data transfer algorithm
described in Chapter 2. Figure 3.15 reports the coupling scheme implemented
for this application. FEMuS is used to solve the thermal fields, while Open-
FOAM is employed to solve the dynamic fields. In particular, the FEMuS
code solves for T', Ky, )y, and the turbulent heat flux components, whereas
OpenFOAM handles the velocity field, the turbulent kinetic energy, and its
specific dissipation using the kK — w model. The coupling application is used

OpenFOAM FEMuS
MED
Data Transfer
Fluid solver: Temperature solver:
u T T
u
Turbulent model: Turbulent model:
k-w k—w Ky - Qg - (0T

Figure 3.15: Schematic representation of the coupling algorithm for the vol-
ume data transfer application in the turbulent cavity case.

to exchange the fields between FEMuS and OpenFOAM following Algorithm
1. FEMuS provides the temperature field to OpenFOAM, which uses it to
compute the buoyancy term in the Navier-Stokes equation. In turn, Open-
FOAM supplies the velocity field and both dynamic turbulent variables, k
and w.

In the following, the results of the coupling application, here referred to
as Coupled k—w, have been compared with the DNS data and the monolithic
solver solutions, the results from the New A4P obtained with FEMuS and the
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Figure 3.16: Comparison between DNS (circle marker), coupling applica-
tion and monolithic simulations of the non-dimensional velocity magnitude
(top) and turbulent kinetic energy (bottom) along x* coordinates at different
heights: y* = 0.5 on the left, y™ = 0.75 on the right.

k—w model from OpenFOAM. The profiles of the variables are plotted against
the non-dimensional z—direction at two different heights of the cavity: y* =
0.5 and y* = 0.75. To quantify the discrepancies between the simulation
profiles and the DNS data, the Root Mean Square Error (RMSE) is calculated
as

N

meEzdizwﬁww, (3.16)

i=1
where ¢; represents the simulation results and ¢; corresponds to the DNS
data at each point i. Additionally, the accuracy of the results are further
evaluated using the Normalized RMSE (NRMSE), which is computed by
dividing the RMSE by the range of the DNS data

MSE
NRMSE = —TASE (3.17)

Drnaz — P
max min

where ¢ —and ¢* . are the maximum and minimum values of the DNS

mazx min
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data.
Coupled k — w | kOmega | New A4P
yt =05 RMSE 0.0240 0.0306 0.0327
NRMSE 0.0435 0.0555 0.0594
R RMSE 0.0296 0.0346 0.0484
NRMSE 0.0556 0.0650 0.0908

Table 3.2: RMSE and NRMSE for dimensionless velocity magnitude, U™.

Figure 3.16 illustrates the dimensionless velocity profile (top) and the tur-
bulent kinetic energy (bottom). Regarding U™, both monolithic code solu-
tions produce results consistent with the DNS profiles. The FEMuS solution
tends to underestimate the velocity peak, while OpenFOAM slightly over-
estimates it. The coupling application provides results in good agreement
with DNS data, with improvements over monolithic OpenFOAM solver pre-
diction. In particular, the velocity peak and the velocity at the center of the
cavity, where the flow is nearly stationary, are accurately predicted. However,
in the transition region between the peak and the center of the cavity, the
coupled simulation still shows some deviation from the DNS profile. Table
3.2 reports the RMSE and NRMSE values for U'. The error in the coupled
simulations is lower than that of the FEMuS and OpenFOAM solutions for
both y™ values.

Coupled k — w | kOmega | New A4P
+ o5 | RMSE 0.0085 0.0104 | 0.0056
Y= | NRMSE 0.201 0.246 0.134
B RMSE 0.0083 0.0103 | 0.0121
yT =0.75
NRMSE 0.189 0.232 0.275

Table 3.3: RMSE and NRMSE for dimensionless turbulent kinetic energy,
k.

Regarding the turbulent kinetic energy, as illustrated in Figure 3.16, FE-
MuS and OpenFOAM produce appreciably different results. In particular,
FEMuS provides a k profile that better matches the DNS data, especially in
the central part of the cavity, while OpenFOAM offers a more accurate pre-
diction of the peak location. In the coupled application, the model used for
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k is based on OpenFOAM, and thus, the solution closely follows the Open-
FOAM results for both y* values. The peak of k is encouragingly maintained
in the correct wall distance compared to the FEMuS results, providing a bet-
ter prediction of its position. Moreover, the value of the peak increases from
the OpenFOAM monolithic solution. Table 3.3 reports the overall errors.
As expected, the slightest deviation from the DNS data is observed for the
FEMuS solution. However, the k values predicted by OpenFOAM show an
improvement when using the same turbulent model in the coupling applica-
tion.

Coupled k —w | kOmega | New A4P
y™ =0.5 | RMSE 0.0214 0.0254 0.0275
yT =0.75 | RMSE 0.0116 0.0389 0.0119

Table 3.4: RMSE for dimensionless temperature, 6%.

In Figure 3.17, the profiles of the simulated thermal field are displayed.
The RMSE values for the temperature solutions are provided in Table 3.4,
while RMSE and NRMSE for the turbulent heat flux components are reported
in Table 3.5. As shown in Figure 3.17 (top) and Table 3.4, the temperature
profile is well-estimated by the coupled application. The prediction of the
non-dimensional temperature has been improved compared to both mono-
lithic solutions for both y™ values.

Coupled k£ — w New A4P
<u/T/> <U/T/> <’U,,T,> <'U,T,>

=05 RMSE | 0.0010 | 0.0011 | 0.0009 | 0.0012
NRMSE | 0.2330 | 0.1683 | 0.1929 | 0.1842
= 0.75 RMSE | 0.0019 | 0.0010 | 0.0018 | 0.0012
NRMSE | 0.1888 | 0.1210 | 0.1813 | 0.1369

Table 3.5: RMSE and NRMSE for dimensionless turbulent heat flux, (u'7”).

The turbulent heat flux profiles are shown in Figure 3.17 (center and bot-
tom), and the corresponding errors are reported in Table 3.5. At y* = 0.5,
both components show a reduced range between their minimum and max-
imum values. In particular, the FEMuS monolithic solution tends to over-
estimate the maximum and underestimate the minimum of (v'T”), whereas
the coupled simulation smooths the profile by reducing the maximum and
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Figure 3.17: Comparison between DNS (circle markers), coupling application
and monolithic simulations of the non-dimensional temperature (top) and
turbulent heat flux components (center and bottom) along ™ coordinates at
different heights: y* = 0.5 on the left, y* = 0.75 on the right.

raising the minimum values. As regard the normal component of the turbu-
lent heat flux, the peak values predicted by the coupling application deviate
further from the DNS reference data. In the upper part of the cavity, the
results remain largely unchanged compared to the monolithic solutions. As
shown in Table 3.5, the errors in the turbulent flux components remain nearly
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unchanged compared to the monolithic solutions.
We now introduce the results for the skin friction coefficient and the
Nusselt number. The skin friction coefficient C'y is defined as

o= 1 Ov)
T oVGr 0x
where (v) is the vertical component of the mean velocity field. The average

Nusselt number has been computed as the integral of the local Nusselt number
in (2.21) over the hot wall. Table 3.6 presents the skin friction coefficient and

(3.18)

Coupled k —w kOmega New A4P [143]
Value | Error | Value | Error | Value | Error | Value
Cy | 0.098 | 10.90% | 0.083 | 24.92% | 0.076 | 30.81% | 0.110
Nu | 7.756 | 2.44% | 8.440 | 6.17% | 7.682 | 3.37% | 7.950

Table 3.6: Skin friction coeflicient and Nusselt number values and errors.

the Nusselt number for the three simulations, along with their error values.
Despite the high error in predicting C, the coupled simulation demonstrates
a considerable improvement with respect to both the monolithic solutions.
Moreover, the Nusselt number error, which was already low has been further
reduced to 2.44%. By combining the dynamic solver of OpenFOAM with
the more accurate thermal turbulence model of FEMuS, both C; and Nu
predictions are improved.






Chapter 4

Liquid Metal Heat Exchanger

The Ph.D. project, as part of the PON Research and Innovation program,
involves a collaborative initiative with Nier Ingegneria S.p.A., a technical
consultancy company that offers various services in the field of integral sus-
tainability. The company has expertise in several areas, including Systems
Engineering, Sustainability, Occupational Safety, and Software Engineering.
The collaboration was carried out with the System Engineering Area team,
which provides specialized technical consulting services in various fields, such
as fusion energy.

The collaboration takes place in the context of urgent climate change, a
challenge that demands a significant transition towards the use of sustainable
energy sources. Among these, solar energy stands out as one of the most
important renewable resources. Over the years, advances in solar energy
technology have boosted the development of increasingly efficient systems to
generate heat and electricity. One notable advancement has been inspired by
projects such as NEXTower [9], which has led to the use of liquid metals as
heat transfer fluids in Concentrated Solar Power systems operating at high
temperatures [10, 11]. This development draws on the experience gained in
the design of IV-generation nuclear reactors and nuclear fusion reactors. The
synergy between nuclear reactor design and CSP technology fields provides
a robust foundation for creating high-efficiency energy systems that operate
with liquid metals. The use of liquid metals, including lead and its alloys, as
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heat transfer fluids and thermal storage fluids could enable energy systems to
increase their operating temperature and, thus, plant efficiency. Therefore,
it is essential to accurately predict the fluid dynamics and thermal behavior
of these fluids, particularly under turbulent flow regimes.

This chapter presents the collaboration project with Nier Ingegneria S.p.A.
and focuses on analyzing various approaches for the numerical simulation of
a realistic PbLi-air heat exchanger designed by the company. The study aims
to improve the accuracy of predictions beyond the zero-dimensional approach
used by the company in heat exchanger design. The study begins with a de-
scription of the heat exchanger, including its design constraints imposed by
the prototype requirements. The analysis proceeds with simulations of the
turbulent flow of the lead-lithium alloy (PbLi) using different numerical meth-
ods. These approaches are compared to the original design parameters and
validated by comparing them with Direct DNS results to assess their accu-
racy and reliability. In addition, the chapter explores a numerical simulation
of the tube-and-fin assembly of the heat exchanger, where the interaction be-
tween the fins and the air is modeled as a porous medium. Finally, the study
addresses the conjugate heat transfer problem by building a comprehensive
simulation framework. This configuration involves coupling fluid and solid
domains using the boundary data transfer algorithm as described in Chapter
2.

4.1 Description of the Heat Exchanger

The analyzed PbLi-air heat exchanger is part of the International Thermonu-
clear Experimental Reactor (ITER) Test Blanket Modules (TBMs), which are
designed to evaluate tritium breeding concepts and heat extraction technolo-
gies for fusion power plants. The results from the TBM program will directly
contribute to the design of DEMO, the demonstration fusion power plant
that will succeed ITER [146, 147, 148]. The TBMs in ITER require several
ancillary systems to ensure their proper operation, monitoring, and integra-
tion within the reactor. These supporting systems handle cooling, tritium
production and extraction, neutron diagnostics, and safety functions [149].
Among them, the Lead-Lithium loop is a crucial system in some TBMs and
serves as both a breeder material to generate tritium (T) via neutron inter-
actions with lithium and a coolant to extract heat from the TBM. In the
normal operational state of the PbLi loop, the liquid metal flow returns from
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Figure 4.1: Geometry of the PbLi loop cooler.

the TBM module at a temperature of around 673 K, with a mass flow rate
in the experimental range of 0.2 — 1.0kg/s. The PbLi alloy is then heated
to 723K and enters the TEU (Tritium Extraction Unit), which extracts tri-
tium from the liquid metal into a gas phase. Downwards, a heat exchanger
cools down the PbLi to 573 K, this is done through a double cooling system
consisting of a closed air circuit (primary coolant) and a water cooling con-
nected to the ITER CCWS (Component Cooling Water System). After that,
part of the PbLi flow enters the cold trap (CT) for alloy purification, while
the remaining part is directly sent to the storage tank which also acts as a
draining system.

The PbLi loop heat exchanger model is shown in Figure 4.1. The system
consists of a closed outer casing that directs airflow from the lower chamber,
where the fan is located, to the upper section, which houses the tube bundle
that forms the heat exchanger. The airflow first passes through the tube
bundle on the left, where it extracts heat from the PbLi, cooling the liquid
metal. It then flows through a cooling coil, where it is further cooled by the
external water circuit.

This cooling system must ensure that the PbLi flow meets the required
conditions at the TBM inlet while maintaining a sufficient margin above the
PbLi freezing temperature throughout the entire loop. Regarding the lower
limit (safety margin), PbLi outlet temperatures below the design constraints
can be considered acceptable. In fact, the coldest region in the loop is not
the outlet of the heat exchanger but rather the CT outlet pipe, where PbLi
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reaches 526 K, which is 16 K above the freezing point [150]. Moreover, to
prevent the temperature from dropping further, heating cables will be acti-
vated to maintain a safe operating margin. For these reasons, the analysis of
the heat exchanger performance serves to verify that the upper limit (TBM
inlet temperature) is satisfied, while lower temperatures can be considered
acceptable as long as they remain above the solidification temperature.

In the following, the heat exchanger’s performance analysis focuses only
on its critical section, which is the interaction between the PbLi flow pipe
and the air. This section of the heat exchanger involves a non-conventional
fluid, the lead-lithium alloy, whose thermal performance requires particular
attention for the sizing of the system in Figure 4.1.

4.1.1 Constraints and properties of the PbLi-air heat
exchanger

According to the constraints, the cooler system of the PbLi loop is designed to
reduce the temperature of the PbLi alloy flow from 723 K to 573 K, achieving
a temperature reduction of 150 K. The mass flow rate of the liquid metal is
set at 0.63kg/s, corresponding to the thermal power extraction of 17870 W.
This cooling is accomplished using an airflow that externally sweeps the pipe
with a mass flow rate of 1.517kg/s. The air temperature is set to 333 K, and
it absorbs the heat from the liquid metal as it flows through the tube. As
seen in Figure 4.1, the PbLi-air heat exchanger consists of a single pipe with
a hydraulic diameter of D, = 0.03m and a length of L = 0.6m. The pipe
is made of EUROFER (EUROpean FERritic-martensitic steel) [151] with a
thickness of 0.004 m and is covered by 120 copper fins, each with an average
length of 0.014 m. The schematic of the PbLi-air heat exchanger is shown in
Figure 4.2, and the design parameters are summarized in Table 4.1 on the
left. The figure shows the internal tube where the liquid metal flows from the
inlet (on the left) to the outlet (on the right), the EUROFER pipe confining
the liquid metal flow, and the copper fins on the outside. The airflow is in a
cross-current configuration against the tube.

Table 4.1 on the right reports the physical properties of the materials used
in the following simulations. In particular, the properties of the liquid metal
refer to the Pb-rich eutectic alloy Pb-16Li (16 at.% Li) at the operational tem-
perature of 648 K [150]. EUROFER is a low-carbon ferritic-martensitic steel
optimized for resistance to neutron irradiation damage [151]. Its thermophys-
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TPbLi,out

TppLiin

Figure 4.2: Schematic representation of the PbLi-air heat exchanger.

Design Parameter Properties
Tporiin | 723 K || Material pE] [ N[X] | e [kgiK] u [Pa s
Trpriout | 973 K PbLi 9749 21.9 189.1 | 0.0017
M pyLi 0.63 | kg/s || Air 1.225 | 0.0292 | 1008.2 | 0.00002
Toir.in 333 K EUROFER | 7798 28.8 | 512.70 -
Mair 1.517 | kg/s || Copper 8933 401 385 -

Table 4.1: Design constraints of the heat exchanger and physical properties
of the involved material.

ical properties are reported at temperatures corresponding to the operating
temperature of the liquid metal.

4.1.2 Zero-dimensional analysis

According to the company’s design, the PbLi-air heat exchanger has been
modeled using an electrothermal analogy, where thermal resistances corre-
spond to electrical resistor components. Figure 4.3 illustrates the scheme of
thermal resistance acting on the heat exchanger system. The model com-
prises a series of two resistances and a block of resistance in parallel. The
first resistance is associated with the thermal convection of the liquid metal
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Figure 4.3: Schematic representation of the thermal resistance analogy.

to the pipe wall, labeled by Rppr;. The thermal resistance for convection
heat transfer is expressed as

Rpyri = hlA’ (4.1)
where h is the heat transfer coefficient at the pipe wall, and A is the exchange
surface, which corresponds to the internal surface area of the pipe. The liquid
metal heat transfer coefficient has been computed as h = ANu/ D}, using the
following experimental correlation for the Nusselt number [152]

Nu = 6.3 + 0.0167(RePr)*% pro-s, (4.2)

The value is equal to 5704 W/(m?K), calculated for a Reynolds number of
1.57 x 10* and a Prandtl number of 0.0146. Consequently, the calculated
resistance is 0.0031 K/W. The conduction resistance introduced by the EU-
ROFER pipe is determined using the solution of Fourier’s equation for a
hollow cylinder. The thermal resistance is given by the following relation

Rpp = ——¢ ¥ 4.3
EU T ) ( )

where r, and r; are the external and internal radii of the pipe, A is the thermal
conductivity of the material, and L is the pipe length. Given the thickness of
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the pipe, 0.004m, the length of the pipe, 0.6 m, and the conductivity of the
EUROFER as in Table 4.1 the value of Rgy is equal to 0.0022 K/W. The
block of parallel resistances consists of three distinct resistances. Rgy g, is
associated with convection between air and the EUROFER pipe and it as-
sumes the value of 0.123 K/W. It can be calculated using the same formula
as in (4.1), considering a value of 140.4 W/m?K for the heat transfer coeffi-
cient and a value of 0.058 m? for the surface area of the pipe in contact with
the air. The heat transfer coefficient of the air sweeping the pipe has been
calculated as h = ANu/Dj, using an empirical correlation for the Nusselt
number, known as Gnielinski correlation [153]. Thus, the Nusselt number
can be computed as

B (f/2)(Re — 1000) Pr
T T 127(f2) (P — 1)

(4.4)

where the Reynolds number for the air flow is 6.28 x 10* and f is the Darcy
friction factor. This parameter has been calculated using the following ex-
perimental relationship

f=A+BRe Y™ with A=0.00128, B =0.1143, m = 3.2154. (4.5)

REu qir is in parallel with two other resistances connected in series. The first is
Ryins, which corresponds to conduction within the fins. It has been calculated
with experimental correlation and assumes the value of 0.0022 K/W. The
second resistance, Rfipsqir, corresponds to convection between air and the
surface of the fins. The external surface of the fins in contact with airflow is
0.630m? and the heat transfer coefficient is 140.4 W/m?K. As a result, the
value of R fins qir is equal to 0.011 K/W.

The total thermal resistance calculated by the company’s design process
is expressed as follows

1
Rtot — 1 1 + REU + RPbLi = 00173 W/K, (46)

Rfin.s,air+Rfins REU,ai'r

and the total thermal power extracted is

. AT
— ~ 17873 W, (4.7)
RtOt

where AT is the temperature difference between the mean temperature of
the liquid metal, Tppr;, and the mean temperature of the air, T,;.. These
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mean temperatures are calculated as the averages of the inlet and outlet
temperatures of liquid metal and air.

The use of experimental relationships and analytical expressions results in
a total extracted thermal power that exactly matches the design constraint.
This outcome leaves no margin for uncertainty or safety factors, resulting in
non-conservative predictions. For these reasons, a CFD analysis has been
requested to validate or revise the current heat exchanger design. Compared
to the zero-dimensional approach, CFD simulations can offer more accurate
insights, particularly in estimating the heat transfer coefficient of the liquid
metal. By employing an appropriate numerical model for turbulent liquid
metal flow, it is possible to achieve a more precise prediction of the heat
transfer behavior than the algebraic value calculated in this section.

4.2 Lead-Lithium Simulation

The simulation of the lead-lithium alloy has been performed using both FE-
MuS and OpenFOAM monolithic turbulent codes. Considering the sym-

Figure 4.4: Schematic representation of the computational domain for Lead-
Lithium flow simulation.

metry of the problem, the computational domain can be simplified. The
Lead-Lithium simulation was performed over the entire length of the pipe
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Figure 4.5: Refined mesh of a single cell along the length of the pipe, used for
the liquid metal flow simulation by FEMuS (left) and OpenFOAM (right).

but employed an axisymmetric configuration in FEMuS code and a wedge
configuration in OpenFOAM. Both strategies effectively represent the radial
symmetry of the simulation. The schematic representation of the geometry
has been reported in Figure 4.4. The simplification results in a 2D domain
for FEMuS defined as a rectangle with a base of r; = 0.015m and a length of
L = 0.6m. Similarly, OpenFOAM adopts a wedge geometry with a radius of
0.015m and a length of 0.6 m. Figure 4.5 shows a single cell in y direction to
provide a clearer view of the radial mesh. It presents a cross-sectional slice
of the pipe, also highlighted in red in Figure 4.4. A refinement near the wall
has been adopted in both setups to guarantee that y™ remains lower than
1. In particular, the wall refinement ensures that the cell closest to the wall
has a width of 1 x 107*m. The computational mesh consists of 14792 cells
with 172 cells along the y direction and 86 along the radial direction for both
simulations.

Considering the operational temperature range, the thermal variation of
the physical properties is not expected to impact significantly on their values.
Thus, the liquid metal flow operates in a forced regime and the buoyancy
terms are neglected in all the governing equations. In particular, FEMuS
code uses the following RANS system of equation

O{u;)
al’i

~0, (4.8)
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D{u;)  10{p) N 9 [V <8<Ui> N 8(uj>> _ <u;u;>1 7 (4.9)

Dt p Ox;  Ox; Oz, ox;
DTy o (o) .
Di ~ ox (a P (w,T"y ) . (4.10)

The Reynolds stress tensor and the turbulent heat flux are computed using
EASM and EAHFM presented in Chapter 1. These models use the expres-
sions for (u'u’) and (u'T"), as detailed in (1.213) and (1.237). The model
closure is obtained with the logarithmic four-parameter turbulence model,
K —Q — Ky — Qy, as shown in (1.246), (1.247), (1.249) and (1.250).

OpenFOAM solves for the RANS system of equations using the Boussi-
nesq hypothesis

Oui)
oz, =0, (4.11)
D (u;) 10(p) 0 Oui) | O(uy)
D{T) 0 o(T)
D 2 Jia v %0). (@.13

The turbulent viscosity is computed with the kOmegaSST model, while the
turbulent diffusivity is derived through the Reynolds analogy with Pr, =
0.85.

We base the simulation approach on the assumption that the lead-lithium
alloy flows through a pipe before entering the heat exchanger and reaches the
fully developed flow condition. With respect to the thermal field, the sim-
ulation is meant to model a developing flow. In a realistic scenario, the
flow enters the pipe at its maximum temperature and begins to cool as it
progresses along the pipe. This setup leads to the following boundary condi-
tions: for both codes, a no-slip boundary condition is applied to the velocity
field on the wall of the pipe I',. To simulate fully developed flow, FEMuS
adopts pressure values as boundary conditions at both inlet and outlet (I';
and I',). These constraints create a sufficient pressure drop to achieve the
correct mass flow rate required by the setup. OpenFOAM, on the other hand,
employs mapped boundary conditions, where the outlet velocity is mapped
to the inlet boundary. Moreover, to guarantee a fully developed flow regime,
OpenFOAM imposes a constraint on the mean bulk velocity. In particular,
the imposition of a meanVelocityForce constraint and the setting of the
bulk velocity to 0.0914 m/s create the condition for the fully developed flow.
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In FEMuS, the symmetry condition imposed on the boundary along the ro-
tation axis, I'y, is a homogeneous Neumann boundary condition. In contrast,
OpenFOAM uses a wedge boundary condition for the front and back faces of
the wedge geometry.

For the temperature field, both codes set the inlet temperature to a uni-
form value of 723 K, representing the maximum temperature of the lead-
lithium alloy. At the pipe wall, a homogeneous heat flux boundary condition
is applied, with a value of ¢ = —315998 W /m?. This value corresponds to the
design specification provided by the company and represents the total thermal
power per unit surface area. A homogeneous Neumann boundary condition is
applied at the outlet for both codes, meaning that no heat escapes the simu-
lation domains through these boundaries. Symmetry conditions are imposed
on the remaining boundaries.

Regarding the turbulent variables, FEMuS applies zero-gradient bound-
ary conditions at both the inlet and outlet for all dynamic and thermal turbu-
lent quantities. On the wall boundary I',,, we impose the conditions specified
in 3.10 for £ and w, and in 3.11 for ky and wy. In contrast, OpenFOAM ap-
plies mapped boundary conditions at the inlet and outlet, and on I',, it uses
the built-in kqRWallFunction and omegaWallFunction for k and w, respec-
tively. The other parameters of the OpenFOAM simulation are discussed in
Appendix B.

4.2.1 Numerical Results

In this section, the results obtained with the CFD codes are presented. Con-
sidering the axisymmetry of the problem computed with FEMuS code, the
bulk velocity can be calculated as

o (u(r))rdr

== 4.14
o oirdr ( )

where u(r) is the streamwise component of the velocity vector, the only non-
zero velocity component. For the OpenFOAM code, u, can be computed
as an integral on any cross-sectional surface normal to the stream direction.
The pressure drop imposed in FEMuS code and the meanVelocityForce
constraint in OpenFOAM are set to achieve a bulk velocity of 0.0914m/s.
This velocity corresponds to a mass flow rate of 0.63 kg/s, as required by the
design constraint.
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With respect to the thermal field, the heat flux applied to the wall bound-
ary is responsible for cooling the flow temperature from the inlet value to the
required outlet temperature. The bulk temperature at the outlet can be cal-
culated for FEMuS by considering the cylindrical configuration of the pipe

~Jo (T (7)) (u(r))rdr
Toout = 0 Yyrdr

For OpenFOAM, the outlet bulk temperature can be calculated by applying

as follows

(4.15)

an integral on the outlet surface. Table 4.2 compares the simulation results
with the predicted analysis provided by the company. The temperature at
the pipe outlet, calculated using the FEMuS solver, is 573.1 K, while the
temperature obtained from the OpenFOAM solution is 572.6 K. These bulk
temperatures result in thermal power extraction values of 17860 W for FE-
MuS and 17916 W for OpenFOAM. The table reports also the mean wall

OpenFOAM | FEMuS | Prediction
Thout [K] 572.6 573.1 573

Q W] 17916 17860 17870

T, [K] 594.42 589.6 -

Ty [K] 647.6 647.7 648
Rpyri [K/W] 0.0030 0.0032 | 0.0031
h [W/(m*K)] 5940 5431 5704

Nu 8.11 7.45 7.81

Table 4.2: Comparison between OpenFOAM and FEMuS results with the
predicted quantities.

temperature, T,,, the bulk temperature throughout the entire domain, 7y,
the convective thermal resistance, Rpyr;, the heat transfer coefficient, h and

the Nusselt number, Nu. The thermal resistance has been computed using
(4.1), where h is calculated as h = ¢/(T, — Tp).

4.2.2 DNS Comparison

This section presents a more detailed analysis of the dynamic fields. The
discussion of the dynamic behavior is feasible because the flow is fully devel-
oped. Moreover, given the forced convection nature of the flow, the non-fully
developed temperature profile has no impact on the velocity-related fields.
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As a result, we can provide a comprehensive comparison with the DNS data
in the literature. Several DNS reference databases have been created for pipe
flows, varying the friction Reynolds number (Re, = u,d/v). Specifically, the
available DNS data correspond to the cases listed in Table 4.3. Each value of
Re, is associated with a bulk Reynolds number (Re;,), which is also detailed
in Table 4.3. The graph in Figure 4.6 presents the friction Reynolds numbers

Re, | Re, DNS
5300 | 181 | [154, 155, 150]
5500 | 186 [157]
11700 | 360 [154]
19000 | 550 [154]
24580 | 685 [156]
37700 | 1000 [154]
44000 | 1140 | [155, 156]

Table 4.3: Bulk Reynolds numbers and the corresponding friction Reynolds
numbers of the DNS cases in literature.

1200 1 Linear Regression: Re, = 0.0249Rey, + 61.3242
DNS
FEMuS

1000 +

Do+\

OpenFOAM

800 1

Re.-

600 1

400 1

200 1

05 1.0 15 20 25 30 35 40 45

R ey x10*
Figure 4.6: Regression line of the relationship between the bulk Reynolds
numbers and the corresponding friction Reynolds numbers (cross markers).
Values of the bulk Reynolds numbers computed by OpenFOAM (square

marker) and FEMuS (circular marker) simulations for the heat exchanger

case.
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against the bulk Reynolds numbers. The DNS data of Table 4.3 and the com-
putational results obtained using the FEMuS code and OpenFOAM. A linear
regression fit, expressed as Re, = 0.0249 Re, + 61.3242, is superimposed to
highlight the trend of the data set. For a bulk Reynolds number of 1.57 x 10*,
the value of Re, calculated using the FEMuS code is 459, corresponding to a
friction velocity of 0.00534, while the value computed by OpenFOAM is 389,
with a friction velocity of 0.00452. As shown in the Re.-Re, plot the FEMuS
result aligns well with the linear trend. The precision in the accuracy of Re,
gives confidence in the reliability of the model used to simulate turbulent
flow. The correctness of the FEMuS turbulence model is further confirmed
by the validation performed in [145]. In contrast, the OpenFOAM results
show a noticeable deviation from the linear regression line, suggesting that
these results cannot be considered an accurate prediction of the turbulent
flow.

A qualitative comparison can be performed between the DNS profile of
the dynamic fields and the results obtained with the two codes. Variables
are normalized using wall units, such as friction velocity, u,, and kinematic
viscosity, v. The friction velocity is used to normalize the velocity as

L u
vh=—. 4.16

- (4.16)
The components of the Reynolds stress tensor and the turbulent kinetic en-
ergy are normalized as follows

(u'u’) (u'v') (V"' k
waty =0 gy = SO0 e = e B )

All the variables are reported against the non-dimensional radial coordinates

ot =T (4.18)
1%

At the top of Figure 4.7 the non-dimensional velocity is reported, on the right
a zoom-in view is provided. The turbulent kinetic energy is displayed in the
center-left of the figure. For both variables the FEMuS and OpenFOAM
solutions are provided. In the middle right and bottom of Figure 4.7, the
Reynolds stress tensor components are reported exclusively for FEMuS code.
The solutions provided by FEMuS and OpenFOAM are indicated as PbLi (F)
and PbLi (OF). Comparisons have been made by plotting the DNS profiles for
the nearest lower and higher values of Re,. The simulated case of the Lead-
Lithium flow represents an intermediate case between the DNS cases with
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Figure 4.7: Comparison of the simulated cases, PbLi (F) for FEMuS and PbLi
(OF) for OpenFOAM, with two DNS dataset (Re, = 360 and Re, = 550)
from [154] and the results from [145] (A4P) for non-dimensional velocity,
turbulent kinetic energy and non-dimensional components of the Reynolds
stress tensor.
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Re, = 360 and Re, = 550. Moreover, the corresponding solutions provided
by the validation in [145] are shown for further comparisons. These latter
simulations are labeled with the acronym A4P, which stands for ”"anisotropic
four parameter”; referring to the turbulence model used.

The non-dimensional velocity and turbulent kinetic energy profiles demon-
strate good agreement with FEMuS solutions. For all the friction Reynolds
numbers, the numerical results of the A4P solutions for the dimensionless
velocity align perfectly with the reference data, and the new simulated case
fits well as an intermediate profile between the two DNS cases. A similar
observation can be made for k*, where the FEMuS solutions consistently
exhibit an overestimation of the near-wall peak in all cases. This suggests
that the new case solution is also likely to overestimate its corresponding
peak. However, the velocity profile computed using OpenFOAM shows a
slightly different trend, which may explain the observed discrepancy in fric-
tion velocity. Furthermore, the turbulent kinetic energy profile provided by
OpenFOAM significantly underestimates the near-wall peak and exhibits no-
table discrepancies compared to the DNS profile. The three components of
the Reynolds stress tensor for the PbLi case provide similar considerations for
the FEMuS simulation. The diagonal components, (v'u/)™ and (v'v'), show
some discrepancies compared to the reference data. In particular, (u'u/)*
exhibits an overall overestimation, while (v/v’)" tends to overestimate only
the peak of the profile, providing satisfactory agreement in the bulk region.
The new simulated case follows similar profiles for both variables. The off-
diagonal component, (u'v’)*, on the other hand, aligns perfectly with the
simulation results of the A4P validation for the two DNS cases provided.
The PbLi case once again exhibits an intermediate profile, consistent with its
expected behavior.

These results suggest that the FEMuS model, that includes formulations
for the components of the Reynolds stress tensor and provides a more ad-
vanced near-wall treatment of the variables, can be used to accurately predict
liquid metal turbulent flow. Thus, the conjugate heat transfer problem pre-
sented later in this chapter employs FEMuS to solve the fluid domain and
OpenFOAM to solve the solid domain.
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4.3 Pipe and Fins Simulations

In this section, the solid domain is analyzed and the results obtained using
OpenFOAM-v11 are presented. The computational domain of the problem

Figure 4.8: Schematic representation of the computational domains used for
the EUROFER pipe and copper fins simulation by OpenFOAM (left). Mesh
of a single cell along the length of the pipe (right), pipe and fins mesh are
reported in red and in gray, respectively.

consists of two distinct regions: the EUROFER pipe and the copper fins. The
scheme of the computational domain is illustrated in Figure 4.8 on the left,
where the EUROFER pipe is highlighted in red, and the fins in gray. Figure
4.8 also shows a y-section of the mesh used for the OpenFOAM simulation.
The mesh consists of 2576 cells, with 92 cells in the y-direction, and blocks
of 8 cells in the radial direction for the pipe domain and 20 cells in the
radial direction for the fins region. Both regions are treated in OpenFOAM
using a wedge configuration, leveraging the symmetry of the problem. Given
the internal radius of 0.015m and a tube thickness of 0.004 m, the interface
radius of the pipe is r, = 0.019m. The average length of the fins is 0.014 m,
resulting in an external radius equal to r, = 0.033 m.

The solid solver of OpenFOAM is used to calculate the temperature
distribution for the multi-region domain. It solves the energy equation for
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both solid regions, which is expressed as

or o oT
pegy = o (A&m») ; (4.19)

where p is the density, ¢ is the specific heat capacity and X is the thermal
conductivity. All these material properties listed in Table 4.1 are assumed to
be constant; therefore, the built-in thermophysical model constSolidThermo
is used. Regarding the boundary conditions for the pipe, a Dirichlet bound-
ary condition is imposed at the internal wall in contact with the liquid metal
flow, I',. At the top and bottom of the pipe, corresponding to the inlet and
outlet sections, adiabatic conditions are imposed. The front and back faces
are treated as wedge boundaries in OpenFOAM to enforce the symmetry con-
dition. At the interface between the two domains, I',,,, OpenFOAM provides
a coupled temperature boundary condition, ensuring the coupling of both
temperature and wall heat flux between the two regions. The boundary con-
ditions applied to the fins region are similar to those described for the pipe.
The top and bottom surfaces are treated as adiabatic, while a fixed tempera-
ture of 338.85 K is assigned to I',,, which is the external wall in contact with
air flow. This temperature corresponds to the mean air temperature of the
PbLi-air heat exchanger.

In the following, two configurations are presented to simulate the inter-
action between the fins and the air domains.

Case 1. In the first configuration, Case 1, the fins region is treated as if it
is composed entirely of solid material. This approach involves modifying the
properties of the copper material to account for all thermal effects that occur
in this region. In particular, the fins domain must account for the thermal
resistance of the parallel block in Figure 4.3. This block introduces a thermal
resistance calculated as

1 K
Rey = . = 00121 (4.20)

Rfins,air+Rfins REU,aiT‘

This computational domain corresponds to a hollow cylinder, and the thermal
resistance introduced by this material must be equal to 0.0121 K/W. Using
the definition of thermal resistance for a hollow cylinder as

In r=

R=_ =, (4.21)
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we can deduce an equivalent thermal conductivity as
In r=

W
Aeg = —=2— =12.103 —. 4.22
" 27R.,L mi (422)

For Case 1, two simulations were performed. In the first, a uniform Dirich-
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Figure 4.9: Radial temperature distribution for the solid multi-region simu-
lation compared to the analytic solution (circle markers).

let boundary condition is applied to I's, using the mean wall temperature
computed by FEMuS in the previous section, which is 589.6 K. The solution
is shown in Figure 4.9, where the radial temperature profile is compared to
the analytical solution for the conduction problem. The analytical solution
for heat conduction in two connected hollow cylinders with different thermal
conductivities (A; and Ay) under steady-state conditions is derived as follows

cy1 T in — CrIn(r; ifr, <r<r,
Ty = ¢ n(r) + (T, 1In(ry)) it <r<r (4.23)
Cs 111(’[“) + (Tw,ea:t —Cs 1D(T’e)) ifr, <r<r,,
where - .
C _ w,ext w,in 4,94
T () — () — 2 In(r) + 2 In(r,)’ (4.24)
and \
Cy = 0 (4.25)
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Here, T, i, represents the temperature of the internal wall of the pipe, while
Twest is the temperature applied to the external wall of the fin cylinder.
The thermal conductivity A; corresponds to the conductivity of EUROFER,
while )\ is the equivalent thermal conductivity used for the fins region. Due
to the uniform temperature imposed at the inner wall and the adiabatic
boundaries at the inlet and outlet sections, the problem reduces to a one-
dimensional radial heat conduction case, resulting in temperature profiles
that is the solution of the analytical problem.
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Figure 4.10: Radial temperature distribution for the solid multi-region sim-
ulation at three different heights of the pipe.

The second simulation for Case 1 is performed by applying the non-
uniform wall temperature distribution, obtained from the lead-lithium flow
simulated with FEMuS, as a Dirichlet boundary condition on I';. Figure
4.10 shows the radial temperature profiles at three different heights along
the pipe: one-third of the length, two-thirds of the length, and at the outlet
surface. As expected, the non-uniform wall temperature results in a varying
temperature profile along the solid domain.

Figure 4.11 compares the temperature distributions from the two simula-
tions of Case 1. The distributions across the pipe and fins domains (separated
with a black line) are shown for both simulations, with the aspect ratio ad-
justed for visual clarity. The simulation with a uniform Dirichlet boundary
condition (left) results in parallel temperature isolines, while the non-uniform
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Figure 4.11: Temperature distribution for Case 1 for case with a uniform
Dirichlet boundary condition on I'y (left) and a non-uniform Dirichlet bound-
ary condition on I'y (right).

temperature distribution (right) produces curved isothermal lines.

Case 2. The second approach, Case 2, considers the fins region as a porous
material, introducing a third region represented by the air domain. In this
porous approach, the air region completely overlaps the fins region and is used
only for thermal coupling purposes. To implement this case, the fvModel
class in OpenFOAM is used, and the interRegionHeatTransfer coupling
is applied. This functionality provided by OpenFOAM introduces a coupled
quantity that is used by the solver of the two domains (fins and air) to
compute the heat transferred between them. In particular, it introduces the
heat source term into energy equations of both air and fins region as

Q = hAv (Tnbr,mapped - T), (426)

where h is the heat transfer coefficient between air and fins, A, is the exchange
area per unit volume, 7" is the temperature variable of the region being con-
sidered (either air or fins) and T mapped i the coupled temperature field
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Figure 4.12: Radial temperature profiles for the solid multi-region simulation,
comprising pipe and fins temperature profiles (black lines) and air tempera-
ture profiles (red lines). The temperature distributions refer to three positions
along the heat exchanger: one-third of the length (solid lines), two-thirds of
the length (dash-dotted lines), and at the outlet surface (dashed lines).

provided by the neighboring region (fins or air). The coupled temperature
field is computed using the intersection method as interpolationMethod,
a built-in interpolation algorithm available in OpenFOAM. This quantity is
used in Equation (4.19) as a volumetric heat source in both regions, ac-
counting for the heat exchanged between them. This approach allows for the
specification of the heat exchange area of the fins, which is significantly larger
than the area provided by the external surface of the hollow cylinder. In this
simulation, the resistance due to convection between air and fins, Rfins. air,
is accounted for through this contribution. The values of the heat transfer
coefficient and the heat exchange area, presented in the previous section, are
140.4 W/m?K and 0.630 m?, respectively. The remaining thermal resistances,
Ryins = 0.002K/W and Rgpq;r = 0.123K/W, are modeled using equivalent
thermal conduction. In particular, the resistance Ry, corresponds to heat
conduction within the fin region, while Rpgy 4, represents the resistance of
the air domain. Applying Equation (4.21) to the external hollow cylinder, we
obtain A\, = 66.5 W/(mK) for the fins domain. Then, considering the vol-
ume fraction occupied by the fins, we reduce the thermal conductivity of the
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hollow cylinder to A\, = 9.76 W/(mK). For the air region, based on Equa-
tion (4.21) and the volume fraction occupied by air, an equivalent thermal
conductivity of A\, = 1.02W/(mK) is imposed within the domain.

Figure 4.12 shows the radial temperature profiles computed in Case 2.
The black lines correspond to the radial profile simulated in the solid regions
comprising EUROFER tube and copper fins regions. The red lines display the
temperature distributions for the air domain. Temperature profiles are shown
at three different heights along the pipe to highlight the variations caused by
the non-uniform wall temperature imposed as a boundary condition at the
inner surface of the pipe. In this simulation, the thermal power transferred
from the fins to the air is 1017 W. The total heat transfer rate, ), extracted
from the external surface of the computational domain, I',,, is 17878 W. This
includes 15122 W through the external surface of the fins region, accounting
for both conduction and convection heat transfer, and 3774 W through the
air’s external surface, corresponding to the thermal power in the parallel
branch of Rgy qir-

4.4 Conjugate Heat Transfer Application

In this setup, the entire heat exchanger is simulated using the boundary cou-
pling application, where FEMuS and OpenFOAM codes perform the liquid
metal flow and solid regions simulations, respectively. Figure 4.13 illustrates
the scheme of the computational domain. The orange zone represents the
liquid metal domain, the red zone corresponds to the EUROFER pipe re-
gion, and the gray zone indicates the fins region. On the right, a single cell
along the y direction of the heat exchanger mesh is reported. This geometry
includes two distinct interfaces: the first, I',,,, connects FEMuS and Open-
FOAM and represents the interface between the fluid domain (PbLi flow)
and the solid domain; the second, I';,,,, is the interface between the two solid
regions, specifically between the EUROFER pipe and the fins region.

The integration between FEMuS and OpenFOAM across the I',,, interface
is handled using the coupling application for boundary data transfer described
in Chapter 2. In the context of the conjugate heat transfer problem, the
wall heat flux in I'),,, provided by FEMuS, is transferred to OpenFOAM.
These values are used as non-homogeneous Neumann boundary conditions
on the internal wall of the pipe geometry. In turn, OpenFOAM provides the
wall temperature to FEMuS, which uses it as a non-homogeneous Dirichlet
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R

Figure 4.13: Schematic representation of the computational domains used
for the CHT simulations (left). Mesh of a single cell along the length of
the heat exchanger (right). It comprises the liquid metal domain (orange),
EUROFER pipe domain (red) and copper fins domain (gray).

boundary condition for the temperature equation.
The simulation of the solid domain and the coupling through the T,
interface are carried out using two different configurations.

Case A. The first approach uses the coupling application not only to con-
nect FEMuS and OpenFOAM across I',,,, but also to couple the two solid
regions managed by OpenFOAM across I';,,,. At this interface, the wall heat
flux from the EUROFER pipe is transferred as a non-homogeneous Neumann
boundary condition to the copper fins region. In return, the copper fins re-
gion provides the wall temperature as a Dirichlet boundary condition back
to the pipe. The coupling configuration adopted for this approach, referred
to as Case A, is schematically illustrated in Figure 4.14.

In this scenario, the fins domain is treated as described in Case 1 of Sec-
tion 4.3, where the thermal conductivity used for the fins region is taken as
calculated in (4.22). Figure 4.15 shows the temperature profiles at three dif-
ferent heights along the heat exchanger. The solid line corresponds to 1/3 of
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Figure 4.14: Schematic representation of the coupling algorithm for Case A.
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Figure 4.15: Multi-region radial temperature profiles at three sections of the
pipe, y/L = 1/3 (solid), y/L = 2/3 (dashed) and y/L = 1 (dash-dotted), for
both the CHT simulation (black) and PbLi flow simulation as in Section 4.2
(blue).

the total pipe length, the dashed profile is taken at 2/3L, and the remaining
profile represents the outlet section of the pipe. The black lines correspond to
the radial temperature profile across liquid metal, pipe, and fins computed in
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the CHT simulation. For comparison purposes, in blue, we have reported the
temperature profiles for the fluid flow simulation performed using FEMuS, as
described in 4.2.1. This simulation is referred to as PbLi. This PbLi simula-
tion is performed with a fixed wall heat flux applied to the external wall of the
fluid domain, here I';,,,, whereas in the CHT simulation, the wall heat flux on
the same surface is non-homogeneous. This difference results in non-uniform
cooling along the length of the pipe. At the inlet, the temperature difference
between the PbLi and the pipe is at its maximum, leading to a maximum
wall heat flux at the interfaces. As the flow progresses along the pipe, the
temperature difference between the solid and the fluid domains decreases,
leading to a progressive reduction in the wall heat flux between the regions.
For completeness, Figure 4.16 shows the two-dimensional temperature field
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Figure 4.16: Temperature distribution in the liquid metal flow, EUROFER
pipe, and fins domains, as obtained from the Case A simulation.

in the three regions involved in the simulation of Case A. A solid black line
separates each of the three regions. From left to right, the field distribution
is shown within the liquid metal, the pipe, and the fins. Table 4.4 summa-
rizes the calculated results and compares them with the predicted values. It
can be observed that the bulk temperature at the pipe outlet satisfies the
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CHT | Prediction
Tyou [K] | 5721 573
Q [W] 17964 | 17870
T, [K] 585.8 -

Ty [K] 633.6 648
Rpyri [K/W] | 0.0028 | 0.0031
h [W/(m*K)] | 6413 5704
Nu 8.79 7.81

Table 4.4: Comparison between CHT results with the predicted quantities
for Case A.

design constraint, reaching 572.1 K, which is slightly lower than the target
value of 573 K, which corresponds to a total cooling power of 17964 W. The
CFD simulation provides a heat transfer coefficient of 6413 W/m”K, which is
higher than the predicted value. This suggests that the convective resistance
of the liquid metal flow is lower than initially estimated and, consequently,

the simulated Nusselt number exceeds the prediction.
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Figure 4.17: Schematic representation of the coupling algorithm for Case B.

Case B. The second CHT simulation adopts the full configuration setup,
involving the air domain similarly to Case 2 of the previous section. Unlike
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Figure 4.18: Multi-region radial temperature profiles at three sections of the
pipe, y/L = 1/3 (solid), y/L = 2/3 (dashed) and y/L = 1 (dash-dotted), for
the CHT simulation (black), air (red) and PbLi flow as in Section 4.2 (blue).

the boundary data transfer of Case A, this configuration requires the use
of the dedicated wrapper developed for the OpenFOAM multi-region solver.
In this setup, the I',, interface is managed through the MED library. The
MED communication on I',,, has been implemented between FEMuS and
the multi-region application of OpenFOAM. Consequently, the I',,, interface,
located between the EUROFER pipe and the copper fins region, is handled
internally by the OpenFOAM CHT solver, without any external coupling.
Additionally, the interaction between the fins region and the air domain is
modeled using OpenFOAM’s fvModel functionality, which applies volumetric
coupling within the two domains. Figure 4.17 shows the coupling application
for Case B.

Similar considerations to those discussed for Case A can be drawn by
examining the radial temperature profiles shown in Figure 4.18, evaluated
at the same three heights along the pipe. The temperature profiles for the
liquid metal, EUROFER pipe, and fins are plotted in black, while the air
domain profile is shown in red. For reference, the temperature distribution
obtained from the FEMuS solver in Section 4.2.1 is indicated in blue. Table
4.5 summarizes the results of the main quantities compared to the predicted
values. The CHT simulation results in a Nusselt number of 7.97, which is
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CHT | Prediction
Ty out [K] 571.4 573

Q W) 18065 | 17870
T, [K] 579.1 -
T, [K] 634.1 648

Rpyri [K/W] | 0.0030 | 0.0031
h [W/(m?K)] | 5810 5704
Nu 7.97 7.81

Table 4.5: Comparison between CHT results with the predicted quantities
for Case A.

slightly higher than the predicted value of 7.81. This values indicates that the
convective heat transfer of liquid metal is marginally higher than predicted.
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680.5 415.3
638.0 405.8
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Figure 4.19: Temperature distribution in the liquid metal low, EUROFER
pipe, and fins domains (left), and in the air domain (right), as obtained from

the Case B simulation.

The 2D temperature field distribution is shown in Figure 4.19. On the left,
the temperature field for the liquid metal, the pipe, and the fins domains are
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displayed, while on the right, the temperature distribution for the air domain
is presented.

The results from Case A and Case B may suggest that the theoretical
prediction of the Nusselt number is underestimated and that the actual heat
flux is higher than initially expected. The liquid metal’s heat transfer perfor-
mance allows the heat exchanger to operate effectively, achieving an outlet
temperature that satisfies the required constraint. Moreover, the resulting
outlet temperature remains sufficiently above the critical value. This re-
sult provides a margin of safety that protects against potential discrepancies
between the computational model and the real system configuration. Fur-
thermore, the presence of a reheater downstream of the PbLi heat exchanger
ensures that the critical temperature threshold is never reached.



Conclusions

The primary objective of this dissertation is to develop a numerical platform
for studying complex engineering systems involving liquid metals. These
materials are a vibrant research topic because of their promising applicability
in emerging energy technologies, such as Concentrated Solar Power plants
and Generation IV nuclear reactors. In these power plants, the research
community is actively investigating the use of liquid metals as heat transfer
fluids, leveraging their exceptional thermal properties to address the demands
of high-performance thermal management.

Accurate modeling of turbulent natural convection and heat transfer is es-
sential for liquid metals. It is important to overcome the limitations of eddy
viscosity and eddy diffusivity models commonly implemented in commercial
software. This challenge can be tackled by using more advanced turbulence
closure models. In the FEMuS code, indeed, the Reynolds stress tensor and
the turbulent heat flux are modeled using the Explicit Algebraic class of mod-
els, and the four-parameter model is used to close the system of equations.
In this Thesis, buoyancy terms have been incorporated into the EASM and
EAHFM equations to improve the prediction of turbulent natural convection
flows.

Within the numerical platform framework, the coupling between the FEM
code FEMuS and the FVM code OpenFOAM has been realized using the
open-source MED library. The volume data transfer algorithm has been
validated by studying a differentially Heated Cavity domain under a laminar
natural convection regime for standard fluids, such as air and water. In
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these coupling applications, the exchanged quantities are the temperature
and velocity fields across the entire domain. On the other hand, the boundary
data transfer algorithm has been validated using a Conjugate Heat Transfer
problem, where a natural convection flow inside a square cavity is thermally
coupled with solid domains on the side walls. The interface coupling has
involved the mutual exchange of wall temperature and heat flux between
the domains. The results obtained from the DHC and CHT problems have
validated the implemented coupling algorithm.

The turbulent natural convection in liquid metals has been investigated
using monolithic and code coupling approaches. The buoyant algebraic model
has been validated in a DHC configuration for three cases involving liquid
metals. The FEMuS results have been compared with both DNS benchmark
and experimental data. Including buoyancy terms considerably improved the
prediction of the variables in all three cases. However, some discrepancies
have been found in dynamic field simulation, particularly in predicting & — w
variables.

The same configuration has been investigated using OpenFOAM’s built-in
turbulent models. All of them rely on the eddy viscosity and eddy diffusivity
models. The comparison with DNS and experimental data shows a good
alignment, particularly for the velocity profile for all the turbulent models.

A third approach has been used to investigate this phenomenon. The vol-
ume data transfer algorithm has been used to leverage the thermal turbulent
model used in FEMuS with the dynamic, turbulent model implemented in
OpenFOAM. We could observe a general improvement in the prediction of
velocity and temperature fields meaning that both solvers could benefit from
a coupled approach.

Finally, a realistic case of a liquid metal heat exchanger involving a Lead-
Lithium alloy flowing through a cylindrical pipe with fins has been analyzed.
Separate simulations were conducted for the fluid and solid domains using
various configurations. The turbulent flow of the liquid metal was simulated
using FEMuS with the anisotropic four-parameter model and OpenFOAM
with the £ — w SST model. A comparison with DNS data demonstrated the
greater reliability of the FEMuS solutions with respect to OpenFOAM ones
in turbulent forced regimes. The pipe and fins regions were simulated in two
different configurations using the solid solver in OpenFOAM, both employ-
ing OpenFOAM’s built-in coupling paradigm. Within the numerical coupling
framework, two conjugate heat transfer configurations have been employed to
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thermally couple the fluid region, solved by FEMuS, with the solid regions,
solved by OpenFOAM. The first simulation used the MED-based coupling to
thermally couple all three domains: the EUROFER pipe was coupled with
both the liquid metal flow and the copper fins region through the developed
coupling application. In the second simulation, the coupling between the fluid
flow and the pipe was handled using the MED interface, while the interac-
tion between the pipe and the fins was managed internally by OpenFOAM’s
native multi-region solver. The interface coupling enabled the analysis of the
heat transfer performance of the liquid metal under a non-uniform wall heat
flux. Specifically, it allowed for a more precise calculation of the convection
resistance of liquid metals and comparison with the predicted value.

It can be concluded that the coupling application proves to be a valuable
tool for simulating complex phenomena that stand-alone commercial codes
cannot fully or accurately capture. Its modular design allows for future ex-
tension to other numerical solvers and the inclusion of additional physical
models, enabling accurate simulations of more advanced multiphysics sys-
tems.
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Appendix A

Developed Routines

In this appendix, we describe the main routines implemented during the
project. The aim is to offer a clearer and more detailed view of the algorithms’
internal logic, complementing the developed C++ classes of the coupling
application described in Chapter 2. Each routine is presented in a structured
format to highlight key computational steps and decision-making processes.

A.1 MED Class Routines

This section describes the main methods implemented in the C++ class,
named MEDclass, of the developed coupling application. The first routine
generates the MED mesh starting from the connectivity and coordinate vec-
tors provided by the coupled codes (e.g., FEMuS and OpenFOAM). The al-
gorithm of the routine create mesh() is shown in Algorithm 5. The function
creates an instance of an unstructured mesh, named _mesh, and allocates suf-
ficient memory to store a number of cells equal to nel, using the MED routine
mesh.allocateCells(nel). Each cell is then added to the mesh by speci-
fying the cell type (e.g., QUAD4, HEXA8, TRI3 etc.), the number of DOFs per
cell, and its connectivity through the mesh.insertNextCell(type, dof,
conn) routine. The MED method mesh.finishInsertingCells() marks
the completion of the cell insertion process, once the mesh is completed. A
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Algorithm 5 Create mesh
function CREATE_MESH(conn, coord, type, dimension)

1:

2 Set dimension and elements type of the interface mesh

3 Create mesh object of type MEDCoupling: :MEDCouplingUMesh
4: Allocate memory for the nel number of cells

5: while ¢ # nel do

6 Set cell connectivity

7 Insert i-th cell

8 end while

9: Close memory

10: Create tmp array of type MEDCoupling: :DataArrayDouble

11: Allocate memory for ndof x dimension coordinates
12: Copy coordinates into tmp
13: Use tmp to set coordinates into mesh object

14: end function

temporary MED array, tmp, is then created. The function tmp.alloc(ndof,
dimension) allocates the memory needed to store the coordinate values, with
a total size corresponding to the number of nodes times the mesh dimension-
ality. The standard copy method is then used to transfer the values from
the coord vector provided by the numerical code into the tmp array. To add
the coordinates to the mesh, the MED routines mesh.setCoords (tmp) and
_mesh.zipCoords () are employed.

Algorithm 6 Initialization of node fields

1: function INIT_MED_FIELD_ON_NODES(mesh, name, dim)

2 Set field type to MEDCoupling: : ON_NODES

3: Create field object of type MEDCoupling: :MEDCouplingFieldDouble
4: Assign mesh to the field object
)

6
7

Set name of the field
SET_FIELD(field,dim)
end function

The second functionality, outlined in Algorithms 6 and 7, is the ini-
tialization of the fields used in the coupling application. The routine be-
gins by selecting the discretization type of the fields, determining whether
they are defined at the mesh nodes or are cell-wise fields. The field object
(_field) is then instantiated and assigned to the mesh using the MED routine
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Algorithm 7 Initialization of cell-wise fields

1: function INIT_MED_FIELD_ON_NODES(mesh, name, dim)

2 Set field type to MEDCoupling: :ON_CELLS

3: Create field object of type MEDCoupling: :MEDCouplingFieldDouble
4: Assign mesh to the field object
5

6
T

Set name of the field
SET_FIELD(field,dim)
end function

_field.setMesh(_mesh). The routine field.setName (name) is used to set
up the characteristic name of the field. Then, the algorithm calls the method
set_field(_field, dim), shown in Algorithm 8, to initialize the field object.
The initialization, performed at the beginning of the solution process, when
time is zero, involves allocating the memory needed to temporarily store the
field values. The _array_tmp array must be sized as ndof times the field’s
dimension, depending on whether the field is scalar, vector, or tensor. The
_array_tmp array is filled with the initial values using the copy function and
then assigned to the field object through the field.setArray(_array_tmp)
routine. Then, field.checkConsistencyLight() and field.setTime(0)
are invoked.

Algorithm 8 Set field
function SET_FIELD(field, dim)
if tome == 0 then

Allocate memory of MEDCoupling: :DataArrayDouble array_tmp
Copy initial values to _array_tmp

1:

2

3

4

5: Set _array_tmp to field
6 Set time =0

7 else

8 Fill _array_tmp with updated values
9 Set _array_tmp to field

10: Set time to time

11: end if

12: end function

The same routine shown in Algorithm 8 for setting the field is called
whenever the solution needs to be updated during execution. The inverse
routine, get_field(), described in Algorithm 9, is used to retrieve the field
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Algorithm 9 Get field
1: function GET_FIELD(field, _array_tmp)
2 Get field updated values
3: Set values to _array_tmp
4

: end function

values from the _field object and store them in the _array_tmp array.

Algorithm 10 Get remapper

1: function GET_REMAPPER(method, src_mesh, trgt_mesh)

2 Create P object of type MEDCoupling: : MEDCouplingRemapper
3 Set interpolation method

4: Compute P for src_mesh and trgt_mesh

5 return P

6: end function

Algorithm 11 Interpolate field
: function INTERPOLATE_FIELD(remapper, src_field, trgt_field, nature)

1
2 Set src_field nature

3: Compute trgt_field from src_field
4: end function

Beyond mesh and field creation, a main functionality of the MED class is
the interpolation process, which is managed by the routines get_remapper ()
and interpolate field(). The get_remapper () routine, detailed in Al-
gorithm 10, creates the _remapper object, which represents the projection
matrix P used to map fields from one mesh to another. The interpola-
tion method is specified using remapper.setIntersectionType (method),
a REMAPPER class routine. The remapper object is then computed by call-
ing the _remapper.prepare(src_mesh, trgt_mesh, type) method, which
calculates the projection matrix P based on the source mesh, the target
mesh, and the selected interpolation type (e.g., Py — Py, Py — Py, etc.).

Finally, the interpolate field() routine performs the following matrix
operation

o, =Po,,, (A.1)

to compute the target field starting from the source field. The nature of the
source field (e.g., IntensiveMaximum, ExtensiveConservation) is specified
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using the field.setNature(nature) function. This definition assigns a
physical meaning to the field and influences the selection of the appropriate
interpolation strategy. Then, the _remapper.transferField(src_field)
routine is called to generate the trgt_field.

A.2 FEMuS Interface Class Routines

This section describes the main functionality of the wrapper class between
FEMuS code and the MED framework.

Algorithm 12 Interface initialization
function INIT_INTERFACE(name)

1:
2 Create interface object

3 SET_MESH_CONNECTIVITY (interface)

4: SET_MESH_COORDINATES (interface)

5 Set interface parameters (i.e. _n_nodes, mesh name)

6 Set useful structures (i.e. _map med2mg, map mg2med, _indices)
7: end function

The design of the class is centered around the creation of an interface
object. Specifically, the init_interface() function groups all the function-
alities required to gather the necessary information for constructing the in-
terface mesh from the FEMuS code. This method is outlined in Algorithm

Algorithm 13 Set mesh connectivity
function SET_MESH_CONNECTIVITY (interface)

Get total number of element nel
for ¢ < nel do
if quad then

else if [in then
Get ¢-th linear cell connectivity
end if
Insert connectivity to interface._conn
10: end for
11: end function

1:
2
3
4
5: Get i-th quadratic cell connectivity
6
7
8
9

12. It instantiates an object of the interface femus structure and begins



224 Appendix A. Developed Routines

initializing its data members. The routine invokes the retrieval of mesh con-
nectivity.

The set_mesh _connectivity() function, detailed in Algorithm 13, is
used to populate the interface._conn data member with the connectiv-
ity information for each of the nel interface elements. The connectivity is
computed based on the requirements of the MED mesh format and supports
both linear and quadratic elements. It is worth noting that the logic for
extracting the i-th cell connectivity from the FEMuS solver mesh has been
specialized to differentiate between volume and boundary interfaces. Algo-

Algorithm 14 Set mesh coordinates
function SET_MESH_COORDINATES(interface)

Get total number of element ndof
for i < ndof do
for 7 < dimension do

1:
2
3
4
5: Get 1, j-th node coordinate
6 Insert coordinate to interface._coords
7 end for

8 end for

9:

end function

rithm 14 shows the implementation of the function set_mesh_coordinates()
invoked after the connectivity retrieval. For each of the ndof nodes of the
mesh (volume or boundary), the interface._coords vector is initialized with
the corresponding j-th coordinate in each spatial dimension of the mesh. The
init_interface() function ends by initializing key data structures required
for the interface’s operation. It includes the creation of mapping structures
that associate the nodes of the FEMuS mesh with those of the MED interface.
femusMED and MEDclass use these maps to convert indices from the internal
solver mesh to the MED interface and vice-versa. Additionally, the func-
tion sets up an indices vector that holds the global node indices to efficiently
retrieve the solver’s solution during later stages of computation.

Another core functionality of the FEMuS interface class is retrieving so-
lution values from and assigning external fields to the internal solution struc-
tures of FEMuS. Algorithm 15 describes the procedure implemented in the
get field from femus() function, which is responsible for extracting the
solver solution from the FEMuS code and assigning it to the interface struc-
ture. The routine begins by retrieving the PETSc solution object, referred
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Algorithm 15 Get field from FEMuS
1: function GET_FIELD_FROM_FEMUS(interface)
2: Get PETSc solution object numvec
3: numvec — get(interface. indices, interface. field val)

4: end function

to as numvec, which contains the numerical solution data. It then employs
the get () method of the PETSc library to extract the values correspond-
ing to the global indices specified in interface._indices. The resulting
field values are stored in the interface. field val container, making them
accessible for transfer into MED-compatible data structures.

Algorithm 16 Set field to FEMuS
1: function SET_FIELD_TO_FEMUS(interface,dim)
2 Get PETSc object numvec
3 for i < ndof x dim do
4: numvec < set(interface. indices, interface. field val)
5
6:

end for
end function

The inverse operation, setting an external field into FEMuS, is described
in Algorithm 16. It uses the set() method provided by PETSc to write
values directly into the FEMuS solution field.

A.3 OpenFOAM Interface Class Routines

This section outlines the main functionalities of the wrapper class that con-
nects the OpenFOAM code with the MED framework. The base class,
foamMED, implements all the methods required to create the interface between
OpenFOAM and MED. Derived classes enable the supervisor of the coupled
application to execute specific OpenFOAM solvers. As regards the base class,
the init_interface() function is described. It follows the same structure
presented in Algorithm 12 and is used to populate the interface_of struc-
tures.

The set_mesh_connectivity() function is presented in Algorithm 17. In
OpenFOAM, this function retrieves the list of cells (cell) from the mesh
and assigns their connectivity to the interface. conn data member. A



226 Appendix A. Developed Routines

specialized version of this routine is also implemented for boundary mesh
interfaces, as shown in Algorithm 18. The boundary information is extracted
by accessing the mesh patch using the identification number associated with
the boundary. The logic of the set mesh _coordinates() function follows

Algorithm 17 Set mesh connectivity
function SET_MESH_CONNECTIVITY (interface)
Get mesh cells cell
for 7 in cell do

Insert connectivity to interface._conn

1:
2
3
4: Get i—th cell connectivity
)
6 end for

7

end function

Algorithm 18 Set boundary mesh connectivity
function SET_MESH_CONNECTIVITY (interface,patch)

1:

2 Get patch identification number

3 Get patch mesh

4 Get patch cell list cell

5: for 7 in cell do

6 Get 1—th cell connectivity

7 Insert connectivity to interface. _conn
8 end for

9: end function

the structure outlined in Algorithm 14.

In Algorithm 19, we have detailed the procedure used by the function
named get_field from of (), which extracts solver results from OpenFOAM
and assigns them to the interface structure. The solution is retrieved by ac-
cessing the field through the name of the corresponding OpenFOAM field
(e.g., U, T, epsilon, etc.). In OpenFOAM, fields are associated with the
mesh object and are accessed through the mesh entities. The OpenFOAM
field structures can vary depending on whether the field belongs to the vol-
ume mesh or the boundary mesh (e.g., volScalarField, volVectorField,
surfaceScalarField etc.). The retrieved solution is then copied in the
interface. _field_val container. The set_field from_of () function fol-
lows a logic similar to that of Algorithm 19; however, instead of retrieving
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Algorithm 19 Get field from OpenFOAM

1: function GET_FIELD_FROM_OF (interface, name, patch)
2 if patch # null then

3 Get boundary mesh object

4 else

5: Get volume mesh object

6 end if

7 for ¢ in fields do

8 if © == name then

9: Get field values from mesh object
10: Fill interface. field val

11: end if

12: end for

13: end function

the solution and storing it in interface. field val, it performs the re-

verse operation by assigning the values from interface. field val to the
corresponding OpenFOAM field.

A.3.1 Derived Classes

For clarity, the full C++ implementation of the derived classes is provided
below. The following wrapper can be used by interested users to access inter-
nal structures of OpenFOAM v11. As regards the foamSingleProblem class,
the implementation of the methods are detailed in the following program
listing:

void foamSingleProblem::init(int argc, char *argv[]) {

Foam: :arglList::addOption("solver", "name", "Solver name");

Foam: :arglist args_base(argc, argv);

//Set path to OpenFOAM folder
auto opts = Foam::HashTable<Foam::string>();
opts.set("case", path_problem);
Foam: :arglist args(args_base, opts);
if (largs.checkRootCase()) {
Foam: :FatalError.exit();
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// Create time

_runTime.reset(new Foam: :Time(Foam: :Time: :controlDictName, args));

// Read the solverName in controlDict

solverName = _runTime->controlDict().lookupOrDefault("solver",
s Foam: :word: :null);

// Optionally reset the solver name from the command-line
args.optionReadIfPresent("solver", solverName);

// Check that the solverName has been set
if (solverName == Foam: :word::null) {
args.printUsage() ;
FatalErrorIn(args.executable())
<< "solver not specified in the controlDict or on the
— command-line"
<< exit(Foam: :FatalError);
} else {
// Load the solver library
Foam: :solver: :load(solverName) ;

void foamSingleProblem::init_mesh() {
// Create the default single region mesh
mesh_ = new
— Foam: :fvMesh(Foam: : I0object (Foam: : fvMesh: :defaultRegion,
— _runTime->name(), *_runTime, Foam::IOobject::MUST_READ));

void foamSingleProblem::init_solver() {
// Instantiate the selected solver
_solver.reset(Foam: :solver: :New(solverName, *mesh_).ptr());

}

void foamSingleProblem::init_pimple_control() {
// Create the outer PIMPLE loop and control structure
_pimple.reset(new
— Foam: :pimpleSingleRegionControl (_solver->pimple));
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// Set the initial time-step
setDeltaT(*_runTime, *_solver);

bool foamSingleProblem::run() { return _pimple->run(*_runTime); }
void foamSingleProblem::pre_solve() { _solver->preSolve(); }
void foamSingleProblem: :post_solve() { _solver->postSolve(); }
void foamSingleProblem::write() { _runTime->write(); }

void foamSingleProblem::setup_dt() {
// Adjust the time-step according to the solver mazDeltaT
adjustDeltaT (*_runTime, *_solver);
(*_runTime) ++;

void foamSingleProblem::solve() {

// PIMPLE corrector loop

while (_pimple->loop()) {
_solver->moveMesh() ;
_solver->fvModels () .correct();
_solver->prePredictor();
_solver—->momentumPredictor();
_solver->thermophysicalPredictor();
_solver->pressureCorrector();
_solver->postCorrector();

¥

The foamMultiProblem class methods are detailed in the following listing:

void foamMultiProblem::init(int argc, char * argv[])

{
Foam: :arglist::addOption("solver", "name", "Solver name");
Foam: :arglist args_base(argc, argv);

//Set path to OpenFOAM folder
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auto opts = Foam::HashTable<Foam::string>();
opts.set("case", std::string{path_problem});
Foam: :arglist args(args_base, opts);
if ('args.checkRootCase()) {

Foam: :FatalError.exit();

//Create time
_runTime.reset(new Foam::Time{Foam: :Time: :controlDictName, args});

// Create the region meshes and solvers
_solver.reset(new Foam: :regionSolvers{*_runTime});

// Create the outer PIMPLE loop and control structure
_pimple.reset(new Foam: :pimpleMultiRegionControl{*_runTime,

— *_solver});

void foamMultiProblem: :pre_solve()

{

3

forAll(*_solver, i){ (*_solver)[i].preSolve(); }

_solver->setGlobalPrefix();

void foamMultiProblem::solve()

{

// Multi-region PIMPLE corrector loop
while (_pimple->loop())
{
forAll(*_solver, i){ (*_solver)[i].moveMesh(); }
forAll(*_solver, i){ (*_solver)[i].fvModels().correct(); }
forAll (*_solver, i){ (*_solver) [i]..prePredictor(); }
forAll(*_solver, i){ (*_solver)[i].momentumPredictor(); }
while (_pimple->correctEnergy())
{
forAll (*_solver, i)
{
(*_solver) [i] . thermophysicalPredictor() ;
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3

forAll(*_solver, i){ (*_solver) [i].pressureCorrector(); }
forAll(*_solver, i){ (*_solver) [i].postCorrector(); }

void foamMultiProblem: :post_solve()

{
forAll(*_solver, i){ (*_solver) [i].postSolve();}
_solver->setGlobalPrefix();

bool foamMultiProblem::run(){ return _pimple->run(*_runTime); }
void foamMultiProblem::write(){ _runTime->write(); }
void foamMultiProblem::setup_dt(){ setDeltaT(*_runTime, *_solver); }

void foamMultiProblem::adjust_dt()

{
// Adjust the time-step according to the solver mazDeltaT
adjustDeltaT (*_runTime, *_solver);
(*_runTime) ++;

void foamMultiProblem::set_mesh(Foam: :word region_name)
{
mesh = _solver->get_mesh(region_name);

}







Appendix B

Configuration Parameters for
OpenFOAM Simulations

This appendix provides an overview of the OpenFOAM configuration used
for the simulations presented in this thesis. It includes the key numerical set-
tings such as discretization schemes, solver tolerances, and relaxation factors,
as defined in the respective configuration files (e.g., fvSchemes, fvSolution,
and controlDict). The numerical parameters used in the OpenFOAM sim-
ulations are reported in Table B.2 for the Differentially Heated Cavity config-
uration, and in Table B.3 for the heat exchanger case discussed in Chapter 4.
Table B.1 lists the abbreviations used for the discretization schemes.

Discretization Scheme Abbreviation
Gauss linear GL

Gauss linearUpwind GLU

Gauss linearUpwind limited GLU limited
Gauss limitedLinear GLL

Gauss linear corrected/uncorrected | GL corrected/uncorrected

Table B.1: Discretization scheme abbreviations.
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Differentially Heated Cavity
Simulation Laminar Turbulent
controlDict
Solver name fluid fluid
deltaT 0.01 0.005
fvSchemes
Time derivative scheme Euler backward
Gradient scheme GL GL
Div scheme U GLU GLU limited
Div scheme e and K GL GLL
Div scheme turbulence - GLL
Laplacian scheme GL corrected GL corrected
fvSolution
Solver Type Tolerance type tol
p GAMG 107° GAMG 1078
rho diagonal - diagonal -
Other variables PBiCGStab 107° PBiCGStab | 1078
n0OuterCorrectors 0 1
nCorrectors 2 1
Field Relaxation factor 1.0 0.9
Equation Relaxation factor 1.0 0.7

Table B.2: Configuration parameters for laminar and turbulent OpenFOAM
simulations of the DHC problem.
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Heat Exchanger Simulations

Region PbLi Pipe + Fins
controlDict
Solver name fluid solid
deltaT 0.01 0.1
fvSchemes
Time derivative scheme backward Euler
Gradient scheme GL GL

Div scheme U

GLU limited

Div scheme e and K

GLL

Div scheme turbulence

GLL

Laplacian scheme

GL corrected

GL uncorrected

fvSolution
Solver Type Tolerance | type tol
p GAMG 1076 - -
rho diagonal - - -
Other variables smoothSolver 1077 PCG 10-¢
nQuterCorrectors 1 -
nCorrectors 1 -
Field Relaxation factor 0.7 1.0
Equation Relaxation factor 0.7 1.0

Table B.3: Configuration parameters for fluid and solid OpenFOAM simula-

tions of the PbLi-air heat exchanger.
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