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Abstract

The following thesis summarizes the main results achieved during my Ph.D.
research focused on power conversion from renewable energy sources. Two
case studies are presented, both exploring innovative approaches to estab-
lished renewable energy technologies.

The first one focuses on an interesting solution for residential energy
storage, i.e. Flywheel Energy Storage Systems (FESS). FESS are already a
mature technology for some specific applications but the idea is to extend
their field to domestic uses too. The idea is to employ them as an alternative
to chemical batteries for energy storage when coupled, for example, with a
residential photovoltaic panel. The working principles and state of the art of
this technology are exposed along with their advantages and drawbacks with
respect to other solutions.

An ironless dual-rotor electric machine prototype, named MechSTOR,
is presented. The prototype has been specifically designed and realized for
FESS application in order to increase its self-discharge duration time. A
thorough analysis of the machine is provided both with simulations and ex-
perimental tests. Performances are assessed both from the mechanical and
electromagnetic domains. In addition to that, different motordrive solution
to ensure the optimal performance of the machine are explored.

As for the complete FESS system, a tool is presented that allows to
simulate the bidirectional power flow between all the nodes and estimate
the final energy savings. This simulation model is an useful support for the
optimal design of the complete system. In fact, it allows to find the best
match between the size of all the system components and the power profiles

of PV generation and electric load consumption. FESS is simulated both

vii



viii

as standalone technology and included in a Hybrid Energy Storage System
(HESS) with a chemical battery.

The second case study focuses on power conversion systems for wind en-
ergy. The physical basis of power generation from wind turbines and the
state of the art of this technology are presented. After that, an innovative
configuration for a Permanent Magnet Synchronous Motor (PMSM) is pro-
posed. This solution is the Opened End PMSM (OW-PMSM) fed by a dual
inverter. This motordrive presents a number of advantages that make them
an ideal technology for wind turbines, e.g. higher energy density and higher
fault tolerance. However, OW-PMSM fed by a dual inverter with a common
DC bus is affected by a Zero Sequence Current (ZSC) circulation. ZSC sig-
nificantly decreases OW-PMSM performances, thus, it must be minimized
through proper modulation of the phase voltages of the motors. In addition
to that, because of the dual inverter, switching losses are double the one of
a conventional single inverter motordrive. A modulation technique based on
Discontinuous Pulse Width Modulation (DPWM) is proposed to cancel out
the ZSC achieving, at the same time, a consistent reduction of the switching
losses of the double inverter system. The technique is explained in detail and

validated by presenting results of the experimental tests.
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Chapter 1

Transition to Renewables:

Current Scenario and Pathway

1.1 Greenhouse Gases and Climate Change

Human activity emits around 50 billion tonnes of greenhouse gases each year
measured in carbon dioxide equivalents (CO2eq). This unit sums up all the
warming impacts of the different greenhouse gases by taking into account
their “global warming potential” (GWP): the warming impact of a gas com-
pared to carbon dioxide. In fact, carbon dioxide (CO2) due to the use of fossil
fuels dominates the total emissions (74.1%) but there are other greenhouse
gases: methane (CH4) and nitrous oxide (N20) (mostly from agriculture,
waste treatment and gas flaring) and fluorinated gases (HFCs, PFCs, SF6,
NF3) (from industrial processes). Their share in the total emissions is lower,

but these gases are much more potent than CO2 in terms of their GWP [1].

1.1.1 The Role of the Energy Sector

As for the sources of the human-caused greenhouse gas emissions, the energy
sector is by far the most impacting one, as shown in Fig. 1.1. The energy
sector includes electricity and heat, transportation, buildings, manufacturing
and construction, other fuel combustion and fugitive emissions. According
to 2021 data, energy accounts for the 75.4% (37.41 GtCO2e) of the world

1
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Figure 1.1: Global GHG emissions share of each sector (2021 data) [2].

emissions, followed by agriculture (5.86 GtCO2e), industry (3.26 GtCO2e),
waste (1.68 GtCO2e) and land use (1.34 GtCO2e) [2]. These values include
not only direct emissions from fossil fuel combustion but also indirect emis-
sions from collateral activities such as the use of electricity. Within the en-
ergy sector, heat and electricity generation is responsible for most emissions
(31.8%), followed by transportation (17%) and manufacturing and construc-
tion (12.7%). In addition to that, the first two subsectors are two of the three
fastest-growing sources of greenhouse gas emissions. Since 1990, electricity
and heating grew by 84% and transportation by 78% along with a 203% in-
crease in industrial processes also. The growth in industrial emissions is due
also to the potent HFCs, originated by the increased use of refrigeration and
air conditioning. In a world where huge numbers of people still do not have
access to household electricity, the emissions of this sector are projected to

increase even more in the future.
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1.1.2 A Pathway for Net Zero Emissions

The consequences of global warming long ago predicted and the visible cli-
mate impacts unfolding right now under the current 1.1°C show the urgency
of minimizing temperature increase [4], [5]. By signing the Paris Agree-
ment at the UN Climate Change Conference (COP21) in 2015, 196 parties
agreed to pursue efforts “to limit the temperature increase to 1.5°C above
pre-industrial levels.” In the latest installment of the Intergovernmental Panel
on Climate Change’s (IPCC) Sixth Assessment Report, 278 scientists from
65 countries confirmed that global GHG emissions must peak before 2025
to increase our chances of meeting the Paris Agreement’s 1.5°C target [6].
Notwithstanding this, GHG emissions have continued to rise over the past
decade and projections forecast a 2.8°C temperature increase by the end of
the century if we keep on following the climate policies currently in place [7].
Fig. 1.2 shows a projection of the global emissions for the energy sector by
2030 and two IEA produced scenarios are compared. The Pre-Paris Base-
line Scenario is based on the policies that were in place in 2015 [8] while
the Stated Policies Scenario (STEPS) considers the currently established and
planned policies. As visible, projected expansion of renewable energy sources
allows significant reduction in GHG emissions (about 6 GtCO2e), but this

~ 45
Q
(&)
G} Pre-Paris Baseline
Electric vehicles
40
= Solar PV
35 e STEPS-2023
30
2015 2022 2030

Figure 1.2: Global energy sector CO2 emissions in the Pre-Paris Baseline Scenario and
STEPS, 2015-2030 [3].
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Figure 1.3: Energy sector gross emissions and removals, total net CO2 emissions, and
net emissions by sector in the NZE Scenario, 2010-2050 [3].

is not enough to meet the 1.5°C target. In its 2023 updated report, the IEA
translates Paris Agreement’s target into a concrete set of actions to reach
a milestone: net zero emissions by 2050 [3]. This Net Zero Emissions Sce-
nario (NZE) focuses on the energy sector, the most impacting one in terms
of GHG emissions, and deploys a wide portfolio of clean energy technolo-
gies. In addition to that, this path includes universal access to electricity
and clean cooking by 2030. The projected GHG emission reduction for the
energy sector in the NZE are shown in Fig. 1.3.

This roadmap shows that limiting global warming to 1.5°C is still within
reach, but very ambitious actions, transformational change and collabora-

tions between countries are required.

1.2 Levers for Net Zero Emissions

In order to reach the 2050 net zero emissions milestone, NZE scenario identi-
fies some key actions that must be launched, summarized in Fig. 1.4. Clean
energy technologies available today deliver more than 80% of the emissions
reductions needed by 2030. Thus, in order to bend the emissions curve

sharply downwards, an acceleration is needed, driven by well-designed poli-
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Figure 1.4: CO2 emissions reductions by mitigation measure in the NZE Scenario, 2022-
2050 [3].

cies facilitating declines in fossil fuel demand and clean energy expansion.

1.2.1 Tripling of Global Installed Renewables Capacity

The most effective lever to cut emission in the NZE scenario is the tripling of
global installed renewables capacity to 11000 GW by 2030. Between 2015 and
2022, standardisation and short lead times allowed considerable growth for
mass manufactured technologies such as solar PV (400% capacity increase),
electric car (2000% sales increase), residential heat pump (225% sale increase)
and stationary battery storage (2500% capacity increase) [3]. Historical data
and 2023 estimates of renewable electricity capacity additions are shown in
Fig. 1.5. With the current rate, advanced economies and China are expected
to reach around 85% of the required renewables capacity by 2030. However,
deployment has been uneven across regions: developing economies have sig-
nificant potential to expand renewables cost effectively and require the largest
boost, as shown in Fig. 1.6. Hence more supportive policy environments and
international support are needed in other developing countries.

As for the competitiveness of renewable energy sources, currently, the
generation costs of new solar PV and onshore wind installations are mostly

lower than the generation costs of of new coal and natural gas plants. Their
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Figure 1.5: Historical data and 2023 estimates of renewable electricity capacity additions
by technology (adapted from [9]).
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Figure 1.6: Installed and required renewables capacity by technology and economic
grouping in the STEPS and NZE Scenario, 2022 and 2030 [3].
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Figure 1.7: Share of utility-scale wind and PV with lower levelised cost of energy than
new coal and natural gas power plants (left) and existing plants (right), 2023-2028 (adapted
from [9]).

competitiveness is expected to further improve. Fig. 1.7 shows the percentage
of newly installed utility-scale wind and PV divided between less competi-
tive (light-blue) and more competitive (dark blue). Their cost is compared
with new fossil fuel-fired plants (left graph) and already existing ones (right
graph). 2028 data were estimated with STEPS scenario. The share of more
competitive PV and wind plants is projected to increase, also when compared
to already existing fossil fuel-fired plant. It must be underlined, however, that
assessing competitiveness based on generation costs only might be misleading
for variable renewable energy sources. As previously mentioned, they require
to be integrated in flexible power plants and to be coupled with storage at

higher penetration levels.

1.2.2 Electrification of the Energy System

This great increase in renewable capacity needs to be employed in all ac-
tivities previously served by fossil fuels. Thus, electrification of end-uses in
transport, buildings and industry is mandatory. Currently, the growth rate
of electric cars sales is enough to meet the 2030 level of deployment required
by NZE Scenario, but uptake is needed in trucks. Moreover, installations
of heat pumps must expand to 20% per year to 2030, almost double that
the current rate. Clearly, also an upgrade in the energy system infrastruc-

ture is needed: transmission and distribution grids must expand by around
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Figure 1.8: Countries in phases of renewables integration, 2022 [9].

2 million km each year to 2030 [3]. In fact, grid expansion must keep pace
with variable renewable energy growth. In Fig. 1.8, different countries have
been categorized in six phases based on the challenges power systems face
with increasing renewable energy penetration. In Phase 1, where most coun-
tries fall into currently, renewables have no significant impact at the system
level. However, an increasing number of regions are entering higher phases,
with Denmark already in Phase 5, and more are expected to speed up in the
future. In fact, renewable energy sources such as wind and PV can cause
net load variability and changes in power flow patterns because of their vari-
ability. With their expansion in the grid, they will increasingly determine
how the system operates. The impact on the grid depends on the correlation
between renewable production and electricity demand, the relative share and
complementarity of PV wind and countries interconnection capacities with
other grid areas to manage possible subregional challenges. Hence, efficient
investments in grid infrastructure are needed to manage both possible cur-
tailment and surplus production. Energy storage systems will be crucial for

integrating renewable energy sources efficiently, as it will be presented in

Chapter 2.



9 Chapter 1 — Transition to Renewables: Current Scenario and Pathway

Average annual rate of total energy intensity reduction by contributor

x2 Avoided demand
Fuel switching
|
3% ,'Cleancooklng . .po‘,;/;r
___________________ Buildings
:_7: Technical efficiency @ Transport
29 - ____‘_.____:._ I : TR RRRRPRRRPRTRIY . Industry

___________________

Electrification
and renewables

1%

2022 2030

Figure 1.9: Average annual rate of total energy intensity reduction by contributor [3].

1.2.3 Double the Rate of Energy Intensity Improve-

ment

Boost the renewable energy production and electrification, however, is not
sufficient. In fact, NZE scenario requires to double the annual rate of en-
ergy intensity improvements by 2030. This will allow not only a consistent
cut to emissions but also improvements in energy security and affordability,
mandatory to guarantee universal access to clean energy. The set of actions
to be carried out includes: improving the technical efficiency of electric equip-
ment (electric motors, air conditioners, household appliances, etc.) switching
to clean fuels (such as electricity and clean cooking solutions) and a more
efficient use of energy and materials. In particular, improvements in the ef-
ficiency of buildings are of the utmost importance, as underlined in green
in Fig. 1.9. Finally, behavioural changes have a significant role and avoided
demand saves five-times more energy per capita in advanced economies, com-
pared with developing economies, as shown in Fig. 1.10. In fact, household
behaviors are estimated to account for for 72% of global GHG emissions [10].
Recent policy interventions related to the Covid pandemic in 2019 and en-
ergy crisis in 2022 already led the path and showed the feasibility of this

action. Thus, further measures must be adopted to speed up efficiency.
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Figure 1.10: Changes in energy per capita consumption from behavioural measures in
the NZE Scenario, 2030 [3].

1.2.4 Slash Methane Emissions and Coal Plants Dis-

mission

Methane emissions have an impressive impact on global temperatures in the
short term because, even if its lifetime in the atmosphere is short, its GWP
is 28 times higher [11]. In fact, methane has been responsible for around one-
quarter of radiative forcing since 1750 [12]. The energy sector is responsible
for 40% of total methane emissions, second only to agriculture. Thus, it is
mandatory to achieve a 75% cut of methane emissions in the energy sector
by 2023 and it is one of the least cost opportunities to limit global warming
in the near term. Methane emissions stems from fossil fuels operations: pro-
duction, processing, storage, transportation and nearly leaking from end-use
equipment. Fig. 1.11 shows that NZE target will be achieved by explicit ac-
tion plans to support reductions but also by the decline in fossil fuel demand
thanks to electrification.

Finally, it should be underlined a non-negotiable milestone already de-
clared in the 2021 version of the NZE roadmap: an immediate end to new
approvals of unabated coal plants [13]

With the gradual dismission of fossil-fuel fired plants, some thermal plants

will be still needed as a support for energy security. For example, nuclear
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Figure 1.11: Methane emissions from fossil fuel operations and reductions in the NZE
Scenario, 2022-2030 [3].

power will have an important role in the NZE scenario. Nuclear energy
contribution is higher in the first decades, with its output rising by 40% to
2030 and doubling by 2050. Its overall share of generation, however, stalls
to 10% in 2050 [13].

1.2.5 Further Advance in Innovation

Still, further advances in innovation is needed for some sectors such as heavy
industry and long-distance transport. In these cases, emissions are harder
to cut because the required low-emissions technologies are not yet readily
available. On a brighter note, the readiness level of some critical clean en-
ergy technologies has made considerable progress in recent years, as shown in
Fig. 1.12. Grid scale renewables plants and scaled up batteries almost reached
maturity while carbon capture technologies and solid oxide electrolysers for
low-emissions hydrogen supply are approaching the market uptake. Espe-
cially, hydrogen and hydrogen-based fuels and carbon capture, utilisation
and storage (CCUS) have an important role in emissions cutting for heavy
industry and long-distance transport. If all planned projects for hydrogen
electrolysis capacity and CCUS are realised, they would provide around 70%
and 40%, respectively, of the required amount in the NZE Scenario by 2030.
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Chapter 2

Energy Storage: Enabling
Technology for the Transition

2.1 Features and Limitations of Renewable

Energy Sources

Renewable energy is defined as the energy obtained from natural sources
that are replenished at a higher rate than they are consumed. Clearly, the
main advantage of renewable energy is the far lower amount of GHG emitted
by energy generation with respect to fossil-fuels combustion. In addition to
that, renewable energy sources (RES) are plentiful and readily available in
nature and, especially in recent years, cheaper than many fossil-fuel based
sources. On the other hand, they have some peculiar features that pose
certain challenges in their full employment and efficient integration in the
existing grid. These peculiarities, however, can also offer some opportunities
of improvements in terms of energy security and independence of the user to

the main grid.

2.1.1 Variable RES

The first distinctive characteristic of RES is that, being natural sources, the

generated energy amount is subject to variability due to the weather and en-

13
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vironmental conditions. By considering this aspect, a first distinction must
be traced between different RES. In fact, wind and, especially, PV are way
more dependent on weather conditions than other RES, such as geothermal
and hydropower, which are usually condensed in centralized plants and pro-
vide a more stable output. Due to their intermittency, they may be addresses
as variable renewable energy sources. As previously shown, variable RES are
expected to play a major role in the energy transition. Thus, proper man-
agement is of the utmost importance to guarantee their optimal employment

and efficient integration in the grid.

Because of their intermittency, there is usually a mismatch between the
RES generation curve and the demand curve, leading to time intervals of
both power shortage and surplus. The most straightforward example is the
one of a residential PV module: power generation happens during daylight
hours and stops after sunset. Many consumers follow similar daily routines
such as returning home from job around the same time. This means that, in
the evening, many commuters may want to use electric household equipment,
switch on the heat pumps, charge the EV, etc. Hence, during the day there
is a surplus production of energy while power demand spikes in the evening,
when no power is generated. Fig. 2.1 shows the electricity demand and
energy generation curves of different sources during a sample day in India.
Two energy mix are considered: the present day one, relying mostly on fossil
fuels, and the projected 2050 one under the NZE path. As visible, while the
2022 generation profile was more stable and in line with the demand curve,

the penetration of solar PV causes huge peaks in 2050 energy production.

The power system has always needed to ensure instantaneous stability
and long-term security of supply. Flexibility is the capacity to manage the
variability and mismatch between generation and demand over all timescales,
from daily cycles down to the scale of seconds when, for example, clouds in-
terrupt PV power generation. In order to achieve this in a reliable and
cost-effective way, backup resources and methods are needed. One of these
methods is represented by the variable electric load itself. In fact, electrifica-
tion is not only increasing the variability of electric power consumption, but

also the quantity and variety of electrical equipment that can shift around
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Figure 2.1: Hourly electricity generation by source for a sample day in India in August
in the APS, 2022 and 2050 [14].

their load, such as heat pumps, air conditioners and EVs. For example, it is
possible to incentivise consumers to preheat buildings when solar generation
is abundant to reduce the evening peak demand of heat pumps. Heat pumps
are highly efficient producers of heating and cooling per unit of energy input,
particularly compared with fossil fuel-based production [15]. Or smart EV
charging systems can shift charging loads during surplus production hours.
This re-organization of the load is called demand-response and it is set to
play an increasingly important part in the provision of short-term flexibil-
ity. Alongside demand-response measures, energy storage is recognized as a
crucial technology for short-term flexibility [14]. Batteries can charge during
excess renewable generation periods and discharge the stored energy during
peak demand. Demand-response and energy storage are shown by the dashed

line and the blue area, respectively, in Fig. 2.1.

Nowadays, most of the flexibility required across all timescales today is
achieved through thermal power plants cycling. In addition to that, hy-
dropower and pumped storage represent a big asset to store surplus produc-
tion. Fig. 2.2 shows the increase in flexibility needs of the power system along

with the measures adopted to meet them, both for short term and seasonal
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Figure 2.2: Global power system flexibility needs and supply: present ones and projected
future ones [14].

variability. Short-term needs grow significantly mainly due to the increasing
diffusion of solar PV. Wind penetration, on the other hand, contributes to
the less sharp rise of seasonal needs. As the contribution made by thermal
power plants wanes, energy storage and demand-response emerge as crucial
suppliers of flexibility and become the main measures to meet the flexibility
needs by 2050. Hydropower is not projected to grow, but remains a stable
and reliable asset, especially for seasonal variability, thanks to its long stor-
ing times [16]. When all these solutions fall short, curtailment must come

into play to achieve a match between supply and demand.

2.1.2 Distributed RES

Another main feature of wind and PV is the fact that they are distributed.
Thanks to their modularity, wind and PV can be organized in bigger size
centralized power plants, in line with the current centralized dispatch struc-
ture, but also employed as small-scale energy resources usually situated near
sites of electricity use. In this last case, they are more difficult to integrate
in the existing centralized transmission grids that were mostly designed in
the 20th Century. But with the proper technologies, policies and regulations,
distributed RES can open new opportunities, improve energy security end

reduce overall costs. In fact, the rapid expansion of distributed RES will
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Figure 2.3: Comparison between centralized grid and distributed dispatch of the future
(adapted from [15]).

transform not only how power is generated, but also how it is traded, dis-
patched and consumed. Fig. 2.3 shows a comparison between centralized and
distributed dispatch. In the current transmission grid, production is limited
to large, centralized plants and trading is managed by few retailers. More-
over, the power flow to the end user is unidirectional. In the future system,
the final connection between local distribution companies and customers will
be replaced by a smaller scale sub-net, connecting different types of loads
and distributed RES and allowing bidirectional power flow.

In this way, consumers have access to affordable electricity and are less
dependent on the grid. But, most of all, they become more proactive. In
fact, they are able to produce electricity for their own consumption and, in
case of surplus production, store it or sell it on the market. Energy storage
management and demand-response have to be shaped to respond to mar-
ket signals by increasing electricity consumption when prices are low and
reducing it during peak hours. As an example, EV can be charged overnight

when electricity prices are lower, or the unused stored energy can be sold
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during peak times when its value is higher. In order to make the most of
these opportunities interactive smart energy devices, digital tools and effec-
tive demand-response policies are required. But, most of all, affordable and

reliable energy storage technologies play the most important role.

2.2 Current Scenario and Trends for Energy

Storage

As previously stated, energy storage is the enabling technology for the tran-
sition to renewable energy sources generation as it not only addresses their
intermittency but also unlocks new possibilities for a non-centralized and re-
liable transmission grid. Energy storage is an aggregate category including
all the technologies that allow to store energy for a later use. In order to
achieve that, energy type conversion is always needed thus, losses are involved
throughout all the storing process: at energy input, during energy transfor-
mation and at energy output. All the different energy storage technologies
can be compared on the basis of the following parameters: capacity in terms
of energy and power units, energy density and power density (energy and
power units per physical unit), storage rates (i.e. how much power can be
delivered during charging and discharging), lifetime (i.e. number of charging
cycles), depth of discharge and maximum state of charge, and energy cycle
efficiencies. Based on the values of these parameters, each storage solution
finds its optimal field of application. For the ease of this presentation, energy
storage systems available today can be broadly divided into two categories:

long-term storage and short-term storage.

2.2.1 Long-term Energy Storage

An energy storage technology can be considered long-term when it can store
energy for more than 10 hours. As these solutions allows to store energy for
weeks, months or even years, they are best suited to address seasonal and
interannual variability in power generation from RES, most of the time for

big-scale energy. Long-term energy storage will be of particular importance
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Figure 2.4: Comparison of key parameters for long-term energy storage technologies [16].

toward the end of the NZE path especially, when, thanks to the higher shares
of RES, storage requirements will eventually extend beyond hour-to-hour or

daily fluctuations to monthly and seasonal timescales.

Pumped-storage Hydroelectricity

Pumped-storage hydroelectricity (PHS) is the main commercially available
technology for this category. In fact, PSH that can provide long-duration
and grid-scale storage, with high discharge rates, which corresponds to the
power that can be delivered by the storage. In addition to that, even if its
construction costs are high, they are compensated by very long operational
life, making it a low-cost solution also. PSH represents 96% of current global
storage capacity [16] but further growth can happen at a slow pace because
there are some obvious geographical limitations due to water availability,

specific site and environmental requirements.
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Long-duration Energy Storage Alternatives

Other long-term energy storage solutions include compressed air energy stor-
age, thermal energy storage and gravitational energy storage. In addition to
that, the surplus generated power can be used to operate electrolysers for
hydrogen or ammonia production, to be used later as a clean fuel. These
are more energy-carriers than energy storage but serve at the need to avoid

waste of surplus power and employing it later with no additional emissions.

Long-term energy storage technologies and their key parameters are sum-

marized in Fig. 2.4.

2.2.2 Short-term Energy Storage

Short-duration energy storage present about 1-4 hours of storing times and,
usually, have higher charge/discharge rates and are smaller in size than long-
term solutions. A mix of flexibility resources is needed to manage variability
across all timescales, but currently and in the nearer future, short-duration
energy storage will play the central role. In fact, the following years will see
a high growth of mostly variable and distributed RES, hence short-duration
flexibility resources to address hourly and daily variations are more needed.
The increase in variable RES installations will induce a parallel boost in
short-term energy storage, with over 400 GW to be deployed between 2023
and 2028, as shown in Fig. 2.5. Existing long-term storage capabilities will
continue their contribution, but their deployment will remain limited com-
pared with short-term energy storage because of the longer development and
permitting timelines, as well as limited natural resources in some areas In
order to promote the evolution of the distributed energy system of the future,
these storage technologies require small-medium sizes allowing their optimal
paired with smaller-scale distributed RES. But, most of all, storage technolo-
gies must be cheap, in line with the decline of RES prices, especially if they
are employed on a residential level. Otherwise, large costs would be added

to our energy system, failing the affordability of RES [17].
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Figure 2.5: Short- and long-term storage capacity growth, 2011-2028 [9].

Electrochemical Batteries

Nowadays, the most widespread storage technology is represented by elec-
trochemical batteries. At the present state, they are the best fitting of al the
short-duration storage solutions, meeting all the requirements of size, power
density, charge rate and, most of all, costs.

Batteries convert electrical energy to chemical potential energy through
redox reactions and store it in electrochemical cells. They can be categorized
based on their materials but one of the most common types is the lithium-
ion cell battery. In fact, lithium-ion batteries are used in almost everything,
ranging from small devices such as mobile phones and laptops to electric
vehicles and grid storage [18]. What is more important, however, is that the
prices of lithium-ion batteries decreased by 97% in the last three decades,
and they are still falling steeply. This great decrease in costs was achieved
thanks to the booming of the maket, scaling up of the production capac-
ity and with innovations in the development, as happened with other mass
manufactured technologies. In addition to that, energy density experienced
a 3.4-fold increase from the 200 Wh per liter of 1991 to over 700 Wh per liter
of present days [19]. The decline in prices and increase in installed capacity
of lithium-ion batteries during last decades are depicted in Fig. 2.6.

However, chemical batteries are not free from drawbacks. One of them
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Figure 2.6: Price and market size of lithium-ion batteries since 1992 [20].

is represented by their lifetime: cycle after cycle of charge/discharge, cells
degrade, reducing the capacity of electricity storage. But the main problem
is represented by the fact that some elements required for their construction
depend on critical materials. These raw materials are highly geographically
concentrated, thus, present an high risk of supply shocks and constraints. Re-
cently, concerns are raising not only about cost, availability and unavoidable

replacement but also about the related environmental footprint and social
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Figure 2.7: Geographical distribution of the global battery supply chain [20].

fairness. Challenges arise not only in supply and extraction of the raw mate-
rials but also in their manufacturing. In fact, batteries have a complex supply
chain whose stages are dominated by few actors. On total world’s produc-
tion, 90% of graphite production is concentrated in China, 45% of lithium
production is concentrated in Australia, 65% of cobalt production is concen-
trated in the Democratic Republic of the Congo (DRC) and 55% of nickel
production is concentrated in Indonesia [21]. Moreover, China dominates all
the following steps of material processing, cathode and anode manufacturing

and complete batteries construction, as shown in Fig. 2.7.

Battery and EV manufacturers are taking steps to address this challenge
by getting directly involved in the production chains, mainly through in-
vestment in mines and refineries. In addition to that, material intensity and
recycling practices are increasing and efforts are made to decarbonise battery
manufacturing in order to reduce battery lifecycle emissions. But, given the
rapid scaling up of demand, further efforts needed to ensure a stable and

zero-emissions supply of raw materials and production.
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Short-duration Energy Storage Alternatives

Other short-term energy storage technologies include supercapacitors, that
use electrostatic capacitance instead of chemical redox reactions for storage,
and superconducting magnetic storage, where the energy is stored in the
magnetic field of a superconducting coil.

Finally, a promising technology that is collecting the interest of the re-
search is represented by flywheel energy storage. Flywheels are energy stor-
age systems that store kinetic energy in a rotating mass couplet to an electric
motor. Flywheel batteries are mainly designed for peak shaving in energy
distribution systems but they could be a viable alternative to chemical bat-
teries in distributed and residential energy storage applications. The specific
features, advantages and drawbacks of flywheel energy storage will be pre-

sented in Chapter 3.



Chapter 3

Case Study:

Optimization of a Flywheel
Battery for Domestic Energy
Storage

3.1 Flywheel Energy Storage

3.1.1 Physical Basis and History

A flywheel basically consists of a rotating mass allowing to store energy in
the form of kinetic energy. Charging happens by increasing the mass speed
by a torque applied in the direction of rotation. The flywheel stays in storage
mode by spinning at constant speed. Energy is later extracted by a braking

torque that decelerates the mass and produces useful work.

The kinetic energy of a rotating object is given by:

Ex=—--1 W (3.1)

DN | —

with I as the moment of inertia and w as the angular speed.

Commonly, flywheels are shaped as a uniform disk or a solid cylinder,

25
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whose moment of inertia can be expressed by:
1 2

with m as the mass and R as the outer radius of the flywheel.

The energy density can thus be expressed as:

E

1
m 4

= — .92 (3.3)
with v as the surface speed of the flywheel.

It is convenient to design the flywheels to operate at the highest surface
speed allowed by the chosen material. In fact, the rotating flywheel is subject
to a stress that must remain below the strength of the material with a suitable
safety margin. For a uniform disk or solid cylinder the maximum stress occurs

at the center and is given by:
1 2
Omaz = g PV -(3+v) (3.4)

with p as the density and v as the Poisson ratio of the material [22].

Specific energy expressed in terms of material properties shows that a
strong and light material stores more energy per unit mass than a strong but
heavy material:

FE 2 Omaz o

m (3+v) p

(3.5)

Thus, for example, carbon composite is a more convenient choice that
high strength steel.

Since early times, machinery made use of flywheels as a component to
smooth the flow of energy. At the very beginning, flywheels were small and
human-powered. With the advent of steam engines the 1780s, flywheel saw
a rise in size and power, culminating in the massive stationary steam engines
of the late 1800s. In engines or industrial equipment, flywheels’ purpose is to
damp out sudden speed variations caused by pulsed motive source or pulsed
load. In fact, even if torque varies significantly, the speed of the flywheel

varies little.
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It is only in the late 20th century that flywheels developed as standalone
systems. Modern flywheels are designed specifically for energy storage and
power management. As standalone systems, they can be found in a variety
of applications ranging from grid-connected energy management to electro-

magnetic aircraft launch [23].

3.1.2 State of the Art of the Design

Modern flywheels operate at a much higher speed than industrial times fly-
wheels. In this way, it is possible to maximise the stored energy and make
the best use of their material.

As they achieve bidirectional mechanical /electric energy conversion, fly-
wheel energy storage systems (FESS) require both mechanical and electric
design. The link between them is represented by a motor/generator that
charges and discharges the flywheel electrically, as shown in Fig. 3.1. As
for the electric part, FESS are controlled by a power management system
connected to the application that it serves. The mechanical part is mainly
constituted by the actual rotating mass and the bearings. Along with elec-
tric machine design, rotor and bearings design is of the utmost importance
to insure the desired performance of the FESS. Finally, the complete FESS
is housed in a evacuated or reduced pressure enclosure to minimize aerody-
namic drag.

For FESS design, the delivered power and the stored energy can be speci-
fied independently. Thus, it is useful to categorize different flywheels in terms
of the duration of the output power delivery. In fact, high power but low
energy flywheels will provide power for a short time, while lower power and
higher energy ones will provide power for a long time. Their design criteria

will vary accordingly. In the first case, the machine requires a powerful mo-

Input electronics Motor Flywheel Generator Output electronics

Power ——p — — —_— — —— Power
in (XXX XXX (XXX XXX out

Electrical Mechanical Electrical

Figure 3.1: Bidirectional conversion of electrical and mechanical energy in a FESS [24].
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tor, thus, has to be optimized to minimize motor cost. In the second case,
the machine stores much more energy and has to be optimized to minimize

rotor cost.

Additionally, while the stored energy is determined by the speed and mo-
ment of inertia of the flywheel, the limits on maximum power are actually set
by the power electronics converters. Higher power means higher stress on the
power devices and larger size for the converter. The progress in high-power
devices of recent years, however, paves the way for higher-power flywheel
operation. In fact, with high-power devices, fewer individual components are

needed and the size of the power converters becomes comparable to the one
of the FESS.

Rotor Design

The rotating mass representing the core of the FESS can be integrated into
the electric machine rotor or attached to it by a hub and shaft. Rotor design
aims primarily at maximizing the stored energy per unit mass. The ideal
rotor would be the "Stodola hub’ [25], but this shape is unfeasible in machine
design, hence, not used in practice. Thus, common rotor shapes are mainly
two and the choice between them depends on the material of construction.
If the material is an isotropic one, such as steel, rotors are shaped in solid
disks or long, solid cylinders. For an oriented material, on the other hand,

the preferred shape is the hollow cylinder.

A trade-off between rotor performance and its simplicity of construction
exists. As previously explained, carbon composite rotor offers a really high
energy density than steel. However, being an oriented material, an hollow
cylinder shape is required. Energy density of steel is much lower, but, being
isotropic, rotor can be shaped as a solid disk or cylinder, that are much
simpler to construct. Thus, solid metal flywheels are more common than

composite flywheels.
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Bearings Design

As flywheel rotors’ purpose is storing the kinetic energy, they are much heav-
ier than the rotors of common electric machines operating at comparable
speed. In addition to that, thermal management and lubrication are difficult
because FESS operate in a vacuum chamber. Thus, bearings requirements
for FESS are stricter than usual. Bearings support the flywheel rotor while
allowing it to spin freely, reducing mechanical losses. Usually, they represent
the life limiting element in FESS design. In fact, the need to support the a
greater weight leads to the use of larger bearings whose lifetime is shorter
than smaller bearings. In addition to that, drag losses are higher [23].

Bearings types for FESS are mainly two: ball bearings and active mag-
netic bearings. Ball bearings are a simple and common solution, but their
performance and lifetime is quite low for FESS applications. As active mag-
netic bearings levitate and actively position the rotor, they are free from
contact and therefore free from wear. They are an advantageous choice to
meet the life and load requirements of flywheels, but they are more expen-
sive and complex. Often, both bearings types are used in conjunction. This
reduces load on the ball bearings improving their life and allowing the use of
smaller bearings.

Most of the time, standalone FESS are built using a vertical spin axis to
manage bearing loads and simplify the levitation system design. An example

of the structure and components of a complete FESS is presented in Fig. 3.2.

Electric Machine Design

For FESS applications, different choices of electric machine types have been
explored including homopolar, synchronous reluctance, induction, and many
types of permanent magnet machine. In fact, application-specific design of
the machine is of the utmost importance to obtain satisfying performance
and make FESS a competitive solution. Thus, the selection of a motor type
is dictated by a number of different considerations.

As for the thermal aspects, a goal of flywheel motor design is to minimize



Chapter 3 — Case Study:
30 Optimization of a Flywheel Battery for Domestic Energy Storage

¢ Configuration
Vertical for optimum efficiency

Rotor
Integral with hub

—e Magnetic Bearing
Fully active 5-axis

Stator
Dual Mode
Motor/Generator

«Hub
Aerospace high
performance steel

—+ Housing
Vacuum environment

Figure 3.2: Structure and components of a vertical spin axis FESS [26].

heat dissipated in the rotor. In fact, being housed in a vacuum chamber,
thermal management of the machine is more difficult. Heat removal occurs
only through radiation from the rotor to the housing and can be ineffective.
This is especially true for FESS applications with frequent cycles. In this
case, design for low on-rotor loss is critical and permanent magnet machines

are usually used.

The most important aspect in machine design, however, is to ensure that
the self-discharge duration time is sufficiently high for energy storage appli-
cations. Self-discharge duration time is defined as the amount of time in
which the system is able to actually keep the stored energy if disconnected
from the source and the load. This means, in practice, that the rotating
flywheel must keep on spinning without slowing down as long as possible. In
order to increase this storage time, all losses in the electric machine must be
minimized. Additionally, this is required to obtain a satisfying efficiency in

energy conversion.
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Loss sources can be divided in mechanical and electromagnetic. Mechan-
ical sources are represented for example by ventilation effects due to friction
with air and friction in mechanical transmission components. The former
are addressed by sealing the entire system in a vacuum container, the latter
are minimized by the use of bearings. Electromagnetic loss sources are rep-
resented by Joule losses in the windings, losses in the permanent magnets
and in the iron core. Iron core losses, especially, are the most impacting
ones when the FESS is in storing mode and the machine is not fed by the
supply current. In order to minimize these loss sources, a proper choice of
the electric machine type and is optimal design are mandatory.

Additional aspects regarding electric machine design for FESS will be
treated more in detail in the following sections. Moreover, an electric machine
prototype specifically designed and realized for FESS application will be

presented.

3.1.3 Advantages and Drawbacks

For energy storage systems, the cost of a certain technology is evaluated over
its lifetime. Among the many criteria for the selection of one energy storage
technology over another, cost surely represents the deciding factor.

Cost drivers for flywheel systems are spread out over three main cost sub-
systems that scale differently with energy and power. Those that scale with
the stored energy are the costs of the rotor, the bearings, the housing, and
structural hardware, as rotor weight increases with the storage capacity. The
costs that scale with the power are the ones of the motor itself, the motor
drive train and the electrical equipment. Finally, costs of other equipment
such as vacuum pump, sensors, telemetry, diagnostics, controls and operation
components do not scale with energy or power. FESS are gaining attention
for the same types of applications usually served by conventional electrochem-
ical batteries, supercapacitors or superconducting magnetic energy storage
(SMES). Of course, keeping the coil at cryogenic temperature itself consumes
energy, which is one reason why SMES systems are not considered suitable

for long-term energy storage
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As previously mentioned, chemical batteries costs have steeply decreased
in the previous years and this technology represents the de facto standard for
low cycle applications, such as EV. Technological advances in fibers, resins,
composite manufacturing techniques, and manufacturing quality control have
made it possible to realize flywheels that operate reliably at high speed, thus,
with an increased density of energy storage. [24]. Notwithstanding these im-
provements in technology and manufacturing chain, FESS are highly unlikely
to achieve the same incremental energy cost [23]. Moreover, FESS energy
density remains lower than for chemical batteries. But it is in applications re-
quiring many cycles and a calendar life of decades that flywheel can compete
with the other energy storage solutions such as batteries, supercapacitors
and SMES.

In fact, FESS leading advantages are the really long lifetime and their
high robustness to charge/discharge cycles degradation. In fact, many stud-
ies aimed at assessing and improving the mechanical strength and resistance
to fatigue cycles can be found in literature [27], [28]. Differently from chem-
ical batteries, flywheel life is almost independent of the depth of discharge
and they can work both on very deep discharges and on frequent shallow
discharges with same performances. Power ratings are limited by the power
electronics and not on the electrochemistry. On the other hand, this load
variability is challenging for chemical batteries as it makes their design diffi-
cult to optimize.

Moreover, FESS show advantages also in terms of power and discharge
time. Differently from batteries, FESS are more capable to manage sudden
peaks in input or output power. Thus, flywheels are a cost effective solu-
tion for applications requiring power for more than several seconds and up
to several or tens of minutes, particularly when high cycle life is required.
Additionally, the state of charge of a flywheel battery is easily determined
from its rotational speed while determining its value for an electrochemical
battery is more difficult. Finally, while chemical batteries depend on highly
critical and geographically concentrated materials, FESS materials are cheap
and more readily available, and their environmental footprint is lower.

Still, when it comes to applications requiring long storage times, chemical



Chapter 3 — Case Study:

33 Optimization of a Flywheel Battery for Domestic Energy Storage
FLYWHEELS
® Piller
1000 - A PowerStore
Temporal
. - Power
Power Calnetix ® g \viliams/GKN
(kW) Active PowerA
100 | Beacon ¢
@ Powerthru
CAPACITORS BATTERIES
10 : :
5 50 500

Discharge Time (seconds)

Figure 3.3: Application regions where flywheels, capacitors, and batteries are most cost
effective [23].

batteries remains the reference solution. SMES systems are not considered
suitable for long-term energy storage because keeping the coil at cryogenic
temperature itself consumes energy. Storage time for FESS is lower than for
batteries, but efforts in design can be made to increase their self-discharge
duration time, as it will be later exposed. The application regions where
batteries, supercapacitors and flywheels are most cost effective can be located

in terms of required lifetime and discharge time, as shown in Fig. 3.3.

3.1.4 Modern Applications

Being more cost effective than other competing solutions is not enough to
guarantee widespread deployment of a technology. In fact, a market must
exist to ensure that the adoption of that technology result in an economic
return. Currently, flywheels represent a cost competitive and economically
effective solution in some applications such as grid connected, industrial and
commercial power management but also pulsed power, uninterruptible power
supplies and mobile applications.

In grid connected power management, FESS are adopted for frequency
regulation and control of power peaks caused by fluctuating renewable gen-
erating resources. The electric grid must work at a frequency as constant

as possible to ensure that the generators of electric plants remain synchro-
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Figure 3.4: Carbon footprint comparison between of flywheel UPS and chemical battery
UPS [26].

nized. Otherwise, a widespread power outage may occur. For instance,
if the load increase is faster than a turbine generator’s response time, the
generator slows down, momentarily operating at lower frequency. Similarly,
renewable energy generation might produce sudden power fluctuations that
vary considerably in frequency, severity and duration. Thus, energy storage
plants are specifically installed to provide the ancillary service of frequency
regulation and peak shaving. FESS already represent a mature technology
when used in plants for grid stability management. For example, Beacon
Power LLC 20M W Stephentown plant provides almost 10% of New York’s
overall frequency regulation needs [29]. Moreover, thanks to their fast time
response, FESS are well suited for mitigating the frequent, short-duration
power fluctuations inherent in wind generated electricity. Grid management
applications are located on the utility side of the electric meter. Hence, a
market for energy storage solutions can be created by a regulatory agency

only.

Industrial and commercial power management applications, on the other
hand, are located on the customer side of the electric meter. Hence, the
market for power management solutions is less regulated. In this sector,
FESS are adopted to retrieve regenerated electricity that would otherwise be
lost and provide high peak power for short duration in case of need. Thanks
to its capacity to collect energy at a steady rate and release it rapidly with
a high power into the application, FESS are well suited for cyclic power
profiles that produce regenerated electricity, such as mining, but also pulsed
power industrial applications, such as aircraft and roller coaster launch. For

example, the Joint European Torus (JET), Oxfordshire, England requires
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power pulses of more than 1000MW and is equipped with two flywheels.
During a 20s shot, each flywheel can discharge 700kW h of energy at a peak
power of 500MW [30]. FESS can be used, for example, in train stations to
capture the regenerative braking energy and use it later to accelerate the train
as it leaves its stop [31]. FESS are a mature technology for Uninterruptible
Power Supplies (UPS). During some possible power outages, critical facilities
require a load support system until backup diesel generators can be brought
up to speed. Thanks to their fast response time and much longer service
life, FESS directly compete with batteries in this application. A comparison
between battery and flywheel UPS systems, with a particular focus on their
carbon footprint, is provided in Fig. 3.4. Flywheel based UPS can reduce
the total carbon footprint by 95% when compared with chemical battery
based UPS. Another successful application for FESS is mobile i.e. where the
flywheel is installed in a vehicle. As previously mentioned, flywheels are well
suited for applications where load duration is short and repeated frequently,
such as cranes. Thus, FESS are efficiently employed also on rubber tired
gantry cranes that operate and move in container terminals around the world
are powered by an onboard diesel generator [32], helping to reduce their fuel
consumption. Moreover, FESS have been included in hybrid powertrains to
improve fuel efficiency in motorsport, reducing the number of pit stops [33].
Finally, flywheels have been used on spacecrafts throughout the history of
space flight. They are implemented as reaction wheels for precision rotation
and stabilization of the spacecraft or as Control Moment Gyros (CMGs) to
produce large steering torque with very little power. In both cases, they allow
to replace limited propellant consumption to inexhaustible solar power use
[34]. Additionally, they can also be employed as energy storage devices [35].
This FESS technological background and knowledge derived from spacecraft

can be readily adaptable to terrestrial uses.
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Figure 3.5: MechSTOR’s dual rotor topology [36].

3.2 Electric Machine Design

3.2.1 MechSTOR Prototype

Being the central energy conversion device, the electric machine coupled to
the flywheel plays a key role in FESS. Hence, its optimal and application
specific design is of the utmost importance to ensure the profitability of this

energy storage system.

As previously exposed, FESS are already a mature technology in case of
grid frequency regulation, power management, UPS and other damping and
short-time energy storage applications. In these cases, FESS are designed to
manage sudden and high energy peaks hence, the currently achievable value
for the self-discharge duration time is enough. FESS, however, might repre-
sent an interesting alternative to chemical batteries for longer storage times
applications. The idea is to extend their field of application as standalone
systems on a domestic level. For example, a small size FESS could be used in
combination with a photovoltaic system for a typical residential user, replac-
ing the role currently served by chemical batteries. The profitability in terms

of energy and cost savings for the end user largely depends on the optimal



Chapter 3 — Case Study:
37 Optimization of a Flywheel Battery for Domestic Energy Storage

External Stator Coils

Rotor Inside Epoxy
Ny | Resin
< ] &,

Internal
Rotor

Permanent
Magnets

Figure 3.6: Slots and windings scheme of MechSTOR [36].

sizing of the system, on the effective control of the power flow and, most
of all, on the dedicated design of the electric machine. The machine must
feature high efficiency, low losses and system performances should be pre-
served also in case of fault. Specifically, self-discharge duration time must be
increased. In fact at least a few hours of self-discharge duration are required

to match requirements for renewable energy time shift.

In order to increase self-discharge duration, all losses must be minimized.
The loss sources can be divided in mechanical and electromagnetic. Me-
chanical sources are associated with the rotor motion and are mainly due
to friction in mechanical transmission components (e. g. bearings), possi-
ble imperfections such as misalignments and/or excessive clearance in joints,
and partly due to ventilation effects. The electromagnetic sources concern
the electric machine structure and consist of Joule losses in the windings,
permanent magnet losses and iron core losses. The latter ones, especially,
are the most impacting ones when the FESS is in storing mode, i.e. it is
disconnected from the supply and the load. In this case, the flywheel must
keep on spinning at constant speed and this operation mode can be referred

to as idling. An iron-core brushless surface permanent magnet could be a
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nice option for its high efficiency, however at high speeds, it is prone to high
core losses and eddy currents that result in self-braking effect during storing
mode. One solution to avoid the shortcomings linked to core losses could be
represented by with a pure reluctance machine or an ironless machine.

By following this idea, an ironless electric machine prototype, named
MechSTOR, was specifically designed and realized. The prototype was op-
timized for a flywheel energy storage at household level and compared with
two reference machines with identical size and torque: an iron-core brushless
surface permanent magnet machine and a pure reluctance machine. Results
show that MechSTOR self-discharge duration time is higher than the one
of the other two reference machines [36]. The ironless solution was already
proposed for FESS with different configurations [37], [38], [39]. Ironless ma-
chines, however, present an increased reluctance of the core as a drawback,
and this affects their energy density and efficiency. For this reason, a dual-
rotor topology was chosen. In this way, it is possible to reduce the reluctance
of magnetic paths and minimize magnetomotive force drops. The resulting
topology consists of two concentric circular structures with surface mounted
permanent magnets. Stator coils are encapsulated in epoxy resin and placed
between the rotors, as shown in Fig. 3.5. The windings have a fractional-slot,
double layer arrangement following a 12-8 slot—pole combination, as shown
in Fig. 3.6. The machine was designed for a 3kW rated power and 9000rpm
rated speed and its geometrical parameters are summarized in Table 3.1.
Even if higher speed would allow a higher energy density, rated speed was
limited to this value because of other design constraints such as cost and
safety.

In the following, further investigations regarding fault tolerance, vibration
analysis and possible power converter configurations for MechSTOR will be

exposed

3.2.2 Multiphase Configurations

A previously cited, MechSTOR has a 12-8 slot-pole configuration. This so-

lution allows to configure the machine as 3-Phase, 6-Phase and 12-Phase
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Table 3.1: Geometrical Parameters of MechSTOR

Parameter Value
Outer Rotor External Diameter 150 mm
Outer Rotor Internal Diameter 132 mm
Inner Rotor External Diameter 82 mm
Inner Rotor Internal Diameter 50 mm
Lamination Stack 50 mm

Stator Slots 12

Poles 8

PM Volume 2.3-107* m3

Figure 3.7: MechSTOR coil connections at the rear flange [36].

without rewinding the stator coils [36]. In fact, the end windings of each
coil are connected outside the rear flange to allow different series or parallel
connections (from zero to four parallel connections) as shown in Fig. 3.7. As
it will explained in the following, however, it may be convenient to rewind
the stator coils in order to maintain the same total number of conductors of

a phase as in the 3-Phase configuration.

Multiphase solutions have a series of advantages such as greater efficiency,

lower power per phase, higher torque density, reduced torque pulsation and
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higher fault tolerance [40]. This last feature is especially important for appli-
cations where high reliability is demanded, such as FESS. Hence, MechSTOR
can be reconfigured to allow higher fault-tolerance.

In addition to that, MechSTOR already features an intrinsic fault-tolerance.
In fact, because of the ironless core, the armature reaction in case of fault will
be more limited and the magnetic field at the air gap will suffer less distor-
tion. For this reason, radial forces caused by unbalanced magnetic forces will
be lower than in iron-core solutions. Limiting these forces is really impor-
tant because, in the final application, the machine will use high performance
bearings or magnetic bearings, which are strongly affected by radial forces.
In MechSTOR, also the mutual coupling between phases is lower because,
with an ironless core, the linked fluxes between phases must cross high re-
luctance paths of air and PM. Hence, a fault in a single phase will have a
lower effect on the other phases. The mutual coupling between the phases is
further decreased because a concentrated winding was adopted.

However, this lower value for the mutual coupling causes a lower overall
value for the phase inductances and, hence, a lower filtering capability for
the supply current. For this reason, in order to reduce the torque ripple to
reasonable limits, large size filtering inductors are required and, most of all,
a quite high switching frequency. The higher the switching frequency, the
higher the switching losses of the diodes and IGBT of the inverter controlling
the motor. As it will be shown, multiphase configuration help increase the
value of phase inductances and, hence, reduce torque ripple without increas-
ing too much the switching frequency.

In order to assess the convenience of multiphase configurations for Mech-
STOR, phase faults were modeled in case of 3-phase, 6-phase and 12-phase
configuration with Finite Element Method Magnetics (FEMM) [41]. Joule
losses were chosen as a benchmark for performance comparison in the differ-
ent cases. In fact Joule losses in the windings are the main loss component
for MechSTOR. As previously explained, core losses for MechSTOR are neg-
ligible thanks to the ironless structure. In addition to that, the final system
will be sealed in a vacuum container and will use high performance bear-

ings, hence, mechanical losses are minimized too. Moreover, Joule losses are
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heavily affected by phase faults in the machine. Hence, Joule losses repre-
sent a fair benchmark to compare the performances of different multi-phase

configurations in faulty conditions.

In case of a phase fault, the motor will draw more current in the remaining
connected phases. As a consequence, more current is required by the machine
to develop the same torque, leading to an increase in Joule losses. Hence,

the performance of the FESS in terms of final energy savings will be lower.

Multiphase configurations are more fault-tolerant as the number of coils
involved in the fault decreases with the number of phases of the configuration.
Thanks to the remaining connected phases, the machine will be able to work

even under faulty operating conditions.

Two kind of faults were considered: open circuit of a phase (OC) and short
circuit of 5% of the coils of a phase (SC). For each of these two fault types,
loss computation via FEMM was repeated for all of the three multiphase

configurations. Hence, simulation were performed for the following cases:

e Healthy machine;

e Phase OC in the 3-Phase configuration;

e Phase OC in the 6-Phase configuration;

e Phase OC in the 12-Phase configuration;

e Phase SC in the 3-Phase configuration;

e Phase SC in the 6-Phase configuration;

e Phase SC in the 12-Phase configuration;

In healthy conditions Joule losses are mainly proportional to the input
current, i.e. to the developed torque. In faulty conditions, phase current
may be affected by speed, hence, Joule losses may also be dependent on the
speed. Thus, losses were estimated from the model for different torque and

speed values.

In the following, fault modeling in FEMM of each fault in the different

configurations will be explained.
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Phase Open Circuit Modeling

In phase OC, the open-circuited conductors will carry no current. As a
consequence, the remaining healthy conductors will draw additional current
to develop the same torque, leading to an increase in Joule losses.

OC faults were modeled in the different multiphase configurations, by
changing the coeflicients of Phase C in the slot matrix (Table 3.2).

The generic element ky; of the slot matrix indicates how much the g-th
slot is filled by conductors of the j—th phase:

e k,; = 1 means that the q-th slot is completely filled by conductors of

the j—th phase;

e k,; = 0.5 means that only 50% of the q-th slot is filled by conductors

of the j—th phase;

e k,; = 0 means that no conductor of the j-th phase is in the q-th slot;

e The sign of k,; indicates the direction of the current.

Each coil has two sides and therefore two coefficients in the slot matrix.
Hence, open connected coils can be simply represented by a value '0’ in the

corresponding two slots. MechSTOR is a fractional-slot machine with double

Table 3.2: Phase Open Circuit Modeling with Slot Matrix

a | k. | ke ke
Healthy | OC - 3ph | OC - 6ph | OC - 12ph

1105] 0 -0.5 0 0 0
2 [-0.51 0.5 0 0 0 0
3 0 |-0.5 0.5 0 0.5 0.5
4 1051 0 -0.5 0 -0.5 -0.5
5 1-0.51 0.5 0 0 0 0
6 0 |-0.5 0.5 0 0 0.5
71051 0 -0.5 0 0 -0.5
8 [-0.51 0.5 0 0 0 0
9 0 |-0.5 0.5 0 0.5 0.5
101 05| 0 -0.5 0 -0.5 -0.5
111-0.51 0.5 0 0 0 0
121 0 |-0.5 0.5 0 0 0
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Figure 3.8: Joule losses as a function of the developed torque in different scenarios:
healthy machine (black), OC in 3-Phase configuration (red), OC in 6-Phase configuration
(orange) and OC in 12-Phase configuration (yellow). The red vertical line represents the
machine’s torque limit [41].

layer windings, hence, the remaining coefficients of the matrix are set to ’0.5’.
As previously explained, with increasing number of phases, the number of
open connected coils (slot with ’0” coefficient) decreases. The multiphase
configuration of MechSTOR is derived by the conventional 3-phase winding
by splitting the number of coils of each phase. Hence, in case of fault in
3-Phase configurations, all Phase C slots coefficients are set to '0’. In case
of 6-Phase configuration, only four slot coefficients are set to ’0’. Finally, for
12-Phase configuration, the slots coefficients set to '0’ are only two.

Fig. 3.8 shows the Joule losses as a function of the torque in the four cases.
The red vertical line is placed in correspondence of the maximum torque of
the machine. As expected, Joule losses for the 3-Phase configuration are

higher, but the difference between all configuration is small for low T" values.

Phase Short Circuit Modeling

The modeling of a short circuit of a phase is less straightforward than the
OC case and requires some assumptions. As explained previously, thanks to
the ironless core, the machine phases can be represented as a pure resistance

series connected with an ideal generator representing the Back EMF (BEMF),



Chapter 3 — Case Study:

44 Optimization of a Flywheel Battery for Domestic Energy Storage
vb Mb vb ] +2I
Rph EC V. = 0 Rph EC
Healthy Phase Short Circuit

Figure 3.9: Equivalent circuit model of the stator in healthy conditions (left) and in case
of short circuit of Phase C (right) [41].

as shown in the equivalent circuit model of Fig. 3.9. When motoring, the
direction of the current in the SC phase is opposite to the current in the other
healthy phases because the faulty one acts as a generator. As a consequence,
the torque in the faulty phase is opposite to the other phases, decreasing the
total torque value. Thus, the conductors in the healthy phases shall draw
even more current than in OC case to develop the same torque. Specifically,

the amplitude of the short circuit current will be:
ic = E./Ryp, (3.6)

where R, is the phase resistance and E. is the BEMF of Phase C, that is
proportional to the machine electric speed w.. Hence, 7. and Joule losses are
proportional to machine speed. For this reason, Joule losses Pg, in case of
Phase SC fault will be proportional both to the developed torque and to the
speed:

Poy x T, we. (3.7)

As the short circuit current . is pretty high, the loss component propor-
tional to w, (caused by the faulty phase) is dominant over the loss component

proportional to T (caused by the remaining healthy phases). This is espe-
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Figure 3.10: Option 1: Realizing the multiphase configuration by parallel connections.
N is the number of conductors for a phase in the standard 3-Phase configuration. R,n,Rpne
and Rpp12 are the phase resistances in the 3-Phase, 6-Phase and 12-Phase, respectively [41].

cially true when the machine is in idling time where 7" is low. Hence, the
dependence of Pg, from T was neglected, and losses were computed as a
function of speed only.

In fact, at high speed, the short circuit current reaches critical values.
As MechSTOR phases can be represented as purely resistive, there is no
inductive component limiting ¢.. The short circuit current keeps on increasing
linearly with the BEMF and the speed, as in (3.6). In order to decrease this
high current value, two options were considered to realize the multiphase

configuration:

e Option I: reconfigure the stator windings by utilizing the parallel con-

nections;
e Option II: rewinding the stator coils.

Option I is less expensive and complex, but features some drawbacks.
With this choice, the total number of conductors of a phase decreases as
shown in Fig. 3.10). E. g. for 6-Phase configuration, the BEMF and resis-
tance of a phase consequently halves, while the short circuit current remains
the same, for (3.6).

With Option II, on the other hand, it is possible to maintain the same

total number of conductors of a phase as in the 3-Phase configuration as
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Figure 3.11: Option 2: Realizing the multiphase configuration by rewinding the stator
coils. N is the number of conductors for a phase in the standard 3-Phase configuration.
Rpn,Rpne and Rppi2 are the phase resistances in the 3-Phase, 6-Phase and 12-Phase,
respectively [41].

shown in Fig. 3.11). In order to do that, the number of conductors per slot
must increase leading to a decrease of the coil conductor section. Hence,
for 6-Phase configuration, the BEMF remains the same and the resistance
of a phase doubles, because the conductor section halved. The short circuit

current, conversely, halves.

At high speed, the short circuit current may reach unacceptable values

2000
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Figure 3.12: Joule losses as a function of the mechanical speed in different scenarios: SC
in 3-Phase configuration (red), SC in 6-Phase configuration (orange) and SC in 12-Phase
configuration (yellow). The red vertical line represents the rated speed [41].
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that could lead to overheating, hence, Option II may be more convenient
even if it requires a stator coils rewinding. With this choice, devices and

connectors with lower current rating can be selected for the coupled inverter.

Regardless of the connection option, Joule losses in the three multiphase

configurations are:

Peusph = i2 - Ry, = E2 /Ry, (3.8)
PCu,Gph = (%/2)2 e Rph = PCu,Sph/27 (39)
Pouioph = (ie/4)? - 4+ Ry, = Pouspn/4, (3.10)

Hence, joule losses can be computed as a function of w by simulating BEMF
values at different speeds with FEMM.

Phase SC is a more severe condition than phase OC and the correspond-
ing loss are extremely high. The complete short circuit of a phase is an
unacceptable condition. Hence, for this analysis, a short circuit of 5% of
a phase coils was considered. Consequently, Joule losses are 5% of the full

phase SC losses.

Fig. 3.12 shows the Joule losses in case of SC of 5% of a phase coils as a
function of the mechanical speed. The loss values are really high even if only

a small fraction of the phase coils are in short-circuited.

As visible, multiphase solutions guarantee an higher tolerance to faults
and are higly beneficial in terms of losses reduction. They require, however,
also a higher complexity for the coupled inverter. The number of devices and
legs of the inverter depends on the number of phases. In order to allow an
independent control for each phase, each leg requires a distinct gating signal
and current sensors. Hence, PWM modulation and sensing becomes more
complex. For this reason, the profitability of multiphase reconfiguration must

be evaluated in view of the specific FESS application.

In case of open circuit fault, multiphase configurations might not provide
significant improvements with respect to conventional 3-Phase connection.
When used as a standalone storing device for residential application, FESS
follows some typical daily cycles, as it will be shown in detail in the following

sections. During its daily cycles, the electric machine works mostly in storing
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mode, hence, with low torque values. High values of torque are requested
only in the charge and discharge intervals. As visible in Fig. 3.8, for low
torque values, Joule losses in faulty conditions are similar for all multiphase
configurations. Hence, on average, the total amount of Joule losses in case
of OC fault would be similar between all the configurations. For this rea-
son, re-configuring the machine as multiphase is not essential for OC faults.
MechSTOR shows a very low mutual and self inductance between the phases
which leads to an intrinsic good fault tolerance in case of OC fault.

On the other hand, in case of short circuit, Joule losses becomes depen-
dent on the speed. At high speed, especially, multiphase configurations would
allow a significant losses reduction with respect to 3-phase configuration, as
visible in Fig. 3.12. That is because short circuit of a phase is a more severe
condition than open circuit, hence, Joule losses are appreciably increased.
This is especially important because the machine would work most of the
time in storing mode at high speed. Hence, he advantages would outdo the

drawbacks of the additional inverter complexity.

Torque Ripple in Multiphase Configurations

In MechSTOR, the linked fluxes between phases must cross high reluctance
paths of air and PM, hence, the mutual coupling between phases is lower. In
addition to that, because of the concentrated winding, the mutual coupling
is even lower than in the case of a distributed winding. For this reason, the
overall value of the phase inductances will be lower.

Phase inductance computation for a machine with a distributed winding
in the three multiphase configurations is schematized in Fig. 3.13. For a
distributed winding machine, the value of the phase inductances is the same
regardless of the multiphase configuration.

For a machine with a concentrated winding, instead, the term relative
to the mutual coupling is negligible and can be removed, as presented in
Fig. 3.14. In this case, the value of phase inductance is higher for multi-
phase configurations, being double for 6-Phase and quadruple for 12-Phase

configuration.
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Figure 3.13: Phase inductance computation as a function of the number of conductors
per phase for distributed winding machine.

The values of phase inductances for MechSTOR in the three multiphase
configuration were computed with FEMM and are displayed in Table 3.3.

A lower value for the phase inductances means a lower filtering capability
for the supply current. This causes a higher ripple in the developed torque.
For this reason, the addition of large filtering inductors is required. As known,
large size inductors are expensive and of difficult fabrication in integrated
circuits. Alternatively, an high switching frequency could be used to reduce
the torque ripple. This, however, causes an increase in switching losses as
they are directly proportional to the switching frequency. The impact of

switching losses may become, in this case, quite relevant.

Table 3.3: MechSTOR Phase Inductances Values in Different Multiphase Configurations

Configuration Synchronous Inductance
3-Phase 3.9 mH
6-Phase 7.8 mH
12-Phase 15.6 mH
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MechSTOR was modeled in PLECS in its three multiphase configura-

tions with the corresponding computed values of the phase inductances. No

filtering inductor was included in the PLECS model in order to assess the
effect of phase inductances only. Then, the developed torque was simulated

for different switching frequencies.

Fig. 3.15, Fig. 3.16 and Fig. 3.17 show the simulated torque ripple for dif-
ferent switching frequencies for 3-Phase, 6-Phase and 12-Phase configuration,

respectively.

As visible, thanks to the higher value of the phase inductance, torque
ripple for the 12-Phase configuration is low even at low switching frequen-
cies. In fact, in 12-Phase configuration, the value of the phase inductance is
quadruple the 3-Phase one. This means that 12-Phase configuration would
be highly beneficial, allowing to obtain an acceptable torque ripple even at

lower switching frequencies and with no filtering inductors.

The advantage of multiphase configurations is not limited to the higher

inductive component. In fact, it is possible to introduce an offset in the
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Figure 3.14: Phase inductance computation as a function of the number of conductors
per phase for a concentrated winding machine.
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Figure 3.15: Simulated torque and its ripple for different switching frequencies in the
3-Phase configuration.

carriers for PWM modulation of the different three-phase terns that allows a
partial compensation of the torque ripple. The introduced offset amounts to
50% for the 6-Phase configuration and to 25% to the 12-Phase configuration
between each consecutive three-phase tern.

To enrich the comparison, the overheating of the machine in each config-
uration should be taken into account too. Multiphase solutions may lead to
significant advantages from the thermal point of view, considering the fact

that the machine will work in a vacuum chamber.

3.2.3 CSI Motordrive

Nowadays, the world of electrical drives is dominated by the voltage source

inverter (VSI). Its high efficiency, simplicity, and widespread availability of
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Figure 3.16: Simulated torque and its ripple for different switching frequencies in the
6-Phase configuration.

voltage sources make it the de facto standard solution. Current source in-
verters (CSI), on the other hand, have never been popular because of their
difficult implementation. An additional diode is required in a series to the
IGBT, in order to ensure reverse-blocking capability of the IGBT, thus dou-
bling the conduction losses. Moreover, a CSI requires an DC input inductor
that may be bulky and heavy due to the limitation of the maximum frequency
of the power switches. Eventually, CSI requires a current source and a pre-
stage preserving the continuity of the current on the DC inductor, degrading
the overall performance of the system.

Recently, CSI have gained attention, because of new wide bandgap de-
vices, that can solve typical CSI drawbacks. The new switching devices
feature: higher switching frequencies; reverse-blocking capability and lower

conduction losses. Hence, the dimensions of the input inductor can be re-
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Figure 3.17: Simulated torque and its ripple for different switching frequencies in the
12-Phase configuration.

duced and an additional diode is not required. Specific advantages of CSI
make them an attractive solution for some niche applications. CSI directly
modulates the current, which means a simpler current control and the DC
inductor limits overcurrent in case of phase leg shoot-through [42]. In ad-
dition, CSI’s low output-voltage total harmonic distortion reduces stress on
the insulation systems of both the electric machine and the converter. Due
to its inherent voltage boost capability, CSI is ideal for high-speed drives lim-
ited by low DC link voltages, delaying the flux weakening operation [43]. At
high-speed and higher frequency, the size of the DC inductor can be further
decreased. In conclusion, the power density is increased [44] because of the
absence of electrolytic capacitors and of the above mentioned features.

On the other hand, the main drawback of a CSI is represented by the

higher conduction losses: four devices are always on and a pre-stage is needed.
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New topologies have been investigated: an additional leg that conducts dur-
ing the overlapping periods, reducing the conduction losses [45]. Eventually,
it may be possible to avoid the pre-stage in high-speed drives [46].

As exposed in the previous sections, MechSTOR features low values for
the phase inductances, hence, has a low filtering capability for the supply
current. This means that the quality of supply current waveforms is of the
utmost importance to prevent high current ripple.

For a VSI-fed ironless machine, the current and torque ripple can only be
reduced with large filtering inductors and high switching frequency. The for-
mer increases the size and weight of the power converter; the latter increases
switching losses.

This problem can be addressed in a different way by considering a CSI. In
fact, with a CSI-fed drive, it is possible to obtain excellent current waveforms,
reducing harmonic distortion of the supply current even at lower switching
frequency and preventing high torque ripple.

The performance of a CSI drive for MechSTOR were assessed and com-
pared to those of a conventional VSI drive from the standpoint of the phase
currents THD and torque ripple. Both drives were modelled and simulated in
PLECS in the same conditions, i.e. by keeping the same switching frequency

and simulation parameters.

Modeling of VSI-fed and CSI-fed Drives

The complete motordrive, with control system, VSI/CSI and MechSTOR
machine, was modelled in PLECS.

For both inverters, SiC MOSFETs 84101 [48] and SiC Schottky diodes
$6305 [49] were chosen and a thermal model of these devices was derived from
their datasheet. Once the thermal model of the devices is defined, PLECS
allows to automatically compute total conduction and switching losses of the
inverter. Here, it must be specified that losses on the input filtering capacitor
for the VSI and the input filtering inductor for the CSI have not been taken
into account.

Simulations were carried out for both converters under the same condi-
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Figure 3.18: VSI architecture [47].
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Figure 3.19: CSI architecture [47].

tions, with the parameters listed in Table 3.4 and the performances were
estimated in steady state. Simulations were repeated for different values of
the switching frequency: 40 kHz, 60 kHz, 80 kHz and 100 kH z. Additional
parameters of both inverters are listed in Table 3.5.

For VSI, the traditional architecture with filtering input capacitor was
chosen and no output filter was used, as shown in Fig. 3.18. The machine
was operated in Maximum Torque Per Ampere (MTPA) mode with 7/2
nominal angle and Space Vector Modulation (SVM).

For CSI, a six switches architecture was chosen, with the pre-stage, the
input inductors and the output filtering capacitors, as shown in Fig. 3.19.

When the output voltage is smaller than the input voltage, the CSI behaves
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as a boost converter, hence, it is not possible to obtain a good control of
the input DC current without a pre-stage. A bidirectional PWM boost was
chosen as a pre-stage, in order to keep constant the input current source.
The CSI was modulated with SVM too. A main difference with VSI happens
during the zeo state, when a shoot-through of one leg occurs that creates a
re-circulation path for the current because of the presence of the inductor.
During this zero state, CSI provides its boost effect on the output voltage. For
this reason an overlap between active and zero states is required to prevent
an over voltage on the power devices (opposite to the dead-time required
for VSI). In addition to that, Field Oriented Control for CSI-fed drives is
different from VSI-fed drives, because there are no reference voltages and

reference currents are directly modulated from the DC link current.

Results

The phase currents and output torque waveforms for the VSI-fed drive at 40
kH z switching frequency during two electrical periods are shown in Fig. 3.20
and Fig. 3.21, respectively. In this case, a current THD of about 11% and
a peak-to-peak torque ripple of about 1.4 Nm were obtained. This level of
THD is not acceptable for industrial applications and a significant torque
ripple appears because of the low filtering capability of the ironless machine.

Fig. 3.22 and Fig. 3.23 show the same signals obtained with the CSI.
The quality of the waveforms is superior with a current THD of about 1.1%

and the peak-to-peak torque ripple is reduced at 0.16 Nm with a switching

Table 3.4: Motor Parameters

Parameter Value
Stator Resistance R, 1.375 Q
Stator Inductance L, 3.9 mH

Poles Number 8
PM Flux Linkage Apys 0.16 Vs
Rated Torque T 3.67 Nm
Rated Current I, 1.375 Ay
Poles 8

Reference Speed wy.y 6000 rpm
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Table 3.5: Inverters Parameters

VSI

Parameter Value
Input Capacitor Cpe 100 puF

CSI1

Parameter Value

Input Inductor Lpe 10 mH
Output Capacitors Cy 5 pf”
Output Resistors Ry 10 mS2

Phase Currents [A]
o

0 144 288 432 576 720
Electrical Angle [deg]

Figure 3.20: Phase currents obtained with VSI-fed drive at fs,, = 40kH z [47].

frequency of 40 kHz .

As for the inverter losses, the average value over one switching period and
the efficiency in steady-state were computed. Even if CSI has more devices
because of the presence of the pre-stage, its losses are slightly lower with a
value of about 80 W compared to the 108 W of the VSI at 40 kH z switching
frequency. In fact, CSI losses are mainly composed of the pre-stage losses

that are about twice the losses of the actual inverter stage (56 W and 25 W,
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Figure 3.21: Output torque obtained with VSI-fed drive at f,, = 40kH z [47].
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Figure 3.22: Phase currents obtained with CSI-fed drive at fs,, = 40kH z [47].
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Figure 3.23: Output torque obtained with CSI-fed drive at fq, = 40kH 2z [47].

respectively).

The estimated values for current THD, percent peak-to-peak torque ripple
and inverter efficieny are displayed in Fig. 3.24 and Fig. 3.25 for increasing
values of the switching frequency. As visible, CSI’s current waveforms and
torque ripple are highly superior even at lower frequencies; the efficiency is

slightly superior too. Hence, CSI outperforms VSI in this specific application.

Here, the comparison is based on inverter losses only. The performance of
CSI-fed drives would be even when we consider motor losses also. In fact, the
torque ripple decreases the performance of the machine and hence, its conver-
sion efficiency. In addition to that, losses in the permanent magnets highly
depend on the current ripple and a low THD of the current is required to pre-
vent the risk of magnet demagnetization and overheating. These benchmarks
are even more important for the FESS applications, where all the losses must
be minimized in order to increase the self-discharge duration time. These fea-
tures will also result in a reduction of vibrations, a feature that is best suited

to magnetic bearings that will be used in the final application.
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Eventually, in this application it could be possible to remove the pre-stage,
the main loss source for the CSI, increasing its performance even more. In
fact, the pre-stage is needed only when the back-EMF is lower than the DC
bus voltage. In FESS, the electric motor has to work for almost all the time
at high speed and the minimum speed value is regulated to avoid energy
consuming start-ups. Hence, the pre-stage would be needed only during
the initial start-up, and, once high speed is reached, CSI could be directly
connected to the DC bus voltage. CSI would operate in boost mode most of
the time, allowing a lower DC link voltage source.

In conclusion, CSI proves to be a highly convenient solution for the Mech-
STOR prototype and FESS application.

In order to enrich this investigation, also motor mechanical losses and
electromagnetic losses at different frequencies can be considered for the com-

parison of both drives.

3.2.4 Vibration Analysis

As exposed in the previous sections, MechSTOR was specifically designed and
optimized to minimize electromagnetic losses and increase the self-discharge

duration time.

45.23

88.77
11.36 ©.L1 86.87

Current THD [%)] Torque Ripple [%] Efficiency [%]

Figure 3.24: Current THD, torque ripple and efficiency obtained for VSI at different
switching frequencies [47].
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Figure 3.25: Current THD, torque ripple and efficiency obtained for CSI at different
switching frequencies [47].

Total FESS losses, however, include not only electromagnetic sources but
also mechanical sources. Hence, also the mechanical transmission and struc-
ture need an optimal design in order to minimize the overall losses. Part
of the mechanical losses can be addressed by some external devices. For
example, the solution to ventilation losses has been defined as to seal the
entire system in a vacuum container. As for the transmission losses, high
performances bearings will be employed. In the current prototype, standard
ball bearings were used but magnetic bearings are targeted as a promising
solution for future development. This kind of bearings is highly sensitive to
radial forces, which in this application are caused mainly by vibrations due
to possible imperfections of the system, such as unbalanced rotor and/or the
presence of faulty components. Thus, vibration analysis is an essential step
needed to make sure that no relevant radial forces will be developed during
the normal working condition of the machine. Specifically, the entity of the
vibration gets considerably high if the operating frequency of the machine is

near the resonant frequency of the system.

Vibration analysis is a fundamental methodological step for the devel-
opment and optimization of the overall system and it is based on both

non-stationary and stationary experiments. Frequency and time-frequency
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analyses of radial vibration allow to identify the resonant frequencies of the
system that are a key element to steer re-design of mechanical transmission.
Fig. 3.26 shows a 3D CAD model of the mechanical housing and transmission
for MechSTOR.

Theoretical Basis

The second order differential equation describing the forced response of a

simple 1-degree-of-freedom system is the following:
mi(t) + ci(t) + kx(t) = F(t) (3.11)

where m is the mass, c¢ is the damping constant, k is the elastic constant,
F(t) is the forcing input.

For the system in exam, i.e. MechSTOR machine, z(t) is the radial
vibration signal and, in healthy condition, F(¢) can be reasonably modeled

| F(t) = AQ* - cos(Qt) (3.12)

where 2 = 27 f,., and f, is the mechanical rotational frequency.

The amplitude of the forcing input is assumed to be proportional to the
square of ) as this is the typical case for not perfectly statically-balanced
rotating machinery.

The amplitude X, of the system response x(t) at the frequency 2 is [50]:

3l

(2):
JI -2 (e 2y

where w,, and ¢ are the natural frequency and damping ratio, respectively:

Xo = (3.13)

(3.14)

Wy, =

3|

C

§

= 3.15
2mw, ( )

The amplitude of the response will be maximum if the system is excited
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at its resonant frequency wpeqk:

Wpeak = Wny/1 — 2€2 (3.16)

At the resonant frequency, the amplitude of the vibration may be consid-
erably high, hence the exciting frequency must be far from wypeq, in order to
avoid damage to the system.

The above equations depict an oversimplified model. Actually, real sys-
tems have infinite modes of vibration, hence many different natural frequen-
cies. In addition to that, mechanical components as rolling bearings may
introduce their characteristic frequencies in the spectrum of the overall sys-
tem response if certain conditions are met. As for the input excitation, it is
more complex than the single-spectral-line force and and a number of har-
monics of the fundamental frequency of the input may be non-negligible. For
this reason, the system resonant frequencies appearing in proper broad band
(at least a few hundreds Hz) should be determined. Once the resonant fre-
quencies are identified, it is possible to assess if the normal working point of
the machine is sufficiently distant from these critical frequencies.

A time-frequency analysis of motor signals measured during experimental
acquisitions was performed in order to determine the resonant frequencies of

the system.

Materials and Methods

In the test bench realized for the experimental acquisitions, MechSTOR
is coupled with an electric drive that mimics the flywheel’s inertial load,
as shown in Fig. 3.27. A triaxial accelerometer is placed on the machine
(Fig. 3.28) and coupled to an automated measurement system that sam-
ples electrical (line voltages and currents) and mechanical quantities (torque,
speed, triaxial accelerometer signals) at 2kH z.

As the prototype does not include the flywheel, the vibration analysis
does not investigate the contribution of friction and ventilation to mechanical
losses. However, these are residual with respect to mechanical transmission

and bearings, because the final system will be sealed in a vacuum container.
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Radial axes signals were acquired both in variable speed conditions and
stationary conditions. For the variable speed test, the prototype is operated
with a velocity ramp covering the whole range of speed of interest, with
discrete steps. The data are processed based on a time-frequency analysis,
exploiting the Short Time Fourier Transform. Variable speed test is meant
to get a preliminary evaluation of the most critical frequencies in terms of
amplitude response of the measured signal, which is an acceleration, a(t) =
Z(t). Specifically, amplitude peaks in the signal spectrum at low frequencies
are the most critical ones because they are linked to higher vibrations. In
fact, because of the double integration in the time domain, the amplitude
spectrum of the vibration signal z(t) (| X (jw)|) is obtained by dividing the
amplitude spectrum of a(t) (|A(jw)|) by the square of the frequency:

a(t) = i(t) = | X (jw)| = |A(jw)|/w* (3.17)

Once the most critical frequencies and, hence, the corresponding rota-
tional speeds are estimated, the speed range is narrowed around these speeds.
In this way, ramp steps are decreased and data are collected with a better
velocity resolution, allowing a more accurate detection of the critical speeds.

Finally, stationary tests are performed at the identified critical speeds.
These longer acquisitions are meant to confirm the conclusion of the variable

speed tests and to estimate with higher accuracy the resonant frequencies of

Figure 3.26: 3D model of MechSTOR mechanical housing and transmission [51].
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Figure 3.28: Triaxial accelerometer detail [51].
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the system.

Results

For variable speed tests, the machine was operated with a speed discrete
ramp, ranging from 0 to 1000rpm, with steps of 50rpm lasting 10s. Fig. 3.29
shows the spectrogram of the radial X-axis signal.

As exposed, the input excitation is composed of multiple harmonics of
rotational frequency k- f, = k-n,./60, where n, is the shaft speed in rpm. In
the spectrogram, amplitude peaks with a diagonal arrangement are visible
and they have been highlighted by red lines superimposed to the figure.
These amplitude peaks represent the system response to the harmonics of the
forcing frequency. In fact, as the rotating speed is almost linearly increasing,
the amplitude peaks of the response move towards higher frequencies as the
time goes on. Given the great number of harmonics, at each time instant
there is at least one of the multiple harmonics that excites one of the resonant
frequencies of the system. Therefore, these peak frequencies are highlighted

by a sequence of amplitude peaks, resulting in clearly visible horizontal lines.

Fres = 7.8201 Hz, Tres =1.97 s

Frequency (Hz)
Power (dB)

Time (s)

Figure 3.29: Spectrogram of the radial vibration signal during a speed ramp from 0 to
1000 rpm. Multiple harmonics of mechanical rotational frequency (red lines); Resonant
frequencies of the system (yellow lines); Critical amplitude peak (black circle) [51].
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From this spectrogram it is possible to identify the most critical rotating
speeds corresponding to the higher amplitude peaks. Specifically, the most
salient amplitude peak is the highlighted one, happening at around 160s at
low frequencies. As shown, amplitude peaks at low frequencies are linked to

higher vibrations. The corresponding rotational speed is about 600rpm.

A second variable speed test was performed in a narrower range around
600rpm with a better speed resolution: discrete speed ramp from 500 to
800rpm, with steps of 10rpm lasting 10s. Fig. 3.30 shows the spectogram of
the radial X-axis signal for this second variable speed test. As for the first
test, it is clearly visible the diagonal arrangement for the input frequencies,
and the presence of the resonant frequencies (horizontal lines). Thanks to the
improved speed resolution, it is possible to better locate the critical point.
The highest amplitude response happens at around 100s and it corresponds
to around 10Hz frequency and to 600rpm velocity. Therefore, this speed

value was selected for the stationary condition test.

For stationary tests, as the speed is constant, the radial accelerometer

signal was simply processed with the Power Spectral Density plot, as shown

Fres = 7.8201 Hz, Tres = 2.448 s
1000

900
800

700

Frequency (Hz)

30 60 90 120 150 180 210 240 270 300
Time (s)

Figure 3.30: Spectrogram of the radial vibration signal during a speed ramp from 500
to 800 rpm [51].
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in Fig. 3.31). In the spectrum, it is clearly visible an amplitude peak at
around 10Hz, corresponding to around 600rpm velocity. The results are
consistent with the variable speed tests and allow to better locate the most

critical resonant frequency of the system.

The located resonance frequencies are mostly inherent to the test setup
alone. In fact, MechSTOR rotor was balanced before the tests and other
sources of unbalance can be excluded. A test run of MechSTOR without
braking motor connected showed that, in case of load unbalance or small
eccentricity of the rotor, MechSTOR is less prone to radial unbalanced force

increasing, thanks to the ironless core [36].

Having located the resonant frequencies of the system, it is possible to
make sure that they are sufficiently far from the normal working frequencies
of the machine. If this is not the case, then this vibration analysis paves
the way for a future modal analysis and an optimal redesign of mechanical

transmission and bearings.
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Figure 3.31: Power Spectral Density of the radial accelerometer signal for SC test at 600
rpm [51].
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3.3 FESS for Residential Renewables

3.3.1 Standalone and Hybrid Energy Storage Systems

As previously exposed, thanks to their advantages, flywheel energy storage
systems could become an interesting alternative to chemical batteries for
energy storage at residential level. First of all, FESS feature a high lifetime
(about 20 years), high round trip efficiency and lower costs for operation
and maintenance which result in a very low effective cost per cycle [52].
Moreover, the impact of FESS is lower than chemical batteries, since they use
simpler materials. FESS have a fast time response, and do not show depth of
discharge effects; they can provide full power in less than 50-60 ms and change
their operation mode (storing v. supplying power) in 10 ms [53]. FESS are
competitive for applications that need frequent charge/discharge at a large
number of cycles and fast response time, as in a domestic application [54].
As said, they feature, however, a lower self-discharge duration time. In fact,
they suffer about 20% of self-discharge per hour [55], [56].

One idea could be to combine FESS and chemical batteries in hybrid
systems in order to benefit from the specific advantages of both technologies.
In this configuration, FESS serve for peak shaving by absorbing high energy
peaks, thanks to their fast response and ruggedness. Then, the energy is
transferred to a chemical battery at controlled rate, as batteries have a longer
self-discharge duration time. FExample applications can be found both in
power facilities for frequency regulation purposes [57], [58]; and on smaller
scale, for example in micro grids with renewables and EV charge stations
[59], [60].

The profitability in terms of energy and cost savings of this hybrid system
largely depends on the optimal sizing of the components and on an effective
control of the power flow. In fact, the complete system consists in multiple
nodes exchanging power bidirectionally.

In the following, two case studies for FESS will be presented. In the first

one, a FESS is used as a standalone system for residential renewables energy

storage. Specifically, FESS is coupled to a domestic photovoltaic panel as
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a replacement for a standard chemical battery, as depicted in Fig. 3.32. In
the second one, FESS is included in a hybrid energy storage system (HESS)
for a university dorm and library building. A nodes scheme of the complete

system considering also the chemical battery is depicted in Fig. 3.33.

In both case studies, performance of the complete system are assessed by
means of simulations. A simulation model was developed in Matlab/Simulink
environment reproducing the bidirectional power flow between all the nodes
of the complete system. Thanks to its structure, it is possible to easily
include additional nodes to consider different storing systems and scenarios
[62]. The electric machine driving the flywheel is the ironless motor /generator
prototype (MechSTOR) [36] whose losses were modeled by 2D Finite Element
Analysis (FEA), but any kind of machine can be considered once its loss

model is known.

The model is based on an optimal control of the power flow between all

the system’s nodes and was developed in order to estimate the best match
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Figure 3.32: Conceptual image of a flywheel energy storage system coupled to a resi-
dential PV array [61].
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between peak power output of the installed PV array, and the FESS and
battery power and energy ratings. It allows to simulate different possible
combinations for all the design variables of the system and to select the
one best suited to the PV generation and load profiles. Energy savings are
estimated for different scenarios and the performance is assessed by means

of quantitative indicators.

3.3.2 Modeling of the System
Design Variables of the System

In the model, a few parameters can be tuned to achieve the best energy

savings. These parameters are listed in the following:
e Power generation and electric loads:

- Installed peak PV power (Pg{:/);

0T

Ploss

a——a Py

Figure 3.33: Block model of a hybrid system with PV, electric load, FESS and chemical
battery.
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- Average annual consumption of the building (Ejsuq);
e Motor/generator design variables:

- Type of electric machine;
- Rated Torque (Th4z);

- Rated speed (Wpaz);
e Flywheel mechanical inertia J = mpR*H/2:

- Radius (R) and height (H) of the flywheel;
- Density of the flywheel’s material (p);
- Number of flywheels (N);

e Chemical battery:

- Maximum charge/discharge power (Ppatt maz);

- Battery capacity (Chpa)-

Modeling of the Flywheel Energy Storage System

The system is represented by a high level model that simulates the FESS with
Matlab/Simulink continuous blocks. It is not aimed at modelling in detail
the electric and mechanical behaviour of all the components involved in the
system (PV array, power converters, electric machine, flywheel, bearings...)
Its purpose is to estimate the daily cycles and final energy savings on the
basis of the power flow for a given PV array size and a given electric load.
The motor/generator driving the FESS is assumed as an ideal mechanical

system, modeled by the following equations:

Pmech = PFESS - Ploss = Twa (318>
dw

J— =T 3.19

b, 3.19

where:
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P,.ccn: mechanical power developed by the electric machine;

e Prpss: power flowing to/from the electric machine;

Pyoss: power losses of the flywheel and of the electric machine;
e J: moment of inertia of the FESS;

e w: mechanical speed;

T': mechanical torque;

Then, the instantaneous speed of the FESS can be computed combining

(3.18) and (3.19):
dw o Pmech

dt - Jw
Finally, the instantaneous energy stored in the FESS is given by the

(3.20)

flywheel’ s kinetic energy:
Lo
EFESS = §Jw . (321)

Power losses are modeled with look-up tables (LUT) based on the instan-
taneous speed and torque of the machine (Fig. 3.34). Core and PM losses
are proportional to machine speed. Hence, the losses computed are stored in
a LUT as a function of w. On the other hand, Joule losses are mainly pro-
portional to the input current, i.e. to the developed torques. Hence, Joule
losses are stored in a LUT, as a function 7.

The breakpoints and values of the LUTs are computed by a 2D Finite
Element Analysis (FEA) of MechSTOR. As previously stated, Joule losses
represent the the more relevant loss source for MechSTOR. It should be
highlighted that any type of electric machine can be easily included in the
model provided that a loss model of the machine is available.

In summary, (3.20) is used to compute w, then the instantaneous energy
stored in the flywheel is estimated.

At start-up a large mechanical torque is required to spin the flywheel. For

this reason, a minimum value w,,;, for the speed was set. Hence, given the



Chapter 3 — Case Study:
74 Optimization of a Flywheel Battery for Domestic Energy Storage

operating speed range from w,,;, to rated speed wy,.., the FESS’s capacity

can be expressed as:

1
Cress = Eressmar — Erpssmin = §J (W2, —w2.). (3.22)

Completely discharging the flywheel would be more convenient in terms of
energy savings, but this would require designing an electric machine with an
high rated torque. Moreover, in order to keep the speed higher than wy,;,,
power must be drawn from the grid during idling time. This is apparently a
paradox, but it allows a lower rated torque and, hence, lower electric machine
size. Bigger dimensions mean more encumbrance (not suited for domestic
applications), more losses (detrimental for the self-discharge time) and higher

costs. In fact, the developed torque is given by:
T o A
T = ZDsLstkKng, (3.23)

where:
e D,: stator diameter;
o Ly stack length;

o K,: electric loading;

. Bg: magnetic loading.
A higher T' can be obtained by increasing Lg; and keeping the other param-
eters constant. For example, assuming to double 7" by doubling L also
Joule, PM and core losses will approximately double because the conductor
length, PM length and core length will double.

Modeling of the Chemical Battery

For the chemical storage, a commercial home battery from LG Energy Solu-
tions was considered (LG Prime) [63]. The modeling of the battery is simpler
than the modeling of the FESS. In fact, the discharge duration time of a
chemical battery is quite higher than the one of a FESS. Thus, the discharge
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time of the battery was considered negligible for the system dynamics and no
loss model was inserted. Only the conversion efficiency 7y was considered
in order to take into account the losses involved in the charge/discharge of
the battery. Hence, the instantaneous energy stored in the battery can be

simply modeled as:

t
Epatt(t) = Eparr(0) + / Natt Poate (t) dt, (3.24)
0

where:

e Fuu(0): energy stored at the start of the simulation (assumed to be
0);

® Mye: conversion efficiency:;

e Py.u: power flowing to/from the battery.

Power Flow Control Logic

The main core of the model is the logic subsystem controlling the bidirectional

power flow between PV, electric load, FESS and the grid where:
e P,,: power output from the PV array;
e P,.q4: power demand by the domestic load (absolute value);

oz

EFESS

Joule Losses

Core and PM Losses LUT

Figure 3.34: FESS block model.
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Pret = Pyy — Pioga: net available/required power;

Pss: electric machine’s losses (absolute value);

o Prpgs: power flowing to/from the flywheel;

Pyriq: power flowing to/from the grid;

Pyoii: power flowing to/from the chemical battery;

Eyate: energy stored in the battery.

The control system takes into account all the possible four scenarios with
their different priorities, as summarized in Table 3.6:

- Surplus in the PV generated power (P,e; — Pioss > 0):

(1) MOTOR: If the speed is below the rated value (w < wWpas), the en-
ergy can be stored in the flywheel as kinetic energy and no power is

exchanged with the grid (Prgss = Pret, Poatt = 0);

(2) HIGH SPEED IDLING: Else (w >= wWpnqs) the FESS is only fed to
cover the losses and keep it at wy,.,. The remaining amount of power
is fed to the battefy' (PFESS - -Plossv Pbatt - Pnet - Ploss);

- PV power output is not enough to cover domestic load demand (P, —
Ploss < 0)

(8) GENERATOR: If w > wyn, the kinetic energy of the flywheel is con-

verted again in electric form and no power is exchanged with the grid
(PFESS = Pneta Pbatt = 0)7

(4) LOW SPEED IDLING: Else (w <= wpn), the required power is drawn
from the grid. The FESS is disconnected from the PV and the load,

but fed by the grid to cover losses and keep it at the minimum speed

Wmin (PFESS - PlOSS7 Pbatt = Pnet - Ploss)'

In addition to that, there are four more cases nested in the main scenarios

when a chemical battery is included:



Chapter 3 — Case Study:
77 Optimization of a Flywheel Battery for Domestic Energy Storage

(2%*) 1If the battery is fully discharged (Epqe = 0) the required power is drawn

from the grid instead;

(2%*) 1f the battery is not fully discharged but the power is higher than the
maximum discharge power of the battery (P < —Phatt,maz ), the extra

amount is drawn from the grid.

(4%) If the battery is fully charged (Fpur = Charr) the power is fed to the
grid instead;

(4*%) If the battery is not fully charged but the power is higher than the
maximum charge/discharge power of the battery (Pt > Pratt.maz)s

the extra amount is fed to the grid.

After this control subsystem, an additional block was inserted in order
to limit Prggs to the rated values for MechSTOR. If the requested torque
is higher than T),,., Press is decreased and the exceeding amount of is
exchanged with the grid. This means that, in case (1) less energy is stored in
the FESS and, in case (3) more energy is drawn from the grid. In both cases,
this entails a decrease in the energy savings. One possible solution would be
to increase the power ratings of the machine by increasing the rated torque,
but in this case the losses would be higher, as explained previously.

In the standalone FESS case study, the power flow control follows the
same principle to privilege self-consumption but it is more simple as the

chemical battery node is not included.

Quantitative Indicators

In order to evaluate the performance of the system, three quantitative indi-
cators were considered.

The first one is the efficiency, defined as the energy saving due to the
FESS as a fraction of the energy that would have been drawn from the grid
without a FESS:

E-. —F-.
e L L (3.25)
Egm'd
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Table 3.6: Control Logic of the Bidirectional Power Flow

Pnet_Boss>0 Pnet_Ploss<0
PFESS = Bassu
W > Wmaz
Pgrid = Pnet - Ploss
(2)
w e PFESS:Pneta PFESS:Pneta
[wmirw wmax] Pgm’d =0 Pgrid =0
(1) (3)
PFESS = Plossa
W < Whin
Pgm’d = Pnet - Ploss
(4)

In addition to that, the two following indicators, presented in [64], were
adopted.
The self-sufficiency is defined as the amount of energy required by the

load that was not drawn from the grid:
_ flosd ~ Tygrid (3.26)

The self-consumption is defined as the amount of energy produced by the
PV that was not fed back to the grid:

Epy — E*,
y = % (3.27)
PV

: energy drawn from the grid without FESS;

[ ]
X

.- energy drawn from the grid with FESS;

[
&
F

: energy fed to the grid without FESS;

[
&
+

: energy fed to the grid with FESS;

e F,.q: energy required by the load;
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e Epy: energy produced by the PV array.

These parameters quantify not only the maximization of the self-consumed
PV generated energy but also the minimization of the grid fed-in energy. In
fact, feeding the self-generated electricity to the grid is less profitable than

self-consumption [65].

Electric Load and Generation Profiles in the Standalone FESS

For the standalone FESS case study, two different domestic electric load pro-
files were considered, based on two datasets available on online repositories.

The first power profile was extracted from "MICENE’ project’s data [66]
(Load 1). This dataset provides an averaged electric load profile of a typical
household in Italy, with an average annual consumption of 3633 kW h. This
power profile was obtained by averaging many households and has a timespan
of a day. Hence, it may not be sufficiently accurate but still valid for a
preliminary qualitative analysis.

For this reason, a second electric load profile was extracted from "UCI
Machine Learning Repository’ [67] (Load 2). This archive contains real mea-
surements of the consumed active power of a house in Sceaux, France, from
2006 and 2010. The average annual consumption is 9415 kW h.

2+ |

lr'nh]wm‘iw.l J‘M\W! g

O | 1
0:00 6:00 12: OO 18 00 00: OO 6:0 12: 00 18: 00 0: 00 6: 00 12 00 18:00 23:50
Time [h]

[kw]

Figure 3.35: Electric load profiles over three days: Load 1 from MICENE’s data (blue)
[66] and Load 2 from UCT’s data (black) [67].



Chapter 3 — Case Study:
80 Optimization of a Flywheel Battery for Domestic Energy Storage

Table 3.7: Load Types and PV Array Size

Load Peak PV Power Annual House Dataset
Type Pﬁl‘f, Consumption Location Source
Load 1 3 kWp 3633 kWh Cesena, IT [66]
Load 2 9 kWp 9415 kWh Sceaux, FR [67]

Table 3.8: Simulation Parameters

Case Electric Machine Flywheel
I Winaz 9000 rpm 0.34 m
Winin 2% Winas 0.15m
Traz 3 Nm 7850 kg/m3
24.7 kg - m?
2.86 EWh
0.4m
47.35 kg - m?
548 kEWh
3.02 kWh

I1 - -

QA~NIAN® T

IIT | wiin 10%

Fig. 3.35 shows a comparison of the two power profiles for three days.
Load 2 (black) features many peaks and may be more accurate in representing
the power flow. Load 1 (blue) was repeated three times and it is an averaged
profile but, being more smooth, is is useful for a qualitative analysis of the
daily cycles, as it will be shown in the following sections.

The PV generation profile, on the other hand, was obtained by means
of 'PVGIS’ tool [68]. By choosing the installed PV peak power and its
geographical location it is possible to simulate its power profile over the
selected year.

As the two considered electric loads feature different total annual con-
sumption and location, two different PV power profiles were generated to
allow comparisons. For the first electric load profile, a 3 kWp PV system
located in Cesena, Italy was selected. For the second electric load profile, a

9 kWp PV system located in Sceaux, France was selected.
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Figure 3.36: P, (black dashed), Py iq (red), Prrss (green) and
E (blue) during three daily cycles in November [62].

The tool allows to run parametric simulations by changing the values of
the design variables and to find the optimal combination once the system

specifications are fixed.

At first, an example application was made, considering Load I and a
PV system with a peak power of 3 KW p. This simulation was performed
to validate the model and to assess the impact of capacity on performance.
Different combinations of the parameter’s values were considered to increase

the capacity of the FESS and the performance of each solution was evaluated.

After this qualitative analysis, another simulation was performed with
the more accurate data of Load 2 in order to obtain realistic results. In this
case, a PV system with a peak power of 9 kWp was chosen. Also for this
load type, different sizing combinations were considered. The details of each
load type are summarized in Table 3.7. Energy savings were estimated on

annual simulations in order to take into account seasonal variability.

The qualitative analysis with Load 1 was performed with the parameters
summarized in the first row of Table 3.8 (Case I). Fig. 3.36 shows three
daily cycles of the power and energy profile during the month of November.
The typical operating sequence starts with idling: the energy stored in the

FESS is at its minimum value, so the required net power P,.; and the power
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Figure 3.37: Three daily cycles of speed (blue), torque (yellow), Joule losses (red), core
losses (green) and PM losses (purple) [62].

to cover the FESS losses are drawn by the grid (4). Then, during daylight,
Pt becomes positive and the FESS charges (7). When the stored energy
reaches E,,q., idling starts again (2). In the evening, P,.; becomes negative:
now, the FESS is able to cover the power request and discharges until E,,;,
(3). Then, the sequence repeats with idling (4).

Fig. 3.37 shows the profiles of FESS speed (blue), torque (yellow) and
the three power losses components. With chosen limits for wy,;, (Table 3.8)
the torque never exceeds the rated values, hence, the FESS will not require
an external start-up but for the initial start-up. As for the power losses,
Joule losses (red) are the most relevant component while core losses (green)
and PM losses (purple) are negligible. In addition to that, Joule losses are
negligible during idling time, when the developed torque is low. Hence, the

FESS will be able to keep the stored energy without discharging for longer.

Fig. 3.38 shows the profile of the power drawn from the grid during
the same three daily cycles, comparing the case with FESS (blue line) and
without FESS (black line). The green areas represent the daily energy savings
because in this timespan, the power drawn by the grid with a FESS is lower

than the power that would have been drawn without a FESS.
By comparing Fig. 3.37 and Fig. 3.38, it is possible to see that the
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Figure 3.38: Power drawn from the grid without a FESS (black) and with a FESS (blue)
and energy savings (green area) during three daily cycles [62].

extension of the green area is limited to the motoring interval (7). If the
FESS capacity was higher, the timespan of this discharging interval could
be longer and the green area would increase. Hence, a higher capacity can
reduce idling time and improve the energy savings. For this reason, two
additional combinations of the design variables values were considered to
increase FESS capacity . From (3.22), there are two sizing solutions to
obtain an higher capacity. The first is to increase the moment of inertia
J of the flywheel. Hence, Case II was considered by setting R = 0.4 m, with
a resulting capacity of 5.48 kW h. The second option is to increase the speed
range, either by increasing w,, ., or lowering w,,;,. Hence, for Case III, w,;,
was decreased to 10% - wyqe, with a resulting capacity of 2.98 kW h. The

three sizing scenarios are summarized in Table 3.8.

Energy exchanges with the grid for each solution were estimated by annual
simulations. Fig. 3.39 shows the values of the energy drawn and fed to the
grid for each case and compares them to the values obtained without a FESS
(red frame). The values of the performance indicators are shown in Fig. 3.40.
As visible, a FESS is profitable in terms of energy savings for all the three
cases. Considering, for example, Case II, a FESS could allow a 69% reduction

in the energy purchased by the grid (), to cover 69% of the load demand
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Figure 3.39: Energy exchanged with the grid over one year for Load 1 for each different
sizing: Case I (blue), Case II (orange), Case III (yellow) and case without a FESS (red
frame) [62].
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Figure 3.40: Efficiency 7, self-sufficiency £ and self-consumption v for Load 1 for each
different sizing: Case I (blue), Case II (orange) and Case III [62].

with self-generation (£) and to use 75% of PV generated power (7).

In case of an ’ideal’ FESS, the performance indicators would reach the
maximum values, i.e. unity. For the self-sufficiency &, this would mean that
the load demand is completely covered by self-generation, without drawing
any power from the grid. For the self-consumption -, this would mean that

all the self-generated energy is consumed by the user, without feeding extra
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amounts to the grid (which is less profitable than self-consumption, as pre-
viously stated [65]). For these two indicators, high values are more easily
achievable. For example, unity could be reached with a FESS with a really
high capacity. As for the efficiency n, an unity value would mean that no
energy at all is drawn by the grid. A minimum amount of power must be
drawn by the grid to cover the power losses of the FESS during idling time.
Hence, only a FESS with no losses could achieve an unity value.

Case Il performance are the highest because of the higher capacity value
obtained by this sizing solution, as expected. On the other hand, Case
III does not offer significant improvements with respect to Case I because,
increasing the speed limits has a lower effect on the capacity than increasing
J. Still, the performances in each case appear satisfying.

It should be underlined, however, that the Load 1 is far from the load
power profile of a real house. Hence, the following section proposes the same
study with a load profile obtained by real measurements in order to provide
more realistic estimations.

The same simulations were performed with Load 2 to obtain more realistic
estimations as this dataset includes real measurements of the consumed power
from a residential building. Fig. 3.41 shows the values of the energy exchanges
with the grid for each case. The total energy consumption of the house and
PV peak power are higher than in the previous case (Load 1). Hence, to
do a comparison between the two load types, the normalized indicators of
Fig. 3.42 should be considered. As visible, with a more realistic load type, the
values of the performance indicators are lower. Still, the difference between
the three sizing solutions show a similar behaviour to Load 1. Case II gives
the best performance in term of energy savings, with a 25% reduction in the
energy purchased by the grid (n), a 50% covering of the total load demand
with self-generation (£) and a 50% use of total PV generated power (7). As
in the previous simulations with Load 1, Case III does not offer significant
improvements with respect to Case L.

It should be underlined, however, that the lower values for the perfor-
mance indicators cannot be attributed exclusively to the fact that, this time,

a non-ideal load type was considered. In fact, as seen, the optimal match
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Figure 3.41: Energy exchanged with the grid over one year for Load 2 for each different
sizing: Case I (blue), Case II (orange), Case III (yellow) and case without a FESS (red
frame) [62].
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Figure 3.42: Efficiency 7, self-sufficiency ¢ and self-consumption ~ for Load 2 for each
different sizing: Case I (blue), Case II (orange) and Case III [62].

between PV peak power, load request and flywheel capacity is of primary
importance for the profitability of the system. As Load 2 has a significantly
higher size than Load 1, FESS capacity should be increased even more to
improve system performance. In order to achieve that, however, it is neces-
sary to further increase the dimensions of the flywheel. The total volume of

the overall machine, however, must not increase too much in order to remain
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compliant with the maximum space available for the FESS in the basement
and in the vacuum chamber.

Another solution could be to increase the rated speed, but this would
require a complete re-design of the electric machine and the bearings. Con-
sidering the fact that this is a household application, it is not possible to reach
excessive speed because of safety issues. In addition to that, higher speed
ratings would entail higher costs and complexity for the electric machine,
bearings and mechanical parts.

Thus, in this kind of application, it is mandatory to ascertain as first the
values of load request and PV power generation in order to proceed with an

ad hoc design of the electric machine.

Electric Load and Generation Profiles in the HESS

The model was applied also for a real case study considering a building of
the University of Bologna including a dorm and a library, located in Cesena,
Italy (Fig. 3.43).

A bank of 5 FESS with a capacity of about 3 kWh and a battery with a
capacity of 16 kW h were chosen, for a gross total of 31 kW h storage capacity
and simulation were carried out for different months in order to assess the
impact of seasonal variability to the energy savings. The values of these and
of the remaining design variables are displayed in Table 3.9.

The electric load profile was obtained by the real consumed active power
of the university building. The available data span from June 2022 to October
2023 and are sampled every 15 minutes. The average annual consumption
for this building is about 138 MW h.

Similarly for the standalone FESS case study, the PV generation pro-
file was obtained with PVGIS by considering an installed peak power of
30.36EW p.

The tool allows to select the date and the number of days of the sim-
ulation. As could be expected, performance of the system vary with the
different seasons of the year. For this reason, at first a qualitative analysis

was conducted in order to validate the model and check that the daily cycles
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Table 3.9: Parameters for HESS Simulations
FESS Battery PV and Load
Parameter Value Parameter Value | Parameter Value
Winaz 9000 rpm Chart 16 kKWh Phy, 30.36 kWp
R 0.34 m Pbatt,maz 7T kEW Eload kW h
Wynin 25% Winaz
H 0.15m
T ez 3 Nm
p 7850 kg/m?
J 24.7 kg - m?
C 2.86 kW h
N 5

Figure 3.43: Picture of the university building roof with the installed PV arrays.

of the exchanged power were correct. Then, energy savings and the values of
the performance indicators were computed for a 5 days span (working week)

for four different months of the year, in order to take into account seasonal

variability.
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Figure 3.44: Three days of the PV generation profile (green) and load profile (blue for
the dorm and light blue for the library) for the month of May.

The qualitative analysis was performed considering two different season

of the year: the month of May for spring and the month of July for summer.

Fig. 3.44 shows three days of the PV generation profile (green) and load
profile (blue for the dorm and light blue for the library) for the month of
May. As visible, spring is a profitable season for PV energy production as
the power generation is higher than the load request. In this condition,
the use of energy storage could significantly improve energy savings by peak
shaving. Fig. 3.45 shows three daily cycles of the simulated power and energy
profile with the considered HESS. The operating sequence is similar to the
standalone FESS case: it starts with idling (4), then FESS charges during
daylight (7). The difference consists in that, When the stored energy reaches
Ernaz (2), the power is now fed to the battery until it reaches its mximum
capacity; only after that, the remaining power s fed to the grid. Similarly,
when in the evening the FESS discharges until E,,;, (3), the required power
is taken from the battery until it completely discharges and, after that, power

is drawn from the grid. Then, the sequence repeats.

In Fig. 3.46, the profiles of the power drawn from the grid during the three
daily cycles in the case with HESS (blue line) and without HESS (black line)

are compared. As previosly mentioned, the green areas represent the daily
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Figure 3.45: P, (blue), P4 (red), Prpss (green) and Epgpgs (black), Patt (purple)
and Epqyr (black) during three daily cycles in May.
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Figure 3.46: Power drawn from the grid without a HESS (black) and with a HESS (blue)
and energy savings (green area) during three daily cycles.

energy savings.

As for the standalone FESS case, the extension of the green area is limited
to the motoring interval of the FESS (1) plus the discharging interval of the
battery. Thus, it is possible to increase the energy savings with a higher
capacity of the overall HESS. But choosing higher values for the capacity, for

example an higher number of flywheels and number of batteries, would be
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Figure 3.47: Three days of the PV generation profile (green) and load profile (blue for
the dorm and light blue for the library) for the month of July.

more expensive and this choice would not be convenient for certain periods
of the year. In fact, the system would be oversized for seasons in which the
PV generation is low and the additional costs would not be payed back. For
example, Fig. 3.47 shows three days of the PV generation profile and load
profile for the month of July. As visible, in this case the HESS would never
be in operation as load demand is way higher than PV generation and P,

is always negative.

The quantitative performance analysis was conducted only for the months
of March, April, May and June. In fact, for the remaining months, the PV
generation was not enough to cover load demand, hence, an energy storage
system was not worth considering. For each of these months, a simulation
time of 5 days (working week) was considered and energy exchanges with the
grid were estimated. Fig. 3.48 shows the values of the energy drawn and fed
to the grid for each month and compares them to the values obtained without
a HESS (red frame). The values of the resulting performance indicators are
shown in Fig. 3.49. As visible, for these months of the year, a HESS appears
profitable in terms of energy savings. Considering, for example, the month
of April, a FESS could allow a 26% reduction in the energy purchased by
the grid (n), to cover 57% of the load demand with self-generation (£) and
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Figure 3.48: Energy exchanged with the grid during five days for different months:
March (blue), April (orange), May (yellow) and June (purple) and the case without a
HESS (red frame).
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Figure 3.49: Efficiency 7, self-sufficiency £ and self-consumption v for Load 1 for different
months: March (blue), April (orange), May (yellow) and June (purple).

to use 93% of PV generated power (7).

As a conclusion, for the months of March, April, May and June, the HESS
allows satisfying energy savings but for the other months, the PV generation
is not enough to cover load demand, hence, an energy storage system is not
worth considering. As a conclusion, for the months of March, April, May and

June, the HESS allows satisfying energy savings but for the other months,
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the PV generation is not enough to cover load demand, hence, an energy
storage system is not worth considering.

Hence, for the considered load and generation profile, an energy storage
system appears profitable only during certain periods of the year. The HESS
should be shut down during low generation months or the installed PV peak
power should be increased, provided that enough space is available.

This case study is an example application of the tool. Other possible
combination of parameters, load and generation profiles and locations of the
building could be easily investigated as a future development. For exam-
ple, the performance of a FESS shared between different households in a

Renewable Energy Community scenario could be evaluated.
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Chapter 4

Case Study:
Innovative Power Conversion

for Wind Energy

4.1 Electric Drives for Wind Turbines

4.1.1 Onshore and Offshore Wind Farms

As shown in Chapter 1, electricity from wind generation will have a central
role in the path towards the zero emissions energy system of the future. By
2050, wind farms global installed capacity (onshore and offshore) is projected
to grow from the current 900 GW up to more than 10 000 GW, reaching al-
most one-third of the total installed capacity from renewable sources [71].
Historical evolution of wind capacity is compared to the total amount re-
quired from NZE scenario by 2030 in Fig. 4.1.

Offshore wind, especially, is recognized as one of the leading technologies
to meet global climate targets within the next three decades. Its attractive-
ness stems from the large availability of offshore locations, its high energy
output per square meter, and the possibility to build it quickly at gigawatt-
scale. Offshore wind is a rapidly maturing technology and has developed

significantly in the past decade: during the period from 2010 to 2022, to-
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Figure 4.1: Historical and projected wind power capacity and required one for the Net
Zero Scenario, 2015-2030 (adapted from [69]).

tal offshore wind installed capacity experienced a twenty-fold increase [72].
The annual offshore wind capacity additions by country from 2015 to 2022
are depicted in Fig. 4.2. North Sea countries (Belgium, Denmark, Germany
and the United Kingdom) are pioneers: Denmark deployed the first opera-
tional offshore wind farm in 1991 with a capacity of 5 megawatts (MW) [73].
However, deployment is moving beyond the front runners and is broadening
to China, Japan, North America and the Republic of Korea [74]. In fact,
offshore solutions broaden opportunities for those countries with not enough
available space for onshore wind but with consistent seabed drops. Offshore
wind represents a cost-effective option to provide electricity to densely popu-
lated coastal areas. The push to move offshore wind project sites farther from
shore and in deeper waters is motivated by the tremendous increase in their

energy potential thanks to the higher and more consistent wind resources.
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The growing interest in this technology and its varied geographical distri-
bution amongst countries is reflected by the steady increase in international
standards and technical committees in wind technology. Notwithstanding
this, today, the offshore wind market remains smaller than the onshore one
because of some challenges such as its integration into the energy system
via new interconnections, the need for larger turbines and more robust foun-
dations, the demand for critical materials and recycling and other logisti-
cal challenges. To exploit its full potential, policy support is needed for
RD&D investments, improvements in technology and decrease costs through

economies of scale.
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Figure 4.2: Annual offshore wind capacity additions by country/region, 2015-2022 [70].
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4.1.2 Innovations and Trends in Wind Energy

In order to make the most of the offshore infrastructure, in recent years re-
search explored some combinations of wind farms with other clean energy
technologies. The first one is represented by hybrid systems where offshore
wind is clustered with other renewable sources such as solar photovoltaics or
ocean energy, such as wave and tidal energy. Even if both offshore solar and
wave energy are at a much earlier development stage than offshore wind [71],
testing station are currently being installed. In fact, hybrid system would
maximise on-site power production and the efficiency of the plant. Flexibil-
ity can be enhanced, for example, with wind power providing the consistent
base load, while solar and wave contributing during peak demand periods.
Moreover, solar panels and wind turbines can share network infrastructure
and grid connections and PV generated energy can be used on site for tur-
bine operation. In addition to that, combination of wind farms and clean
hydrogen production units is also being explored. In this way, it is possible
to make use of the surplus energy during periods of overproduction to pro-
duce green hydrogen, an essential instrument for the decarbonization of some
hard-to-abate end-use applications. In recent years, installations have grown
significantly driven by innovation in electrolysers for clean hydrogen produc-
tion, the supportive environment of national hydrogen strategies developed
by over 30 countries [75] and the economic attractiveness of producing hydro-
gen offshore [76]. Finally, innovations are arising in the foundation technology
of the turbines also. Fixed-bottom turbines are the dominant configuration
in the offshore wind sector, but floating offshore wind is gaining traction
among the offshore wind industry [77]. In this configuration, wind turbines
are installed on floating sub-structures designed to counteract thrust, inertial
forces and pitch motions. The turbines themselves are the same as those used
for fixed-bottom configurations but this installation gives access to plentiful
wind resources at greater water depths. In addition to that, it is possible to
select high wind speed sites with greater flexibility, helping to minimize any

social and environmental impact.
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4.1.3 Wind Power Conversion Systems

Wind turbine systems are composed by the following main elements: a tur-
bine rotor, a gearbox, a generator, a power electronic converter and a trans-
former for grid connection, as illustrated in Fig. 4.3. The power from the
wind is captured by the turbine blades in the form of low-speed, high-torque
mechanical power and is adapted to the high-speed, low-torque required by
the generator through a gearbox. In case of a multi-pole generator, the gear-
box may not be required. The generator converts mechanical power into
electrical power which is fed to the grid through power electronic converters,
a transformer with circuit breakers and electricity meters, in order to meet

the requirements of grid connections.

Maximum Power Point Tracking

The early electric drives for wind turbines were based on squirrel-cage induc-
tion generators (SCIGs), operated at constant speed and directly connected
to the grid. Nowadays, systems have developed toward a variable-speed ap-
proach. In fact, turbine speed control allows to achieve higher efficiency and
becomes more and more important as the power level of the turbines in-
creases. In addition to that, power limitation during higher wind speeds is
of the utmost importance and this can be achieved both mechanically (stall
control, active stall, or pitch control) and electronically (by a proper con-
trol of the generator and power converter). The rise in efficiency allowed
by variable-speed operation comes from the fact that, to achieve maximum

power conversion, there is an optimal rotor speed that depends on the wind

Mechanical power Electrical Power

Gearbox (optional) G Power converter
Wind power  Rotor st el (optional) Power transformer Supply grid

Ao e

0

Power conversion & P Plower conversion &
Power transm ission
control control

Figure 4.3: Main components of a wind turbine system [78].
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Figure 4.4: Power conversion efficiency and tip speed ratio relationship curve for different
wind turbine designs [79)].

speed. The power generated by a wind turbine can be expressed as:

p- %pﬂ'R2V3Cp()\) (4.1)

with p as the air density ([kg/m?]), R as the turbine rotor radius, V as the

wind speed, and C,(\) is the turbine power coefficient.

Cp () represents the power conversion efficiency of a wind turbine and is

a nonlinear function of the tip speed ratio A given by:

B

A
v

(4.2)

with v as the rotational speed of the wind turbine.

The rotor efficiency curve Cy,(\) is determined by the blade design and

the pitch angle and has a point of maximum. The maximum theoretically
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Figure 4.5: Wind turbine power-speed characteristics and maximum power point (MPP)
curve (adapted from [80]).

possible turbine power coefficient is known as the Betz limit and has a value
of Cp(N)theo = 16/27 [78]. C,(A) and A relationship is plotted for different
wind turbine designs in Fig. 4.4.

Hence, for each wind velocity, there is a turbine speed that gives a max-
imum output power. Fig. 4.5 shows the developed power as a function of
the turbine speed for different wind speeds. Values are expressed in per
units, normalized on the rated speed and on the rated power. The maximum
power points (MPP) are highlighted by the maximum power curve, which is

provided by the manufacturer of the specific wind turbine.

In variable-speed operation, the rotor speed is controlled to keep it at the
optimal one and and follow CP,max, thus, capturing the maximum power up
to the rated speed. Fig. 4.6 shows an example of the relationship between
wind speed and power generated by a given turbine. If the wind speed is
below the cut-in speed, the turbine is not activated because the generated

power would not be enough to compensate the losses. The range from cut-in
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Figure 4.6: Output power of a wind turbine as a function of the wind speed (adapted
from [80]).

speed and nominal speed is called optimal efficiency wind speed range, during
which the rotor speed is adjusted to follow C), 4, through electrical control
of the generator. During this range, the delivered power is proportional to
the cube of the wind speed. Between the nominal and the cut-out wind
speed, power delivery is limited through mechanical control in order to avoid
overloading. The system generates nominal power, which is also the rated
output power of the generator. Once reached the cut-out speed, the turbine

is stopped in order to avoid damages.

In order to practically achieve maximum power point tracking, many
controls methods have been developed. Most of them, are based on feedback
control in order to follow the optimal tip speed ratio or delivered power for
the instantaneous wind speed. All of them, however, require an external
anemometer to measure the wind speed, increasing the complexity and cost
of the system. In some cases, the knowledge of the maximum power curve of
the turbine might be required, which can be obtained through simulations
and experimental tests. Another method is represented by the Hill Climbing
Searching (HCS) control, similar to the one used in photovoltaic systems,
where turbine speed and delivered power are monitored. When working in

the optimal conditions, an increase in speed entails an increase in power too.
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If this is not the case, then turbine speed should be decreased. However, in
case of really large wind turbines, the speed adjustment is not fast, and this
method could not be viable. Thus, a combination of many of the previous
methods may be adopted [81]. Regardless of the specific method, tracking
happens by a proper signal control for the power converter paired to the

generator.

Generators and Power Converters Architecture

Wind turbine drivetrain systems are dominated by two types: the gearbox,
with doubly fed induction generators (DFIG), and direct-drive systems, with
permanent magnet synchronous generators (PMSG) and electrically excited
synchronous generators (EESG). The most important factors in choosing be-
tween them are given by cost, power density, size, weight and reliability. In
addition to that, the selection of the best suiting generator type changes
between onshore and offshore applications. Specifically, offshore wind farms
require cost-effective option over the turbine’s total lifecycle because the lo-
gistics for regular maintenance takes more resources. Direct-drive systems
have higher efficiencies, but, for large capacities, generators become heav-
ier and larger. In this case, generator size can be reduced using permanent
magnets that allow higher power density. Moreover, PM machines are su-
perior to electricity-excited machines not only in terms of power-to-weight
ratio but also efficiency and reliability. Thus, PMSGs have become the main
generator technology for offshore wind turbine applications. In fact, in 2018,
PMSGs were used in 76% of offshore wind turbines worldwide and almost all
in Europe [82]. However, risks related to rare earth elements (neodymium
and smaller quantities of dysprosium) supply for PM generators are raising
concerns in the industry [83]. Some alternatives that make no use of per-
manent magnet exist, but they lack the efficiency and power density that
is mandatory for offshore applications. Thus, it is crucial to diversify rare
earth supply through global partnerships and innovation, as happens for

other clean energy technologies.

Power electronic converters play a major role in wind power conversion
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systems, especially for variable-speed configurations and PMSGs. In fact,
synchronous generator requires a full-rated power electronic converter to de-
couple it from the grid. In addition to that, power electronics is essential to
deal with the grid connections requirements that have been redefined with
the recent expansion of wind farms. The converter must deal with harmonics
and flickers but also contribute to frequency and voltage control by adjusting
active and reactive power supplied to the grid. Thus, variable-speed drives
with a full-scale power converter are the most effective and least compli-
cated solution to achieve high efficiency in power conversion and active grid
support.

Many power converter configurations have been researched, with the main
one as the back-to-back voltage source converter (VSC), shown in Fig. 4.7.
The total power production is fed to the system where the grid-side con-
verter controls active and reactive power independently while the machine-
side converter controls the generator at a wide variable frequency range for
optimal operation. In simpler architectures, diode rectifiers can be used as
the machine-side converters, but a complete control of the whole system may
be more difficult. In addition to that, the use of current-source converters is
being investigated too [84], [85].

The high-frequency switching of PWM modulation produce harmonics at
high frequencies that can be easily removed by small-size filters. The size of

the output filters can be reduced by other VSC configurations that produce

Gear

box Generator AC to DC DC to AC
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Figure 4.7: Variable-speed system with PMSG and full-scale back-to-bac VSC [80].
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less harmonic content, such as matrix and multilevel converters. The matrix
converter represents a compact solution to achieve direct AC-AC conversion
with reduced component count but is technically more complicated. The
multilevel converters, on the other hand, are very interesting thanks to their
ability to satisfy the high voltage ratings of the conversion system with low
voltage devices. In fact, the power rating of offshore wind energy conversion
systems is growing steadily. As known, large current rating causes high
power losses. In order to keep a low current rating, therefore, the voltage
rating of the system must increase. As a result, devices with higher voltage
rating must be used, causing an increase in the overall costs and a decrease
in dynamic performance due to the low switching frequency of high voltage
rating devices.

An attractive alternative for variable-speed drives of wind turbine may
be represented by the dual inverter system paired to an open-end permanent
magnet synchronous generator. Detailed description of architecture will be

presented in the following section.

4.2 Dual Inverter Fed Open-End Winding Per-

manent Magnet Synchronous Motor

4.2.1 Features and Applications of the Drivetrain

In a dual inverter fed Open-End Winding Permanent Magnet Synchronous
Motor (OW-PMSM), the neutral point of the stator windings is opened and
each phase is controlled separately by the legs of two different inverters. The
two inverters can be linked to different voltage sources or to the same DC bus,
as shown in Fig. 4.8. This may look as a more complex scheme but presents
several advantages with respect to a conventional single inverter drive that
make it advantageous in some specific applications.

First of all, a three-level modulation effect is obtained without the use
of a neutral point clamping (NPC) diode, eliminating the fluctuation issues
that affect three-level NPC inverters [86].
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Figure 4.8: Open-end winding permanent magnet motor fed by a dual inverter with
common DC bus.

Secondly, this configuration allows to increase the DC bus utilization up
to double the one of a single inverter. Thus, DC voltage can be reduced
by half reducing the stress on switching devices and increasing the energy
density [87]. Thanks to this feature, this drive scheme gained particular
interest for electric vehicles applications [88], [89], [90].

Finally, this system has an interesting fault-tolerant capability [91], [92],
[93]. In fact, each phase current can be controlled separately and there is
a redundancy of space vector combinations, as it will be presented in the
following sections. If one inverter fails, the other can operate as a standard
two-level VSI by shorting the output terminals of the faulty one [88], [94].

Advantages for Wind Power Conversion Applications

The peculiar features of the OW-PMSM coupled to a dual inverter make
this architecture an interesting solution for wind turbine drivetrains. In
this topology, the number of voltage levels that can be applied both on the
machine-side and grid-side doubles, allowing several benefits.

First of all, power sharing between the two inverters is improved and
higher power output is achieved, which is particularly useful in high-power
wind turbine applications.

Secondly, DC bus voltage can be reduced by half, thus, reducing the stress

on the components. Lower-rated and faster switching devices can be used
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Figure 4.9: Energy storage integration in a turbine drive with a dual inverter fed OW-
PMSM (adapted from [95].)

compared to a single inverter setup, resulting in reduced system costs and
improved performance.

Moreover, thanks to the higher number of levels, the total harmonic dis-
tortion of the output signals is improved. This is highly beneficial on grid-side
especially, improving the quality of the power fed into the transmission grid.

Finally, the dual inverter system introduces redundancy, which can be
crucial in wind power systems. In case of fault in one inverter, the system
can still operate at reduced capacity using the remaining healthy inverter,
thus improving the reliability of the wind power conversion system.

Some works adopting the dual inverter structure and the OW-PMSM for
wind power conversion applications can be found in literature In [96], the
dual inverter architecture was adopted to feed a brushless doubly fed turbine
generator. In [97], OW-PMSM was used as a turbine generator and was
coupled to a series multilevel converter. Both dual inverter and OW-PMSM

are used in [95]. This drivetrain exploits the dual inverter structure on the
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machine side for efficient energy storage integration. One inverter feeds the
DC bus while the other feeds a battery, as shown in Fig. 4.9. Finally, in [98],
the dual inverter structure was adopted both on the machine-side converter
and on the grid-side converter to make the most of all its advantages. In
addition to that, in this configuration all the converters share the same DC
bus, as shown inf Fig. 4.10. The common DC bus architecture allows a more
compact and simple structure, highly advantageous given the limited space
available on turbine’s nacelle. However, the common DC bus presents some

challenges that must be dealt with proper modulation of the converters.

Drawbacks of the Common DC-Bus Configuration

The dual inverter fed OW-PMSM architecture poses two main challenges.
The first one is caused by the use of a common DC bus. In fact, with

this topology a path for the circulation of a zero sequence current (ZSC)

is opened. This path has a low equivalent inductance and is not able to

filter out the high frequency components of the ZSC which are triple the

Machine — side VSI1 Grid — side VSI1
ya

- ™

4 1[% 1[} 4[{& é}

1 1[{} 1 it& 1[{} i

\ // \

Machine — side VSI2 Grid — side VSI2 %{E
(] T

1 +f} 1[? 1

kX
Sl

Figure 4.10: Turbine drive with OW-PMSG and dual inverter both on machine-side and
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fundamental frequency and change with the operating speed [99]. Thus,
high-frequency, high-magnitude current ripple is produced which translates
in a torque ripple at six-times the fundamental frequency [100]. Whether the
ZSC magnitude is acceptable, it depends on the machine parameters, but this
usually causes a significant degradation of the performance of the system. In
order to suppress circulation of the ZSC, the common mode voltage difference
at the ends of the ZSC path must be minimized. This zero sequence voltage
(ZSV) is generated by different sources.

First of all, a main source comes from PWM modulation itself. It is
represented by the difference between the common mode voltages of the two
inverters and can be directly controlled through proper modulation.

Secondly, ZSV is generated by the third harmonic component of the back
electromotive force (EMF'). This is a specific problem arising from the appli-
cation of the dual inverter to an OW-PMSM [101].

Finally, other minor ZSV sources derive from the cross-coupling voltages
in the ZSC path caused by the d- and g-axis currents and from the dead time
and voltage drop of switching devices [102], [103].

Compensation of all these different sources can be achieved by introducing
some changes in the conventional PWM modulation of the inverters. The
common approach consists in tuning the first directly controllable PWM
source to counteract the other ZSV source. Typically, a PWM modulating
signals 120° rotation is adopted to obtain the same common mode voltage in
the two inverters [104], [103]. Thus, the major ZSV source is eliminated, and
the other disturbances become easier to counteract. After this, modulating
signals are tuned to further modulate the common mode voltages of the
two inverters. This is carried out by redistributing the dwell times of the
zero vectors only, because the final phase voltages applied to the windings
must not be affected. In fact, the dwell time of the active vectors determine
inverter’s voltage output while the ZSV is determined by the dwell time of
the two zero vectors. This technique is known as zero vector dwell time
redistribution (ZVR).

Many variants of this method can be found in the literature. In [100] ZSV

is modulated by redistributing the dwell time between zero vectors (000) and
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(111) with Space Vector PWM (SVPWM). In [105], instead, this is achieved
by signals phase shifting with Sinusoidal PWM (SPWM). Both methods

use opposite reference voltages for the two VSI instead of 120° phase-shift

rotation, with a semi-PR controller generating the ZSV reference in order
to suppress ZSC. In both cases, the available modulation range for the ZSV

reference is limited: it reduces as the modulation index increases.

Modulating ZSV with these techniques, however, requires more switching
actions, hence, increases the switching losses. This has a relevant impact for
the dual inverter architecture, especially. In fact, another main drawback
of this topology is that losses are double the ones of a conventional single
inverter. For this reason, in previous works, many methods have been at-
tempted to reduce the switching losses of this system. In [87], different tech-
nologies are utilized for the two VSI. VSI1 is IGBT-based and is modulated
6-step with a low switching frequency, hence, its common mode voltage is
predictable. VSI2 is SiC-based and is SVPWM modulated at high switching
frequency to act as an active filter and compensate both the high harmon-
ics introduced by 6-step modulation of VSI1 and its common mode voltage.
Instantaneous ZSV is compensated but the other ZSV disturbances are not
addressed. In [106], ZSC is assumed to be relatively small and negligible in
a certain range, hence, it is not suppressed. Resulting torque ripple is elim-
inated by injecting a reference current in the 0-axis controller to counteract
the effect of ZSC. In this way, switching losses decrease but there is an in-
crease in losses due to current distortion: convenient for heavy load and high
switching frequency applications. [91], [92], [93].

An alternative to reduce switching losses is to adopt discontinuous (DPWM)
schemes [107]. In [108] and [109], DPWM was successfully adopted but in
a OW induction motor (OW-IM) only. The OW-IM is not subject to the
third harmonic component of the back-EMF, hence, the suppression of the
instantaneous ZSV is sufficient. For an OW-PMSM, however, ZSV is manda-
tory to guarantee the proper operation of the system but it is more difficult
to achieve with DPWM. In fact, less degrees of freedom are available with
DPWM: in each switching period, only one of the two available zero voltage

vectors is used. Thus, in order to modulate the ZSV without changing the
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Figure 4.11: Zero-sequence equivalent circuit with ZSV sources: PWM modulation
(blue) and third harmonic back-EMF (red).)

final phase voltages applied to the motor, thorough analysis and complex
modulating signal tuning are required.
In the following section, the analytical model of the complete system will

be presented in detail. Moreover, a technique to achieve ZSV modulation
with DPWM in the dual inverter fed OW-PMSM will be proposed.

4.2.2 Modeling of the Complete System
Mathematical Model of OW-PMSM

In an OW-PMSM, the flux linkage harmonics produce zero-sequence harmon-
ics in the back-EMF'| with the third harmonic component as the dominating
one. Considering a dq0 rotating reference frame, the flux equations can be

expressed as:

M| [La 0 07 [ia by
M=10 L, of [i] + 0
)\0 0 0 Lo io )\3f(308(3wet — 03f)

(4.3)

with Lg, Ly, Lo, t4, tq and iy as the inductances and currents components
in the dq0 reference, Ay and A3y as the amplitudes of fundamental and third

harmonic flux linkages, and w,. as the electrical angular speed of motor. In
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case of an interior PMSM, the fundamental and third harmonic flux linkages
are not in phase [110]. Hence 03, represents the phase lag between the fun-
damental and third harmonic flux linkages. The voltage equations in the dq0

frame can be expressed as:

di . .
vg = LaGt + Rig — wlyiy

’Uq = Lq% + Rld + W(Ldid + /\f) (44)
Vo = Lo% —+— R’L() — 3we)\3f3in(3wet - ggf)

with R as the stator resistance.

Because of the open neutral point, a ZSC path allows circulation of ig.
Additionally, because of the negative mutual inductance, the 0—axis induc-
tance is smaller than the d— and g—axis inductances [105], hence, iq is easily
generated by any vy disturbances. The ZSV vy and ZSC iy can be expressed
as:

vo = (Vg +vp +v.)/3

4.5
io = (g +ip+1.)/3 4

where v,, vy, v, are the phase voltages and i,, i, . the phase currents of the

motor.

The ZSC circuit is schematized in Fig. 4.11 where ZSV sources are rep-
resented as equivalent generators: inverters’ CMV disturbance due to PWM

modulation vy, and vgy (blue) and third harmonic component of the back-
EMF (red).

Finally, the electromagnetic torque can be expressed as:
3 . . . .
T = §P[)\f2q + (Lg — Ly)igiq — 6A3f5in(3wet — O3¢)i0) (4.6)

with P as the pole pairs number.

ZSC generates a six times the fundamental frequency torque ripple, which
is harmful for the operation and mechanical components of the motor and
causes extra power loss for the system. Hence, ZSC suppression is required

for proper operation.
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Dual Inverter Space Vector Model

With the dual inverter configuration, the phase voltages v,, v, and v, applied
to the stator’s windings are given by the difference between the pole voltages

generated by the two inverters, as follows:

Vq Vg1 — Va2
Up| = | Up1 — Up2 (47)
Ve Vel — Ue2

where 1 subscript stand for VSI1 and 2 for VSI2. The ZSV due to modulation
can therefore be expressed as the difference between the two inverters’ CMVs
Vo1 and vga:

Vg = Vg1 — Vo2 = (4.8)

_ Ugl T Up1 Vet Vg2 T Up2 + V2  Ug + Up + Uc

3 3 N 3

Each pole voltage is controlled by the corresponding inverter leg’s switch-
ing state, hence, for the dual inverter, there are 2° = 64 switching states
generating 19 different state vectors on the space vector plane, as in a three-
level inverter. These state vectors are shown in Fig. 4.12 as the vertices of the
black, orange and dashed hexagons plus zero vector at the origin. In order to
obtain a zero ZSV, however, only the combinations of VSI1 and VSI2 state
vectors with the same CMVs can be used. Hence, the number decreases to
6 active vectors at the vertices of the orange hexagon and one zero vector
at the origin. The corresponding state vector couple for single inverters is
indicated in red for VSI1 and blue for VSI2. In order to synthesize the 7 zero
7SV state vectors, the 120° phase shift is adopted so that the two inverters
have the same common mode voltage. Specifically, the reference vectors of
the two single inverters are leading the total reference vector by 30° and 150°
for VSI1 and VSI2, respectively. The opposite sequence can be adopted too,
with a 30° lag for VSI1 and 150° lag for VSI2. It must be noted, however, that
with this choice the voltage utilization of the DC bus is reduced by about
13%. The dual inverter would allow twice the voltage utilization of the single
inverter, while with the 120° phase shift it is limited to v/3 times. Still, the
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Figure 4.12: State Vectors on the space vector plane for single inverter (dashed hexagon)
and dual inverter (solid hexagon). Dual inverter state vectors with zero ZSV belong to
the orange hexagon. Values are normalized over Vdec.

voltage utilization is higher than in the single inverter case. The radius of
the circle inscribed in the hexagons indicates the maximum amplitude of the
space voltage vector under the linear modulation range, which is V. /v/3 for
the single inverter and V. for the dual inverter.

As a summary, VSI1 and VSI2 reference vectors can be generated as:
Visn = (1/V3) - Vigy - €™/

Visia = (1/V/3) - Vigy - €77/ (4.9)

with Vi, = Viysin — Virsre as the total reference vector.

Once the major ZSV source is eliminated with 120° phase shift refer-
ence voltage generation, it is possible to further modulate the ZSV in order
to counteract the back-EMF effect and suppress ZSC. How to achieve this
depends on the chosen PWM modulation method.
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4.2.3 A New Modulation Strategy for Losses Reduc-

tion

DPWM Modulation for Switching Losses Reduction

In DPWM schemes, phase voltages are periodically and alternately clamped
to Vyg./2 and —Vj./2 for a total of 120° in a fundamental period. Thus, each
phase ceases switching for one-third of the time and this allows a reduction

in switching losses with respect to continuous PWM.

Generalized DPWM60 methods are parameterized by the modulator phase
angle ¢ which represents the distance from the intersection of the two refer-
ence phase voltages (60°) to the start of the voltage clamping. For example,
DPWM60-0, DPWM60-1 and DPWMG60-2 are obtained with a v value fixed
to 0°, 30°, and 60°, respectively. Once ¥ is set, a zero-sequence signal is com-
puted and added to the three original modulation signals to obtain DPWMG60

reference voltages. An extensive explanation can be retrieved in [107].

In the proposed method, optimal DPWMG60 was adopted. In this case, ¢
is varied depending on the power factor angle to start the clamping around
current peaks and, hence, to maximize the switching loss reduction [111].

Given ¢ as the power factor angle, 1) can be computed as follows:

0 if —1/2<¢<—7/6
V=q¢+7m/6 if —7/6<¢<7/6 (4.10)
/3 if7/6 <¢<m/2

If DPWMG60 scheme was independently applied to both inverters, different
optimal angles would be used for VSI1 and VSI2. In fact, because of the 120°
phase shift, the power factor angles of VSI1 and VSI2 lead the total ¢ by 30°
and -30°, respectively. This solution would maximize switching loss reduction
but the CMVs of the two inverters would be different, hence, ZSV would no
be suppressed. For this reason, the same optimal angle i) has been adopted

for both inverters, as presented in [109].
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ZSV Modulation for ZSC Suppression

As previously stated, once the common mode voltage difference between the
two VSIs is suppressed, the ZSV can be further tuned in order to counteract
the other ZSC sources. The main source is represented by the third harmonic
back-EMF component, whose frequency changes with the operating condi-
tions. In order to suppress the tracking error, a proportional-resonant (PR)
controller was chosen to generate the target ZSV vf, as presented in [100].
The ZSC 17 is computed as one third the sum of the measured phase cur-
rents while the reference ij is set to 0. The error is fed to the PR controller,

with resonant frequency set to three-times the fundamental one and cut-off

(a)
] Z Vs V2
(110)
(V-&V3)
constant
y / Viot Viot
veiz Vusiz
P oA = \ s
Vy e V; ] = — V;
(011 —> (100)  (011) “*—V/; becomes (100)
V,; dwell time V; dwell time ) zero
decreases increases Increases |/, generation
in VSI1
(001) (101) (001) (101)
(b) (c)

Figure 4.13: V;,; (black), Vi/sr1 (solid blue) and Vi, g1o (solid red), with their components
on the space vector plane (dashed). uy g1 (blue dashed) and uy g2 (red dashed) are varied
and V. is unaffected. Before ZSV modulation (a), after ZSV>0 modulation (b) and after
ZSV<0 modulation (c).
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frequency set to 2-5 [rad/s].

With the conventional solutions adopting SVPWM, the ZSV reference v
is obtained thanks to ZVR. In fact, the dwell times for zero vectors switching
states (000) and (111) are equally divided in SVPWM. By adopting DPWM,
however, only one of the two states is applied in each switching time, hence,
there are less degrees of freedom.

Considering a single VSI, if the zero vector dwell time is varied, also the
dwell time of one of the two active vector will vary, affecting the final output
voltage vector. To overcome this issue, both VSIs should be considered at the
same time, remembering that the final voltage vector applied to the motor
windings is the difference between VSI1 and VSI2 vectors, as in Eq. (4.8).

Fig. 4.13a shows the total output voltage vector V;,; decomposed between
the single VSI1 and VSI2 reference vectors, Vi, g0 and Vi 79, respectively.
Both vectors have two components on the state vectors of the space vector
plane. From this example, it is possible to see that if only the opposite
components, denoted as uygr; and uygre, are changed in the opposite way,
the final output vector will not be affected. The single Vi s;1 and Vg
will rotate but their sum V,,, will not change, as visible in Fig. 4.13b and
Fig. 4.13c. In the figure, a positive target ZSV has been considered; in case
of a negative ZSV, the components should be varied in the opposite way.
In Fig. 4.13b, a positive target ZSV has been considered, hence, uygp is
increased and uy g is decreased. In Fig. 4.13c, a negative target ZSV has
been considered, hence, uy g1 is decreased and uy g9 is increased.

With proper expedients, it is possible to change the dwell time of the ac-

V3 VZ
(010)/ \(110)
Before ZSV Modulation
Vvsi
Viot
v, Vsiz v, v,
011) (100) (011)
(a) (b)

Figure 4.14: Special condition when V;,; phase angle is w/6: before (a) and after (b)
ZSV modulation.



Chapter 4 — Case Study:
118 Innovative Power Conversion for Wind Energy

tive vectors without changing the resulting V;,;. This allows ZSV modulation
in a similar manner to ZVR method.

There are some special conditions that should be considered separately.
These happens when V},; phase angle is an integer multiple of pi/6: Vi gro
and Vi g2 have no components but lie on one single state vector. In this
case, one of the two vectors is directly changed while for the other one an
opposite component is generated, as shown in Fig. 4.14.

Fig. 4.15a shows the PWM waveforms of both inverters during one switch-
ing time Ty, along with their CMVs and the final ZSV (reference dashed
line is placed at 0V'). In this example, DPWMG60-1 method was considered
with V. positioned in the space vector plane as in Fig. 4.13. In this condi-
tion, phase ¢l and a2 are clamped to —V;./2 and only zero voltage vector

switching state (000) is available. As visible, with the 120° reference signal

Vo, Vo V1,V3 Vo, Vy Vi, V3 Vo, Vo
Var Ve ¢ \
Vb1 \
Ver 120° phase shift \
> Phase clamped to -V /2 J
Va2
/ /
|4
Vb2 j
Ve2
Vo Suppressed ZSV

T,

(a)

Vi, Va, V2, Va3 V3V vy, Vo, Vo, V3, V2, V3, Vo, Vo,
Vo Vo: Vi V4 Vi 1V Vy V3 V4 Vs Vy Vs Yy V3
Var 4—: 3V h +
Va1 Vo1
Ver Ver
Va2 Va2
Vb2 : i Vb2
Ve Ve2
2V4l3
Vo Va3 — 0 Vo [ Val3 / 2
P -2Vud3 Modulated 78
i Modulated ZSV 7] zsVv

(b) ©

Figure 4.15: PWM waveforms during one switching time. Phase voltages of VSI1 (blue)
and VSI2 (red) with CMVs of both inverters and total ZSV (black).Before ZSV modulation
(a), after ZSV>0 modulation (b) and after ZSV<0 modulation (c).
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rotation, the CMVs of the two inverters are equal and ZSV is suppressed.
In order to obtain a positive ZSV, uy g1 should increase and uy 7o should
decrease, while the other two components must remain constant, as shown

in Fig. 4.15b. In terms of dwell times, this means:

e For VSI1: decreasing the zero vector dwell time and increasing the

active vector Vi dwell time;

e For VSI2: increasing the zero vector dwell time and decreasing the

active vector V; dwell time.

Hence, ZSV can be modulated until phase al duty cycle becomes 1 (zero
vector dwell time becomes null) and until phase ¢2 duty cycle becomes 0 (V;
dwell time becomes null).

In case of a negative ZSV, dwell times should be varied in the opposite
way , as shown in Fig. 4.15c. Modulation is achievable until the duty cycle
of phase al becomes 0 or that of b2 becomes 1. As the duty of phase al
decreases, the active vector V; dwell time is reduced. When the duty of
phase al and b2 are the same, V| dwell time totally disappears. As the duty
of phase al further decreases, the active vector V3 is generated and V5 dwell
time is reduced. Keeping in mind the geometry of the space vector plane, a
decrease in V5 can be considered as an increase in V5. The sum of V3 and
V5 generates the V; component. This cancels out the Vj increase in VSI2.
Therefore, the final V,,; does not change.

In this work, carrier-based principle is adopted for DPWM modulation
[107]. The addition or subtraction of a zero-sequence signal shifts the ref-
erence signal in the vertical direction. Hence, changing the dwell times to
modulate the ZSV means injecting the reference vj to the phase reference sig-
nals. For this example, v is subtracted to both v}, and v, reference signals
of VSI2 and added to v}, only for VSII.

Generally, this procedure depends on sector and phase clamping, hence,
on the runtime phase angle of V;,; . The rules can be summarized in the

following:
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1) In Sectors I, ITI, V:

e If Phase Clamping to Vj./2:
- Add vj to all non-clamped VSI1 Reference Signals

- Subtract v; only to the lowest VSI2 Reference Signal

e If Phase Clamping to —Vj./2:
- Add v only to the highest VSI1 Reference Signal

- Subtract v to all non-clamped VSI2 Reference Signals

2) In Sectors II, IV, VI:

e If Phase Clamping to Vj./2:
- Add v only to the lowest VSI1 Reference Signal

- Subtract v to all non-clamped VSI2 Reference Signals

e If Phase Clamping to —Vj./2:
- Add v{ to all non-clamped VSI1 Reference Signals
- Subtract v; only to the highest VSI2 Reference Signal

ZSV modulation, therefore, is limited by how much the reference signals
can be increased or decreased before reaching the clamping condition. The
positive margin up to Vy./2 and the negative margin down to —V,./2 are
computed for all the reference signals that will be modified. The minimum
of these margin represent the ZSV modulation limit. For the example case
considered in Fig. 4.13b and Fig. 4.15b:

5;{1 = Vae/2 — v}y 01 = —Vae/2 + vk,
O =Vae/2—vfy Oy = —Vae/2+ v (4.11)
0y = Vie/2 = v 02 = —Vae/2 + v

lim™ = min (8., —max(d,,,0.5))

lim~ = max(8,;, —min(d,5,05))
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with 87, 6,5, 0. as the positive margins for v}, v},, v%, reference signals, d,;,
42, 0oz as the negative margins and lim™, lim~ as the positive and negative
limits for ZSV modulation, respectively.

As visible, ZSV modulation in case of DPWM is more complex than in
the SVPWM case. In SVPWM method, v /2 is evenly added and subtracted
to all the six pole reference signals. With DPWM, instead, vj is added and
subtracted to three selected pole reference signals only. For this reason, mod-
ulation limits for ZSV modulation depend not only on the chosen modulation
index and V;,; phase angle, but also on the selected clamping angle. In case
of optimal DPWMG60, this means that the limits will vary with the output
power factor, hence, the operating condition of the electric machine.

Fig. 4.16 and Fig. 4.17 show lim™* (blue) and lim~ (orange) for differ-
ent values of V;, modulation index and phase angle, for DPWM60-0 and
DPWMG60-1, respectively. Limits profiles for DPWMG60-2 are the same as
DPWMG60-1 but flipped horizontally. ZSV modulation limits and V,,; modu-
lation index m are normalized over V.. The sectors and the different phase
clamping regions are denoted in the top of the picture: pink for phase a,
green for phase b and yellow for phase ¢, with positive clamping (solid lines)

and negative clamping (dashed lines).

T
Sector VI

1
1
|
0 /6 wl3 72 2713 57/6 7r Txl6 47/3 37/2 57/3 117/6 27

Figure 4.16: ZSV modulation limits as a function of V;,; modulation index and phase
angle with DPWMG60-0.
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Figure 4.17: ZSV modulation limits as a function of V;,; modulation index and phase
angle with DPWMG60-1.
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Figure 4.18: ZSV modulation limits as a function of V;,; modulation index and phase
angle with SVPWM.

ZSV modulation limits are narrow for low values of m and increase with

medium m values. When m is higher than about 0.5, however, ZSV modu-

lation limits shrink again. That is because ZSV modulation relies not only

on

zero vector dwell times, as in ZVR, but also on the active vectors’ ones.

For comparison, Fig. 4.18 shows ZSV modulation limits in case of con-
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ventional SVPWM. As visible, in this case, ZSV modulation limits shrink for
higher Vtot modulation indexes. That is because, for lower Vtot modulation
indexes, zero vector dwell times are longer, hence, there is more margin for
zero vector dwell time redistribution.

In addition to that, for DPWMG60-0 and DPWMG60-1, there are periodical
discontinuities where the limits become zero. That is because one of the
reference signals to be modified has a null margin in that instant. This
means that, in these time instants, it is not possible to modulate ZSV. These
cases represent the extremes for the optimal angle. For lower ¢ values, the
discontinuities are gradually smoothed out, finally reaching DPWMG60-1, the
most convenient condition in terms of modulation limits (¢ = 7/6). Hence,
if v§ is not within the runtime computed limits, it is possible to reduce ps:
to extend them. An algorithm to change v at runtime is proposed in the
following section. With this choice, however, for high power factor angles
sub-optimal DPWMG60 is used, representing a trade-off between switching

losses minimization and ZSV modulation capability.

Complete Control Scheme

The complete control of the OW-PMSM with dual inverter is summarized by
the block scheme of Fig. 4.19. As previously stated, 0-axis current reference
is set to 0 and the error is fed to a PR regulator in order to obtain refer-
ence v for ZSV modulation. Speed control is achieved with g-axis reference
current i; generation, while ¢y is set to 0. The error between reference and

measured current is fed to PI regulators with back-EMF compensation for

[var, vh1,ves]

6y Optimal DPwMeD | ¥ [0in 7ha, V]
0; ‘Angle Computation a2 Vb2 Ve2
fa [va,v] Diwiieo z5v i
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Figure 4.19: Complete control block scheme for the system.
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axis decoupling and the reference stator phase voltages v¥, v¥ and v} are ob-
tained. From these, 120° phase shift rotation to suppress ZSV is performed
and the reference waves for VSI1 and VSI2 generated. Power factor angle is
computed at runtime in order to obtain the optimal angle ¢ and generate
DPWMG60 waveforms. Finally, ZSV modulation is obtained based on corre-
sponding sector and clamping region and v reference. Modulation limits are
computed at runtime.

If the target ZSV is outside the modulation limits, 1 is switched to
7/6, which is the most convenient value in terms of modulation limits and
DPWMG60-1 is used. Simultaneously, optimal angle ¢ and its relative mod-
ulation limits are continuously computed. If, after a change in vj or v, ZSV
modulation limits become wide enough, the optimal angle is used and the
modulation method is switched back from DPWMG60-1 to optimal DPWMG60,

as planned.

Experimental Tests

In order to assess the performance of the proposed method, experimental
tests have been conducted on a OW-PMSM coupled to a load machine (PM
motor). Torque control is performed on the OW-PMSM fed by the dual
inverter system while speed control is performed on the load machine fed
by an additional inverter. Experimental set-up is shown in Fig. 4.20 while

motor drive parameters are listed in Table 4.1. The 0-axis inductance value

jj 'I'est;d Motor

Single VSI

~ " "
— = = | A
Load Machine
= 3 PMSM

Figure 4.20: Experimental set-up.
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Table 4.1: Parameters of OW-PMSM Drive

Parameter Symbol Value
Stator Resistance R 0.5 Q
d-axis Inductance Ly 159 mH
g-axis Inductance L, 45.6 mH
Pole Pairs Number P 2
Rated Current Loom 13.9 A, s
Flux Linkage (Fundamental) Af 0.246 Vs
Flux Linkage (Third) Asf 0.0087 V's
DC-link Voltage Ve 300V
Switching Frequency fow 10 kHz

was estimated through experimental tests. With the ZSV control, the out-
put of the PR resonant controller is measured. Without the ZSV control,
the 0-axis current is measured. Hence, the leakage inductance Ly can be
computed. Motor signals were monitored through the D/A converter in the

control board.

Fig. 4.21a shows a signal comparison with ZSV modulation disabled (left)
and enabled (right) at 1500rpm speed and 5Nm load torque: ZSC iy (grey),
measured phase a current i, (green), VSI1 reference voltages v}, (pink) and
vy (cyan). ZSC iy was computed from the measured phase currents as in
Eq. (4.5). The red box highlights the change in v}, due to the injection of v
for ZSV modulation. As visible, only a small change in the reference voltages
is needed to modulate ZSV and effectively suppress ZSC. In addition to that,
Fig. 4.21b shows target ZSV v} (pink) and measured ZSV vy (cyan) in the

same conditions before and after ZSV modulation.

Fig. 4.22 shows a comparison between the conventional SVPWM-based
method (left) and the proposed DPWM60-based scheme (right) at 1500rpm
speed and 10Nm load torque, with VSI1 PWM pole voltage v,; in cyan. As
visible, ZSC suppression is preserved when the method switches to DPWMG60
and one-third less switching actions are required. For SVPWM, computed
total harmonic distortion (THD) of phase current i, is 4.2% for both methods
and phase voltage v, THD is 15.5% for SVPWM and 12.6% for DPWMG60.

Fourier analysis and THD values of phase current and phase voltage are
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Figure 4.21: Comparison of signals without ZSV modulation (left) and with ZSV mod-
ulation (right) (5Nm, 1500rpm).

displayed in Fig. 4.23 for both methods.

Fig. 4.24 shows the previous signals in case of a torque ramp from 0 to
10Nm at a constant speed of 1200rpm. In addition to that, at the bottom of
the figure, the runtime computed ZSV modulation limits are shown: positive
limit (pink) and negative limit (blue). For low torque values, the motor

power factor angle is small, hence, the optimal angle 1 is near 7/6 and
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Figure 4.22: Comparison of ZSC suppression with SVPWM (left) and with DPWM60

(right) (10Nm, 1500rpm).
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Figure 4.23: Fourier analysis and THD values of phase current and phase voltage for
SVPWM and DPWMG60 schemes.
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Figure 4.24: Comparison of signals and ZSV modulation limits during a torque ramp
from 0 to 10Nm (1500rpm).

the reference ZSV (green) is well within the limits. With higher torque
values, both the power factor angle and the reference voltage modulation
index increase, leading to a decrease in the modulation margin. However, v;
is still within the limits and ZSC suppression is preserved.

Then, the DC-link voltage was decreased from 300V to 200V in order
to assess the performance of the method when vj is outside the modulation
limits. Fig. 4.25 shows ZSC iy (grey), DPWM clamping angle ¢ (green), ZSV
modulation positive limit (pink) and negative limit (cyan) during a torque

ramp from 0 to 5Nm at a constant speed of 1200rpm. As for the previous
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Figure 4.25: Torque ramp from 0 to 5Nm (1200rpm). Left frame (low torque): target
ZSV within the modulation limits, optimal clamping angle is used. Right frame (high
torque): when target ZSV is higher than the modulation limits, /6 clamping angle is
used (algorithm in action).

test, for low torque values, the optimal angle ¢ is 7/6 and the reference
ZSV is within the limits. With higher torque values, the optimal angle v
increases to m/3. With a 200V DC-link, however, the ZSV modulation limits
are not wide enough. In fact, in the frame on the right, it is possible to see
the action of the algorithm previously presented. During the time intervals
when v would be outside the modulation limits obtained with the optimal
angle, v is set to 7/6 to extend the limits. When v} is again within the

limits, v is switched back to the computed optimal angle.

In order to compare systems losses between SVPWM and DPWMG60,
dual inverter input power P, was measured for different values of set speed
and torque. Fig. 4.26 shows P;, difference between SVPWM method and
DPWMG60 method (left) and the percentage difference with respect to SVPWM
method P, (right). Speed axis in the two graphs is flipped to allow better

visibility. Since overall conduction losses do not vary significantly with the
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Figure 4.26: Dual-VSI Input power difference between SVPWM and DPWMG60 (left)
and normalized difference (right).

adopted method [111], [112], the displayed values are a good estimation of
the difference in switching losses between SVPWM and DPWM60 method,
hence, represent the switching losses reduction achieved by the proposed
method.

As switching losses depend on supply current, switching frequency and
modulation method, the absolute difference (left) is almost constant with
the speed and increases with higher torque (higher supply current). The
percentage difference (right), on the other hand, increases with low torque
values. Hence, DPWMG60 allows consistent losses reduction with respect to
SVPWM.

The experimental results confirm that ZSC suppression capability with
the proposed method is the same as in conventional SVPWM-based methods.
Moreover, DPWMG60 scheme allows a consistent absolute decrease in overall
inverter losses. Thus, the proposed method successfully achieves both ZSV
modulation and switching losses reduction.

This Ph.D. thesis has addressed the critical challenges associated with
renewable energy integration and efficient energy storage, focusing on the

development and optimization of innovative technologies at the system, com-
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ponent, and control levels. The primary motivation behind this work stems
from the global push toward decarbonization and the increasing need for
reliable, scalable, and efficient solutions for renewable energy management.
Specifically, the issues of energy intermittency, storage efficiency, and system
scalability were tackled through the design and assessment of advanced en-
ergy storage and conversion systems. Two distinct case studies were explored:
the optimization of flywheel energy storage systems (FESS) for residential
applications and advanced power conversion systems for wind energy

At the system level, the research proposed and evaluated a Hybrid Energy
Storage System (HESS) combining Flywheel Energy Storage Systems with
chemical batteries for residential applications. This approach demonstrated
the potential for enhanced energy savings and self-sufficiency by optimizing
the interplay between short-term and long-term storage capabilities.

The component level development included the design of MechSTOR pro-
totype, an ironless, dual-rotor electric machine engineered to minimize elec-
tromagnetic losses and maximize self-discharge duration.

At the control level, innovations were achieved through the implementa-
tion of advanced modulation strategies for Open-End Winding Permanent
Magnet Synchronous Motors (OW-PMSM), addressing key challenges like
Zero Sequence Current (ZSC) circulation and high switching losses.

The technical proposals were rigorously validated through simulation and
experimental results. The HESS showed promising performance during high
PV generation months, enabling relevant reduction in grid energy purchases
and increase in self-consumption. MechSTOR prototype demonstrated su-
perior fault tolerance and efficiency, while the novel modulation strategy for
OW-PMSM delivered lower switching losses and improved system reliabil-
ity. Despite these advantages, some limitations were noted, such as the cost
implications of increased storage capacity and the need for careful sizing to
avoid seasonal over-dimensioning.

Scalability remains a crucial consideration for the proposed solutions. The
HESS concept shows strong potential for widespread adoption, particularly in
community energy-sharing scenarios, provided that economic feasibility and

infrastructure support are addressed. The scalability of power and energy
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capacities for larger plants would require further optimization of component
sizes and system architectures to maintain efficiency and cost-effectiveness.

Future work should focus on advancing the Technology Readiness Level
(TRL) of these systems. For the HESS, real-world pilot projects would help
assess long-term performance and economic viability. The MechSTOR, proto-
type could benefit from further mechanical optimization and the integration
of magnetic bearings to minimize losses. Finally, the OW-PMSM control
strategy should be tested in larger-scale wind energy applications to validate
its robustness and efficiency under varying operational conditions.

In conclusion, this research contributes significantly to the development
of innovative energy storage and conversion technologies, offering scalable
and efficient solutions for the transition to a sustainable energy future. The
methodologies and findings presented provide a solid foundation for ongoing

development and future advancements in renewable energy integration.
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