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Abstract

The formation of light (anti)nuclei in high-energy hadronic collisions remains an open ques-
tion under active theoretical and experimental investigation. An equal amount of matter
and antimatter is produced at the LHC energies, enabling the investigation of (anti)nuclei
formation mechanisms across several collision systems. However, with respect to simple
nucleons, production rates for bound states are suppressed by about a factor 1000 in small
systems for every added nucleon. For this reason, the currently available measurements
are limited by large statistical uncertainties and poor granularity, warranting new stud-
ies focusing on the heavier states as *He and 3He, a fundamental proving ground to test
statistical hadronisation and coalescence models.

This work discusses the production of *He and *He in pp collisions at /s = 13.6 TeV.
The measurement is carried out using data collected by ALICE in 2022, using the first
pp collisions of the Run 3 of LHC. Thanks to this wealth of data, the yield of 3He and
3He is measured with unprecedented granularity, improving on the statistical precision
with respect to results in literature by more than a factor 10. The challenges faced for the
measurement with the new ALICE detector are detailed in this thesis.

The thesis is structured as follows. First, an introduction is given on the history of anti-
matter research and the critical antinuclei measurements in pp collisions; the models that
describe the production of antinuclei in high-energy collisions are discussed. The repercus-
sion of these measurements in dark matter searches with cosmic antinuclei from space-born
experiments is discussed. A detailed description of the ALICE apparatus and its upgrades
needed for the Run 3 is given. The techniques used to measure the (anti)nuclei produc-
tion will be presented, together with the analysis rationale. In the last part of this work,
the analysis will be discussed in all its steps, from the event and track selections, to the
corrections applied, to the uncertainties estimation. Finally, the results will be discussed
and compared with the previous measurements and expectations from the theoretical pre-
dictions from the canonical statistical model (CSM). The results of this analysis are found
to be compatible with previous measurements performed during the Run 2. These results
contribute to clarifying the formation mechanisms of light antinuclei, providing a precise
constrain for production models, paving the road for future measurements that will, in the
longer term, be used as input to the modelling for the production of cosmic antinuclei for
indirect dark matter searches.



Introduction

The formation mechanism of light nuclei and antinuclei in high-energy hadronic collisions
remains an open question that is being addressed both theoretically and experimentally.
In particular, light (anti)nuclei are weakly-bound composite objects, held together by a
binding energy of the order of a few MeV per nucleon. It is still not completely understood
how they are produced in high-energy heavy-ion collisions and outlive extreme conditions
in the final state, in which the average temperature, of the order of 100 MeV, is much
higher than their binding energy. In particular, the study of helium-3 production (and of
its antimatter partner) is a topic of great interest. Due to the heavier mass with respect to
protons (or deuterons), the production of helium-3 is a million times (a thousand times)
rarer and hence requires much larger data samples to be measured. For this reason, an in-
depth characterisation of its production - with a precision comparable to the one reached for
antideuteron at the Large Hadron Collider (LHC) in recent years - is an exciting prospective
at present. Moreover, recent theoretical developments in the sector of dark matter searches
have suggested that the observation of antinuclei content of cosmic rays could offer a
promising channel to indirectly investigate Dark Matter existence. In this respect, the study
of the (anti)helium production at colliders is fundamental as it is crucial to characterise the
main background in searches for cosmic antinuclei from dark matter particle interactions,
represented by hadronic interactions between primary cosmic rays and the interstellar
medium, as well as to constrain light nucleus formation models. The goal of this thesis
is the measurement of the (anti)helium-3 production in pp collision at /s = 13.6 TeV.
A Large Ion Collider Experiment (ALICE) detector at the LHC is particularly suited
to study light (anti)nuclei produced in high-energy collisions between hadrons thanks to
its detectors that allow for charged-particle tracking down to low momenta and particle
identification in a broad kinematic range with complementary techniques. The ALICE
Collaboration has measured the production of the production of (anti)deuteron in different
collision systems, providing the most comprehensive multi-differential and high-precision
set of measurements to date. Despite being accessible to measurement, more data are
instead needed to characterise and understand the production of heavier A = 3 nuclei and
antinuclei. As the LHC Run 3 data taking campaign began at the end of 2021, the ALICE
experiment was able to collect data of pp collisions at the record energy of 1/s = 13.6 TeV. In
year 2022 alone, more than 500 billion minimum bias pp collisions were collected, a sample
which is much larger than all the previous data taking campaigns, thus enabling the study
the (anti)helium-3 production with unprecedented precision.

The first chapter of this thesis begins with a historical excursus about the discovery
of antimatter, from the first observation of the positron until the discovery of A = 4
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antinuclei in heavy-ion collisions. Part of the chapter is dedicated to the production of
antinuclei in pp collisions. The second half of the first chapter introduces the motivation
to search for antinuclei in cosmic rays and an overview description of the state-of-the-art
cosmic antinuclei detectors.

The second chapter begins with a brief introduction to quantum chromodynamics and
the properties of the phase transition of nuclear matter to quark—gluon plasma produced
in high-energy heavy-ion collisions. This sets the stage for the second part of the chapter,
which introduces two of the most popular (anti)nuclei formation models - the statistical
hadronisation models and the coalescence model - and the main observables to characterise
the (anti)nuclei formation and compare models: the coalescence parameter and the ratio
between (anti)nuclei yield and the nucleons yield.

The third chapter is dedicated to the ALICE experiment, after a brief introduction to the
LHC and the CERN accelerator complex. The ALICE apparatus design and performance
are discussed in details. An extensive portion of the chapter is dedicated to the upgrades
that the ALICE apparatus underwent between Run 2 and Run 3.

The fourth chapter introduces the techniques used to perform (anti)nuclei identifica-
tion used in this analysis. The analysis is performed with the Time Projection Chamber
(TPC) detector, which identifies the particles through measurements of loss of energy in
the material (dF/dz), and with the Time-Of-Flight (TOF) detector, which identifies the
particles through measurements of the particle time-of-flight. The chapter describes the
particle identification methods that are used with these detectors in details.

The fifth chapter eventually describes the analysis work in its whole. The chapter lists
the choices performed to select events and tracks, the process of measurement - which
uses the techniques introduced in the previous chapter - and the corrections needed to
estimate the production yield of (anti)helium. The results of the work are finally presented,
commented in detail and compared with the theoretical predictions discussed in the second
chapter.



Chapter 1

Light antinuclei

Antinuclei are defined as the antimatter partners of ordinary nuclei. The concept of an-
timatter is introduced in Section 1.1, from its discovery to the measurements of the pro-
duction of light antinuclei in particle accelerators at different energies and with different
colliding systems, up to the highest collision energies in reach nowadays at the CERN
Large Hadron Collider (LHC). At particle accelerators, the study of light antinuclei is
fundamental to understand properties of matter and antimatter, as well as to investigate
their formation mechanisms. On the other hand, searches for light antinuclei heavier than
antiprotons in cosmic rays have been carried out since few decades with space-borne and
air-borne experiments. The relevance of these searches for indirect searches for Dark Mat-
ter particle candidates is discussed in Section 1.3, together with an overview of the most
relevant experiments for this purpose.

1.1 The discovery of antimatter

The existence of antimatter is known since the 1930s. Before the discovery, its existence
was questioned for more than thirty years. The word antimatter has been introduced by
Arthur Schuster in a letter [1] sent to Nature and was used to describe a hypothetical state of
matter that possessed a negative gravitational attraction and could annihilate with ordinary
matter. Schuster’s idea reflected the needs of his times to investigate the (Newtonian)
gravity effects on atoms and molecules in a period of time in which electrodynamics and
statistical mechanics were at the peak of their classical descriptions.

The modern physical hypothesis of antimatter is due to Paul Adrien Maurice Dirac [2].
In 1926, the Klein-Gordon equation [3] combined the non-relativistic quantum description
for particles introduced by Schrodinger with the relativistic energy of bodies introduced by
Einstein. Let’s now introduce the Schrodinger wave equation for a quantum particle ¢ (%, t)
of mass m. If we consider the energy acting on a particle written via differential operators

vZ
E— ——+V(T,t 1.1
S o V(). (11)
the Schrodinger equation for the wavefunction v is
(ia + v2>¢(f £ = V(#,1) (1.2)
at  2m e T '



1 — Light antinuclei

If the relativistic energy E? = p? + m? is introduced, the Klein-Gordon equation for a
free spin 0 particle can be written as
82
(V2= 5z )ut@0 = mbu(@e) (13)
ot?
The equation presents issues as it is not linear in 0t, as required by the Schrédinger
equation. Additionally, it admits negative energy solutions

which can be explained as related to negative probability density states p = |[¢|*> < 0.
This is not allowed within the Copenhagen interpretation of quantum mechanics and has
remained an unsolved question for a couple of years. Also, the equation could not correctly
describe particles with half-integer spin.

In 1928, Pauli found an alternative solution to this problem. He wrote a relativity-
consistent formulation of the Hamiltonian - which describes the energy of a system, starting
from the premise that it has a quadratic dependence on momentum. He factorised the
eigenvalue of the Hamiltonian, the relativistic energy E? = p? + m?, using the covariant
formalism and the four-momentum p* = (E,p), he wrote an equation [3] based on the
covariant formalism:

(07

PP —m? = (¥ px +m)(vp —m) =0 (1.5)

where v* are 4x4 matrices (gamma matrices):

=y N) A= %07) (1.6

where ¢ are the known Pauli matrices. Through the use of the gamma matrices notation,
the Dirac equation can be written in a covariant form:

(79, — m) = 0 (1.7)

where 9 is the four-component wave function called Dirac spinor and d,, is the four-gradient
operator. The equation has two positive solutions that correspond to the two +1/2 spin
states of fermions. As in the Klein-Gordon equation, the Dirac equation has two negative
energy solutions, but if the associated current

"=y (1.8)

is expressed as a contravariant four-vector ;™ = (p, j%), the first component of the current,
the probability density, is defined always positive, as

7%= p =97 = i) (1.9)

which is compatible with the Copenhagen interpretation of quantum mechanics. For this
reason, the negative energy solutions cannot be disregarded as they contribute to a complete
set of states. The details of Dirac’s interpretation of the existence of these states (Dirac’s
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1 — Light antinuclei

sea) exceeds the bounds of this thesis (and also it introduced issues - like the infinite
negative charge of the Universe - that only the modern quantum field theories can correctly
handle), but his solution implied that there must be a particle with an opposite charge
with respect to that of the electron: at the beginning, Dirac hypothesised this particle to
be the proton. However, this option had to be soon discharged due to its mass. Robert
Oppenheimer and Hermann Weyl showed that the mass of this hypothetical particle had
to be comparable with the electron mass. In a very short time, Dirac and the scientific
community of the time proposed the existence of an antielectron, an antiparticle that
differed from the ordinary electron only for the electric charge.

The discovery of the positron The discovery of the positron (the antimatter version
of the electron) happened in 1932 by Carl David Anderson [4]. Anderson designed a cloud
chamber with the purpose of measuring the energy of cosmic ray particles (travelling at
speed v). The cloud chamber (also known as the Wilson chamber) was equipped with a
lead plate for decelerating the cosmic rays and was immersed in a magnetic field (B) to
deflect the particles according to the charge (e). According to the curvature, it is possible
to determine the kinetic energy of the particle as it enters the bubble; the curvature radius
(R = %) decreases as the particle loses energy via ionisation in the gas. Anderson observed
a track compatible with a particle of 300 keV energy and positive charge (Fig. 1.1): the
track could not have been left by a proton, as the observed track was 10 times longer than
the one expected from a 300 keV proton. According to Anderson, the particle had to be
the hypothesised antielectron, named after its discovery, the positron.

Figure 1.1: A 63 MeV positron passing through a 6 mm lead plate and emerging as a 23
MeV positron, as shown in C. D. Anderson paper [4].

The discovery of the antiproton Anderson’s experiment opened an era of new antipar-
ticle discoveries. In 1955, at the Berkeley National Laboratory (LBNL), Owen Chamberlain
and Emilio Segré conducted an experiment that observed 60 candidates with the same mass
of the proton and opposite charge: the antiprotons [5]. The antiprotons had been produced
using the Bevatron accelerator, a weak-focusing synchrotron that produced 6.2 GeV proton
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1 — Light antinuclei

beams and made them collide into a fixed copper target. Chamberlain and Segré estimated
that the energy threshold to obtain the production of an antiproton in a proton-nucleon
collision was about 4.3 GeV, assuming a target with a Fermi energy of around 25 MeV, and
therefore it was kinematically allowed. The detector was placed after the copper target,
and it was built using deflecting and focusing magnets, several plastic scintillators and
two different types of Cherenkov counters, as seen in Fig. 1.2 a. The detector counted the
particles produced via spallation on the target, mainly (negative) pions and reconstructed
the masses of the measured particles. A few candidates had a mass compatible with the
proton one (Fig. 1.2 b) and opposite charge. The ratio of this candidate production relative
to that of pions was extremely low (1/44000).

BEVATRON
BEAM

T T T T
— POSITIVE PROTON CURVE
IN ARBITRARY SCALE

+ NO. OF ANTIPROTONS
PER 10° 7~ E

o

10 FEET

SHIELDING

o.s- { I .
o /E L 1 1 r\ 1
0.85 l 095 LOO LO5 LI1O [ 1.20
3
£ RATIO OF MASS TO PROTON MASS

(a) (b)

Figure 1.2: (a) Diagram of the experimental apparatus arrangement at Bevatron. (b) Ratio
of measured (antiproton) mass to proton mass. The solid curve is the mass resolution of
the apparatus as obtained with protons. The black dots are the experimental points.

The discovery of antideuteron The discovery of the antiproton after the positron
greatly impacted the particle physics of its times, as it showed the existence of antiparticle
counterparts for both leptons and hadrons. At this point, the existence of antimatter made
of antinuclei (and eventually positronic orbitals) was a strongly supported hypothesis. It
became rapidly one of the main topics of the scientific community. The existence of the
antiprotons was an important hint of the fundamental invariance of the law of physics for
the antiparticles, as the CPT invariance was under discussion because of the discovery in
1964 of the CP violation by Cronin & Fitch after the first observation by Chien-Shiung
Wu in 1956. The idea of testing the fundamental interactions on these newly discovered
antiparticles was thrilling, and researching a bound state of an antiproton and a hypothet-
ical antineutron, forming an antideuteron via the strong interaction, was the immediate
next step.



1 — Light antinuclei

The first antinuclei artificially produced were discovered independently in 1965 by a
group led by Antonino Zichichi using the Proton Synchrotron (PS) at CERN [6] and by a
group directed by Leon Ledermann and Samuel C. C. Ting using the Alternating Gradient
Synchrotron (AGS) at the Brookhaven National Laboratory (BNL), New York [7, 8].

The group at CERN used a beam of protons accelerated by the PS up to a momentum
p = 19.2 GeV/c, impinging on a 1 mm depth beryllium fixed target [6]. The momentum
(and velocity) of the charged particles produced via spallation were measured using bend-
ing magnets and an electrostatic separator, allowing us to determine the mass spectrum of
the produced particles. The collected particles were subsequently analysed using ethylene-
filled Cherenkov counters and time-of-flight counters. The setup used for the measurement
is shown in Fig. 1.3 a. In Fig. 1.3 b the candidate signal peak measured by the electrostatic
separator is shown. The experiment collected candidates with a mass m = (1867 £ 80)
MeV/c? and negative charge (determined by the track bending), compatible with the an-
tideuteron hypothesis. The measured antideuteron-over-pion ratio was 8 x 107, three
orders of magnitude smaller than the previously measured antiproton-over-pion ratio.

s o
o O
T

W
o
T

Counts per 2x10° monitors
N
o
T

o o
T

L . | I N T Mt
190 200 210 220
Magnet excitation [mv]

(a) (b)

Figure 1.3: (a) The setup of the PS experiment at CERN of Zichichi et al. [6] (b) The
antideuteron signal as a peak measured by the electrostatic separator.

| B |

The group at Brookhaven accelerated protons using the AGS onto a beryllium fixed
target [7, 8]. The beam was tuned to have a momentum range of p = 4.5 — 6 GeV/c. The
experimental apparatus was composed of a group of seven magnets, additional magnetic
quadrupoles, Cherenkov counters and a set of time-of-flight detectors. The results of the
measurements are partially shown in Fig. 1.4. The experiment was able to observe particles
with a negative charge and a mass of m = 1.86 GeV/c2. The same experiment also looked
for antitriton candidates (the antimatter counterpart of triton, formed by one proton and
two neutrons) produced using an iron target, but none were found.

The discovery of A = 3 antinuclei The first antinuclei with A = 3 (where A is the
atomic number, the number of nucleons that form a nucleus) were discovered a few years
later. In 1970, the first antihelium-3 (*He) nuclei were produced using the U-70 accelerator
at Serpukhov, Russia [9]. The U-70 accelerator was a 1480 m long synchrotron that held
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Figure 1.4: Time-of-flight spectra between Cherenkov counters for candidates of the indi-
cated momenta, taken in consecutive runs collected at the BNL [8].

the world record in beam energy at the time of its commissioning, and today, it still holds
the status as the highest energy accelerator in Russia. It was able to accelerate protons
in pulse mode up to 76 GeV. The group of Antipov et. al. estimated that the 3He (and
antitritium) production threshold in pp collisions was 28 GeV. The U-70 accelerator was
used to produce 70 GeV proton beams and made them collide with an aluminium target.
The experimental layout is shown in Fig. 1.5. The four main groups of detectors were spec-
trometric scintillation counters, gas threshold counters, gas Cherenkov differential counters
and time-of-flight detectors.

Figure 1.5: The setup of the U-70 experiment at the Institute for High Energy Physics
(IHEP) of Serpukhov (Protvino) [9].

An extensive set of measurements of the charge of the particle by ionisation loss in
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1 — Light antinuclei

scintillation counters and by Cherenkov light intensity using differential counters was made:
the expected values of these quantities are proportional to the charge squared, so for
3He signal is 4 times bigger with respect to unitary charged particles. The experiment
identified 5 *He among 2.4 x 10! particles measured. The candidates had a mass of m =
3 x (1.00 £ 0.03) m, and charge ¢ = +2 x (0.99 £ 0.03) e, where m,, is the mass of the
proton and e is the charge of the electron.

AN/BAS ol N P
R
074
" d
10 T[- 'o .
107
P=20GeVic
sr fd
107" {ez
1041 1 1 S—
} a 1 2 ;
. M/m
] 1 2 Ag ) p

(b)

Figure 1.6: (a) Pulse-height spectrum in the spectrometric counters for the identified 3He.
(b) The rate of antiparticle production at p =20 GeV/c as a function of M/m, showing
an exponential suppression with the increase of mass number.

The group at Serpukhov, guided by N.K. Vishnevsky, discovered the antitriton in 1974,
measuring the first 4 antitritons observed [10]. After the work of Vishnevsky and the ob-
servations of the antitriton, the discoveries of antinuclei produced at proton accelerators
in pA collisions reached a stall and no new species was discovered. Nevertheless, the quest
for understanding the production mechanisms of antinuclei and the research for new anti-
matter candidates were still extremely popular topics in particle physics. In 1979, Golden
et. al. [11] reported the first evidence for antiprotons in cosmic rays: it appeared clear that
antimatter studies had applications way beyond the fundamental physics study, such as in
cosmology and astrophysics. In Section 1.3, more about the state-of-the-art searches for
antimatter in cosmic rays will be discussed.

The discovery of the anti-alpha particle At the end of the 1970s, it appeared clear
that to better study the properties of antimatter, the production yield had to be dramat-
ically increased. The limitations of the state-of-the-art technology of those times made it
impossible for fixed target machines to improve the production yields by order of mag-
nitudes. The first solution was found at the beginning of the 1980s with the upgrade of
two of the main proton accelerators, the AGS and the PS, adding the capability to accel-
erate heavy ions. The team at AGS was able to collide 1%7Au ions (gold-gold collisions)
with a center-of-mass energy per nucleon pair of /sy = 4.8 GeV. The PS group instead

10



1 — Light antinuclei

was able to accelerate 2°Pb ion (lead-lead collisions) with a center-of-mass per nucleon
pair of \/sxy = 17 GeV. Further researches were performed eventually by the NA49 [12]
experiment at CERN in Pb-Pb collision with /syx = 17.2 GeV using the Super Proton
Synchrotron (SPS) accelerator. This first phase of heavy-ion collision physics was extremely
important and allowed the first observation of new states of matter. The NA50 experiment
(also named Dimuons Collaboration) at the SPS used /sxy = 18 GeV Pb-Pb collisions to
investigate the nuclear matter under extreme conditions of energy density, with the goal
of detecting signals of a phase transition from ordinary matter to a plasma of deconfined
quarks and gluons, the quark-gluon plasma (QGP, see more details in Section 2.1). At
the beginning of the 2000s, a dedicated heavy-ion collider at BNL, the Relativistic Heavy
Ion Collider (RHIC) began its operations, with four experiments displaced along its ring:
BRAHMS, PHENIX, PHOBOS and STAR [13]. The STAR apparatus layout is shown in
Fig. 1.7. The RHIC operations began with Au-Au collisions up to /syn = 200 GeV and
eventually included Pb-Pb collisions at /sy = 193 GeV.

Silicon
Vertex
Tracker

Coils

E-M
Calorimeter
Time
Projection
Chamber

Trigger
Barrel

Electronics
Piatforms

Forward Time Projection Chamber

Figure 1.7: Layout of the STAR apparatus [13].

The ultimate goal of the physics programme at RHIC was to study the QGP produced
in heavy-ion collisions [14, 15], but the experiments allowed for the discovery of new states
of antimatter and the study of their properties. One of the first observations made by
the STAR Collaboration was that antideuteron and antihelium-3 production rates are
dependent on the energy [16]. A fundamental discovery by the STAR collaboration was
the first observation of antinuclei with A = 4, namely the antihelium-4 (‘He, or anti-
alpha particle or @). The first 18 antihelium-4 candidates ever observed were produced
in /sxn = 200 GeV Au-Au collisions [17]. The candidates were identified using both
the STAR Time Projection Chamber (TPC) and STAR Time-Of-Flight (TOF) detector,
following a procedure very similar to the one described in Section 4.2. In Fig. 1.8, the
average specific energy loss ((dE/dx)) for charged particles measured by the STAR TPC
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1 — Light antinuclei

is reported. The negative (positive) helium candidates are plotted in blue (orange) as a
function of the rigidity (p/|Z|). The black lines are the expected distribution according to
the Bethe-Bloch equation.
a b
80 ———— g :
Negative particles

— .
Positive particles

60 -

40

(dE/dx) (keV cm™)

20

p/|Z| (GeV/c)

Figure 1.8: (dE/dz) versus p/|Z| measured in the STAR TPC detector [17]. The black
lines represent the expected (dE/dz) values according to the Bethe-Bloch distributions.

Data from STAR allowed for the study of production of light (anti)nuclei as a function
of the baryonic number, confirming up to A = 4 the exponential dependence of the yields
already observed in previous experiments up to A = 3 (Fig. 1.6), later also confirmed at
the LHC (see Section 1.2).

1.2 Antinuclei from pp collisions

At the beginning of the 1970s, the search for hadrons heavier than protons produced in
pp collisions was being carried out mostly at CERN, at the Intersecting Storage Rings
(ISR) [18, 19], the world’s first hadron collider. There, the antideuteron production cross
section was measured in pp collisions at /s = 45 and 53 GeV at low transverse momentum,
reported in Fig. 1.9 (left). The measurements suffered from large statistical uncertainties,
and led to the measurement of a d/d ratio of around 3 to 5, (Fig. 1.9, right) suggesting a
clear dominance of matter over antimatter production at these energies.

The energy frontier at accelerators was reached about 40 years later, with the be-
ginning of the Large Hadron Collider (LHC) operations, operating at energies between
Vs =900 GeV and 13.6 TeV in pp collisions and centre-of-mass energies per nucleon pair
from /sy = 2.76 to 5.36 TeV in Pb-Pb collisions. Thanks to the large integrated lumi-
nosities provided by the LHC and state-of-the-art detector systems allowing for tracking
down to low momenta (of the order of few hundreds of MeVs) and the identification of
light (anti)nuclei, the ALICE experiment conducted an unprecedented campaign of mea-
surements of light (anti)nuclei up to A = 4 in different collision systems and energies.
The reach was extended to higher energies and higher momenta than any previous exper-
iment, and unprecedented precisions were reached. The transverse-momentum dependent
production of deuterons and antideuterons in inelastic pp collisions from 900 GeV to 7
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Figure 1.9: (Left) Invariant differential cross-sections for the production of antideuterons
(statistical errors only) in pp collisions at /s = 45 GeV, full points are at /s = 53 GeV at
ISR. (Right) Deuteron/antideuteron ratio (circles) compared with the proton/antiproton
ratio (squares) squared at half of the transverse momentum at the two energies at ISR.
From [18, 19].

TeV measured by ALICE at midrapidity (Jy|< 0.5) are reported in Fig. 1.10 [20]. These
measurements allowed ALICE to test the antimatter-to-matter balance [20] at LHC con-
ditions. To this end, the ratio of antideuteron-to-deuteron is reported in Fig. 1.11 (left),
and compared to the squared antiproton-to-proton ratio at different energies. The latter
ratio is defined using the squared antiproton-to-proton ratio following the definition of the
coalescence probability (Eq. 2.34, which will be clarified in Section 2.3). As expected, the
d/d ratio approaches unity as the centre-of-mass energy increases as it is also observed for
the antibaryon-to-baryon ratio [21].

The latest results on the antimatter-to-matter ratio in heavy-ion collisions [22] extended
the measurements to (anti)tritons and (anti)helium in Pb—Pb collision at /s = 5.02 TeV.
As expected from theory, ALICE confirmed that at the LHC conditions, the antinuclei-
over-nuclei ratio is compatible with 1 and thus the baryochemical potential is compatible
with zero.
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Figure 1.10: Invariant differential yield of deuterons (left panel) and antideuterons (right
panel) in pp collisions at /s = 0.9, 2.76, and 7 TeV. Systematic uncertainties are repre-
sented by boxes and the data are multiplied by constant factors for clarity in the figure.
The dashed line represents the results of a fit with a Tsallis function [20].
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Figure 1.11: (Left) Antideuteron-to-deuteron (d/d) ratio as a function of pr per nucleon
pr/A compared to the squared antiproton-to-proton ratio (p/p)? (in blue squares) in pp
collisions at different collision energies at midrapidity (|y| < 0.5) [20]. (Right) pr-differential
ratio of *He production relative to *He measured in Pb-Pb collisions at VSNN = 5.02 TeV
in various centrality intervals (adapted from [22]). In both plots error bars are statistical
uncertainties, while boxes represent centrality-uncorrelated systematic uncertainties.
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In Fig. 1.12 the (anti)deuteron coalescence probability Bs (more details in Section 2.3)
measured in y/s = 7 TeV pp collisions is shown in comparison with the measurements of By
performed by different collaborations and experiments [20]: Bevalac (LBNL), H1 & ZEUS
(DESY), and ISR (CERN). Data from previous experiments cover a limited interval of pr/A
and are less precise than ALICE data. Nonetheless, these indicate that the probability of
forming low momentum (anti)deuterons by coalescence in pp collisions at the TeV scale
is compatible with the same probability in different collision systems at lower energies,
including electron-proton (ep) collisions and photoproduction reactions. Thanks to the
broader momentum coverage, the ALICE results reveal a pr dependence in By never seen
in previous experiments.
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Figure 1.12: Coalescence parameter By (see Section 2.3) in inelastic pp collisions at /s = 7

TeV (circles) compared with the values measured in pp, vp, ep (squares and hollow circles),
in p—Cu and p—Pb collisions (band at pr/A = 0 GeV/c). [20].

16



1 — Light antinuclei

In addition, the ALICE experiment performed (anti)helium measurements in different
colliding systems and at different energies, such as p—Pb collisions at /s = 5.02 TeV, Xe-Xe
collisions at /s = 5.44 TeV and in pp collisions at /s = 7 and 13 TeV [20, 23, 24]. These
campaigns allowed to measure the production yield as well as the coalescence parameter
for three-nucleon systems (Bj3), though with limited precision due to the rarer production
than for deuteron (see Chapter 2). The spectra of (anti)helium-3 produced in pp = 13 TeV
is shown in Fig. 1.13.
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Figure 1.13: Transverse-momentum spectra of (anti)helium-3 measured in pp = 13 TeV at
midrapidity (|y|< 0.5) [23]. The results are shown in different multiplicity classes.
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1.3 Antinuclei in Cosmic Rays

Cosmic rays (CR) are particles that reach the Earth’s atmosphere from the Sun or in-
terstellar space [25]. They are mostly composed of high-energy protons and light nuclei.
According to their production mechanism, CRs are classified as primary if they are pro-
duced and emitted directly by the astrophysical sources or as secondary if they are produced
in the collision of primary CRs with the interstellar medium (ISM) or via decays. Primary
CRs are mainly composed of electrons, protons (74% of the observed particles), neutrinos
and nuclei, in particular helium (18%).

1.3.1 Antinuclei as a signature of Dark Matter

Dark matter (DM) is considered to be the dominant gravitationally attractive component
in the Universe, but the details about its physical properties are still mostly unknown. The
evidence about its existence and properties come from astrophysical - like the speed of
rotation curves of spiral galaxies, velocity dispersion of elliptical galaxies and gravitational
lensing - and cosmological - as anisotropies in the cosmic microwave background (CMB) -
observations.

Most of the dark matter models characterise the nature of DM via quantum-field theory-
based particle interactions. The baryonic DM hypothesis must be excluded [26] for different
reasons. If DM had been composed of baryons, the cosmic microwave background (CMB)
and cosmic web structure would be dramatically different from how they appear. Addi-
tionally, the abundance of light elements created during the primordial nucleosynthesis
depends on the photon-to-baryon ratio density of the Universe; the observed deuteron and
4He abundances provide constraints on the baryon density in the Universe, as those coming
from CMB measurements. These measurements strongly reject the baryonic DM hypoth-
esis. A deeper discussion is beyond the scope of the thesis, but the interested reader can
find more in Refs. [27, 28, 29] on the topic. The candidates must satisfy a series of proper-
ties, most notably the electromagnetic neutrality, as the DM is expected to interact with
ordinary matter with an order of magnitude smaller than typical weak-force interaction
(the fine-structure o near the weak-scale coupling ~ 1072).

The most common non-baryonic candidates for DM are usually called natural candi-
dates. Azions represent cold DM (particles characterised by an expected speed in space
lower than the speed of light) as they are light (m ~ 107° = 1072 eV). Axions have given
origin as a strong-CP violation problem solution in particle physics. Neutrinos are ultra-
relativistic and light (m =~ 0.05 eV) particles.

A third class of candidates for DM are weakly-interacting massive particles ( WIMPs),
introduced by Steigman and Turner [30]. These have a mass around the typical weak scale
and are considered natural candidates in a significant number of theoretical models [31],
such as the supersymmetric neutralino and a Kaluza-Klein photon [32]. The observed
abundance of DM in the Universe can be explained through the WIMP thermal freeze-
out mechanism. In the primordial Universe, ordinary matter and DM were in thermal
equilibrium. Due to the Universe expansion, WIMPs froze out of equilibrium with the
thermal plasma. The decoupling was due to the reduced WIMP annihilation rate, and it
happened at the moment in which the rate reached the expansion rate of the Universe. In
this sense, WIMPs would be considered as thermal relics of the Universe. It is important
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to stress here that WIMP candidates, like the y neutralino, have not been experimentally
observed yet, and there are no theoretical reasons to prefer the WIMP model for DM to
other natural candidates.

WIMP particles are predicted to annihilate or decay into ordinary matter, producing
a large spectrum of different species, among which antiprotons and antineutrons. These
antinucleons can interact and form bound states, the light antinuclei. These light antinuclei
(as d and 3He) from WIMPs are considered promising DM detection signals [33, 34] and
they are expected to be produced with a kinetic energy per nucleon around 0.1 - 1 GeV. As
detailed in the next section (Section 1.3.2), the predicted flux for d and *He is much higher
than the expected background from astrophysical secondary sources, as shown in Fig. 1.14:
according to different models, the *He from DM signal in the low kinetic energy per nucleon
is almost background-free, as the fluxes differ of almost three orders of magnitude. The
3He is an interesting candidate also for its larger mass with respect to d, which implies a
higher formation energy threshold.
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Figure 1.14: (Left) Predicted antideuteron flux from annihilation of DM with mpy =
5,10,20 TeV [35] (blue lines, top to bottom) and from pure-Wino DM [36] (green line).
The astrophysical background from secondary cosmic rays (red line) is shown. (Right)
The expected flux for ®He as a function of the kinetic energy per nucleon [37] according
to different models from literature. Fluxes from DM annihilation are in blue and green
colors, whereas fluxes from the astrophysical background are shown with red curves and
bands. The error bands are due to both uncertainties in the coalescence momentum and
propagation uncertainties.

1.3.2 Antinuclei from secondary Cosmic Rays

The antinuclei produced in secondary CR interactions are the main background in searches
for antinuclei from dark matter particle interactions. As no primary sources are expected
for antinuclei in the Galaxy, the observed antinuclei are produced by primary CR collisions
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with the interstellar matter (ISM). The antinucleus abundance depends on the flux of cos-
mic rays, the distribution of ISM and the production cross section. To correctly predict
the expected flux of antinuclei near Earth, where space-borne and air-borne cosmic ray ex-
periments might operate, the CR sources and the propagation of the produced electrically-
charged antinuclei through our Galaxy must be modelled in detail and, additionally, the
corrections due to the interaction with the heliosphere also have to be accounted for.

The propagation of CRs in the Galaxy is driven by magnetic fields. The CR propagation
for a particular particle species can be written in the general form [38] as
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where (7, p,t) is the CR density at position 7 per unit of momentum p, ¢(7, p,t) is the
source term, V is the convection velocity, D, is the spatial diffusion coefficient, D, is
the coefficient that describe the diffusive reacceleration, p is the momentum derivate with
respect to time, 7, is the radioactive decay timescale and 7; is the loss by fragmentation
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Figure 1.15: Compilation of spectral data 10'® — 10'” eV for helium combining balloon,
satellite, and ground-based measurements. Adapted from [38].

The CR fluxes modelled with the previous equation must be corrected for the time-
dependent shielding effect due to solar modulation [39]. To describe this effect, the most
commonly used model is the force-field approximation, but this model does not describe
accurately the CR flux at low energy [40, 41]. State-of-the-art approaches to this problem
are based on numerical solutions of the heliospheric diffusion equation, such as the HELMOD
model [42]. The heliospheric diffusion equation that describes the propagation of CRs in
the heliosphere [33] is commonly written as
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where f is the CR phase space density, K is the symmetrised diffusion tensor, P is the
CR momentum, Vg, is the speed of the solar wind and ¥, is the (divergence-free) speed
associated to drifts.

Numerical approaches are also used to solve the diffusion equation Eq. 1.10 for CR in the
Galaxy to obtain the steady-state solution within the galactic volume. One of the state-of-
the-art codes used for this estimation is GALPROP [43]. This framework uses a method based
on discrete timesteps to evolve the momentum-dependent particle density in the ISM until
the steady-state is reached [43, 44]. The method used by GALPROP is the Crank-Nicolson
method, which is much more time-efficient than the conventional explicit method (which
calculates the evolution of the particle-density distribution in the timescales of the diffusive
motion through the Galaxy, typically 107 years, in steps of the order of the timescales of
the energy losses by ionisation or radiative emission of nuclei, 10® years).

1.3.3 Searches for antimatter in Cosmic Rays

Low-energy CRs can be measured using high-atmosphere and space-based detectors. This
kind of experiment has the advantage of having very low contamination due to limited
CRs-atmosphere interactions. This can be achieved by different experiments that use dif-
ferent techniques (as shown in Fig. 1.15, in which the spectral data for helium is measured
combining balloon, satellite and ground-based measurements). Three of the most recent
experiments of this type will be presented here.

BESS and BESS-Polar The Balloon-borne Experiment with Superconducting Spec-
trometer (BESS) was a vast program of different measurements performed via high-
resolution magnetic-rigidity spectrometer for low-energy protons and antinuclei at extreme
latitudes. The BESS spectrometer was placed in a balloon designed for long-time flights.
The BESS experiment performed 9 flights over northern Canada from 1993 to 2002, while
the more recent BESS-Polar and BESS-Polar II (shown in Fig. 1.16) with upgraded equip-
ment collected data in Antarctica above the South Pole from 2004 to 2007. The cutoff
rigidity reached by the last version of the BESS spectrometer was below 0.5 GeV. Among
the most important results from BESS is the upper limit on the d flux [45], which was
recently updated to the value of 6.7 x 107° (m? s sr GeV/n)~! at 95% confidence level [46]
in a kinetic energy range per nucleon from 0.163 to 1.100 GeV /n. Additionally, the exper-
iments set an upper limit for the antihelium-over-helium ratio to be 6.9 x 10~% at 95%
confidence level combining all BESS data [47].
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Figure 1.16: Cross-sectional and side views of the BESS-Polar II Spectrometer [47].
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PAMELA The Payload for Antimatter Matter Exploration and Light-nuclei Astro-
physics (PAMELA) was a satellite-installed experiment that studied the CR fluxes from
2006 to 2016 [48]. The PAMELA instrument was located on the Resurs-DK1 satellite.
It was composed of a Time-Of-Flight (TOF) detector, a silicon magnetic spectrometer
(with an average value B = 0.43 T), an electromagnetic imaging calorimeter, a shower tail
catcher scintillator and a neutron detector. The apparatus was able to measure the speed of
particles with the TOF detector, the charge Z via scintillators, and the rigidity of charged
particles in the magnetic field as the inverse of the particle deflection in the field. The main
goal of the PAMELA experiment was the study of cosmic antiprotons, positrons and light
antinuclei. The apparatus was able to study antiprotons with an energy sensitivity ranging
from 80 MeV up to 190 GeV, while for the positrons, the energy range was from 50 MeV
up to 270 GeV. The prositron-over-electron is shown in Fig. 1.18 (a).
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Figure 1.17: Schematic overview of the PAMELA apparatus. The detector was 1.3m high
and had a mass of 470 kg. The average power consumption was 355 W. The average value
of the magnetic field was 0.43T [48].

The latter feature allowed PAMELA to observe that the measured positron-over-
electron ratio increases for energies higher than 10 GeV [49], an unexpected result that
has been later confirmed by other experiments, such as FERMI [50] and AMS-02 [51].
This breaking result contradicted the expected secondary production in the models of CR
propagation in the Galaxy, in which propagation was modelled as a diffusive process. The
PAMELA experiment also estimated the ratio of measured antiprotons over protons. In
Fig. 1.18 (b) this ratio is shown as a function of the kinetic energy and compared with differ-
ent models which assume the production as exclusively secondary: the ratio shows a rising
behaviour up to 10 GeV (p/p ~ 0.2 x 1073) and then it lowers (down to p/p ~ 0.1 x 1073).
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This measurement allows the setting of boundaries to the diffusion coefficient or to study
the effect of a local CR source [52], and with this vast energy range, it allows to set bound-
aries for the contributions of DM decay and annihilation. The PAMELA design allowed
the apparatus to be extremely sensitive to the antihelium-to-helium ratio (up to 10~7), but
the experiment did not observe any antihelium signal.
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Figure 1.18: (a) Galactic cosmic ray positron fraction measured by PAMELA, along with
FERMI and AMS-02 measurements. Only statistical errors are shown [49]. (b) Galactic
cosmic ray antiproton over proton fraction as a function of the kinetic energy, along with
secondary production model predictions [48]. The dashed lines show the limits calculated
for the Leaky Box model [53], while the dotted lines show the limits for a diffusion model
with reacceleration [54]. The solid line shows the calculation for the case of a plain diffusion
model [55].

AMS-02 The Alpha Magnetic Spectrometer (AMS-02) experiment is a cosmic ray detec-
tor located at the International Space Station (ISS), the purpose of which is to study the
chemical and isotopic composition of CRs. Since the start of its operations in May 2011, it
collected more than 240 billion events [56]: of these, more than 10 billions are protons and
more than 100 millions are deuterons [57].

AMS-02 is a magnetic spectrometer, as PAMELA, and it is composed of different sub-
detectors, as shown in Fig. 1.19. The photons and electrons can be detected, and their
energy and direction can be measured by an electromagnetic calorimeter (ECAL). The
Transition Radiation Detector (TRD) is used to separate the signal due to light mass
particles (electrons, pions, kaons). The Time-Of-Flight detector (TOF) is used as the main
trigger and measures the particle speed up to § = 0.8. The particle path bends due to
the magnetic field of the solenoid, and this allows us to measure the rigidity p/|Z|. The
particle charge is measured with a Ring Cherenkov counter (RICH). From the particle
charge, the momentum can be extracted knowing the rigidity. The mass of the particles can
be estimated with the equation m = ZR/~[. Thanks to the different charges and masses,
it is possible to separate (anti)protons, (anti)deuterons, (anti)helium-3 and (anti)helium-4.
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One of the first results obtained by AMS-02 has been the observation (and, accordingly,
the confirmation) of the positronic anomaly measured by PAMELA [58]. In the years of
operations, AMS-02 collected seven antideuteron candidates and eight antihelium candi-
dates: six antihelium-3 and two antihelium-4 nuclei. Fig. 1.20 reports an example of event
display with the signal from a potential *He candidate. To date, no confirmation has been
given about these candidates’ nature [59].
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Figure 1.19: Layout of the AMS-02 experiment [57].
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Figure 1.20: One of the two antihelium-4 candidates events observed by the AMS-02 col-
laboration [59].
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GAPS The General AntiParticle Spectrometer (GAPS) is a balloon-based experi-
ment [60, 61] whose start of the operation and first flight are planned for the end of
2024. Its main purpose is the measurement of the light (anti)nuclei flux above Antarctica.
The data-taking campaign will be performed on several 35-day-long flights. The detector
is designed to use ten plates of 1-2 mm thick Si(Li) detectors, according to a scheme re-
ported in Fig. 1.21. The Si(Li) allows for the detection of (anti)nuclei with an innovative
technique: when the (anti)nuclei travel through the Si(Li) plates, they can be absorbed
and create an excited exotic atom. The excitation state will endure for a time of the order
of the nanosecond, and then the exotic atoms will decay to the ground state, emitting an
X-ray. As the X-ray energy is well known, measuring the X-ray energy, the particle energy
loss in the material, the time-of-flight of the particles and the multiplicity of other particles
will allow us to identify (anti)nuclei. For this purpose, GAPS will also have a large TOF
detector that will be used to provide a high-speed trigger to serve as a shield/veto to the
instrument and measure the particle velocity up to 0.5 5 and also the energy deposit.
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Figure 1.21: (Left) Schematic overview of the GAPS instrument [62]. (Right) The GAPS
detection system. An antinucleus (*He) travels between two layers of the TOF detector
and slows down until it stops in the Si(Li) target, forming an (excited) exotic atom. The
orange dashed and red solid line indicate the simulated and the reconstructed primary 3He
nuclei, respectively. After atomic de-excitation, X-rays are emitted, followed by pions and
protons by nuclear annihilation (other coloured solid lines).

The launch of GAPS will enable precise antiproton measurements in a new unexplored
low-energy range, below 0.25 GeV per nucleon, as reported in Fig. 1.22. GAPS expect to
collect up to 500 antiprotons per single long-duration flight [63], allowing the collection of
enough data to perform both DM model validation and other astrophysical studies about
the primordial black hole evaporation [64].

In addition, based on full instrument simulation, event reconstruction, and realistic
atmospheric influence simulations, a projected GAPS flux sensitivity to antihelium-3 nuclei,
assuming the detection of one event in one 35-day flight is estimated to be 4.03?8'3 x 1076
(m? s st GeV/n)~! at the 95% confidence level [63].
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Figure 1.22: The projected GAPS precision cosmic antiproton spectrum (red) at the top
of the atmosphere is shown with the statistics expected from three 35-day flights [63].
Additionally, data from original BESS, BESS Polar II, PAMELA and AMS-02 are plotted.

26



Chapter 2

(Anti)nuclei formation models

In Chapter 1, the discovery of antimatter was briefly discussed, from the discovery of the
positron up to the production of light antinuclei at modern hadron and heavy-ion colliders.
These significant observations open up a significant puzzle: how can light (anti)nuclei, which
are loosely-bound states, be produced and survive at the high temperatures achieved in the
final state of ultra-relativistic heavy-ion collisions? Do the cluster formation mechanisms,
ultimately driven by the strong interaction, differ in various collision systems, and how?
After a brief but essential introduction to the physics of heavy-ion collisions in Section 2.1,
two of the main approaches used to describe nuclear production at colliders, the statistical
hadronisation models (SHMs) [65, 66] and the coalescence model [67, 68], are introduced in
Section 2.2 and in Section 2.3, respectively. Model predictions are discussed in comparison
with recent results from the LHC, at the energies most relevant for this thesis work.

2.1 High-energy heavy-ion collisions: from QCD to
hadrochemistry

The Standard Model of particle physics (SM) is the quantum field theory that describes
three of the four known fundamental interactions in the Universe. Within the framework
of the SM, Quantum Chromodynamics (QCD) is the state-of-the-art gauge theory that
explains the strong interaction [69]. The name chromodynamics derives from the ancient
Greek word yp@ua, colour, which is the name of the QCD charge.

The Lagrangian of the QCD possesses an explicit SU(3) local gauge invariance, which
results in eight massless mediator bosons called gluons.

It is written in the form

Lo o = (. Aoy sa
Lqcp = Lgluons + Lquarks = fZGWGg + ; \ (z’y”@u + 95?7#‘4# — mf> Uy (21)

where a is the group index, Aj is the gluon field that is due to the SU(3) generator A,, f is
the quark flavour index and g5 is the coupling constant of the strong interaction. The SU(3)
symmetry of the Lagrangian is non-abelian. As a consequence, the gluon tensor has an
additional contribution with respect to the photon tensor of the Quantum Electrodynamics
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(QED) Lagrangian:
G = 9P AL — OV AL — g5 fapc A AY (2.2)

where fupe is the structure constant of SU(3). The existence of this not-null structure
constant implies the existence of two self-interaction vertices for gluons that allow for
loop corrections to the gluon propagator: the effect of these corrections is the so-called
anti-screening of the colour interaction. The intensity of the strong interaction depends
on the distance and the transferred momentum (), as the coupling constant of the strong
interaction ay = g2 /47 is

2

2 as(p°)
as(Q°) = 2.3
g =

where ny is the number of flavours and p is the renormalisation scale of the QCD [3]. For
low values of @2, the quarks are bonded inside their hadron phase (confinement regime),
while for higher values of transferred momentum, the coupling becomes asymptotically null
and the theory describes free states (asymptotic freedom). The measured values of «; in
different experiments and using different approximations are summarised in Fig. 2.1.
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Figure 2.1: The measurements of the «; coupling as a function of the transferred quadri-
momentum Q [25].

2.1.1 QCD phase transition

A consequence of the ag behaviour shown in Eq. 2.3 is the existence of different states
of strongly interacting nuclear matter [69]. As shown in the phase diagram of QCD (see
Fig. 2.2) as a function of the temperature (7') and the baryochemical potential (up), dif-
ferent phases of matter can be characterised by the temperatures and the densities. The
baryochemical potential is quantity introduced to account for the fact that in a relativistic
quantum system the particle number is not always conserved, because of particle annihi-
lation and creation processes.

The baryochemical potential ug = ;TEB’ therefore, is defined as the energy that has
to be provided to the system to increase the total number of (anti)baryons of one unity.
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155 MeV

HB 900 MeV
Figure 2.2: Phase diagram of QCD. Adapted from [70].

At low temperatures and low baryochemical potentials in Fig. 2.2 nuclear matter is in its
ordinary state, with quarks and gluons confined into hadron (referred to as hadron gas). By
increasing the values of T" while keeping pp &~ 0 GeV, the transition to a deconfined partonic
matter is a smooth crossover. With the increase in temperature, the mean transferred
momentum increases as well, and, as a consequence, the strong interaction becomes weaker.
These conditions, similar to those of the primordial Universe, lead to a state of deconfined
strongly-interacting matter, in which quarks and gluons can freely move in a strongly
interacting plasma called Quark-Gluon Plasma (QGP). According to Cosmology [71], the
QGP-to-hadron phase transition took place in the early Universe, when the baryochemical
potential reached the value up = 0.33 eV, as a consequence of the cooling process due to
the matter expansion. Moving instead along the pp axis while keeping low temperature
T =~ 0 GeV, one encounters baryon-rich systems characterised by a high baryon density,
such as neutron stars, and then a first order phase transition leads to a deconfined state,
hypothesised to be present in the core of neutron stars.

At the LHC pp = 0 the transition is expected at the temperature 7' ~ 150 MeV [72]. A
simple estimation of the QCD critical energy density for the phase transition to occur can
be given using the Stefan-Boltzmann law and considering the system quarks and gluons
as a gas of massless particles moving inside a volume V [73]. The energy density € can be
expressed as

7.‘.2

= — Tt 2.4
€ 30 nNpor ( )

where npop is the number of degrees of freedom of the system. For the QGP,
NpoF = (16 + 2—21nf), which allows to estimate the energy density € ~ 1 GeV/fm3 using
the pseudocritical temperature T = 150 MeV.

2.1.2 Heavy-ion collisions

The extreme conditions that allow for the formation of QGP can be achieved by colliding
ultrarelativistic heavy ions at colliders and thus enable the study of the phase boundaries
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2 — (Anti)nuclei formation models

between ordinary hadronic matter and the QGP. When accelerated to ultra-relativistic
energies, heavy nuclei appear as Lorentz-contracted disks along the direction of the beam
axis. As a consequence of the Lorentz contraction, the nuclei transverse dimension appears
wider than their longitudinal dimension. The collision, therefore, can be considered as
the superposition of binary nucleon-nucleon collisions: a fraction of the nucleons called
partecipants, participates in the collision (their number is Npq,¢), while the non-participant
nucleons are called spectators (and their number is Ngpect = 2A — Npare, where A is atomic
mass number).

participants

before collision after collision

Figure 2.3: An ultra-relativistic heavy-ion collision is seen from the yz plane. b is the impact
parameter. The impact parameter is used also for the determination of the plane of the
collision (event plane), defined by the angle Wi between the beam direction (z axis) and
the impact parameter vector b.

The geometry of a collision is characterised by the impact parameter b, which is defined
as the module of the vector between the centres of the two nuclei in the transverse plane
with respect to the collision axis, as shown in Fig. 2.3. The parameter quantifies the overlap
region between the two colliding nuclei.

A collision is called central if it is characterised by a small impact parameter and a large
number of participants are involved. Notably, an ideal central collision would be a head-on
collision with all the nucleons participating and a null impact parameter. On the contrary,
a collision is called peripheral if it has a large impact parameter and is characterised by
few participant nucleons. As centrality strongly affects the charged multiplicity of a heavy
ion collision, it is one of the main parameters used for classifying HI events. Classes of
centrality are commonly defined in terms of a percentile of the nucleus-nucleus hadronic
cross section. The measurement of the centrality of a collision is an indirect measurement
of the number of participant nucleons. This is fundamental, as it allows the normalisation
of the observables between different colliding systems (e.g. pp or p—Pb). The centrality
of a collision is measured usually in two different ways. The first method is based on the
relation between centrality and the number of the (charged) particles produced in the
collision (the multiplicity), the latter of which can be measured by an experiment. This
method is dependent on the choice of a geometrical model for the hadronic processes. The
main method used for estimating this correlation is the Glauber model [74], which is based
on the assumption that nucleons keep travelling in linear trajectories and that the binary
nucleon-nucleon cross section is independent of the number of the antecedent collisions.
A second method is based on the measurement of the energy carried by the spectators
along the forward zero-degree directions, usually performed via calorimeters located near
the beam pipe. The number of spectators is complementary to the number of participants.
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This method has the advantage of being independent from any collision model.

2.1.3 Evolution of a heavy-ion collision

After an ultra-relativistic collision between heavy nuclei, a long-lived strongly-interacting
system is created as a consequence of the deposit of a large amount of energy in a small
volume. The investigation of the evolution of this state of matter and the characterisation
of its properties is of fundamental importance and one of the main goals of heavy-ion
experiments [75]. The evolution of this system is represented in a space-time diagram in
Fig. 2.4, where ¢ indicates the time after the collision and z represent the beam axis.

. n, K, p, ...
%K. p. . time f
T,
’ T ut

Hydrodynamic
Evolution Pre-Equilibrium
Phase (< tp)

a) without QGI/ \ b) with QGP z
B

A

Figure 2.4: Evolution of a heavy-ion collision represented in a space-time diagram [76]. The
z direction is parallel to the beam line. The two panels represent the evolution with (right)
and without (left) QGP formation.

The phases of the collision [75, 77] are here summarised:

1. for t < 0 fm/c: two nuclei move along the beam line, and due to the ultra-relativistic
energies, they are strongly Lorentz contracted in the laboratory reference frame. This
is called the pre-collision stage.

2. at t =0 fm/c: the collision happens as described in Section 2.1.2.

3. for 0 < t < 1 fm/c: the initial binary collisions between nucleons involve hard scatter-
ing between partons with large momentum transfer. These processes are characterised
by a high transferred momentum between colliding partons. In this pre—equilibrium
phase, all the high-energy particles are produced. In these first instants of the collision,
the nuclei deposit a large amount of energy in the midrapidity region, and then they
proceed to the forward rapidities. As a result, the system at this stage at midrapidity
is a hot interacting medium with null baryochemical potential (up ~ 0). In contrast,
the baryochemical potential is carried at forward rapidity by the escaping valence
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quarks and the spectator nucleons. At LHC conditions, there will be a QGP phase
transition. The QGP (droplet) created in the process reaches a thermal equilibrium
after strong parton scattering interactions at its proper time 7.

4. for 1 < t < 10 fm/c: the produced QGP hot fireball expands due to pressure gra-
dients at the system boundaries. This expansion phase is modelled using relativistic
hydrodynamics. The expansion causes the hot matter to cool down progressively.

5. for 10 < t < 15 fm/c: the matter finally reaches the critical temperature T¢ and,
at this point, the hadronisation process starts. This brings the deconfined matter
through another phase transition back to confined strongly-interacting matter. The
system gradually moves into an interacting hadron resonance gas (HRG). The elastic
and inelastic interactions between hadrons continue to occur during all the fireball
expansion. After the momentum exchange between hadrons is not sufficient to allow
inelastic interactions, the relative abundances of different particle species are fixed.
This happens when the fireball reaches the so-called chemical freeze-out. When the
hadrons stop interacting, and the particle momenta are fixed, the HRG reaches the
kinetic freeze-out.

6. for t > 15 fm/c: the hadrons created are finally free to exit the interaction region and
the free hadron stream can finally reach the detector. Eventually, particle decays due
to strong or weak interactions will occur.

As shown in the Fig. 2.4, the QGP droplet formation does not happen in every collision.
If the energy density is not sufficiently high to create the QGP, hadronisation occurs directly
after the collision. In pp and p—Pb collisions, the final state can be significantly different
because of the lower production of partons in the very initial stages and the lower energy
density deposit, which may be insufficient for the system to transition to a QGP.

2.2 Statistical Hadronisation Models

The statistical hadronisation models (SHM) (or thermal models) are models used to predict
the abundances of different particle species produced in particle collisions. The story of
these models began with the very first particle collisions model: one of the first models was
proposed by E. Fermi [78] in the 1950s and improved and developed by R. Hagedorn [79]
in the 1960s. In the 1990s the first successful application of statistical hadronisation was
achieved to comprehensively describe data from the BNL AGS and Si + Au(Pb) collisions.
In the same period, G. Brown [80] successfully described the influence of resonance decays
on pion spectra using a thermal approach.

The main SHM assumption is that, in a collision, all the particles that are compatible
with the conservation laws (due to the Standard Model) can be produced. The relative
abundance of every species will strongly depend on to the particle partition function. The
medium produced after a collision can be described as an expanding hot, non-interacting
gas of known hadrons and resonances. According to slightly different boundary conditions
depending on the size of the collision system, the model can precisely predict the hadron
yields measured in different colliding systems and at different energies. For systems that
are characterised by a large interaction volume produced after the collision (e.g. heavy-ion
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collisions), a grand canonical ensemble (GC) statistical model is used, while for smaller
systems (like pp and p—Pb collisions), it is necessary to use a canonical model.

2.2.1 Grand Canonical Statistical Hadronisation Model

The heavy-ion collisions at the LHC produce a large reaction volume, and the hadron-
resonance gas resulting from them can be described using a Grand Canonical ensemble.
This formalism can be used as the detectors can access a portion of the entire interaction
system, for example, the mid-rapidity region. This volume is in contact with an energy and
particle reservoir and in equilibrium with it. This equilibrium condition implies that the
energy and quantum numbers (electric charge, baryon number, isospin, ...) are conserved
on average. The average conservation of the charges is distinctive of the Grand Canonical
(GC) hadronisation formalism [65] used to characterise heavy-ion collisions. The extension
of this model to the study of smaller colliding systems, the canonical hadronisation model
discussed in Section 2.2.2; requires the exact local conservation of the charges.

The Grand Canonical formalism is therefore used to characterise the statistical prop-
erties of a physical system at the thermodynamical equilibrium in a heavy-ion collision,
using parameters like the baryochemical potential upg or the temperature T'. In fact, the
SHM describes an hadronic system after the hadronisation that follows the QCD phase
transition discussed in the previous section. Hence, the GC partition function Z (T, V, u)
can be written as:

Z(T,V,p) =Tr {eXp [—5 (H + ZMiQi)] } ,with =" 1;Q; and g = % (2.5)

where T' is the temperature of the medium, V' is the volume, Q); are the conserved charges
and pu; are the chemical potentials relative to every conserved charge. H is the Hamilto-
nian of a Hadron Resonance Gas (HRG) used to describe the interaction of the strongly
interacting medium and it is able to reproduce the equation of state obtained with lattice
QCD methods [81] before the phase transition to a deconfined state over a significant range
of temperature values [72, 82]. In this approximation, the HRG is modelled as composed
of non-interacting hadrons and resonances. The QCD equation of state predictions for the
HRG and the lattice QCD models are shown in Fig. 2.5. It is important to stress that the
latter condition requires the system density to be extremely low: in this approximation,
repulsive and attractive interactions can be considered as negligible. Additionally, the re-
pulsive corrections have been modelled as van der Waals eigenvalue corrections [83]. The
latter correction is still under active research: in particular, it is difficult to neglect or model
the interactions of light (anti)nuclei.

In the strongly interacting medium produced in relativistic heavy-ion collisions, the
primary conserved quantum numbers are the electric charge @), the strangeness .S and the
baryon number B. One of the critical elements to accurately predict the highest tempera-
ture values that the medium can reach is the choice of the mesonic, baryonic and resonance
states to be used as input in the Hamiltonian. The total partition function Z of the system
is given by the product of all partition functions Z; of the particle states included in the
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Figure 2.5: The QCD equation of state [84] as predicted by the HRG model (solid lines)
and from lattice QCD (bands) [81]. The dashed horizontal line is the non-interacting gas
limit for the energy density. The yellow vertical band is the crossover region.

HRG [65, 66]:

The (logarithm of the) partitions functions Z; are defined as

Vg, [ —Be
log Z; (T, V, ;) = %/0 +p? dplog (1:|:)\i (T, ;) e &’) , (2.7)

where ¢; is the spin-isospin degeneracy factor, m; is the mass of the i*" particle state,
= \/m? + p? is the energy of a i'! particle state of momentum p. The sign =+ in Eq. 2.7

takes account of the bosonic (-) or fermionic (4) nature of the particles. The chemical
potential dependence is also encoded in the fugacity );, which is defined as

Ni (T, pii) = exp{B (Bipp + Sips + Qipg)} = exp{Bu}, with g = % (2.8)

where B;, S; and @; are the baryonic number, the strangeness number and the electric
charge of the i*® particle species, while p, jtg and piq are the respective chemical potentials.
In all the equations, the Boltzmann constant kg is assumed to be equal to unity, and it is
not shown. The logarithm can be Taylor-expanded and after the momentum integration,
the previous partition function for the species ¢ becomes

+1
i . 1
log Z; (T, V, ;) = Vg § : MNem2 Ky (kBm;) , with § = 7 (2.9)

22 &

2

where K5 is the modified Bessel function of the second kind. The sign depends on the
Bose-Einstein or the Fermi-Dirac statistical distribution of the particles, while the first
term corresponds to the Boltzmann approximation.
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The average number (V;) of particles ¢ in volume V' at the temperature 7" for a system
described by the grand canonical ensemble is obtained from Eq. 2.9 as

(N (T, V, ) =

+1
S5 OB Z (T Vo) = 229’2 Z Nem2 K (kfmi) . (2.10)
The Eq. 2.10 does not describe completely the measured particle yield in heavy-ion col-
lisions: to compare the measured yield with the theoretical prediction it is necessary to
account for the additive terms due to feed-down contribution from resonant states (j) that
decay in a particle of a species 7. If I'j_,; is the branching ratio of the j — i decay, then
the total average number of particles is

(Ni) (T V1) = (N)™ (T V, 1) + 3T (N (T V). (2.11)

The Eq. 2.11 explicitly points out that, with this approximation, the particle yields
depend only on five parameters: the temperature T', the volume V' and the three chemical
potentials ;. In a heavy-ion collision, some parameters are constrained. The 1 is fixed by
the isospin of the initial stage. Due to the null valence strangeness content of the colliding
nuclei, pg is null (and fixed). The volume dependence is removed if the yield ratios between
different species are compared instead of the production yields. As the number of baryons
inside the interaction region is strongly dependent on the energy of the colliding system,
the baryochemical potential pp is not constrained by the initial conditions.
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Figure 2.6: Hadron yields as a function of mass, normalised by the spin degeneracy factor
(2J 4+ 1) [65]. Comparison with predictions of the SHM (particles only, no anti-particles).
The (red points) are measurements in central Pb-Pb collisions at /sxy = 2.76 TeV by
the ALICE Collaboration. The figure shows both the total yields, comprehensive of all
contributions from strongly-decaying resonances, and the primordial yields, without strong
and electroweak decays contributions.
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The SHM allows us to predict hadron yields in a wide range of mass, from pions up
to (anti)(hyper)nuclei. The mass dependence of hadron yields compared with predictions
of the SHM is shown in Fig. 2.6. The yields measured in central Pb-Pb collisions at
V/SNN = 2.76 TeV are normalized by the spin degeneracy factor (2J 4 1) [65]. The yields
show an exponential dependence on mass M and temperature 7. Heavy particles, charac-
terised by M > T = 155 MeV, are not significantly affected by feed-down and the yield
scales as AN/dy ~ M?/? exp(—M/T), while lighter particles as m, K, p deviate from this
distribution due the resonance decay contributions. In particular, the small feed-down that
contributes to the light nuclei yields is due only to rare hypernuclei decays. This deviation
is shown in the figure by comparing the total yields of different species (in blue markers)
with the primordial-only predicted yields (dashed line).

The SHM also describes the yields of light (anti)nuclei in spite of their binding energy
being much lower than the freeze-out temperature of the medium [65, 85]. The predicted
yields are determined by their distribution in the phase space and not by the hadron
internal structure. Another successful feature of the SHM is the correct prediction of the
antimatter-over-matter ratio as a function of the energy per nucleon pair at the centre of
mass. As shown in Fig. 2.7 (left panel), at low collision energy, the baryochemical potential
is significantly higher than zero, so antimatter production is suppressed. At high energy,
the baryochemical potential is null and the amount of antimatter and matter is equal. In
Fig. 2.7 (right panel) the normalised (hyper)(anti)nuclei yield is shown as a function of the
v/snn of the collisions. The production yield of 3He at LHC energies is significantly lower
then at lower \/snyn values (low to 0.1 TeV). As the energy increases, the production yield
increases proportionally to the \/sxn values.
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Figure 2.7: (Left) The energy dependence of the baryochemical potential 1, obtained from
the analysis of hadron yields for central AA collisions at different energies. The parametri-
sation is up = a/(1 + 0.288,/snn), with a = 1.298 MeV (plot adapted from [65]). (Right)
SHM predictions for the production yields of (anti)(hyper)nuclei with mass number A > 3
as a function of the collision energy [65].
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2.2.2 Canonical Statistical Hadronisation Model

The SHM is also used to model smaller systems, like eTe™ or pp collisions. These systems
do not satisfy the grand canonical formalism conditions as they are characterised by a small
reaction volume. This requires imposing a stricter charge conservation. As the number of
particles with a conserved charge is of the order of unity, the local charge conservation must
be imposed, switching from a grand canonical ensemble formalism - in which the charges
are conserved on average - to a canonical ensemble in which the charge number does not
fluctuate from a state to another as it is exactly conserved. The immediate consequence of
this change of paradigm is that the number of particles that carry the conserved charges
is suppressed with respect to the grand canonical approach: hence, the name of canoni-
cal suppression for this approach. An implementation of the canonical statistical models
(CSMs) will be briefly discussed in this Section.

The system is modelled as an ideal HRG in full thermodynamical equilibrium, like in the
GC approach discussed in Section 2.2.1. In the canonical approach [66, 86], the conserved
charges (Q, B and S) are set to fixed values, which are conserved inside the correlation
volume V,. Given the system temperature 7" and the correlation volume V,, the partition
function can be written as

_ [T dos [T ddg [T dds _iBos+Qoq+ses)
Z(B7Q7S)_/_7T /—w / @ (212)

X exp [Z 2 i BroB+Quda+Sibs)
k

where @k, By and Sy are the charges carried by the k species and the sum is performed
on all the k species contained in the HRG. The 2} is the single-particle particle function

for the k species:
m? m

where pj is the mass distribution of the k species, which is introduced to correct for
the resonance finite width, K5 is the modified Bessel function and g, is the spin-isospin
degeneracy factor.

With the use of the Boltzmann limit of Fermi and Bose statistics, it can be shown [87]
that the mean particle multiplicity of the k species calculated using the canonical ensemble

(NE"™

<Néh>ce _ (Q Qk,(S’B,Bi;),S Sk) <Nk >gce

where ( Nf")?“ is the mean particle multiplicity of the k species calculated using the grand
canonical ensemble and setting the volume equal to V.. The ratio that connects the mean
particle multiplicity in the canonical formalism to the one in the grand canonical formalism
is called the chemical factor and it evidences the exact local charge conservation. Following
Eq. 2.11, the total particle yield is obtained with the addition of feed-down contributions
from resonant states:

(2.14)

(Vi = { th> +Zrﬁk< > . (2.15)
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where I';_,j, is the is the branching ratio of the j — k decay.

One of the main effects of canonical suppression is the strong suppression of strange
particle yields. The study in Ref. [66] and [88] considered for the first time the canoni-
cal suppression effects at LHC energies with the presence of light (anti)nuclei among the
produced particle states. In the integration over the mass distribution p; in Eq. 2.13,
the energy-dependent Breit-Wigner model [89] is used. This choice has negligible effects
on light (anti)nuclei yields - weakly affected by the feed-down states - but introduces a
15% correction on proton yields. The calculations of this study were performed within the
Thermal-FIST [90] framework. The canonical ensemble HRG model is used here, imposing
the exact null values of the conserved charges, () = B = § = 0, as the net-baryon content
of particles at midrapidity at the LHC is null (as shown in the previous Section in Fig. 2.7).

Depending on the chemical freeze-out temperature and correlation volume in rapidity
choice, this model can have different implementations. The pivotal choice of the correlation
volume V. in units of rapidity dV/dy (V. = k dV/dy) shows the necessity to relate the
mean multiplicities calculated in the CSM to the rapidity densities that are measured
experimentally [66].

The wvanilla CSM is modelled assuming a full chemical equilibrium at the chemical
freeze-out temperature of T = 155 MeV, as estimated in central heavy-ion collisions.
The dependence of the yields on the charged-particle multiplicity is due to the canonical
suppression. The correlation volume range is V, = 1 — 6 dV/dy. The results obtained
with this model [88] are shown in Fig. 2.8. The data are taken from ALICE at the LHC.
Different curves represent different choices of Vo. The different colours represent different
collision systems: pp at /s = 7 TeV (in green), p-Pb at \/sxy = 5.02 TeV (in blue),
Pb-Pb at /sny = 2.76 TeV (in red). The ratios A/7, =/m and /7 are well predicted,
while the comparison of K/m with data is significantly worse at low multiplicity. The
¢/ shows another problem of this model: the neutral ¢ is unaffected by the strangeness
suppression (as the strangeness charge S is null due to the particle quark composition
¢ = s5), while the pions 7 are suppressed: this predicts a strong increase of the ratio
at low multiplicity, while the data show an opposite trend. At the same time, the CSM
predicts the suppression of the nuclei-over-proton ratios at the lower multiplicities and
this is achieved for V. = 3 dV/dy.

The issues of the vanilla CSM can be addressed by developing a slightly more sophis-
ticated model, the vg-CSM [91, 92]. It can be hypothesised that the chemical freeze-out
temperature varies with the system size, with smaller systems having a higher temperature.
As a consequence, the decoupling of the inelastic hadronic reactions would happen earlier.
The shorter lifetime of the hadronic phase is also supported by the extracted Ty, values
from blast-wave fits to the pr spectra of measured pions, kaons and protons, as larger Ty,
(~ 170 MeV) are observed in pp collisions with respect to central Pb-Pb collisions (~ 100
MeV).

The overestimation of the ¢/m ratio and the K/m observed in pp collisions data can
be due to incomplete chemical equilibrium. This can be approached with the inclusion of
a strangeness saturation factor g to account for a chemical freeze-out temperature Tihem
with a strangeness freeze-out temperature lower with respect to Tepem. TWo parametrisa-
tions have been extracted from the measured data, one for the chemical freeze-out and one
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Figure 2.8: The ratios of hadron-to-7 yields as a function of the pion multiplicity at midra-
pidity, using the vanilla CSM with exact conservation of (), B and S in different colliding
systems [88]. The results and data are scaled by the GCE limit values evaluated in the

CSM, with T' = 155 MeV and up = 0.

1.4 oo ‘
= 1ol pin Kin
g
TR | SR Ceshest puna —\
L — s
8} . B A
O 08} / —= =
() /' Y
So6f 1
e : ALICE
0 04¢F p-p. 7 TeV
T ¥ + p-Pb, 5.02 TeV
o 02§ + Pb-Pb,276TeV T
0.0 s — - ‘ ,
g 12} Al %--" . ., i Qn -
S
w 1.0 = s ==
8}
O 08} »
Lol 7 Vanilla CSM
= 0 T =155 MeV
o 04!, ——V, =dVidy
R - =V, =3dVidy
@ 02 —-=V_=6dVidy
0.0
10° 10’ 10% 10°
dN_/dy dN_/dy

0.08 T T T 0.30 T T T
p/r
f—‘\ 0250 K/n 1
L
- . 4
j P . o 0.20
| B /«.
004} ] st T e es ]
- 0//\
. ==
——1,CSM, V,, = 3 dV/dy 0.10 L q 0.01+
0.02 ® pp 7TeV | ——1,CSM, V=3 dV/dy ——7,CSM, V, = 3 dV/dy
= Pp-Pb,502TeV 0.05 o p-p,7TeV e pp 7TeV
¢ Pb-Pb,2.76 Tev OSr = p-Pb,5.02 TeV 1 = p-Pb, 502 TeV
& Pb-Pb,2.76 TeV & Pb-Pb, 2.76 TeV
0.00 L L L 0.00 L L L 0.00 L L L
10° 10’ 10° 10° 10° 10’ 10° 10° 10° 10’ 10° 10°
(dN_/dn) (dN_ /dn) (dN_/dn)
0.06 T T T 0.010 T T T 1.2x10° T T T
Aln =/n | Qln
0.008 4
004} ...-/._’.\ 1 8.0x10° |-
b ‘A 0.006 ]
L)
/f/ 6.0x10% |
Y 0.004 - 1
0.02F 1 4.0x10*
——7,CSM, V, = 3 dVidy ——y,CSM, V_ = 3 dVidy ——7,CSM, V, = 3 dVidy
e p-p,7TeV 0.002 ® p-p,7TeV 1 20x0%}F e p-p,7TeV
= p-Pb,5.02TeV = p-Pb,5.02 TeV : = p-Pb,5.02 TeV
& Pb-Pb, 2.76 TeV * Pb-Pb, 2.76 TeV * Pb-Pb,2.76 TeV
0.00 1 1 1 0.000 L L L 0.0 1 1 1
10° 10’ 10* 10° 10° 10' 10* 10° 10° 10’ 10? 10°
(dN_,/dn) (dN_/dn) (dN_,/dn)

Figure 2.9: The ratios of hadron-to-7 yields as a function of the charged particle multiplicity
evaluated in the vs-CSM with V. = 3dV/dy for the thermal parameters extracted for each

multiplicity in different colliding systems [88].

from the strangeness saturation parameter. The temperature can be estimated [88] as

T =Ty — AT In(dNg, /dn)
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with Tp = (176 £ 1) MeV, A = (2.6 £ 0.2) MeV and dNg,/dn is the charged multiplicity
(per unit of pseudorapidity).
The strangeness saturation parameter g [88] is

dNCh/dn]

e (2.17)

vs—l—eXp[—

where B = 59 £+ 6.
The volume parameter in this model [88] is linearly proportionally to the multiplicity
per unit of pseudorapidity dNg,/dn:

dV/dn = v dNg,/dn, v = (2.4 40.2) fm®. (2.18)

The results of the v5-CSM calculation are shown in Fig. 2.9, where the ratios of hadron-
to-7 yields are shown as a function of multiplicity and compared to ALICE data.
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2.3 Coalescence model

In the coalescence model, the nucleons generated in the collision bind into a nucleus if they
are spatially close and have similar velocities. In the last sixty years, coalescence models
have been used to describe the formation of different composite objects. The model was
developed by Butler and Pearson [67] for proton-nucleus collisions: they suggested that the
capture and binding of nucleons produced in presence of the target nuclear optical potential
could be the origin of the measured deuteron production. Coalescence has been further
developed by Kapusta [68] and used to study the production of deuteron in relativistic
nuclear collisions. The interaction diagrams for these models are shown in Fig. 2.10.

The probability of nucleons to merge via coalescence can be experimentally defined as

the coalescence parameter B 4:
N, \
E, 73" )
PA dpy,
A

3 3 z
BN g, (E de)

dp? P dp?
where A = Z + N is the mass number, p,, , are the proton and neutron momenta and F,, ,,
their energies. Hence, the coalescence parameter B, is the key parameter of coalescence
approach. The term on the left is the invariant production spectra of nuclei with mass
number A, while the term on the right is the coalescence parameter times the invariant
production spectra for primary protons, elevated to the mass number. Theoretically, the
proton and neutron invariant spectra must be considered separately. As at the LHC ener-
gies the isospin chemical potential is null, than neutrons and protons belong to the same
isospin multiplet and, therefore, yields of protons and neutrons are the same. This comes in
assistance of the ALICE measurements, as the stable neutral particles cannot be detected
(excluding a limited acceptance covered by hadronic calorimeters).

(2.19)

= DA
Pn="3

Pp=

X

Figure 2.10: (Left) Butler and Pearson’s diagrams of nucleons interacting with each other
to form an intermediate deuteron state. kq, ko are the momenta of the nucleons in the
initial state, q is the recoil of the nucleus and K is the deuteron momentum in the final
state (adapted from [67]). (Right) Kapusta’s [68] schematic diagram for the production of
a deuteron in the final state of a relativistic collision between two nuclei.
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2.3.1 Simple coalescence

The simplest coalescence model to build is a model in which the coalescence probability
is assumed independent of the momentum and of the object size relative to the size of
the nucleons emitting source. This is called simple coalescence or naive coalescence. The
model premises imply that it is sufficient for two nucleons to bind to be close in momentum
space, regardless of their distance in space. Considering the deuteron, as an example, its
formation in this model is assumed to happen if a proton and a neutron have a momentum
difference Ap' = |pj, — pi| < po, with py being a constant value that sets a threshold for the
coalescence process.

Experimentally, this approximation proved to be valid for pp and p—Pb [20, 93, 94],
but it fails Pb—PDb collisions. This can be interpreted as the fact that in small systems the
simple model assumptions are plausible because the colliding system size is comparable
with the size of the nucleus (since nucleons are produced close to each other). In particular,
the emitting source of colliding systems such as ete™ or pp, in the simple coalescence is
considered point-like. This approximation holds as long as the source is smaller than the
produced particle.

Larger systems show a strong dependence of the coalescence probability with the cen-
trality, which suggest a dependence with the size of the source, as nucleons can be produced
with a significant distance from each other and hence not being able to coalesce into a nu-
cleus, even with similar momenta. Additionally, the naive coalescence cannot fully explain
the elliptic flow of deuterons [95].

2.3.2 Coalescence based on Wigner function formalism

More advanced models [96, 97] do not neglect the finite size of the nucleon source: two
nucleons close in momentum value may not interact due to the space distance from which
are emitted. In a full quantum-mechanics description of the interaction processes, the
classical phase space representation of the nucleus is replaced with its Wigner function,
obtained by the Wigner transform of the wave functions. The probability of coalescence is
due to the the overlap between the wave functions of the nucleons and the wigner functions
of the nucleus.

In the simplest case, that of the deuteron (p,n), the internal deuteron wave-function

Pa(r) is ,
pa(r) = (TrTﬁ)fS/4 exp <—T> : (2.20)

2
2ry

where the characteristic-size parameter for deuteron is defined as r4 = 1/8/3\4, where Ay
is the rms of the wave-function of the deuteron. As the harmonic-oscillator approximation
is used, the resulting Wigner function is Gaussian and allows for analytical solutions. For
point-like constituents, the generic characteristic size parameter for A > 2 nuclei [98] is

3A—11r?
N =-——a 2.21

The choice of the gaussian function is not the only option: further studies addressed the
topic through more realistic wave-functions, like the Hulthen parametrisation [99, 100] for
deuterons, or A-deuteron for the hypertriton [101, 102].
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The quantum-mechanical nature of the nuclei is explicitly accounted for with an average
correction factor (C4). The correction factor is defined as

.2 ~1a-1)
=11 <1+4R2> . (2.22)

i=1,2,3
The correction factor for a deuteron can be approximated as:

(Ca) = ! (2.23)

2 2
T4 T4
[1 + (QRL(mT)) ] L+ <2R\|(mT))
where 74 is the size parameter, R, and R| are respectively the transverse and longitu-

dinal homogeneity radii [96] of the coalescence volume (measured via Hanbury Brown-
Twiss interferometry [103]) and represent the space-time variances of the source, while

mr = y/m? + p% is the transverse mass of the nucleons. The coalescence parameter By for
deuteron can be explicitly expressed as a function of the source dimension [96]:
3 3/2 <Cd>

Bz = 2mp R3 (mp) Ry (mr) 224

Using the R ~ R, ~ R) approximation (isotropic source), Eq. 2.23 and Eq. 2.24 become

The variation of By and (Cy) as a function of the source volume is illustrated in Fig. 2.11,
using different values for the characteristic size parameter r4. For r4 = 0 (point-like approxi-
mation), the quantum-mechanical correction factor is equal to one. For not null values of r4,
(Cy) increases with R and, for large source size, it reaches unity asymptotically. The choice
of rq affects the slope as larger r4 will cause a slower rise. For low R values the coalescence
parameter is dominated by the correction factor, reaching a finite value if the source size
tends to zero. For R > rg4, the coalescence parameter is instead dominated by the classical
phase-space separation and this causes the coalescence probability to decrease at large dis-
tances in configuration space. The experimental data used for a comparison (rg = 3.2 fm)
corresponds to a rms radius of the deuteron wave-function A\; = (2.1413 £ 0.0025) fm.
The value r4 = 10 fm has been chosen as a reference as it is completely unrealistic. The
dotted vertical line in the plot corresponds to the inflection point of (Cy), in R = r4/+/6,
if rd = 3.2 fm.

According to Ref. [96, 102, 104], Eq. 2.23 can be extended to nuclei with A > 2.

Eq. 2.22 can be used together with the subsequent equations from Ref. [96] for this
purpose. Once the homogeneity volume V., (Eq. 2.23) (extracted from HBT measurements
with pairs of identical hadrons) is known, then the effective volume V,¢s in the cluster
spectrum can be extracted as

3m3/2(Cy)

= Cy) ~
2mTR3(mT)’ < d>

2

2

3/2
‘/eff(Av MT) = <A> Vhom(mT) (226)
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Figure 2.11: Quantum-mechanical correction factor (Cy) and coalescence parameter By for
the deuteron as a function of the radius of the source R, calculated with different size
parameters: 74 = 0; 0.3; 3.2 and 10 fm [97].

where M7 = A mr is the transverse mass of the cluster. The coalescence parameter By
hence can be written as

A-1
2J4+1 Veff(A,MT) (27‘()3
By=—F——A(C 2.27

. 24 \Ca) V;fff(lva> mTV@ff(lamT) ( )

and combining the latter with Eq. 2.22 and the R ~ R; approximation, it is obtained

2J4+1 1 1 o 3(A-1)
By = (R2 - )2> (2.28)

24 ﬁ\/@ (ra/2

which is a general formula that is used to compare the predicted B4 with the experimental
data (Eq. 2.19).

An alternative formulation to the source-size dependent coalescence [100] is based on
the description of femtoscopic correlations between nucleons [105]. The model assumes that
the high excitation state produced at the high energy collision when reached the kinetic
freeze out can be described by a multi- particle quantum-mechanical density matrix. The
projection of the density matrix onto particle states at the detector gives the observed
particle spectra. The bound-state multi-nucleon final state solutions of the final state in-
teractions constitute the observed nuclei. This framework is here applied to the study of
the deuteron coalescence. Once the normalised two-particle source Sy, a function in the
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0

I’

pair-rest frame coordinate r is defined as an integral in ¢t = r

_ fdrosiphpz (0,7) .
[ d*r Sp1,p2 (0,7)

Sa(r) (2.29)

and being p the momentum of the nucleus and wy = (25 +1)/(2sy + 1)? the spin weights,
then the coalescence parameter By for the deuteron can be analytically estimated in this
framework by

Bam ey ) [ ot (230)
2((2s4 + 1))
m(23j\7 1) /dgkfd(k)Cz(p, k) (2.31)

where Cs(p, k) is the momentum space correlation function, which is the Fourier transform

of SQ(I‘),
Co(p, k) = / Pr exp(ikr)Ss(r) | (2.32)

and Fy is the momentum space deuteron form factor, which is connected to the deuteron

wave-function ¢g4 as
1
lpa(r)|? = / P57 P Fo). (2.33)

2.3.3 B, and *He/p as a function of pr

The ALICE experiment performed different campaigns of measurement of the (anti)nuclei
spectra and the relative coalescence parameters, which are experimentally accessible using
the invariant yields of protons and that of nuclei, according to the equation

A
3N 3N,
EAu:BA (E dpv”)

n ) 2.34
D, dpg’n ( )

Po=pn="4

which is a simplified version of Eq. 2.19 that is valid at LHC due to the expected isospin
symmetry. As state-of-the-art coalescence models (Section 2.3.2) predict a dependence on
the spatial separation of the nucleons emitted in a collision, in order to investigate the
dependence of the coalescence probability on the size of the source, the measurements have
been performed at different energies and in different colliding systems.

The coalescence parameter By and Bz are shown in Fig. 2.12 as a function of the
charged-particle multiplicity for a fixed value of pr/A. The left panel shows the evolution
of By as a function of multiplicity, while the right panel shows the evolution of Bs. Data
are compared with the theoretical predictions from [97]. The first parametrisation (A) is a
data-based parametrisation that uses a fit of the ALICE measurements of the system radii
R from femtoscopic measurements [106] as a function of multiplicity, while parametrisation
B has the system radius and the multiplicity constrained to fit the measured data from
Pb-Pb collisions at /sy = 2.76 TeV in the high centrality class (0-10%). The theoretical
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Figure 2.12: (Left panel) The coalescence parameter By at pr/A = 0.75 GeV /c as a function
of multiplicity in different collision systems. (Right panel) The coalescence parameter Bs
at pr/A = 0.73 GeV/c as a function of multiplicity in different collision systems.

predictions are estimated setting the radius of the deuteron r4 = 1.96 fm and the radius
of the helium 73y, = 1.76 fm.

The measurements show the dependence of the coalescence probability on the charged
particle multiplicity: at low multiplicity (e.g. pp and p—Pb) a weak dependence on multi-
plicity is observed; at higher multiplicity (Pb—Pb) the data show a significant drop in the
coalescence probability. The theoretical models used to fit the data are not able to describe
the B4 for the whole range of multiplicity, with both of the proposed parametrisation.

Another measurement performed is the ratio between (anti)nuclei and hadrons produced
in the same class of events as a function of the multiplicity [24]. In Fig. 2.13 the ratios
of (left) deuterons-over-protons (d/p) and (right) helions-over-protons (*He/p) are shown
in all available collision systems at the LHC, as a function of the average charged-particle
pseudorapidity density (dNg,/dn). The data are compared with predictions performed
with both the Thermal-FIST CSM and the coalescence model. The ratio increases as the
multiplicity increases and eventually saturates at high multiplicities.

The coalescence predictions for He are modelled in two different cases: a two-step
process in which the helium is formed via coalescence from a deuteron and a proton (two-
body) and a (three-body) process in which the three nucleons bind together to form the
helium nucleus. The difference between these models is evident at low multiplicity, while
at higher multiplicity the models converge. The coalescence model is in strong agreement
with deuteron data, while for *He the agreement is weaker: the two-body model overshoots
the data in the whole multiplicity range, while the three-body model overshoots the data
at low multiplicity range. Both the coalescence models cannot predict the high multiplicity
decreasing trend.

The CSM predictions are performed using two different implementations, both using
a correlation volume V. = 1.6 dV/dn: the first (i) assuming the system to be in chemical
equilibrium and the chemical freeze-out temperature fixed at Tihem = 155 MeV, the other
(ii) using a more advanced model [24, 107, 108] that considers the annihilation freeze-out
temperature to be dependent on (dNg,/dn). In the d/p ratios, the predictions of (i) show
good agreement in the full multiplicity range, but it does not predict the decreasing at
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high multiplicity. This behaviour is predicted by (ii), but the values are further from data
as compared to the other model. In the *He/p ratios, both CSM calculations have a worse
agreement with respect to the coalescence models.

(d+ d/(P+ p)

Figure 2.13: (Left panel) Deuteron-to-proton and (right panel) helion-to-proton ratios as
a function of the average multiplicity density [24]. All yields are measured at midrapidity.
Statistical uncertainties are shown as vertical lines, systematic uncertainties are shown as
boxes. The coalescence model predictions are shown as bands, while the black and green
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Chapter 3

The ALICE experiment

A Large lon Collider Experiment (ALICE) is one of the main four experiments installed
at the LHC at CERN. LHC is the most powerful collider in the world to date. ALICE
has been collecting data since 2009 during three different data taking periods called Runs:
LHC Run 1 (2009-2013), Run 2 (2015-2018) and the Run 3 (2022-ongoing). The runs were
punctuated by periods of stop of the data taking used for major maintenance and upgrade
of the detector, the Long Shutdowns (LS): LS1 (2013-2015) and LS2 (2018-2022). In this
section, the Large Hadron Collider (LHC) accelerator complex and the technical details
of the ALICE experimental apparatus are described, with a strong focus on the results of
the vast upgrade campaign performed during the LS2. The detector was upgraded to keep
pace with the high luminosity of the Run 3 data taking campaign. Hence, a full description
of the updated performance of the ALICE subdetectors used to measure (anti)nuclei and
of the readout system is presented.

3.1 The Large Hadron Collider (LHC)

The Large Hadron Collider (LHC) is part of the complex acceleration system at
CERN [109]. The chain of accelerators is able to accelerate particles at energies at ev-
ery step higher: the accelerated particles travel through all the pre-accelerators up to the
LHC collider. The acceleration complex is able to accelerate both protons and heavy nuclei,
including lead (Pb), xenon (Xe) and oxygen (O), expected for the 2025 data taking. The
high-energy collisions performed at CERN are listed in Tab. 3.1.

Protons are extracted from a negatively ionised hydrogen (H™) tank and injected into
the Linac4, a linear accelerator that boosts the protons up to 160 MeV using a multi-stage
radiofrequency-based accelerator chain. The protons are then boosted into the Proton
Synchrotron Booster (PSB), where the protons lose two electrons (from H™ to H) and
are accelerated up to 2 GeV, before being injected in the Proton Synchrotron (PS). In the
PS, a 638 m long synchrotron, the protons are accelerated up to 26 GeV and grouped in
bunches before getting boosted into the Super Proton Synchrotron (SPS). The SPS is the
second-largest machine in CERN’s accelerator complex, with a total length of around 7
km. It began its operations in 1976 and is now able to accelerate protons up to 450 GeV
before the injection into the LHC.
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Figure 3.1: Layout of the accelerator complex at CERN. Adapted from [109].

The first phase in the case of lead nucleus acceleration is different. The 2°*Pb ions are
extracted from an isotopically pure source, heated via microwaves up to ~ 500°C, and then
partially ionised using an electron flux. The 2“®Pb ions travel through the Linac3, where
they are accelerated up to 4.5 MeV per nucleon before getting injected in the Low Energy
Ion Ring (LEIR). There, the beam is grouped into four bunches and accelerated up to
72 MeV per nucleon. The bunches are eventually injected into the PS; then they follow
the same acceleration chain as the protons. Two beams travel inside the LHC in opposite
directions and collide in four interaction points, one for each of the main LHC experiments:
ALICE, ATLAS, CMS and LHCb.

Collision system | Collision energy (y/s, v/snn) (TeV)
D 0.9, 2.76, 5.02, 7, 8.16, 13, 13.6
pPb 5.02 , 8.16
Pb Ph 9.76. 5.02, 5.36
Xe—Xe 5.44
0-0O 6.8

Table 3.1: Collision systems and energies at the LHC for Run 1, Run 2 and Run 3 (in bold).
The O-O data-taking campaign is planned for 2025. Adapted from [75].
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The LHC Run 1 physics campaign began in 2009, reaching energies in the centre-of-
mass up to /s = 7 TeV in pp collisions, energies per nucleon pair \/syy = 5.02 TeV in
p—PDb collisions and /syy = 2.76 TeV in Pb-Pb collisions. At the end of Run 1 (2013), the
Long Shutdown 1 (LS1) began, allowing for a first limited detector update. The LHC Run
2 campaign started in 2015 and it reached energies up to /s = 13 TeV in pp collisions,
V5NN = 8.16 TeV in p-Pb collisions and /sy = 5.02 TeV in Pb-Pb collisions. The LS2
began in 2018 and lasted up to 2021. During the L.S2, ALICE underwent a series of updates
for the LHC Run 3 data taking campaign [110], which began in 2021. The details about
the ALICE apparatus and the LS2 upgrades will be briefly introduced.
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Figure 3.2: The layout of the ALICE apparatus in the LHC Run 3 [110]. The central barrel

detectors (ITS, TPC, TRD, TOF, EMCal) are embedded in a magnetic field provided by

the L3 solenoidal magnet (B

0.5 T). The forward detectors (MCH, MID, MFT, FIT and
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3.2 The ALICE detector

The ALICE detector was designed to study the conditions that are thought to have existed
immediately after the Big Bang, studying the properties of the strong interaction and
characterising the QGP produced in high-energy heavy-ion collisions.

The ALICE experiment is suited to study the physics of different colliding systems (pp,
p—Pb, Pb-Pb, ...). Thanks to its apparatus capabilities, the ALICE experiment is able to
perform measurement at low momenta (~ 100 MeV /c), and it can work in high-multiplicity
environments. In particular, the detector was designed in the late nineties to take account
of a predicted multiplicity in the heavy-ion collision of 2000-8000 charged particles per
unity of rapidity. After the multiplicity measurement performed in 2001 at RHIC in Au-—
Au collisions, this value has been corrected down to 1500—4000 charged particles per unity
of rapidity (dN,/dn) and for this reason, the ALICE experiment is able to work up to
(dNep, /dn) ~ 4000.

The ALICE detector is located at the interaction point IP2 of the LHC, and its cavern
is 56 m under the ground. The ALICE detector is 16 m high and 16 m wide; it has a length
of 26 m along the beam direction and a weight of over 10 000 t.

The subdetectors in the central barrel of ALICE are embedded in a magnetic field of
B = 0.5 T, generated by a powerful solenoid. The solenoid was previously used in the
L3 experiment of the Large Electron-Positron collider (LEP) at the same place in the
1990s, and this is why the magnet is still called L3. The solenoid is a conventional magnet
(unlike the LHC superconductive magnets) and requires a current of 30 kA to generate the
magnetic field. The moderate magnetic field was chosen to allow the reconstruction of low
momentum particles in the main tracker, i.e. down to pp ~ 100 MeV /¢ for pions.

The central barrel detectors are the Inner Tracking System (ITS2), the Time Projec-
tion Chamber (TPC), the Transition Radiation Detector (TRD), the Time of Flight de-
tector (TOF), the High Momentum Particle IDentification detector (HMPID), the Photon
Spectrometer (PHOS), the ElectroMagnetic Calorimeter (EMCal), the Di-jet Calorimeter
(DCal) and the Charged Particle Veto detector (CPV). These are used for the identifica-
tion of particles emitted at medium pseudorapidity, n. The I'TS2 and TPC are used also
for the tracking.

The Muon Tracking Chambers (MCH) and the Muon Identifier (MID) are located in
the regions of pseudorapidity —4 < n < —2.5, and are used to study the forward particle
production from their decay into muons.

The Zero Degree Calorimeter (ZDC), the Muon Forward Tracker (MFT) and the Fast
Interaction Tracker (FIT) are placed on each side of the interaction point (IP) on the lon-
gitudinal axis (z-axis). The ZDC is used during Pb—Pb collisions to measure the centrality
of the collisions. The MFT is a muon spectrometer based on the same silicon pixel tech-
nology used for the ITS2, the ALPIDE sensor (more details in Section 3.2.1). The FIT is
a multi-array sub-detector that serves as an interaction trigger, online luminometer, and
forward multiplicity counter. It is also used to measure the position of the primary vertex
of the collision. The FIT is composed of two fast Cherenkov radiators located on both
sides of the ALICE IP. The FVO0 estimates the centrality of the collisions, whereas the FT0
measures the event time of the collisions (which is necessary also to computer the particle
time-of-flight in combination with the TOF detector information, see Section 3.2.3) and
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the FDD subsystem estimates the cross sections of diffractive processes. In the subsequent
section, the three detectors were exploited for the analyses presented in this thesis.

3.2.1 Inner Tracking System (ITS2)

The ITS is the closest detector to the IP, and it is mounted in close contact with the LHC
beryllium beam pipe. It is located in the ALICE central barrel, covering a pseudorapidity
range of |n| < 1.3. The ITS main goals are the reconstruction of the collision primary
vertex and the particle tracking. Due to its position, it is also used to reconstruct secondary
vertices of the weak decays. During the LS2, the ITS detector used in Run 1 and Run 2
was completely substituted with an upgraded Inner Tracking System, called I'TS2. The
new ITS2 improves the precision of the reconstruction of the primary vertex, the low-
momentum particle tracking performance, and the reconstruction of secondary vertices. In
this thesis, both I'TS and I'TS2 will refer to the upgraded ITS2 used in Run 3.

Thanks to the new I'TS2 design, using a lightweight pixel technology, the resolution on
the impact parameter and the resolution on the collision vertex position improved due to
the reduced distance of the first layer from the LHC beam line.

The first ITS2 layer sits at a radial distance of only 22.4 mm (from the 39 mm of the
previous tracker), reducing the distance by a factor of 1.7. The improved spatial resolution
on the impact parameter of the track to the primary vertex (PV) in transverse r¢ and
longitudinal z (right panel) planes is shown in Fig. 3.3. The parameter resolutions for new
ITS2 are shown in Fig. 3.4: the resolution on the transverse r¢ plane (on the left) and
on the longitudinal direction z (on the right) as a function of pp are compared with a
detailed Monte Carlo simulation produced during the detector commissioning phase. The
measured values are compatible within a 20% of the expected resolution performance. The
comparison between the r¢ parameter resolution for the old ITS and the new ITS2 is
shown in Fig. 3.4. The figure shows a consistent improvement, as for pp below 1 GeV/c,
the IT'S2 resolution is a factor three better, and at higher momenta, the gain is higher (up
to a factor four for pr > 10 GeV/c), as shown in Fig. 3.4.

The ITS2 is based on a pixel-silicon sensor called ALPIDE [111] and it is the largest-
scale application of Monolithic Active Pixel Sensors (MAPS) [112] in a high-energy physics
experiment. The ALPIDE chip is a MAPS implemented in a 180 nm CMOS technology
for imaging sensors provided by TowerJazz [113]. The chip dimensions are 15 mm by 30
mm. Every chip includes a matrix of 512x1024 sensing pixels, each one measuring 29.24
pm X 26.88pm (z X r¢). The interface, the analogue biasing, the control and the readout
are implemented in a peripheral region of the chip. The chips are built using a high-
resistivity epitaxial layer on the p-type substrate, with a thickness between 18 —30pm. The
schematic cross-section of a silicon pixel cell is shown in Fig. 3.5 (left): if a charged particle
crosses the sensor, charge carriers are diffused in the medium. The electrons released in the
epitaxial layer diffuse laterally, while they are vertically confined by potential barriers at
the interfaces with the overlying p-wells and the underlying (p-type) substrate. The signal
is extracted by the n-well diodes: the electrons that reach the depletion volume of the diode
can induce a current at the pixel front-end. The epitaxial layer is isolated from the n-well
of the PMOS transistors using a construction process that provides a deep p-well layer:
the epitaxial layer would otherwise act as an electron collector, competing with the sensing
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Figure 3.4: Impact parameter resolution in r¢ as a function of pr in pp collisions at /s
= 13.6 TeV in Run 3 data (in blue) and at /s = 13 TeV in Run 2 data (in red). Figure
credits: ALICE Collaboration

diodes, strongly reducing the charge collection. The depletion volume around the n-well
diodes is increased by applying a reverse bias voltage to the substrate. This technique
allows an increase in the signal-to-noise ratio (S/N).

The layout of the I'TS2 is shown in Fig. 3.6. The total surface area of the detector is
~10 m? and it is covered by about 12.5 billion silicon pixels. The detector is grouped in
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Figure 3.5: (Left) Schematic cross-section of a pixel cell. (Right) Architecture of the
ALPIDE chip. Taken from Ref. [110].

two different sub-structures: the first one from the beam pipe is called the inner barrel (IB)
and consists of the three innermost layers, while the outer barrel (OB) is arranged in two
double layers, the middle and outer layer. The radial position of each layer was optimised
to achieve the best performance in terms of pointing resolution, pr resolution, and the best
tracking efficiency in high multiplicity Pb—Pb collisions.

The ITS2 is divided into basic detector units, which are called staves. Staves consist of
a polymide structure containing a printed circuit and the pixel chips, the Hybrid Integrated
Circuit (HIC); a thermally conductive carbon fibre sheet with embedded cooling pipes, the
coldplate; a support structure that provides the mechanical support and assembles HIC
and Coldplate together, the space frame.

The I'TS2 parameters are shown in the Tab. 3.2, while in Tab. 3.3 are shown the average
radii of the layers, the stave lengths and the total number of chips.

Quter layers

Middle layers

Beam pipe

Figure 3.6: Layout of the ITS2 detector and the LHC beam pipe [114].

The mechanical structure of the ITS2 is shown in Fig. 3.7. The structural components
of the barrels are designed to ensure accurate positioning within a few pm and to allow
the separate assembly of all the layers inside the TPC. This is achieved with a complex
support structure consisting of a conical structural service for IB, a conical and a cylindrical
structure for OB and light composite end-rings. The structures are all contained inside a
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Parameters ITS2
No. of layers 7
Radial coverage 22-395 mm
Rapidity coverage In] < 1.3
Material budget IB: 0.36% Xy, OB: 1.10% X,
Pixel size 27 pm x 29 pm
Spatial resolution (r¢ x z) 5pm X 5 pm
Max rate (Pb—Pb) 50 kHz

Table 3.2: The main parameters of the ITS2 detector [114].

Layer | Average radius (mm) | Stave length (mm) | No. of staves | No. of chips
0 23 271 12 108
1 31 271 16 144
2 39 271 20 180
3 196 844 24 2688
4 245 844 30 3360
) 344 1478 42 8232
6 393 1478 48 9408

Table 3.3: Main layout parameters of the ITS2 layers [114].

support structure made of carbon fiber (the cage), installed within the inner radius of the
TPC. The cage, which holds the beam pipe, is provided with a rail system designed to
allow the installation of the ITS and MFT detectors within the inner radius of the TPC
and to perform ordinary maintenance of the detectors during the yearly technical stops.

3.2.2 Time Projection Chamber

The TPC is the main tracker of the ALICE detector. It is a gas detector optimised to
provide momentum measurements with excellent separation between tracks, to perform
particle identification with the measurement of the energy loss per unity of length in the
medium (dE/dz) and, together with the ITS subdetector, to determine the vertex of the
collision. Similar to the ITS, the TPC underwent a major upgrade campaign during the
LS2. The TPC covers a pseudorapidity range of |n| < 0.9 for the tracks that have been
reconstructed in the full radial length (e.g. reconstructed using points in the ITS, TRD
and TOF), and a full azimuth coverage. The TPC is able to reconstruct tracks in the range
of transverse momentum range between pr = 100 MeV /c up to pr = 100 GeV/c.

The detector consists of a sliced segmented cylindrical barrel filled with a total volume of
88 m? of a Ne—COy—Ny gas mixture. The TPC is a cylindrical chamber, with the inner bore
consisting of a central field cage drum with a 114 cm radius, which provides the necessary
space for the installation of the ITS2. The layout of the upgraded TPC is shown in Fig. 3.8.
The TPC volume is divided into two separate halves by the cathode; the two endplates are
under positive voltage, and each endplate is subdivided into 18 azimuthal sectors. Each
sector has one Inner Readout Chamber (IROC) and one Outer Readout Chamber (OROC).
This configuration eventually brings the total amount of readout chamber to 159 pads in
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Beam pipe

Figure 3.7: Overview of the mechanical structure of the ITS2 [110]. The upper panel shows
the details of the Inner Barrel, the Outer Barrel staves, and the MFT in the back. The
lower panel shows the conical structural shells.

Figure 3.8: Layout of the TPC detector used in the LHC Run 3 [110].

the radial direction.

The TPC particle identification is based on the ionisation in the gas mixture caused by
the charged particle crossing the barrel. When a charged particle crosses the gas volume,
the particle can ionise the gas, separating electrons from positive ions. Applying a strong
electrical potential (between the TPC cathodes and anodes) of -100 kV, the TPC generates
a drift field of 400 V/cm. Due to the field, the positive and negative charges are separated
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and drift in opposite directions inside the gas of the detector volume. The flow of charges
inside the medium produces secondary ionisation, amplifying the signal extraction and
creating an electron shower. The electrons are eventually collected by the positive electrode
and measured by the endplates.

During Run 1 and Run 2, the readout system consisted of Multi-Wire Proportional
Chambers (MWPCs) endplates. Due to the necessity of avoiding ion back-flow and reducing
space charge effects in the drift region, the old TPC needed an active ion grid to collect the
ions. A disadvantage of this design was that the previous TPC technology could sustain
a limited readout rate (< 1 kHz). In Run 3, ALICE operates in continuous readout mode
with no trigger. For this reason, a new readout system has been developed. The new IROCs
and OROCs are based on the new Gaseous Electron Multipliers (GEMs) technology that
allows up to 100 times higher rate with respect to Run 1 and 2, additionally reducing both
the intrinsic dead time and ion back-flow. The layout of the ALICE TPC GEM panels [115]
is shown in Fig. 3.9. The GEM chamber consists of a trapezoidal insulating polymide foil
(with a thickness of 50 pum) coated with a copper surface (average Cu thickness ~ 2—
5 pm). The foils are perforated with a photo-lithographic processing performed by the
CERN Micro-Pattern Technologies laboratory [116], forming a regular, dense pattern of
double-conical holes (a few pm wide). The small dimensions of these amplification cones
create powerful electric field strengths (around 50 kV /cm), sufficient for avalanche creation
inside the holes of the GEM foil when a moderate voltage difference of typically 200 —
400 V is applied between the metal layers. This avalanche effect is shown in Fig. 3.9. Foils
have two different hole pitch widths: standard (S, 140 pm) and large (LP, 280 pm). Foils
are stacked to an S-LP-LP-S configuration, as shown in Fig. 3.10. Most of the ions are
produced in the last amplification step. Every gap between the GEM foils is kept at a
specific potential, and it produces transfer electric fields of 3500 V/cm in both GEMI-
GEM2 (ET1) and GEM2-GEM3 (ET2) conjunction gaps; in GEM3-GEM4, the transfer
electric field is around 100 V/cm (ET3), while the induced electric field between GEM4
and the pad plane is again 3500 V/cm.

The TPC readout chamber consists of a trapezoidal aluminium frame (the Al-body), a
fiberglass plate (the strongback) and a pad plane made of a multilayer printed circuit board
(the PCB). The IROCs are composed of one Al-body, one strongback, one pad plane and
one GEM stack. The layout of an TIROC is shown in Fig. 3.11. The OROCs, instead, are
composed of one Al-body, one strongback, three pad planes and three GEM stacks.

The new readout system is expected to reduce the back-flow to 1%. After these up-
grades, the new TPC energy loss resolution is around 5-10%, and the momentum resolution
(obtained from the track length and bending in the solenoidal magnetic field) is around
1%. The TPC momentum resolution with the upgraded GEM readout is compatible with
the one obtained with the previous MWPC setup. The comparison in Fig. 3.12 shows a
compatible resolution in momentum for tracks with I'TS-TPC information.

3.2.3 Time-Of-Flight

The ALICE Time-Of-Flight (TOF) detector is specifically designed to precisely measure
the travel time of the particles from the vertex of the collision to the surface of the detector.

The detector inner radius is approximately 3.7 m away from the beam pipe, and it is located
all around the TRD, which envelopes the TPC.
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Figure 3.9: Simulation of charge dynamics for two electrons entering into a GEM hole. The
electron drift paths (the light lines) and the ion drift paths (the dark lines) are shown. The
dots mark the places where ionisation processes have occurred. Shown in Ref. [110].
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Figure 3.10: Schematic view of a stack with four GEM foils [110].

Pad plane
Strongback
Al-body

Figure 3.11: Layout of a TPC IROC, showing the chamber body components and GEM
frames [110].

The TOF is a cylindrical detector covering the pseudorapidity range |n| < 0.9 and
the full azimuth. The detector sensitive surface is a complex array of ~ 141 m? active
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Figure 3.12: The ALICE TPC momentum resolution as a function of 1/py. The resolution
is compared for the Run 2 MWPC (left panel) and the Run 3 GEM (right panel) readout
systems [115].

area of Multi-gap Resistive Plate Chambers (MRPC). Each MRPC is subdivided into 96
readout pads with an active area of 2.5x3.5 cm?. The TOF detector consists of a total
of 1593 double-stack MPRCs. MRPCs are gaseous detectors consisting of two resistive
plates kept at 13.5 kV voltage difference and filled with a CoHoFo—SFg 93-7 gas mixture.
The larger gap is subdivided into smaller gaps by floating voltage resistive plates. If a
charged particle crosses the gaps, it ionises the gas. Due to the strong electric drift field,
the ionisation quickly produces an electron avalanche that can be measured by the readout.
The schematic layout of a double-stack MRPC is shown in Fig. 3.13. The MRPC stack
consists of 2 stacks grouping five 250 pm wide gaps each. Each stack is contained between
a cathode and an anode printed circuit board (the PCB) containing the readout pads.

The stacks are delimited by two different types of glass. The outside glasses are covered
with a special conductive paint, containing metal oxides that allow a high voltage to be
applied at the extremities to induce a current. The outside glasses are 500 pm thick and
connected to the PCB through high voltage connection holes and kept in position with
a conductive glue. The inner glasses are 400 pm thick. The gap between the layers is
maintained by using a fishing line. The anode PCB is a 1.6 mm thick and is three-layered,
while the cathode PCB has a 0.8 thickness and is double-layered. The PCBs contain also
the metallic pins used to pick up the signals from the pads and, together with a honeycomb
panel frame, to provide the mechanical rigidity of the MRPC unit.

The MRPC modules are grouped into 18 azimuthal sectors, each sector containing a
TOF supermodule containing 5 modules, as shown in Fig. 3.14. Each MRPC strip is placed
to ensure that there are no dead zones.

The readout is performed through 152928 channels. The TOF readout system is com-
posed of different units. Each of the 18 sectors is read by four VME crates. Every crate
hosts one Data Readout Module board (DRM) and 9 or 10 TDC Readout Module (TRM)

60



3 — The ALICE experiment

130 mm

active area
¢ 74 mm "

|||

I

active area
130 mm 24 mm

l |

Figure 3.13: (Upper panel) Layout of a double-stack MRPC: (A) the honeycomb panel,
(B) cathode PCBs, (C) nylon pin to stretch and regulate the fishing line, (D) 550 pm outer
glasses, (E) 400 pm inner glasses, (F) 250 pm gaps, (G) anode PCBs, (H) the metal pin
soldered to cathode and anode PCB, (I) the pin connector. (Lower panel) Layout of the
readout pads [117].
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Figure 3.14: The layout of one of the TOF supermodules inside the ALICE spaceframe [110].

boards. In order to cope with the LHC Run 3 increased luminosity and interaction rate
(see Section 3.2.5), the DRM has been upgraded during the LS2, switching the previous
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boards with newly redesigned DRM (DRM?2) [118], shown in Fig. 3.15. The DRM2 has
been updated with a modern Field Programmable Gate Array (FPGA), the Microsemi
IGLOO2, a fast programmable integrated circuit that replaces both the previous DRM
Detector Data Link (DDL) and Timing, Trigger and Control systems (TTC) circuits. Both
DRM2s and TRMs are hosted on 16 cm x 33 cm 9U VME cards. The DRM2 bandwidth
to the Data Acquisition system (DAQ) is of 3.2 Gb/s, and it is designed to work in an
ionising environment (with an expected total ionising dose for the boards of 0.013 krads
per year). As introduced in Section 3.2.2, the ALICE apparatus operates in continuous
readout mode during the Run 3 data taking, while during Run 1 and 2, the apparatus
(and TOF) operated in triggered mode. To allow continuous mode, a synchronous trigger
mode at fixed bunch crossing values at 33 kHz has been implemented in the readout: this
feature sets a matching window of 30 ps in the GBTx ASIC TDC module of the TRM (the
High-Performance Time-To-Digital Converter, HPTDC) to achieve a effective continuous
readout. The DRM2 reads each TRM HPTDC channel as 64-bit words through a VME
with a 160 MBytes/s peak throughput and eventually sends the data to the ALICE DAQ
Common Readout Unit (CRU).

Figure 3.15: The TOF DRM2 board [118].

The TOF system is able to measure the time-of-flight of the particles with extreme
precision. The global resolution of the TOF (oror) is due to different factors: the MRPC
intrinsic time resolution (omrpc = 50 ps), the resolution on the collision time measured
by the FTO (oy,), the resolution due to the readout electronics (oejectr) and the resolution
on the track momentum measured by the TPC (o,). The latter contribution can be pa-
rameterised as a function of the momentum. The global resolution is estimated summing
in quadrature as

_ 2 2 2 2
OTOF = \/O-MRPC + Uto + Up + Oclectr » (31)

The global resolution measured during the calibration in pp collision at /s = 13.6 TeV is
oror = 76 ps, as shown in Fig. 3.16.

3.2.4 Fast Interaction Trigger

The Fast Interaction Trigger (FIT) [119] was designed to surpass the performance of the
forward detectors used up to the Run 2 data taking campaign. The FIT is capable of
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Figure 3.16: TOF resolution extracted under the mass hypothesis of 7 with the event time
computed with FT0. Data collected in pp collisions at /s = 13.6 TeV. Figure credits:
ALICE Collaboration.

providing minimum bias (MB) trigger with an efficiency higher than 90% for pp collisions,
measuring the luminosity for pp and Pb—Pb collisions with interaction rates up to 1 MHz
and 50 kHz, respectively. The FIT allows the measurement of the collision time (that is
needed for particle identification based on the time-of-flight) with a resolution better than
50 ps, and it is used to estimate the event multiplicity, centrality, and measure the event
plane [120]. To satisfy the requirement of large acceptance and precise timing capability,
FIT have a hybrid technology design, consisting of three subdetectors positioned in high-
rapidity regions: the FT0, the FDD (both based on two arms of arrays of Cherenkov
radiators) and the FV0 (that uses a large segmented scintillator ring). The layout of
the FIT detector inside the ALICE apparatus is shown in Fig. 3.17 (with respect to the
longitudinal direction) and in Fig. 3.18 (on the transverse plane). In the latter, the distances
of the FIT subdetectors from the nominal IP and the rapidity coverage are indicated.

The FTO is formed by two Cherenkov arrays on both sides of the IP, named TOA and
TOC, which have 24 and 28 modules, respectively. Each module is formed by a 2 cm thick
quartz radiator coupled to a 53 x 53 mm? wide Planacon XP85012 micro-channel plate
photo-multiplier (MCP-PMT) The FT0 Cherenkov modules were designed to be fast, and
the subdetector design makes them insensitive to the background noise induced by particles
coming from directions different from the IP. For this reason, the FTO is fundamental in
the minimum-bias and centrality trigger generation, along with collision time and vertex
position estimation. In the left panel of Fig. 3.19, the correlation between collision vertex
reconstructed by the tracking detectors and FTO pp collision at /s = 13.6 TeV is shown,
while on the right panel of the same figure, the FT0 time resolution is shown for the same
dataset.

The FVO0 is a scintillator ring divided into five rings and eight 45-degree sectors, forming
40 detection elements assembled in a disc with an outer diameter of 148 cm and an inner
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Figure 3.17: Layout of the FIT subdetectors (FT0, FV0O and FDD) aligned along the

beamline. From bottom-left: FDD-A, FT0-A connected with FV0, IP, FT0-C, FDD-C.
Not in scale [119].

Detector | z[mm]  Dmin  Dmax

FDD-A 16960 4.8 6.3
FTO-A 3346 3.5 4.9
FVO 3208 2.2 5.1
FTO-C -843 -3.3 -2.1
FDD-C -19566 -7.0 -4.9

- distance paralle] to beam direction between the nominal
interaction point and the middle of sensitive detector element.
Based on the latest detector position measurements as of 7.02.2022.

Figure 3.18: Layout of the complete set of FIT subdetectors arranged side-by-side (seen in
the transverse plane). For each subdetector, the distance from the nominal IP (z) and the
rapidity (n) coverage is indicated in the inset table. Taken from [121].

diameter of 8 cm. It is located on the beam longitudinal direction, on the opposite side of
the hadron absorber of the Muon Spectrometer. The subdetector active surface is made of
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4 cm thick EJ-204 plastic scintillators, each paired to a grid of optical fibers transmitting
the signal to Hamamatsu R5924-70 fine-mesh PMTs, designed to work in high magnetic
field condition [122]. Each sector of the outermost ring is read out by two photosensors
for a total of 48 readout channels. The FVO0 is suitable for monitoring the background,
improving minimum-bias trigger efficiency and allowing the extension of the resolution
available for the centrality-based trigger. The FT0-FVO0 pair is essential for the centrality
and event plane determination.

The FDD is formed by two-sided scintillator arrays (compared to a single layer used by
the FV0) that use a fast state-of-the-art wavelength shifter. With respect to the FT0, the
FDD arrays are located further from the IP (17 and 19.5 m), and because of cable-induced
latency, they are mostly used as offline detectors. Nevertheless, it is essential for tagging
photon-induced or diffractive events (as it substitutes the previous AD detector used during
the Run 2 [123, 124]) - monitoring the absence of activity in the forward direction -,
expanding the pseudorapidity coverage of the ALICE apparatus. This is crucial to better
understand both the diffraction and the initial state of protons and ions in collisions as a
function of energy with the new Run 3 collision energies.
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Figure 3.19: Performance of the FT0 subdetector on pp collision at /s = 13.6 TeV. (Left
panel) Correlation between collision vertex reconstructed by the tracking detectors and
FTO. (Right panel) The FTO time resolution reached ~ 17 ps, while with the first pp at
Vs =900 GeV collisions this value was ~ 26 ps [121].

The FIT uses dedicated front-end electronics common for all FIT subdetectors and is
designed to collect data in a continuous readout mode. The front-end electronics are made
with two types of VME boards. The Processing Module (PM) acquires the time signals
and integrates the charge in a 16-21 ns window, using two fast 12-bit Analogue-to-digital
converter circuits (ADCs). The TCMs use the pre-trigger information of PMs to create
final triggers to be sent to the Central Trigger Processor of the ALICE Data Acquisition
(see next Section).
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3.2.5 ALICE integrated luminosity in the LHC Run 3

The upgrades on the ALICE detector discussed in the previous sections could, in principle,
allow the experiment to be operated at an interaction rate of up to 4 MHz [125]. To
limit the pile-up of collisions within the I'T'S readout time, it was chosen a suitable working
interaction rate of 0.5 — 1 MHz for pp collisions and 50 kHz in Pb—Pb collisions. This choice
allows limiting the pile-up to a small number (2-5 collisions) that can still be separated
using the track association to reconstruct primary vertices. As during the LHC Run 3 the
target integrated luminosity of ALICE (200 pb~! in pp collisions) requires the apparatus
to take data with interaction rates that are larger by a factor 5-20 with respect to the Run
2, an enormous amount of data is expected to be collected by the detector in continuous
readout mode. In Fig. 3.20 the integrated luminosity collected by the ALICE experiment
since the beginning of the Run 3 is shown until September 2024.

F'g | ALICE Performance, Run 3, pp, Vs = 13.6 TeV
> 50—
‘s | Recorded
£ | 2022: 19.3pb”
2 4o 2023: 9.7 pb
E | 2024: 45.9pb”
g |
= 30~
20[
10—
oL l | |
Mar May Jul Sep Nov Dec

Figure 3.20: Total integrated luminosity for pp data taken in 2024 (as of September 2024)
compared with 2022 and 2023 data taking periods. Figure credits: ALICE Collaboration.

3.2.6 O2: the ALICE Online-Offline framework

The enormous amount of data expected to be collected by the detector (up to 1 TB/s
in Pb-Pb collisions) requires a major update on the computational power of the data
acquisition system. Additionally, measurements proposed for Run 3 have a low signal-to-
background ratio, making the previous triggering techniques ineffective because of the high
background levels. Therefore, a triggerless acquisition method and large samples would be
necessary. To achieve this purpose, the need to minimise costs and maximise the efficiency
of the data reduction and compression made it necessary to upgrade the Online-Offline
(0?%) computing facility [126]. The O? farm is located at the experimental area at Point 2.
The system is designed to work both online (synchronously, to store the data during the
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data taking) and offline (asynchronously, to reconstruct the data according to later offline
calibrations).

The online processing of the signals collected during the collisions is firstly performed
by First Level Processors (FLPs), a farm of powerful computers connected to the ALICE
detectors CRUs through 250 computing nodes, each one equipped with 32-core CPUs and
8 GPUs. Additionally, FLPs can run in replay mode by replaying the previously acquired
data and run Monte Carlo simulations in real-time for testing the facility performance when
the LHC collisions are interrupted for any reason. The data flow from CRUs is divided into
specific Time Frames (TFs), which are sent and multiplexed to the FLPs I/O system via
optical readout links. The raw data contained in each TF is immediately compressed by a
factor of 2.5, then reprocessed and repacked, splitting the data into sub-Time Frames. The
content of these TF undergoes a preliminary clustering, calibration and masking process,
before being buffered in the memory and sent to the Event Processing Nodes (EPNs). EPNs
consist of 1500 computing nodes, each one equipped with 32-core CPUs and 8 GPUs. EPN
handles Time Frame aggregation and performs event and track reconstruction for each
detector using a preliminary set of calibrations. The data volume is fully compressed by
an additional factor of 8, resulting in a 90 GB/s throughput to data storage (60 MB/s per
EPN). After the synchronous stage, the reconstructed data are saved in the Compressed
Time Frame (CTF). CTF holds processed data from all the detectors and temporarily
stores them in preparation for the asynchronous reconstruction.

Calibration and track matching are eventually completed asynchronously, reaching the
desired data quality. This is achieved after an intense Asynchronous Quality Control cam-
paign (Asynch-QC). The data are then permanently stored locally using the highest-quality
global calibration performed in the Asynch-QC (the asynchronous pass, or apass). To per-
form the analysis, a second type of reconstructed data is produced, the Analysis Object
Data (AOD). This contains all the key information about the reconstructed event, such as
the primary and secondary vertex reconstruction, the track characteristics, the kinematic
parameters, as well as the clusters and signal amplitudes from the ALICE detectors.

The produced AODs are permanently stored on hard drives in the O? facility or Tier
0/1 data centres and are accessible on the ALICE Grid. Tiers 0 and 1 participate in
the asynchronous reconstruction process, where data undergo systematic re-calibration,
reprocessing, and re-filtering. Additionally, tiers can produce Monte Carlo data, simulating
the detector responses. The final AODs are eventually sent to the analysis facility to execute
the data analysis. The asynchronous processing of data from a data taking period (including
calibration and reconstruction) must be finalised before a new data-taking period begins.
The storage facility acts as an interface between the O? facility and the ALICE Grid. All
CTF data are cleared from the O? farm and Tier 1 disk buffers to free up space for new
data. Any unprocessed data is stored on tape until the next LS phase when it can be
reprocessed. In Fig. 3.21, the complete data flow and processing pipeline of the ALICE
02 system is schematically represented.
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Figure 3.21: Data flow and processing pipeline of the O? system [126].
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Chapter 4

Identification of light nuclei in
ALICE

The ALICE apparatus can perform precise measurements of light nuclei such as deuteron,
helium and their antimatter counterparts by taking advantage of the technologies described
in Chapter 3. This chapter focuses on the hadron identification techniques that have been
employed for the analysis presented in this work, which exploit the information of the TPC
and the TOF detectors. ALICE is able to identify hadrons as well as light (anti)nuclei in
different collision systems and in a broad range of transverse momentum (from pr = 0.7
MeV/e to 5-6 GeV/c for deuteron) with four different sub-detectors: TPC, TRD, TOF
and HMPID. The TPC identifies particles through measurements of their specific loss of
energy in the detector gas, the TRD exploits the measurement of the transition radiation,
the TOF provides the measurement of the particle time-of-flight that, combined with the
momentum and track length information can be used to compute the particle’s mass, and
the HMPID provides the measurement of the relativistic 5 obtained from the Cherenkov
radiation emission angle. The HMPID was used in Run 1 to extend the momentum range
for the measurement of deuteron production in Pb-Pb collisions [95], despite a limited
acceptance compared to the TPC and the TOF, whereas the TRD was used during the
LHC Run 2 to trigger on collisions in which a light nucleus was produced [127]. The pr range
for the optimal ALICE hadron PID performance is shown in Fig. 4.1. For this work, the
identification of light (anti)nuclei is performed using the TPC and the TOF detectors.
Therefore, the next sections will focus on these systems.

Most ALICE analyses that require hadron identification start first by applying track-
quality selection criteria to remove from the sample the tracks that have been reconstructed
with poor quality, for instance, tracks that have been obtained from a small number of TPC
space points (clusters). At this stage, also kinematics selections (minimum pr, rapidity
range) are applied. Details on these criteria relevant to the analysis presented in this thesis
will be given in Section 5.1.

Particle identification is performed on the resulting sample of good quality tracks to
select particles with target properties while minimising the wrong species association.

It is worth mentioning here that while a fraction of the selected charged particles are
produced by the hadronisation processes following the collisions and are emitted from
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Figure 4.1: ALICE particle identification and reconstruction capabilities, with the pt cov-
erage corresponding to the published measurements based on pp or Pb—Pb data samples.
Adapted from [75].

the interaction point (i.e. from the primary vertex of the collision, hence the name of
primary particles), some of them are produced afterwards through secondary processes
(secondary particles). Weakly-decaying primary particles travel through the detector for
a few tens of centimetres distance and then decay (secondary from weak decay), while
other particles can be produced by knock-out when primary particles hit the nuclei of
the material of the ALICE detectors or structure frame (secondaries from material). To
separate primaries from secondaries, the Distance of Closest Approach (DCA) information
is used. The DCA is the distance between the particle track and the primary vertex. The
distance can be projected in two components: the DCA,, is the projection of the DCA on
the plane transverse with respect to the beam direction and the DCA, is the longitudinal
component. Primary particle tracks are characterised by small values of DCA, peaked
around zero, as they are emitted from the vertex of the collision, while secondary particles
are expected to show a broader DCA distribution. This feature can be used to estimate
the fraction of primary particles in the data and to correct the measured yields accordingly
(see Section 5.3.3).

4.1 TPC PID

The signal output of the TPC readout chambers is used to perform particle identification
based on the measured loss of energy in the TPC gas (see Section 3.2.2), given by the
Bethe-Bloch formula:

- % 5(/23’7) . (4.1)

(Y g 1T e
de / ApB2 |2 12
The formula parameterises the rate of energy loss per unit path length (dE£/dx) based

on the charge of the incident particle (z), the atomic number (Z) and atomic mass (A)
of the material, the velocity of the incident particle (8 = %), the Lorentz factor of the

incident particle (y = (1 — 32)72), the mean excitation energy of the material (I), the

maximum kinetic energy that can be transferred to the electrons of the material (T},q.)
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and the density effect correction which takes account of induced material polarisation by
the incident particle (§(/57)). The rest mass of the electron is m., whereas c is the speed of
light in vacuum. The energy loss of different particles depends on their charge and mass.
Two ionising particles with different charges and with the same velocity can be separated as
the higher the charge of the particle, the higher the energy loss. This characteristic is used
to separate the lighter particles with z = 1 (electrons, muons, pions, kaons and hydrogen
ions like protons, deuterons and tritons) from helium nuclei with z = 2 (helium-3 and alpha
particles). It is worth stressing that this is fundamental to separate nuclei with the same
number of nucleons (and nearly identical mass), like tritons (one proton and two neutrons)
and helium-3 (two protons and one neutron). At the same time, two particles with the
same momentum and different mass will have different velocities due to the inertia: slower
particles will also lose more energy per length of material crossed, and this effect will allow
the separation of different species. The performance of the TPC detector in pp collisions
at /s = 13.6 TeV in terms of measured specific energy loss as a function of the particle
rigidity is shown in Fig. 4.2. The bands that stand out correspond to different particle
and antiparticle species, to which a parametrised Bethe-Bloch curve is superimposed. It
can be noted that the bands for deuterons, tritons and helium nuclei are more populated
than the corresponding antimatter nuclei (negative charge): a significant fraction of matter
nuclei are secondary particles produced from knock out of the detector material, whereas
no antinuclei can be produced in such processes.

The particle identification via energy loss can be used up to a rigidity of
pr/|z| ~ 2-3 GeV/c. When a high-momentum particle has a kinetic energy of around two
times its rest mass, the particle undergoes the minimum ionisation losses in the medium,
which is called a Minimum Ionizing Particle (MIP). MIPs have a constant loss of energy
in the medium (Fermi’s plateau) and their energy loss at high rigidity is independent of
their mass and charges. For this reason, high-momentum particle identification in ALICE
is usually performed by other subdetectors such as TOF or HMPID or using different sub-
detectors together with the TPC. For example, the TPC detector can be used to perform
a loose preselection of candidates at intermediate rigidity (the 2-6 GeV/c range) combined
with the PID by the Time-Of-Flight detector, as described in Section 4.2. The TPC can
be used at high momenta (pr > 7 GeV/c) using a statistical based approach which uses
estimations of the expected fractions of the species.

The loss of energy described by the Bethe-Bloch equation (Eq. 4.1) can be opportunely
parameterised [128] to fit the TPC response:

Pl P 1
f(ﬁ’}/): 5P4 |:P2—ﬁ 4 _1n <P3+W5>:| N (42)
where 3 e v are the relativistic factors and Py, ..., P5 are free parameters. This parameter-

isation has been developed by the ALEPH collaboration for the LEP collider, and hence
the name ALEPH Bethe-Bloch. Another common parameterisation is based on the low-
momentum particles (p < 1 GeV/c) having a specific energy loss that depends on 1/5%. In
that case, the PID is performed by applying a fiducial selection on the expected value of the
signal (splines parameterisation). The width of this selected fiducial interval is expressed in
multiples of the d£/dx resolution o. The expected TPC response for the different species
can be manually calibrated according to the data. The details about this procedure are
addressed in Section 4.1.1.
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Figure 4.2: Particle energy loss as a function of the rigidity p/z measured by the ALICE
TPC in the 2022 data taking campaign of pp collisions at /s = 13.6 TeV. The solid black
curves represent the ALEPH parameterisation (see text for details) of the specific energy
loss for different particle and antiparticle species. Figure credits: ALICE Collaboration.

The signal extraction in the TPC is based on the difference between the measured
specific energy loss (dE/dx)meqs of the particles in the gas and the expected specific energy
loss (dE/dx)eqp,; for a selected particle species. The latter is estimated using the Bethe-
Bloch equation, Eq. 4.1. The so called PID no estimator for a species i is expressed as the

ratio NE}; © of this difference to the energy loss resolution for the selected species, o€,
tpc _ (AE/d2)meas — (dE/dT)eup,i
N~ = TP . (4.3)
The typical TPC PID response in terms of NIFC is reported in Fig. 4.3 and Fig. 4.4 for

the m and p hypotheses, respectively. The distribution of NEPC versus pr/|z| is monitored
to assess the success of the PID response calibration in the process of asynchronous quality
control (Asynch-QC) of ALICE. In the operational momentum range of the TPC, the
distribution of the NIPC of a selected species is expected to be centered around 0 and
have a width of one, by the definition of NI¥C. The data in Fig. 4.3 and Fig. 4.4 show
a well-calibrated response, which presents the mentioned features. As a counter example,
in Fig. 4.5, instead, a problematic TPC response for protons is shown, obtained from the
Asynch-QC algorithm that checks whether the response is well calibrated (near to ideal)
or not. Different curves correspond to different data samples (or runs) and the figure shows
how the responses can be misaligned, suggesting the need for improvement before data can
be used for physics analysis. In day-by-day operations, these checks are fundamental to
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the ALICE experts to establish whether another calibration step and new reconstruction
using a better detector response is necessary.
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Figure 4.3: TPC response for the 7 hypothesis. On the left, the NTTC distribution is
plotted as a function of pr/|z|, while on the right the response is integrated in the
pr/|z| = (0.35 — 0.45) GeV/c range.
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Figure 4.4: TPC response for the p hypothesis. On the left, the NITC distribution is
plotted as a function of pr/|z|, while (on the right) the response is integrated in the
pr/|z| = (0.40 - 0.50) GeV/c range. In this case, the o value is smaller then expected.
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Figure 4.5: TPC response for the p hypothesis for different runs as obtained from data
quality control algorithms. Not all the data samples have a NIPC mean value equal to
zero, which suggests a recalibration of the detector response is needed before data can be
used for physics analysis.

4.1.1 TPC response calibration procedure

When analysing the 2022 ALICE pp collision data at /s = 13.6 TeV targeting the measure-
ment of *He and *He, a custom TPC response calibration procedure was deemed necessary
as the central TPC response provided in the ALICE O? framework does not accurately
predict the specific energy loss of particles whose charge is Z > 1.

The calibration procedure consists of fitting the measured energy loss distribution mea-
sured by the TPC with an ALEPH parameterisation (Eq. 4.2). After the fit is performed,
the resolution of the TPC for the selected species is estimated directly from the data. The
resolution is defined as the difference between the measured dE/dz value and expected
value. An histogram is filled with all the resolution values measured in a set dE£/dx range
in the pp = (0.5 — 3.5) GeV/c range. The distribution of resolutions is then fitted with
a gaussian function and the width o, is used as an input in Eq. 4.3 to recalibrate the
NTPC vs p response for the tracks. These values are used as the nominal energy loss for a
chosen species, according to the method described in Section 4.1.

Once the custom parameters are extracted from the fit, these are used by an algorithm
based on Eq. 4.2 to recalculate the NEEC values of the tracks when the analysis is per-
formed, allowing to perform the TPC PID correctly. This is performed by a separate piece
of software (a task) that accounts for the NE};C recalculation in parallel to the analysis
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Figure 4.6: TPC response for negative particles in 13.6 TeV pp data. On the distribution,
the custom Bethe-Bloch parameterisation for He is superimposed to the data as a red
curve.

software. The calibration parameters were first determined on a sample of 3.3 x 10! col-
lision events, representing the 71% of the whole 2022 dataset employed for the analysis.
In Fig. 4.6, the result of the custom Bethe-Bloch calibration for anti-helium on the TPC
signal distribution is shown in red.

The same procedure has been performed on the simulation datasets, with different
calibrations, as the TPC response is different between data and MC. As the MC are used
to estimate the A X € corrections of the raw spectra, the TPC must be consistent also in
the simulated data. Hence, a custom calibration has been performed and, by extension,
procedure has been applied to all the datasets used in this analysis.

In Fig. 4.7, the effects of the custom calibration on a dataset with a non-ideal central
calibration are shown. The central TPC response (on the left panel) for deuterons in
pp collisions at /s = 900 GeV causes the NITC (d) distribution to differ significantly from
zero (p = —1.889). After the calibration procedure (on the right panel), the NITC for same
dataset has a mean value close to zero (u = 0.1128) and a width close to unity.

4.1.2 Light (anti)nuclei identification with the TPC

Once that the TPC response is calibrated, the TPC information is used in analysis as de-
scribed in the following for the case of antideuteron, chosen as an example. The candidate
particles of interest, here d, are selected performing the selection in NITC vs pp distri-
butions. For every bin of pr, the signal is extracted fitting the NITPC distribution with a
function. In Fig. 4.8 (on the left) is shown the distribution of N7F¢ (d) as a function of
rigidity. For pp = (0.3 — 1.5) GeV/c, the TPC response signal due to the deuteron (the
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Figure 4.7: The NIPC distribution for deuterons before the calibration (left panel) and
after the custom calibration (right panel) are compared. The NIFC distributions for the
deuteron are fit with a Gaussian function. p and ¢ are respectively the mean value and
the width of the function. The triton signal is not visible on the right panel because of the
different NTTC range of the plot.

band centred around 0) is visible. The proton signal (the red band on the bottom left) at
low pr shows a not flat ideal response. This will be addressed in the pp-shift discussion
(see Section 5.3.1). At higher pr values, the proton signal overlaps the deuteron signal and
the separation between species is less clear.

The function used to extract the signal is generally defined as the sum of two compo-
nents, one that would fit the NIPC distribution in an ideal case with no contamination due
to track mismatching or wrong species identification (the signal), and one that accounts
for other particle contamination or detector effects (the background). The integral of the
signal function in a no range, with n being an appropriate value, returns the uncorrected
(or raw) yield of the particle. Details on the TPC fit function used for the analyses of He
and 3He are given in Chapter 5.

4.2 TOF PID

The TOF detector can perform PID via time-of-flight measurements. A first PID method is
based on the TOF reconstructed mass of a particle. The particle velocity 5 = v/c and the
Lorentz factor v can be estimated from the measured time-of-flight trop, once the track

lenght L is known, as
L 1
8= , R — 4.4
ctToF 7 V1— 32 (44)
Particles with different masses and with the same momentum have different velocities .
In Fig. 4.9, the velocity /3 of the species as a function of p in pp collisions at /s = 13.6
TeV is shown, where bands for 7, K, p and d can be distinguished. The mass of a particle
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Figure 4.8: On the left, the NTPC distribution for d as a function of pr/|z| in pp collisions
at /s = 13.6 TeV is reported. The d signal is centered around 0 and can be separated
from the p signal (red band) up to 1.5 GeV/c. On the right, the NIF€ (d) distribution
is integrated in the pr/|z] = (1.2 - 1.4) GeV/c interval. The distribution is fitted with a
two-component fit function (black) obtained as the sum of a gaussian function to shape
the signal (in red) and the sum of a gaussian function (to fit the proton signal) and of an
exponential function for the background (in blue).

can be eventually inferred as

m:pd (@)2—1, (4.5)

where tg is the start time (or event time). In the LHC, the bunches have a small but finite
size. Henceforth, it is not known which one of the particles in the bunch have collided. This
causes the event (collision) time to have an uncertainty with respect to the nominal beam
crossing. For this reason, the event time is measured on an event-by-event basis and it is
measured by the FTO detector (see Section 3.2.4).

Another approach to PID with TOF makes use of the no estimator, defined as

NTQF _ tTOF - tO - texp,i(miap) L) (46)
o oror(ms, p, to)

where L is the length of the track, p is the momentum of the track measured by the TPC
and tror is the measured hit time by the TOF, teyp,; is the expected time for a particle
of mass m;, and oTor is the resolution on the particle time-of-flight. The expected time
is computed during the track reconstruction procedure in the TPC and takes into account
the variation of the momentum as the particle looses energy in the gas [129].

The resolution of the measured time-of-flight depends on various contributions, as in-
troduced in Eq. 3.1. Some of the contributes are due to the detector itself (the intrinsic
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Figure 4.9: Particle velocity 8 = v/c obtained with the TOF information vs p. The name
of the particles identified are put on the plot. Data are from pp collisions at /s = 13.6
TeV.

MRPC resolution oyrpc and the resolution of the readout electronics ogject ), while other
contributes are due to the reconstructed momentum resolution o, and the resolution on
the start time oy, calculated by the FIT detector.

In Fig. 4.10 and Fig. 4.11 the TOF PID response in terms of NIOF is reported (for
7 and p, respectively). The NEOF versus pr/z distributions are used to check the PID
response calibration quality in Asynch-QC, in the same way described for TPC response in
Section 4.2. The distributions of the NIOF are expected to be centred around 0 and with
a width of 1. The data in Fig. 4.10 and Fig. 4.11 show the expected TOF response.

The TOF PID optimal momentum range is p = (1 — 3) GeV/c. Particles with very low
momenta (pr < 0.5 GeV/c) do not reach the detector or are absorbed by the innermost sub-
detectors, while very high momenta particles are ultra-relativistic and cannot be separated,
as = 1.

4.2.1 Light (anti)nuclei identification with TOF

The TOF PID for light (anti)nuclei analyses is performed using the TOF-reconstructed
mass values m (Eq. 4.5) by computing the difference between m and the nominal mass of
the searched particle (e.g. mppg, if the value is taken from the Particle Data Group [25]
tables). This variable (Am = m—mppg) distribution is expected to be a bell curve centred
around the null value. The width of the distribution is due to the detector response and the
statistical uncertainties on every measurement. At the sides of the target particle (e.g. He)
bell curve, more additional curves are expected: some are due the particles that are lighter
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Figure 4.10: TOF response for the 7 hypothesis. On the left, the NYOF distribution is
plotted as a function of pr/|z|, while on the right the response is integrated in the
pr/|z| = (0.35 — 0.45) GeV /c range.
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Figure 4.11: TOF response for the p hypothesis. On the left, the NTOF distribution is
plotted as a function of pr/|z|, while on the right the response is integrated in the
pr/|z|= (0.80 — 0.85) GeV/c range.

than the target particles (e.g. ) and some for the particles that are heavier (e.g. *He). An
alternative, used in this analysis, is to extract the signal of interest from the difference of
the squared power of the masses instead (AMZ,p = m3op — Mépe). The use of a PID
procedure based on the mass instead of the NTOF provides a better control on the PID
dependence on the detector resolution (due to the denominator of Eq. 4.6). As an example,
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the AMZ, distribution as a function of rigidity is reported for the case of deuteron in
Fig. 4.12 (left panel), together with a projection for a given rigidity interval (right panel).
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Figure 4.12: On the left, the AM2,(d) distribution as a function of pr/z in pp collisions

at /s = 13.6 TeV is reported. On the right, the AM#,p(d) distribution is projected in the
pr/z = (1.8 — 2.0) GeV interval.

The reconstructed mass is strongly dependent on the ALICE tracking procedure, as,
in particular, it relies on the measurements of the TPC momentum and track length.
The TOF PID performance without any preselection of the candidates is not ideal, due
to the possible track mismatch, that is the wrong association of TOF hits with tracks
reconstructed by the TPC. Additionally, this technique should not distinguish tritons and
helions, as they have the same mass. In the practical, a separation between these species
is implemented as the ALICE detector measure the rigidity and the charge dependence is
taken into account in the mass reconstruction process. For these reasons, the TOF PID
used in this analysis is a combination of TPC and TOF PID (labelled as TPC+TOF): the
tracks are preselected with the TPC inside a defined interval of norpc and then the TOF
PID is then performed only on these preselected candidates. As the TPC identifies hadrons
disambiguously at low pr, this method allows one to extend the PID pyp range using the
TOF mass-based method in a range in which the particles in the TPC are MIPs.

With reference to the right panel of Fig. 4.12 it can be observed that the measured
signal is not perfectly Gaussian. This is due to the fact that the measured time-of-flight
signal shape is not Gaussian [129], and ultimately, this shape affects also the reconstructed
masses distribution. Following the same technique used for the TPC PID, in order to extract
particle yields based on the TOF signal distributions, these are fitted with a function that
is the sum of a signal, a gaussian function with an exponential tail, and a background
component appropriately chosen. Further details on the TOF fit function used for the
analysis of 3He and 3He are given in Chap. 5.
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Chapter 5

(Anti)helium production in pp
collisions at /s = 13.6 TeV

The analysis for the measurement of the (anti)helium production in pp collisions at
/s = 13.6 TeV follows the steps summarised below:

First, a custom calibration of the TPC response is performed to allow for a selection
of the (anti)helium candidates. This is necessary to compensate for the imperfect
calibration of the tracking for particles with charge |z| > 1. Details on this procedure
were presented in Section 4.1.1.

The identification of *He and 3He candidates is performed using the TPC and the
TOF information. Two analyses, one based on TPC-only PID and one based on the
combined information of TPC and TOF (TPC+TOF), are carried out in parallel.

For the TPC analysis, the signal is extracted based on the NJ¥C (3He) distributions,
which are fitted with an appropriate function that accounts for both the *He (*He) sig-
nal and background. The raw yield is obtained by integration of the signal function.

For the TPC+TOF analysis, candidates are pre-selected using a loose 5o p¢ selection,
then the TOF information is used to compute the mass squared of the particle, m3, .
The 3He signal is obtained from the distribution of AM2,p = m3,p — m3y, and bin
counting is used to extract the raw signal counts in each pr bin. Both strategies are
applied in the range pr € (1.50,5.0) GeV/c. Whereas the event and track selection
criteria are summarised in Section 5.1, the signal extraction is described in Section 5.2.

Sources of systematic uncertainties are discussed in Section 5.4.

The pr-dependent raw yields, or spectra, are then normalized for the number of
collisions and corrected for acceptance, efficiency and primary fraction (helium only),
as described in Section 5.3.

The obtained corrected spectra are integrated to extract pp-integrated yields dN/dy
with the help of a function to extrapolate in the unmeasured pr range, and discussed
in Section 5.5.
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5 — (Anti)helium production in pp collisions at \/s = 13.6 TeV

5.1 Event and track selection

The analysis is carried out on a large dataset of pp collisions at /s = 13.6 TeV collected
with the ALICE detector in 2022.

First, collision events are selected based on the distance of the reconstructed primary
vertex from the nominal interaction point, in order to maximise the number of particles
in the ITS acceptance. The primary vertex position is described by three coordinates in
the ALICE framework, V = (V,,V,,V,), where V, and Vj, describe the position on the
transverse plane with respect to the LHC beam and V, describes the position on the
longitudinal axis. Only events with |V,| < 10 cm are accepted. An example, for pp at /s =
13.6 TeV collisions, is reported in Fig. 5.1.
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-15 -10 -5 0 5 10 15
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Figure 5.1: Distribution of the reconstructed vertex position along the Z direction (i.e.
along the beam) in pp collisions at /s = 13.6 TeV. The events are selected with |V, | < 10
cm.

The event selection has been performed with the standard event selection task
02-analysis-event-selection!. In particular, good events are required to have sel8()
flag turned on. This tag require the event to trigger both FTO0 scintillators on both of the
side of the collision vertex.

The dataset used for the analysis (see Appendix A) is characterised by an interaction
rate (IR) of around 500 kHz and a low pile-up probability (¢ < 0.1). The pile-up happens
when in a single bunch-crossing event, more than one couple of protons collide. The prob-
ability of having k collision events in the same bunch crossing is described by the Poisson

https://github. com/Alice02Group/02Physics/blob/master/Common/TableProducer/
eventSelection.cxx
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distribution,
ke
k!

The number of events analysed after applying the event selection conditions is 4.63 - 10!
(74% of the full statistic).

Tracks in the pseudorapidity region |n| < 0.8 are selected to use only the fiducial region
in which the experiment provides full track reconstruction and particle identification based
on information of the TPC and the TOF. Additionally, only tracks with p/z > 0.3 GeV/c
are selected. In order to select good reconstruction-quality tracks, these are required to
have at least 120 TPC space points and at least one hit in Inner Barrel of the ITS (ITS2-
IB). In addition, as a consequence of the track-matching algorithm between ITS and TPC,
only tracks with at least six ITS2 clusters get selected. Tracks with a minimum number
of 70 out of 159 fired readout rows in the TPC are selected, while tracks with a ratio
between the number of crossed rows and the number of findable clusters smaller than 80%
are rejected. A representation of the TPC segmentation into rows and sectors is shown in
Fig. 5.2. Only the tracks with y? per ITS cluster smaller than 36 and x? per TPC cluster
available for the reconstruction smaller than 4 are selected. Finally, the selected tracks are
required to be refitted both in TPC and ITS.

Similar track-quality selection criteria were also employed for similar analyses based on
the Run 2 data and experience [23].

Pk, p) = (5.1)

\ outer TPC wall

158 —

outer
chamber

wire direction

inner
chamber

0—

inner TPC wall track

Figure 5.2: TPC readout segmentation into sectors and pad rows [130].

Primary helium (see Chapter 4) are characterised by a DCA distribution peaked at zero.
Secondary helium nuclei are mainly produced via knock-out from the interactions of the
primary particles with the material of the beam pipe and of the experimental apparatus.
Only helium, and no antihelium, is produced from the interaction with the material, due
to the conservation of the baryon number. Additional sources of secondary helium and
antihelium are given by the decay of the hypertriton 3H —3 He + 7, with branching ratio
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theoretically estimated to be 0.25 [131], and similarly for antimatter. However, since in pp
collisions the production of light hypernuclear matter with three baryons is rare [132], this
contribution can be neglected for these samples.

To reduce the contribution of the secondary helium, selections based on the distance of
closest approach of the track to the primary vertex in the xy plane and along z separately
are applied. The DCA selections are [DCA,, | < 0.5 cm and [DCA, | < (4 x 10744+ 1.3 x
1072/pr) cm. The DCA,, selection is parametrised as a function of pr as the best precision
is achieved in the xy plane.

The track selection setup is summarized in Tab. 5.1:

minimum number of crossed rows in TPC Nepo 2> 70
minimum number of clusters in TPC > 120
ratio of number of crossed rows to findable clusters in TPC Rrpc > 0.8
maximum x? per cluster in TPC Xapo < 4
kink daughters rejected
require ITS and TPC refits true
minimum number of clusters in I'TS2-1B 1
IDCA,, | <4x107*+ 1.3 x 1072/py cm
IDCA, | < 0.5 cm
minimum number of clusters in ITS >6
maximum x? per cluster in ITS Xorg < 36
|77track ‘ <0.8
ly| <0.5

Table 5.1: List of track selection criteria for this analysis.

In addition, tracks that are supposed to have a TOF signal matched are required to pass
the hasTOF () condition (namely having a hit in the TOF detector). With these selections
of events and tracks, the PID signals in TPC and TOF are reported in Fig. 5.3 for the
sample of pp collisions at /s = 13.6 TeV. In the figure on the left, the pion and kaon
candidate signals were cut from the selection. After particle identification, the particles are
selected to have rapidity |y| < 0.5.

5.2 Signal extraction

5.2.1 Antihelium signal
TPC PID

After the recalibration of the TPC response (see Section 4.1.1), the 3He signal can be
extracted by the recalibrated NE};C vs pr distributions. To extract the yield of *He from
the norpc distribution, the global fit function used is given by

5&% = AsymmGauss(*He) + AsymmGauss(d) + ExpBg. (5.2)

The anti-helium signal is fitted with an asymmetric Gaussian distribution function,
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Figure 5.3: Performance of the TPC (left) and the TOF (right) detectors for PIDd sample
of pp collisions at /s = 13.6 TeV. In the left plot, the pion and kaon candidates have been
rejected, therefore, the visible bands are for protons, deuterons, helium nuclei and their
antiparticles.

AsymmGauss(®*He), which is a Gaussian distribution with an exponential tail, defined as:

exp —%(fc—;’i)g} for x < p+no

S(x; N, p,0,n) < N (5.3)

exp |—n(F — %)} for . > p+ no

where NV is the number of signal counts, ;1 and o are the mean and the standard deviation
of the gaussian respectively, while no define the value at which the function becomes an
exponential function. AsymmGCauss(d) is an asymmetric Gaussian distribution function
defined as Eq. 5.3, but centred in the mean NIPC (3He) value expected for the d.

The background component is taken account by the function ExpBg, given by an ex-
ponential

ExpBg = ae™ + ¢, (5.4)

with a, b, ¢ taken as free parameters. The fit is based on the x? minimization. In each pt bin,
the fit is performed in a pr-dependent range, xipy < NOTPC < Typ, With 20, € (—12, —6)
and z,, € (6,8).

Examples of fits are reported in Fig. 5.4 for one low and one intermediate pt bins,
whereas for the other bins of the analysis the fits are reported in Appendix B.

The parameters obtained from the fit to the TPC signal function for 3He as well as the
reduced y? values are reported in the left panel of Fig. 5.6, where it can be observed that
the mean and pull of the NITC distributions are centred around zero and one?, respectively.
The mean values p, even if centred around 0, nevertheless shows a pr dependence which
is almost linear in the p = (—0.5,0.5) range. This dependence is probably related to the
tracking algorithm used in the reconstruction pass used in this analysis (pass4). The tracks
were reconstructed by the algorithm treating all the tracks as they are pions (as pions are
the most abundant hadrons produced in high energy collisions). This assumption is as

2By definition, a distribution in n, for a Gaussian-like PID response is expected to be a gaussian
centred at ;4 = 0 and with o = 1, see Section 4.1.
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Figure 5.4: Examples of *He yield extraction in pp collisions at /s = 13.6 TeV with TPC
in two pr bins. The *He TPC-no distribution is fitted with the global function Eq. 5.2,
which is shown with the black solid line. The data points are given by black markers, the
red solid line represents the signal, the blue dashed line is the exponential background.

correct as high is the particle energy. For heavier particle (like nuclei) at low momentum,
corrections are needed. The TPC calibration "tempers" partially this issues and the mean
values are centred around zero, but still some divergences are expected. The good quality
of the TPC response calibration is supported by the fact the the width are centred around
unity, as expected in the ideal case. The reduced y? values are between 0.7 and 2.5, with
an higher value for pr ~ 2.25 GeV/c.

The yields in each p bin are obtained from the integral of the 3He signal function
calculated within the range p + 50, where p and o are those extracted from the fit. The
raw yields are reported in the top panel of Fig. 5.7.

TOF PID

To perform particle identification with the TOF, the antihelium tracks are pre-selected
within the 507 p¢ range to reduce contamination of wrongly-associated TOF hits to TPC
tracks (mismatched tracks). The signal of (anti)helium is extracted by calculating the mass
squared of the candidate particle using the TOF-measured time-of-flight, the momentum
and track length from the TPC (see Eq. 4.5 in Sec. 4.2). The AmAop = Miop — M3y,
distributions are fitted with global fit function:

f;&gl = AsymmGauss(*He) + Bkg. (5.5)

The AsymmGauss(®He) function is the signal of the *He, while the background Bkg is
given by a first-degree polynomial function:

Bkg = ax + b (5.6)
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The non-Gaussian behaviour of the reconstructed mass distribution is a consequence of
the almost identical behaviour observed in the tpop distribution [129]. The non-Gaussian
tail on the right side of the peak was discovered after the first data with collisions were
recorded and it was not observed during the test beams phase [129]. The origin of this
non-Gaussian contribution was extensively discussed in the years and several explanations
were proposed. One reason can be found in the residual miscalibrations that can induce
a tail in the signal. Another contribution to the tail could be due to delayed signals that
have origin from weak decays, creating a background correlated with the signal.

The fit is based on the y? minimization. Examples of fits are reported in Fig. 5.5 for
two pr bins, whereas for other bins the fits are reported in Appendix B. The parameters
obtained from the fit of the TOF signal for *He are reported in Fig. 5.6 (on the right panel),
where it can be seen that the mean and width of the distributions are around 0.2 and 0.8,
respectively.

The raw yield is then extracted using the bin counting technique: the signal is the sum
of the histogram bin content in the range (=50 + p, 50 + ), where p and o extracted from
the fit. Raw yields obtained with this PID strategy are reported in Fig. 5.7 (at the lower
panel). In the same figure, the yield extracted with bin counting has been compared with
the yield extracted by integrating the fitting function in the range p £ 50. In the bottom
panel of Fig. 5.7, it can be observed that the ratio is compatible with unity.
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Figure 5.5: Examples fﬁe yield extraction in pp collisions at /s = 13.6 TeV with TOF
in two pr bins. The He TOF-no distribution is fitted with the signal function which is
shown with the red solid line. The data points are marked with black lines.
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Figure 5.7: (On the top panel) Raw yields for *He extracted with TPC PID in pp at /s =
13.6 TeV as a function of pp. Boxes represent statistical uncertainties.

(On the bottom panel) Comparison between bin counting method (in blue) and signal
function integration (in red) for *He yield extraction in pp collisions at /s = 13.6 TeV.
Bars represent statistical uncertainties. In the lower part of the panel, function integration
over bin counting ratio is shown. This work.
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5.2.2 Helium signal
TPC PID

To extract the yield of helium from the norpc distribution, the global fit function used is
given by

falobal = AsymmGauss(*He) + AsymmGauss(d) + AsymmGauss(a) + ExpBg.  (5.7)

The 3He signal is fit by the AsymmGauss(®*He) function, a Gaussian distribution with
an exponential tail defined by Eq. 5.3. Two more asymmetric gaussians are used to describe
the contamination from deuteron and alpha (*He) signals (the alpha function is included
only in the range py < 2 GeV/¢, where the signal is visible) and an exponential function,
ExpBg as in Eq. 5.4, accounts for the background.

The anti-alpha signal was not observed in the He TPC response (see Section 5.2.1).
As explained in Chapter 2, the expected production of primary “He (*He) particles in
pp collisions at /s = 13.6 TeV is approximately one thousand times smaller with respect
to that of ®He (3He). Due to knock-out processes (see Chapter 4), secondary positively-
charged alpha particles are produced inside the detector and hence detected. These particles
increase significantly the o (and 3He) signal in the detectors and this explains why different
fit functions are needed for positive and negative particles.

10?
pp, Vs=13.6 TeV

t } 350< p, (Gevic) <3.75
| <0.5

pp. Vs=13.6 TeV
200 < p, (GeVic) <2.25
<05

counts
counts

10° . \ .
%44 signal fit (*He) %44 signal fit (*He)

s bkg

R

10 10
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T IR Y. Z /i i 1 WAL /i 1 O O
-6 -4 -2 0 2 4 6 8 -6 -4 -2 0 2 4 8
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Figure 5.8: Examples of *He yield extraction in pp collisions at /s = 13.6 TeV with TPC
in two pr bins. The 3He NIFC distribution is fitted with the global function Eq. 5.7, which
is shown with the black solid line. The data points are black markers, the red solid line
represents the signal function and the blue dashed line is the backgorund.

In each pr bin, the fit to the NIPC distribution, based on the x? minimization, is
performed in a pp dependent range, 77, < NITC < Tyup, With 25, € (—12,—6) and
Typ € (6,8). Examples of fits are reported in Fig. 5.8 for two pr bins. The other bins are
shown in Appendix B.
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The mean values and width of the signal are shown in the left panel of Fig. 5.10, as
also the reduced y? distribution. The mean values are centred around 0 and show the
pr-dependence discussed in the previous section. The width of the NIFC are compatible
with unity within their uncertainties. The reduced y? is very high in the first two bin and
shows a tension for pp ~ 2.5 GeV/c. As it will be discussed in Section 5.6 in details, the
first two bins are removed from the analysis results.

The yields in each pr bin are obtained integrating the *He signal function calculated
within the range p 4+ 50, where 1 and ¢ are those extracted from the signal function fit.
The obtained raw yield is shown in the top panel of Fig. 5.11.

TOF PID

The signal extraction is performed combining a pre-selection with TPC and the a particle
identification with TOF. The helium candidates are pre-selected within the 5orpc range.
The raw yield of helium is extracted from Am#qp. The distributions are fitted with an
asymmetric Gaussian (Eq. 5.3). The fit is performed with ROOT, using the binned maximum
likelihood method. The raw yield is then extracted using the bin counting technique: the
signal is the sum of the histogram bin content in the range (=50 + i, 50 + p), while the p
and o extracted from the fit. The signal fit is shown for two different pr bins in Fig. 5.9.
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Figure 5.9: Examples of *He yield extraction in pp collisions at /s = 13.6 TeV with TOF
in two pr bins. The *He NTOF distribution is fitted with the signal function which is shown
with the red solid line, whereas the blue dashed line is the background. The data points
are given by the black markers.

The values of u, o and the reduced y? are shown in the right panel of Fig. 5.10. The
mean values show a pr dependence similar to the one observed in the TPC PID mean
values, as the TOF PID is performed on a subset which is preselected by the TPC. This
dependence supports the hypothesis that this behaviour is due to the approximation of all
particle being tracked as pions in the reconstruction phase, which have significant effects
at low pr values.
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Figure 5.11: (On the top panel) Raw yields for 3He extracted with TPC PID in pp at /s =
13.6 TeV as a function of pp. Boxes represent statistical uncertainties.

(On the bottom panel) Comparison between bin counting method (in blue) and signal
function integration (in red) for *He yield extraction in pp collisions at /s = 13.6 TeV.
Bars represent statistical uncertainties. In the lower part of the panel, function integration
over bin counting ratio is shown. This work.
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The custom TPC calibration tempers this effect and the mean values are centred around
zero. The width of the distribution is centred around ~ 0.6. The reduced y? values are
mostly below 2, except for a higher value at pr = 3.75 GeV/c.

Raw yields obtained with the described strategy are shown in the lower panel of
Fig. 5.11. In the same figure, the yield extraction with bin counting has been compared
with the yield extracted by integrating the fitting function in the range p + 50, with the
ratio being compatible with unity.

The ratio of 3He yields to the *He ones (antimatter/matter) is reported for both the
TPC and the TPC4+TOF analysis in the left panel of Fig. 5.12. In the right panel of
Fig. 5.12 the TPC4+TOF/TPC ratio is shown. The ratio shows a strong tension at lower
pr values for both ®He and He and reaches a constant value (~ 0.45) for pt > 2.5 GeV /c.
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Figure 5.12: (Left) Comparison between the ratio of 3He/>He raw yield estimated with
TPC (in blue) and with TOF after TPC pre-selection (TPC+TOF, in red) in pp collisions
at /s = 13.6 TeV. (Right) Comparison between the ratio of TPC+TOF/TPC for *He and
SHe.
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5.3 Corrections for (anti)helium-3

In order to correct the extracted raw yields of (anti)nuclei, several corrections are applied
based on Monte Carlo (MC) simulations of pp collisions at /s = 13.6 TeV, produced
using PYTHIA 8.3 [133] as event generator and Geant4 [134] for the particle transport
through the detector. More specifically, three MC datasets are employed, where the
detector configuration and conditions during data taking are reproduced through an
anchoring procedure. The first dataset, with 21.5 - 10 events, is a general purpose (GP)
MC, featuring a perfect TPC calibration (no space charge effects in TPC, and thus no
distorsions in tracking are reproduced) and ideal alignment of ITS and MFT. In addition
to this, a second GP MC with 413.5 - 10% events is used. This MC is anchored to 2023
data and it doesn’t reproduce the condition of the data taking, but it is used to extract
deuteron DCA,, distributions that can be used as a proxy for a secondary template. A
third MC dataset with 19.4 - 10° generated events has injected signals of eight different
species of nuclei, antinuclei and hypernuclei, one per event. As a consequence, a >He
(®He) particle is injected every eight generated event. These signals are injected with a
uniform pr distribution in the pr range (0.2 - 10) GeV/c and in the |y| < 1 rapidity
range. This MC is used mainly to estimate the reconstruction efficiency for the (anti)helium.

The *He raw yields are corrected to account for different factors:

o the shift between the generated pr in Monte Carlo simulated data and the recon-
structed pr obtained by the measured rigidity (this effect is dubbed as py-shift in the
following);

« the acceptance x efficiency (A X €) of the detector;

« the contribution from secondary 3He.

5.3.1 pr-shift correction

The particles in the ALICE detector tracking algorithm are all treated as energy-losing
charged pions, as these are the most abundant particles produced in the collisions. One
of the side effects of this approach is that the real behaviour of heavier particles like
nuclei during propagation is not perfectly reproduced. In particular, due to the large mass
difference between nuclei and pions, this assumption biases the momentum estimation at
low pr, where the difference between the energy loss of pions and heavier particles is the
largest. As no proper correction for this effect is implemented in the simulation, a pr-
shift is observed. In the MC dataset with (anti)(hyper)nuclei injection, the reconstructed
momentum is systematically lower than the generated one, as observed comparing the
generated and reconstructed (anti)particle pr distribution. This effect has to be taken into
account prior to estimate the A X € corrections from the MC. The shift has been estimated
and corrected separately for both 3He and 3He. The pr-shift is visible in Fig. 5.13, where
it is reported as a function of the reconstructed pr The shift has been fitted with the
following function

for = AeBPTC" L D 1 Ex. (5.8)
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Figure 5.13: pp-shift as a function of reconstructed pr for *He (left) and *He (right),
estimated with a nuclei-injected MC dataset. The mean values (in black) and the pull
values (in red) of the profile fit is plotted on the distribution.

The parameters extracted from the fit are used to re-map the pr values "on-the-fly”
during the signal extraction, obtaining that the differences between generated pr and
reconstructed pr are centred around zero, as in Fig. 5.14.
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5.3.2 Acceptance x efficiency

The correction for acceptance and efficiency for light (anti)nuclei is necessary to account
for the particles produced in the collisions that are undetected and untracked by the ex-
perimental apparatus.

From the simulation with (hyper)(nuclei)injection, the acceptance x efficiency (A X €)
for (anti)helium was estimated as the ratio between the reconstructed (anti)helium after
the ITS+TPC(4+TOF) reconstruction chain and the generated (anti)helium:

number of reconstructed *He

(A x €)(3He) : (5.9)

number of generated He

A selection for nuclei in the desired rapidity range |y| < 0.5 is applied both at the numerator
and the denominator. The same method is used to estimate the efficiency for both the
TPC analysis and the TPC+TOF analysis: in both cases, the reconstructed candidates are
selected with the same track-quality criteria, including the same primary particle selections,
as in data. For the TPC+TOF analysis, the selection includes a borpc selection and the
requirement to have a hit in the TOF. The latter condition implies that the TPC-TOF
matching efficiency is an ingredient entering in the final A x e. The acceptance x efficiency
is reported in Fig. 5.15 for both *He and *He and the two analyses.

The acceptance x efficiency plots show a jumpy behaviour. To limit this behaviour in
the actual spectra correction, the efficiencies have been fit with a fit function

f=A-exp+B-Poll+C-1/x. (5.10)

The efficiencies used for correct the raw spectra are redefined taking the value of the fit
function in a given pr interval; the uncertainty on this value is taken from the efficiency ob-
tained by the analysis task and used as the uncertainty of the refitted efficiency value. This
technique smoothens the shape of the efficiency hence, the name of efficiency smoothing.
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Figure 5.15: Acceptance x efficiency of *He (in blue) and 3He (in red) for particle identified
with TPC (left) and TPC+TOF (right) methods.
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5.3.3 Primary helium fraction correction

The study of the production yield of (anti)helium in pp collisions is equivalent to the
measurement of the yields of primary nuclei produced in the collision. At this purpose, the
number of secondaries produced by other processes must be subtracted from the measured
yield. As described in Section 5.1, secondary particles are mostly produced in the interaction
of primary particles with the detector material via knock-out reactions and, due to the
baryonic number conservation, only positive particles can be produced. Another origin of
secondary helium is due to the hypertriton two-body weak decay:

SH—=3He + 7 (5.11)

The secondary helium contribution can be experimentally separated from that of pri-
mary nuclei using the distribution of the distance of closest approach of the tracks to the
primary vertex of the collision in the transverse plance, DCA,,. Primary helium nuclei
are produced at the primary vertex, so they are expected to exhibit a peaked distribution
centred at DCA,, = 0 cm. Secondary helium particles from material have a broader DCA,,
distribution, with a less pronounced peak centred at DCA,, = 0 cm.

To correct the measured 3He yields for the primary fraction, a MC-based technique is
used. A fit to the DCA,, distribution is performed using histogram templates for the
primary and the secondary helium. The primary DCA,, template is obtained from a
MC containing injected helium nuclei (LHC23j6¢). The primary template consists in the
DCA,, distributions for the helium. The DCA,, template for secondary helium nuclei from
weak decay is obtained from the same MC used from the primary template. The distri-
butions are scaled for the ratio between the measured hypertriton at /s = 13.6 TeV and
the 3He integrated yield measured at /s = 13 TeV [23]. As the yield dependence from the
energy is at the TeV scale is mild, and the correction is small with respect to the knock-out
contribution, this approximation is consistent. The measured yield for the hypertriton is
obtained through private internal communication, as the measurement has not been pub-
lished yet. Still, this choice is preferable to extrapolate the yield from different published
analysis, as the available measurements are performed in different colliding system with
severe difference in multiplicity with respect to this analysis. The distribution are scaled
again for the branching ratio of the decay described in Eq. 5.11, that is 0.25 [131]. The
scaling factor (wyeak) for the secondary nuclei from weak decay (wyeak) is then

dN/dy(RH)

3 3
V) B.R.(3H —? Hen) (5.12)

Wweak =

that, for pp collisions at /s = 13.6 TeV, is experimentally measured as
2.1x1079/2.4 x 1077 x 0.25 = 8.75 x 1073

The material DCA,, template is obtained from two different GP MC datasets anchored
to pp 13.6 TeV collisions in 2022 and 2023. The GP MC are used to avoid possible bias in
the secondaries from material in (anti)nuclei-injected productions that could occur using
MC with injection of (anti)nuclei. Since both GP MC have a low number of secondary
(anti)helium, the use of different productions is needed to maximise the statistics. More-
over, the DCA,, template chosen for the analysis is the DCA,, distribution of secondary

98



5 — (Anti)helium production in pp collisions at \/s = 13.6 TeV

B 3He
r pp /s = 13.6 TeV

10°= lyl <0.5
= 1.5 < pr < 2.0 GeV/c

104;

100

102~

105— .| ‘
*IIIIIHW ulxu[ﬁ@u J\J {\Ll lﬂllill

‘ L 1 1
-1 -08 -06 -04 -02 0 02 04 06 08 1
DCAxy (cm)

Figure 5.16: The DCA,, distribution of 3He candidates in the pr range (1.5, 2.0) GeV/c
in data (black markers) is compared to the templates before the fit. The red and blue
lines are the MC templates for primary and secondary nuclei from material, respectively.

The green histogram is the template for secondaries from weak-decay. This is scaled by
Wyeak = 8.75 x 1073,

deuterons generated from knock-out, as the number of secondary helium candidates in the
dataset used is still too low.

For all the templates, the PID is performed with a 50 TPC selection, for both MC
and data, for consistency. To have a pure set of templates, on the MC datasets the PID
is performed requiring the PDG PID on the selected candidates. To estimate the primary
fraction in the TPC+TOF spectra, additionally, one hit in the TOF is required.

As an example, the templates before the fit in the py range (1.5, 2.0) GeV/ ¢ are reported
in Fig. 5.16.

The pr bins used to extract the primary fraction are larger than the bins used in the
analysis. This is necessary to maximise the statistics in every DCA,, bin value and minise
the probability to have empty DCA,, bins, to prevent failures of the template fit.

The fit are performed in the (-0.5, 0.5) cm DCA,, range. In Fig. 5.17 the fit results
for in the pr range (1.5, 2.0) GeV/c is shown. Due to the low contribute of the weak-
decay template (especially after the wyeax scaling), after the fit the weak-decay templates
are negligible. For this reason, their contribution is removed from the estimation of the
primary fraction estimate. This approximation could be discussed in a future iteration
with a larger dataset.

The primary fraction is obtained by calculating the ratio between the fitted primary
template and the sum of the fitted primary and secondary templates, then normalizing the
ratio for the integral of the DCA,, distribution in the range of the DCA,, selection used
for the analysis (which depends on the pr, as shown in Tab. 5.1). The primary fraction
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Figure 5.17: DCA,, distribution in the pr range (1.5, 2.0) GeV /¢, after the fit. The black
markers are the data. The red line is fitted template for the primaries. The blue line the
fitted template for secondaries from material. The weak-decay contributes are negligible
and hence not plotted.

fprim is espressed as

primaries

(5.13)

f rim — . - 5
P primaries + secondaries

In the bins in which the fit failed for pr > 4 GeV/c due to low statistics (obtaining
non-physical results as for instance a primary fraction greater than unity), the primary
fractions has been set to 1. This choice is coherent with other analyses of (anti)nuclei in
ALICE [23], as the secondary contamination for 3He is expect to reach its maximum for
pr/z < 2 GeV/c. The primary fractions estimated for TPC and TPC+TOF analyses as a
function of pr, reported in Fig. 5.18, are finally fitted with the function defined as

Flit — A.exp+B-Poll +C - 1/x (5.14)

prim

in order to estimate the primary fraction in the analysis bins, which are more granular. This
correction is used in the analysis to correct the measured raw yield of the 3He, while it is
not used for 3He, as no secondary antiparticles are expected to be produced from material.
As the (anti)hypertriton production is expected to be rare [66, 102, 132], the antihelium
secondary contributions from weak decays are assumed negligible (a similar assumption
was made in previous analyses [23]).
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Figure 5.18: Primary fractions of the helium candidates as a function of pr for the TPC
(left) and TPC+TOF (right). The fractions are fit with the function defined in Eq. 5.14.

5.4 Systematic uncertainties

The possible sources of systematic uncertainties for the (anti)helium analysis can be clas-
sified on the basis of their origin. In Fig. 5.20, the different systematic uncertainties com-
ponents are shown. The larger contribution is due to the track selection cuts.

One of the contribution to be considered is related to the selection of the event. Different
limits for the vertex z position with respect to the nominal 10 cm cut have being considered,
namely a stricter selection on |V| < 8 cm and a looser one on (|V| < 12 cm).

The largest contribution to the systematic uncertainties for both 3He and®He is re-
lated to the track selection. The analysis is performed by varying the minimum number
of findable clusters in the TPC from the default of 120 to 90 and 100, and the mini-
mum number of ITS clusters from a defaults of 6 to 5 and 4. Another variation is per-
formed requiring the tracks to be used in the reconstruction of the primary vertex (the
so called IsPVcontributor cut). By varying the DCA selection using a fixed limit of
IDCA,,| < 0.08 cm or 0.15 cm instead of a pr-dependent selection, or using different fixed
selection for DCA, from the default |[DCA,| < 0.50 cm to [DCA,| < 1.20 cm. Another
contribution to the systematics can be found in the NE};C preselection for the TPC+TOF
PID analysis, varied from 50 to 40 and 3.50, which has effects on the measured TOF raw
yield. These selections globally contribute to the uncertainty with an average value around
10% for *He, as shown in Fig. 5.19, and an average value of approximately 15% for 3He.

The choices made during the yield extraction procedure, such as extracting the raw
signal in a certain NEEC interval or the fit function used to extract a signal, are sources of
additional systematic uncertainties. These have been accounted for, varying the N;FEC in-
terval from a default of 5NE};C to 4 and 3.5. The background function for the TOF PID,
instead, has been varied from a default Poll first polynomial function to a constant function
Pol0 and to no background at all.

Additional systematics are inherited from previous Run 2 analyses. The uncertainty due
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to the knowledge of the material budget of the detector, which affects the tracking efficiency,
is inherited® from the measurement of (anti)helium in pp collisions at /s = 13 TeV [23].
There it was estimated with studies based on MC simulations of the interaction between
the charged particles produced and the detector using GEANT4. This contribution consists
of a 2% systematic uncertainty.

The contribution due to hadronic interaction cross section employed in the detector sim-
ulation is inherited and expected to be less than 2% for 3He from a MC-based study [136].

All the contributions to the systematic uncertainties are tested using the Barlow crite-
rion choosing a 1ogaow limit. The criterion is used to decide if a variation is significant or
can be treated as a statistical fluctuation. The criterion uses the definition of the variable
OBarlow a3

UBarlow = 5Zent7‘ - 612)(11” ) (5.15)

where d.ensr 1s the default value and 6,,, is the variation. A variation is considered in the
systematic uncertainty evaluation only if

A _ Ncentr - Nvar > 1.

OBarlow

The systematics uncertainties from variations of the selections are estimated, for all the
pr bins, as the semi-dispersions between default values and variations, for each considered
case.

The fractional uncertainties that arise from all these variations are summarised for *He
in pp 13.6 TeV collisions in Fig. 5.19 as a function of pr. The total systematic uncertainties
(red line in Fig. 5.20) are calculated summing in quadrature the contribution of each source
and reach the value of 13% as a maximum for *He. The green line in the same figure is the
statistical uncertainty.

The systematic uncertainty is estimated in this work first for *He. The relative system-
atic correction is then propagated to the *He spectra, adding up specific *He systematic
corrections (like the systematic uncertainty due to the primary fraction estimation proce-
dure). In the previous analysis in pp collisions at /s = 13 TeV, the systematic contribution
for the primary fraction correction was included in the track selection and the systematic
uncertainty for the track criteria variation was estimated up to a 15%. As this value is com-
patible with the total systematic uncertainties of this analysis (led by the track selection
contribute), no additional contributes are added to the systematics.

3The replacement of ITS with ITS2 during the ALICE upgrade is expected to have reduced the
material budget in front of the TPC; however, a precise assessment of the material budget requires a
dedicated analysis [135], which is beyond the scope of this analysis and still ongoing within ALICE at
the time of writing. Because of this, a conservative approach inheriting this source of systematic from
previous analyses was chosen here.
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Figure 5.19: Fractional systematic uncertainties for the 13.6 TeV 3He analysis compared
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5.5 Production spectra

In this section, the results on the (anti)helium production in pp collisions at /s = 13.6
TeV are presented.

The pr spectra of 3He and *He are shown in Fig. 5.21, respectively in the upper and
lower figure. The spectra are measured at midrapidity (|y| < 0.5) in the minimum bias
pp collision data sample with the TPC and TPC+TOF analyses to provide a redundant,
more solid measurement. This is the first measurement of (anti)helium production in pp
collision at /s =13.6 TeV by the ALICE Collaboration and the measurement at the highest
collision energy so far. The previous high energy pp collision measurement was performed
at v/s =13 TeV during the Run 2 data-taking campaign.

The production yields are normalised to the number of events, corrected for the acceptance,
efficiency and feed-down contamination, as discussed in Chapter 5. The corrected yields
are obtained as follows:

d?N 1 dN
- A o 5.16
dprdy ~ Ny dppdy| AN 10

W

The fprim for *He is equal to unity for all the pr bins as there are no contribution from
spallation reactions from material for antinuclei.

The pr spectra of 3He and *He have also been compared, calculating the antimatter-
over-matter ratio. In Fig. 5.22, in particular, the ratio using TPC (in blue markers) and
TPC+TOF (in red markers) PID is shown. As discussed in Chapter 1, this ratio is expected
to be compatible with unity, but in Fig. 5.22, a pr dependent tension is observed for
pr < 2 GeV/c, where the measured matter yield is higher than the antimatter. The reason
behind these inconsistent values at low pr is under investigation: one of the hypotheses is
that with the employed reconstruction, the efficiency estimations performed in Chapter 5
did not account for all effects.

An additional comparison has been performed based on the ratio between the two
particle identification techniques. In Fig. 5.23, the ratio between the pp-spectra estimated
using the TPC+TOF PID and the TPC-only PID is shown for both the 3He (in blue) and
the *He (in red).

For both species, a pr-dependent tension is shown. For *He, the TPC+TOF analysis
seems to overestimate the number of counts for pr < 2 GeV /¢, while for higher pr values,
the ratio seems constant and is about 0.9. For 3He, the ratio is slightly higher and is about
0.95.
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Figure 5.21: Spectra of 3He (on the upper panel) and of *He (on the lower panel) as
measured in pp collisions at /s = 13.6 TeV in the pr range (1.5 - 5) GeV/c. The spectra
were measured using the TPC PID (in blue markers) and TPC+TOF PID (in red markers).
This work.
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3He (in blue markers) and *He (in red markers). This work.
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5.6 Integral yield and ratios

In order to compute the pr-integrated yields dN/dy and the average transverse momen-
tum (pr), the portion of the spectrum in the unmeasured pr region cannot be neglected.
Therefore, it is necessary to extrapolate the spectrum in the unmeasured pr range. This is
achieved by fitting the spectra with a Lévy-Tsallis [137] distribution expressed as

?N  dN pr(n—1)(n-2) (HmT—m)”, (5.17)

dydpr  dy nC[nC +m(n — 2)] nC
where n, % and C are the fit parameters, while m and myr are respectively the mass and
the transverse mass of the particle (e.g. the one of the helium). The Lévy-Tsallis function
well describes the spectra of charged particle produced in pp collisions [138].
The first two measured points, covering the pr = (1.5—2.0) GeV /c range, are not considered
for the fit with the Lévy-Tsallis distribution and are dropped from the spectrum. This
decision is due to the outlier nature of these points discussed previously in the antimatter-
over-matter and TPC+TOF/TPC PID ratios (Fig. 5.22 and Fig. 5.23).

Due to the compatibility between the spectra obtained using the TPC and the
TPC+TOF PID techniques in the pp = (2.0 — 5.0) GeV/c range, as shown in Fig. 5.23,
the final spectra for He and 3He are obtained as the weighted average of the two mea-
surements. The averaging is carried out using the inverse of the squared uncertainties as
weights, considering the statistical uncertainty as fully correlated. The extraction of the
integrated quantities is then performed on the averaged results with the Lévy-Tsallis func-
tion.

The fit results for the *He and the *He spectra are shown in Fig. 5.24 and Fig. 5.25.
The parameters extracted from the fit are reported on the legends in the figures. The same
legends also report the fit x?/ndf.

The extracted yield, the (pr) and the percentage of yield extrapolated for pr < 2 GeV/c
are summarised in Tab. 5.2. The values obtained for the sum of *He and *He in pp collisions
at /s = 13 TeV [23] are also reported for comparison. The integrated values obtained with
the current analysis are found to be compatible within 1o with the 13 TeV published
results.

Species | energy (dN/dy) (pr) x%/ndf | Low pr extr. fraction
3He 13.6 TeV | (2.98 £0.28 +0.75) x 1077 | 1.30 £ 0.04 £ 0.21 1.46/7 0.81 +£0.31
3He 13.6 TeV | (2.79 £0.25 £ 0.54) x 1077 | 1.28 £0.04 +0.21 2.83/7 0.81 £0.23
Aellle | 13 TV | (24£0.3+04) x 1077 - - -

Table 5.2: Values extracted from spectra fit with the Lévy-Tsallis function for both 3He
and 3He on the weighted average obtained with the TPC and TPC+TOF analyses. The
values of the integrated yield obtained at y/s = 13 TeV for the sum of 3He and *He are
reported.
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Figure 5.24: Spectra of 3He produced in pp collisions at /s = 13.6 TeV, fitted with a
Lévy-Tsallis function (in dashed green line). The parameters extracted from the fit and the
x2/ndf are reported in the legend. This work.
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Figure 5.25: Spectra of 3He produced in pp collisions at /s = 13.6 TeV, fitted with a
Lévy-Tsallis function (in dashed green line). The parameters extracted from the fit and the
x?%/ndf are reported in the legend. This work.
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It is important to note that the analysis of this thesis allowed us to discover some
criticalities in the y/s = 13 TeV published data on *He production spectra. It was found
that the latter are overestimated due to the application of a wrong acceptance correction.
Therefore, a reanalysis of the Run 2 data of pp collisions at /s = 13 TeV is used here for
comparison. The comparison of the results obtained in /s = 13.6 TeV with the reanalysed
Run 2 data is shown in Fig. 5.27 and Fig. 5.29. The ratios between the results of this
analysis and the reanalysed Run 2 data are shown in Fig. 5.28 and Fig. 5.30. The error
used for the ratio are the total errors (obtained summing in quadrature the statistical and
systematic error), while the errors from the ratio are calculated assuming uncorrelated
histograms.

The comparison also showcases the improvement of the ALICE performance after the
LS2 upgrades. Due to the high statistics of the newer datasets, this preliminary analysis
has a statistical uncertainty that is between 10 to 50 times smaller with respect to the
previous measurements [23]. The comparison (for the *He spectra) is shown in Fig. 5.26.
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Figure 5.26: Relative statistical uncertainty in 3He produced in pp collisions at
v/s = 13.6 TeV in Run 2 (in blue) and in Run 3 (in red).
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Figure 5.29: Comparison between the *He spectra produced in pp collisions at
Vs = 13.6 TeV (in red) and the reanalysed helium spectra based on the published spectra
(®*He +3He)/2 (in green). This work.
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Figure 5.30: Ratio between the 3He spectra (this work/reanalysed data).
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5.7 Comparison to statistical hadronisation model
predictions

The hadron abundances measured in relativistic high-energy collisions is described within
the stastical hadronisation models (SHM). As discussed in Section 2.2, these models are
based on the assumptions that particles are emitted from a chemically and thermally source
at equilibrium. To predict the yields of hadrons produced in pp collisions, it is necessary to
use a canonical statistical model (CSM) approach (see Section 2.2.2), which requires the
exact conservation of baryon number, electric charge, and strangeness over a correlation
volume V.. The integrated yields measured in this analysis and the yield predicted by the
Thermal-FIST package [90] are compared. By using the average charged particle multi-
plicity at midrapidity of the event sample, the chemical freeze-out temperature (7°), the
strangeness saturation parameter (vg), the system volume (dV/dy), and correlation vol-
ume (V,) it is possible to estimate the yield for the 3He (see Section 2.2.2). For extracting
predictions for pp collisions at /s = 13.6 TeV, these parameters have been set to

T =17091 MeV ; ~5=0.718 ; dV/dy = 16.992.

These values are obtained for a multiplicity dNg,/dn = 7.08 extrapolated from previous
measurements at lower energies.

First, the correlation volume of the system is assumed to be equal to the sys-
tem volume (V = V.). The integrated primary yield of 3He from the Thermal-FIST is
dN/dy (*He) = 2.763 x 10~7. An error of the 10% is assumed for the sake of compar-
ison with the measured yield. The estimation is then repeated assuming V = 1.6 V,
(AN /dy (*He) = 9.16 x 1077) and V = 3 V. (dN/dy (*He) = 2.56 x 1075). The predic-
tions with V = V. shows a compatibility within 1 standard deviation (considering the
combined uncertainty on the measurement and the prediction) for *He (o = 0.26) and
3He (0 = 0.04). The predictions with V = 1.6 V.. shows a discrepancy of 6 standard devi-
ations for *He (¢ = 5.08) and *He (0 = 5.83). The predictions with V = 3 V, shows a
compatibility discrepancy of 9 standard deviations for 3He (o = 8.43) and 3He (o = 8.68).
Based on these considerations, the case where V = V. is favoured by the data.
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Chapter 6

Conclusions

This thesis presents the measurement of the (anti)helium yield at mid-rapidity in pp colli-
sions at v/s = 13.6 TeV with the ALICE detector. The analysis is performed on the complete
2022 pp collisions dataset. The measurement was performed using both the ALICE TPC
and the TOF detectors. The (anti)nuclei PID was performed utilising both detectors to
test the performance of the recently upgraded ALICE. This work is one of the first analyses
performed after the beginning of the ALICE operations in the LHC Run 3.

The analysis is performed on a dataset selected to maximise the quality of the tracks and
applying kinematic selection to improve the purity of the sample and to reduce the number
of secondary particles. The main challenge is accounting for the detector and reconstruction
effects by applying ad hoc recalibration procedures for the (anti)helium analysis. These
efforts were needed to compensate for a pp-shift effect between the transverse momentum
generated in the simulated dataset and the one reconstructed in the data, and to recalibrate
the response of the TPC detector to ensure that the species selected are coherent with the
data measured.

To take account of the detector efficiency and the acceptance, a dataset of simulated
MC data is used to extract the acceptance x efficiency vs pr and eventually to correct
the yields. An additional correction is needed for the *He yield, as a residual number
of positive secondary particles. For this purpose, a primary fraction correction is applied.
The systematic uncertainties study on the yields show that the major contributions are due
to the track selections and the primary fraction correction. The systematic uncertainties
estimated in this analysis are compatible with systematic uncertainties measured with the
Run 2 data. It is noteworthy to observe the major improvement of Run 3 in the order
of statistical uncertainties, which is 10 to 50 smaller with respect to Run 2, allowing for
higher precision. The spectra obtained with the TPC and TPC+TOF PID techniques are
consistent. For this reason, they are then combined, obtaining a single 3He spectra and a
single ®He spectra. As a result, the (anti)helium-3 yields as a function of pr is measured
in the pr = (2.0 — 5.0) GeV/c range. The combination allows for a further reduction of
systematic uncertainties towards higher precision.

These spectra can be compared with those predicted by the theoretical models and
previous ALICE measurements performed at lower energies. The spectra estimated in this
analysis show a higher granularity with respect to the published spectra. The comparison
with the published /s = 13 TeV data shows compatibility within 20 for pr < 4 GeV/c.
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The spectra are fitted with the Lévy-Tsallis function to determine the integrated yield
in the whole pr range. Compared to the integrated yields at /s = 13.6 TeV, both the
3He and the 3He are compatible within 1 standard deviation. The ratio of the two spec-
tra is compatible (within the uncertainties) with unity. The results are here reported:
dN/dy (*He) = (2.98 £0.28 = 0.75) x 1077, dN/dy (*He) = (2.79 + 0.25 £ 0.54) x 1077,

These results set the foundation for a more detailed study of (anti)helium-3 production
at this energy. The sample used for this analysis corresponds to an integrated luminosity
of 19 pb™!, which represents about 10% of the target luminosity for Run 3 and 4. Addi-
tional L = 56 pb~! have been collected in 2023 and 2024. This means that by extending
this preliminary analysis to the latest data samples, the production of *He (*He) can be
characterised in a multi-differential way with measurements of multiplicity and rapidity
dependence. Prior to this, it will be crucial to repeat the current analysis employing an im-
proved reconstruction and calibration of the ALICE data, to which this work contributed.
In particular, aspects such as an analysis of the effect of the particle hypothesis employed
in tracking and a better characterisation of the contribution from secondary nuclei will
be crucial to improve the precision of the measurement even further. Despite room for
improvement in this preliminary measurement, these results successfully tested the perfor-
mance of the upgraded ALICE apparatus and proved useful in spotting some criticalities
in previous (anti)helium analyses. Next, the results on *He production spectra can be used
to constrain formation models such as statistical hadronisation through the extraction of
3He/p ratio and coalescence models by extracting Bs parameter. In the longer term, this
result and its natural extensions will contribute to clarifying the formation mechanisms of
light antinuclei, with a potential application as input to the modelling for the production
of cosmic antinuclei for indirect dark matter searches.
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Appendix A

Datasets used in the analysis

Data This is the list of the pp collisions at /s =13.6 TeV collected in 2022 that were
used in this analysis. The data have a 500 kHz IR and a pile-up factor g < 0.1. The run
number list follows for each period.

LHC22m apass4:
523142, 523148, 523182, 523186, 523298, 523306, 523308, 523309, 523397, 523399, 523401,
523441, 523541, 523559, 523669, 523671, 523677, 523728, 523731, 523779, 523783, 523786,
523788, 523789, 523792, 523797, 523821

LHC220-test apass4:
527690, 527694, 527731, 527734, 527736

LHC220 apass4:

526463, 526465, 526466, 526467, 526468, 526486, 526505, 526512, 526525, 526526, 526528,
526559, 526596, 526606, 526612, 526639, 526641, 526647, 526649, 526713, 526714, 526715,
526716, 526719, 526720, 526776, 526886, 526938, 526963, 526964, 526966, 526967, 526968,
527015, 527016, 527028, 527031, 527033, 527034, 527038, 527039, 527041, 527057, 527076,
527109, 527237, 527240, 527259, 527260, 527261, 527262, 527349, 527446, 527518, 527523,
527821, 527825, 527826, 527828, 527848, 527850, 527852, 527863, 527864, 527865, 527869,
527871, 527895, 527898, 527899, 527902, 527963, 527976, 527978, 527979, 528021, 528026,
528036, 528094, 528097, 528105, 528107, 528109, 528110, 528231, 528232, 528233, 528263,
528266, 528292, 528294, 528316, 528319, 528328, 528329, 528330, 528332, 528336, 528347,
528359, 528379, 528381, 528386, 528448, 528451, 528461, 528463, 528530, 528531, 528534,
528537, 528543

LHC22p apass4:
528602, 528604, 528617, 528781, 528782, 528783, 528784, 528798, 528801

LHC22q apass4:

528991, 528997, 529003, 529005, 529006, 529009, 529015, 529035, 529037, 529038, 529039,
529043
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LHC22r apass4:
529077, 529078, 529084, 529088, 529115, 529116, 529117, 529128, 529208, 529209, 529210,
529211, 529237, 529242, 529248, 529252, 529270, 529306, 529317, 529320, 529324, 529338,
529341

LHC22t apass4:
529450, 529452, 529454, 529458, 529460, 529461, 529462, 529542, 529552, 529554, 529662,
529663, 529664, 529674, 529675, 529690, 529691

MC The simulated MC dataset used for this analysis.

LHC23f4b2 (JIRA-O2-3876), a General Purpose (GP) MC anchored to apass4 of
13.6 TeV pp data at 500 kHz, without distortions and ITS/MFT ideal alignments. The
number of generated events is 21.5 -106.

LHC23f4b2:

526463, 526465, 526467, 526486, 526505, 526512, 526525, 526526, 526528, 526559, 526596,
526606, 526612, 526639, 526641, 526647, 526649, 526713, 526719, 526776, 526886, 526938,
526964, 526967, 526968, 527016, 527028, 527034, 527038, 527039, 527041, 527057, 527076,
527109, 527237, 527240, 527260, 527446, 527518, 527523, 527821, 527825, 527826, 527828,
527848, 527850, 527852, 527863, 527864, 527865, 527869, 527871, 527895, 527898, 527899,
527902, 527976, 527978, 527979, 528021, 528026, 528036, 528105, 528107, 528109, 528110,
528232, 528233, 528263, 528266, 528292, 528294, 528316, 528319, 528328, 528329, 528332,
528336, 528347, 528359, 528379, 528381, 528386, 528448, 528451, 528461, 528463, 528531,
528534, 528537, 528543

LHC23k4f (JIRA-0O2-4559), a General Purpose (GP) MC anchored to apassd of
13.6 TeV pp data at 500 kHz collected in 2023. The number of generated events is 413.2 -10°.

LHC23k4f:
535069, 535084, 535085, 535087, 535345, 535365, 535475, 535476, 535478, 535479, 535480,
535514, 535517, 535525, 535526, 535545, 535563, 535566, 535613, 535621, 535623, 535624,
535627, 535644, 535645, 535711, 535716, 535721, 535722, 535725, 535941, 535964, 535966,
535983, 535999, 536020, 536025, 536055, 536106, 536108, 536176, 536199, 536235, 536236,
536237, 536238, 536239, 536255, 536257, 536261, 536262, 536338, 536339, 536340, 536343,
536344, 536346, 536370, 536401, 536402, 536403, 536416, 536487, 536488, 536489, 536490,
536545, 536547, 536548, 536606, 536607, 536608, 536609, 536610, 536611, 536612, 536613,
536663, 536683, 536685, 536757, 536762, 536774, 536790, 536822, 536839, 536842, 536843,
536848, 536898, 536899, 536906, 536908, 536957, 536968, 536969, 536971, 537274, 537276,
537307, 537401, 537411, 537425, 537426, 537447, 537448, 537449, 537464, 537465, 537466,
537480, 537504, 537505, 537509, 537511, 537531, 537546, 537547, 537549, 537551, 537553,
537594, 537602, 537605, 537622, 537623, 537632, 537636, 537645, 537658, 537659, 537660,
537661, 537663, 537734, 537736, 537737, 537739, 537740, 537769, 537770, 537812, 537822,
537825, 537826, 537827, 537829, 537836, 537853, 537855, 537861, 537864, 537865, 537867,
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537870, 537893, 537897, 537899, 537900, 537901, 537903, 537912, 537959, 537960, 537963,
537965, 538018, 538923, 538931, 538932, 538933, 538956, 538958, 538960, 538061, 538964,
538066, 538067, 538968, 538970, 539008, 539058, 539071, 539086, 539087, 539088, 539089,
539107, 539108, 539129, 539130, 539132, 539133, 539218, 539219, 539220, 539221, 539222,
539226, 539227, 539267, 539268, 539269, 539270, 539271, 539272, 539273, 539314, 539315,
539316, 539317, 539331, 539332, 539333, 539339, 539443, 539444, 539445, 539466, 539480,
539481, 539482, 539483, 539501, 539517, 539531, 539556, 539557, 539580, 539622, 539623,
539636, 539637, 539638, 539644, 539646, 539647, 539649, 539700, 539873, 539874, 539875,
539876, 539877, 539882, 539883, 539884, 539906, 539908

LHC23j6c (JIRA-02-4200), a MC with injected (hyper)(anti)nuclei anchored to
apass4 of 13.6 TeV pp data. The number of generated events is 19.4 -106.

LHC23j6c:

523182, 523186, 526463, 526465, 526466, 526467, 526468, 526486, 526505, 526525, 526526,
526528, 529077, 529078, 529084, 529088, 529450, 529452, 529454, 529458
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Appendix B

Signal extraction

In this appendix all the fits used to extract the raw yield of the *He and the *He are shown.
The NTP€ and AmA.op distributions projected in bins of pr are presented in this order.
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Figure B.1: 3He signal from TPC-no distribution in pp collisions at /s = 13.6 TeV is
fitted with the global function which is shown in the blue black line. The data points are
marked with black circles. The red line represents the signal and the blue line represents
the background.
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Figure B.2: 3He signal from Am?p distribution in pp collisions at /s = 13.6 TeV. The
data points are marked with black circles. The red line represents the signal and the blue
line represents the background.

121



B — Signal extraction

2 @ 2
g g g
§1°2 pp, 5=136Tev 3 pp, V=136 TeV 3 pp, 5=136Tev
100< p,(Gevic) <125 125 p, (Gevic) < 150) 150< p,(Gevic) <175
i<
10 Signal ft (%) 10
10 :W
ot 1oL
1
E 1= 1t
M L L
6 B8 -6 6 8 6 B8
Noy..(He) Nor.c(He) Nor,(He)
2 2 2
S 5 S
3 P, (5=136Tev 3 PP, &= 136Tev 3 pp. f5=136Tev
175< p, (Gevic) <200 200< p, (Gevic) <225 225< p, (Govic) <250
vi<os W<os 102 vi<os
PP Zsipaine o) 102H f ;
E =™ E =™
10
10F 101 E
1:
1 1= E
E |, i
8 _ -6 -4 o 2 4 6 8 - -4 o 2 4 6 8
Noy,c(He) oo (He) Noy,c(Fe)
2 2 2
g 2 g
3 (E=136Tev 3 E=136Tev 3 (E=136Tev
3 P, (5=136Te 3 o, V6= 136Te 8 1k P, (5=136Te
250< p, (GeVic) <275 107 275< p, (GeVic) < 300 £ 300< p, (GeVic) <325
10 i<os £ bi<os
£ i sonain () % sanain ()
. .
L 10
10 10F
1t 14 1
e L
6 -6 4

M . .
Noy,c(He) N (He) Norpc('He)

Figure B.3: 3He signal from TPC-no distribution in pp collisions at /s = 13.6 TeV is
fitted with the global function which is shown in the blue black line. The data points are

marked with black circles. The red line represents the signal and the blue line represents
the background.
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