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Abstract

The MUonE experiment aims to measure the leading hadronic contribution to the muon
anomaly aHLO

µ , due to vacuum polarization, with precision better than 1%. The pro-
posed method is innovative, based on the measurement of the hadronic contribution to
the running of the electromagnetic coupling α(t) in the space-like region of momentum
transfer. The relevant process is the elastic scattering of 160GeV muons off the atomic
electrons of a low-Z target. The M2 beamline at CERN provides the necessary intensity
to reach the statistical goal in few years of data taking. This thesis presents a study of
the performance of reconstruction and new developments. One of the main objectives has
been the optimization of the tracking algorithm to improve the reconstruction efficiency
and the angular resolution, which are the most important figures in the detector design.
With the optimal configuration, first results are presented from the 2023 Test Run data,
and final considerations are made on the future developments for the experiment.

1



Contents

1 The anomalous magnetic moment of the muon 6
1.1 Historical overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Magnetic moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Renormalization, running constants and QED . . . . . . . . . . . . . . . 9
1.4 Muon g − 2 in the Standard Model . . . . . . . . . . . . . . . . . . . . . 11

1.4.1 QED contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 Electroweek contribution . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.3 Hadronic contribution . . . . . . . . . . . . . . . . . . . . . . . . 12

1.5 Experimental measurement of g-2 . . . . . . . . . . . . . . . . . . . . . . 19
1.6 Theory VS Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 The MUonE experiment 23
2.1 Hadronic contribution: space-like approach . . . . . . . . . . . . . . . . . 23
2.2 Experimental proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Precision requested for the measurement . . . . . . . . . . . . . . 27
2.3 µ− e scattering theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3.1 Elastic differential cross section . . . . . . . . . . . . . . . . . . . 29
2.4 Extraction of ∆αhad(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Experimental apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.5.1 Tracking system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5.2 Electromagnetic calorimeter . . . . . . . . . . . . . . . . . . . . . 40
2.5.3 Muon filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3 Simulation and reconstruction tools 42
3.1 FairMUonE software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2 Event reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1.3 Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 Reconstruction performance . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.1 Reconstruction efficiencies . . . . . . . . . . . . . . . . . . . . . . 47
3.2.2 Angular resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2



3.2.3 Tilted modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4 Test Run 2023 60
4.1 Data recorded and offline event selection . . . . . . . . . . . . . . . . . . 62
4.2 First studies on TB data . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5 Real data and MC comparison 68
5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.1.1 Analysis of the problem . . . . . . . . . . . . . . . . . . . . . . . 77
5.1.2 Comparison of the shapes . . . . . . . . . . . . . . . . . . . . . . 83

5.2 Future steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6 Conclusion and outlooks 89

Appendices 93

A Automatized workflow with Snakemake 94

B First background studies with minimum bias simulation 97

C Comparison of data with minimum bias MC simulation 102

D Angular resolution and track quality with improved reconstruction al-
gorithm 105
Acknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

3



Introduction

MUonE is an experiment being prepared at the CERN M2 muon beam line. Its primary
goal is to measure the leading hadronic contribution to the muon anomaly aHLO

µ , a crucial
component to understand the observed discrepancy between experimental measurements
and theoretical predictions of the muon’s anomalous magnetic moment (g−2

2
). MUonE

aims to measure aHLO
µ using an innovative approach [30]. The experiment will exploit

elastic collisions obtained by a high-intensity 160GeV muon beam onto the atomic elec-
trons of a low-Z material target µ+e− → µ+e−. By precisely measuring the differential
elastic cross section through angular distributions of the scattered particles from these
elastic collisions, the experiment will determine the running of the electromagnetic cou-
pling constant, α(t), which is then used to determine the leading hadronic contribution
to the muon anomaly.

The measurement will be performed using a modular detector composed of an array
of identical tracking stations each one mounting a thin target. The fundamental detec-
tor unit consists of two consecutive tracking stations, allowing the tracking of incoming
muons upstream of the interleaved target element and of the outgoing particles down-
stream of it. Each tracking station is equipped with 2S modules, developed by the CMS
collaboration for the planned upgrade of their outer tracker. These modules operate at
the LHC clock frequency of 40 MHz, providing hit position measurements with a spa-
tial resolution of 25µm. The M2 beam can deliver a muon intensity of up to 2 × 108

muons per spill. Since the muons enter the detector with an unknown phase relative
to the clock cycle, significant effort has been invested in optimizing the data acquisition
system and the reconstruction algorithms—work that is ongoing and requires further
refinement. Additionally, the detector will be equipped with a magnetic spectrometer to
precisely measure the incoming muon momenta, as well as particle identification (PID)
capabilities, provided by an electromagnetic calorimeter and a muon identifier. The de-
tector layout has been optimized and tested in recent years through dedicated test beam
activities.

In this thesis, I present the work I have done to study the performance of the detector.
My main task has been to study and optimize the performance of the tracking algorithm
to improve tracking efficiency and angular resolution, which are the most critical oper-
ational parameters of the detector. With the optimized configuration, a first analysis of
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the 2023 test run data has ben carried out.
The thesis is organized into five chapters. Chapter 1 sets the context by provid-

ing the formalism, discussing the theoretical foundations, and outlining the current un-
derstanding of the discrepancy between theory and experimental measurements of the
muon’s anomalous magnetic moment g−2

2
. Chapter 2 describes the new experimental

method proposed by MUonE to measure the hadronic vacuum polarization and the de-
tector setup. This chapter includes a detailed discussion of the elastic scattering process
and the role of higher-order approximations in describing the collision process. Chap-
ter 3 presents the simulation and analysis framework, describing the main features and
evaluating the physics performance of the FairMUonE reconstruction. In particular,
reconstruction efficiency and angular resolution has been quantified varying different re-
construction parameters, identifying the optimal reconstruction configuration. Chapter
4 introduces the setup of the 2023 test run that has been carried out at the CERN SPS
North Area with the M2 muon beam. The main goals are presented, together with the
first results from data collected. Finally, Chapter 5 presents an initial physics analysis,
detailing the procedure along with the selection criteria applied to both MC and data
to obtain a clean sample of elastic events. The comparison between data and MC was
conducted using both an absolute normalization and a normalization to the number of
events in real data. Final considerations and outlooks are provided, with particular focus
on the next steps needed to enhance the MUonE experimental setup.
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Chapter 1

The anomalous magnetic moment of
the muon

1.1 Historical overview

In 1936 C. D. Anderson and S. Neddermeyer discovered a new particle as a constituent of
cosmic-ray showers through a cloud chamber measurement; those data were commented
by them in 1937 [1] as

the first experimental evidence for the existence of particles of both penetrat-
ing and non-penetrating character [...]. Moreover, the penetrating particles in
this range do not ionize perceptibly more than the non-penetrating ones, and
cannot therefore be assumed to be of protonic mass. [...] The non-penetrating
particles are readily interpreted as free positive and negative electrons. In-
terpretations of the penetrating ones encounter very great difficulties, but at
present appear to be limited to the following hypotheses: (a) that an electron
(+ or -) can possess some property other than its charge and mass which is
capable of accounting for the absence of numerous large radiative losses in
a heavy element; or (b) that there exist particles of unit charge, but with a
mass (which may not have a unique value) larger than that of a normal free
electron and much smaller than that of a proton

The existence of such a particle was confirmed in 1937 by J.C. Street and E.C. Stevenson,
in particular they supported the idea that these were “particles of electronic charge, and
of mass intermediate between those of the proton and electron[...]” [2].
Because of its mass, many physicists at that time believed that this new entity could be
related to the one theoretically predicted by Yukawa in 1935: the mesotron (shortened
as meson), mediator of the strong nuclear force. But, in 1946, an important experiment
by M. Conversi, E. Pancini and O. Piccioni [3] showed that those new entities were
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not affected by the nuclear force, being unreactive in the nuclear sense, thus could not
correspond to the Yukawa’s hypothesis. His predicted particle, nowadays known as π
meson, was finally identified in 1947 [4].

Nevertheless, it was found that in some cases an object that appeared to be a meson
would stop and then emit another particle of somewhat lower mass. Hence the origin
of cosmic ray muons became clear: the majority of π mesons, entering the atmosphere,
decays into muons which are able to reach the Earth’s surface; with this discovery they
managed to differentiate the Yukawa particle from the earlier-discovered muon.
Nowadays, in the framework of the Standard Model, the muon is classified as a lepton.
Those are particles of half-integer spin classified in three generations:

Le =

(
νe
e−

)
L

Lµ =

(
νµ
µ−

)
L

Lτ =

(
ντ
τ−

)
L

(1.1)

together with their respective right-handed antiparticles.
The mass is the key parameter which differentiate those fermions. The electron can
be studied more precisely because of its stability, but nowadays also the muon can be
studied extremely well in experiments and it reveals to be a good leptonic candidate for
the discovery of physics beyond the Standard Model.

1.2 Magnetic moments

A particle of mass m with electric charge e orbiting in a magnetic field B⃗ carries a
magnetic dipole moment

µ⃗L =
( e

2m

)
L⃗ (1.2)

where L⃗ = mr⃗ × v⃗ is the orbital angular momentum. This µ⃗L quantifies the level of
torque τ⃗ that a particle experiences when placed in an external B⃗ field:

τ⃗ = µ⃗× B⃗. (1.3)

After Stern-Gerlach experiment in 1922 [5], the concept of spinning particle was in-
troduced in 1925 by G.E. Uhlenbeck and S.A. Goudsmit [6] as an explanation of the
anomalous Zeeman effect, that was showing a level splitting of atomic spectra in the
presence of a magnetic field [7]. The spin is defined as a quantum angular momentum

S⃗ = ℏ
2
σ⃗, thus an intrinsic magnetic moment can be defined as:

µ⃗ = gs

( e

2m

)
S⃗ = gs

µB

ℏ
S⃗ (1.4)

where µB is the Bohr magneton and gs is the dimensionless gyromagnetic ratio. To
explain observations, gs needed to assume empirically the value of 2.
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In 1928, Dirac presented his famous theory of the electron [8], whose equation in an

external B⃗ field took the form

(i∂µ − eAµ)γ
µψ = mψ. (1.5)

Together with the prediction of the existence of antiparticles, the theory also predicted,
unexpectedly, that the value of gs needed to be equal to 2, consistently with the value
measured in earlier experiments. Acting on Eq. 1.5, the non-relativistic form resulted in
[9]: [

−2im
∂

∂t
− ∇⃗2 − eB⃗ · (L⃗− 2S⃗)

]
ψ = 0, (1.6)

where it is clearly shown that a unit of spin angular momentum interacts with a magnetic
field twice as much as a unit of orbital angular momentum.
Many years of measurements supported this theoretical prediction, even though with
large error bars. It took about 20 years of experimental effort to establish that the elec-
tron magnetic moment differs from 2 by about a tiny fraction. The advent of Quantum
Field Theory (QFT) made it clear that an anomalous contribution to this quantity

ae =
ge − 2

2
(1.7)

was needed when describing the interaction of the electron with an external B⃗ field. In
1947 J. Schwinger [10] stated that from a theoretical point of view “discrepancies can be
accounted for by a small additional electron spin magnetic moment”, that arises from
the lowest-order radiative correction to the Dirac moment.

Figure 1.1: Lowest order
QED contribution to the
electron anomalous mag-
netic moment calculated
by Schwinger.

Due to quantum fluctuations via virtual electron-photon interactions, the leading
order quantum correction (one-loop) for the anomalous magnetic moment (Eq.1.7) was
predicted to be

ae =
α

2π
∼ 0.00116 (1.8)

and the corresponding Feynman diagram is the one shown in Fig. 1.1.
In the same year, this deviation was experimentally confirmed by P. Kusch and H. M.
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Foley [11], resulting to be:

gexpe = 2 · (1.00119± 0.00005), (1.9)

in agreement with Schwinger’s prediction. This confirmation of the perturbative method
is one of the Quantum Electrodynamics (QED) triumphs.

1.3 Renormalization, running constants and QED

In QED calculations can be performed by a perturbation method, based on Feynman
diagrams, at subsequent orders of series expansion in powers of the coupling constant
α. In doing so, one of the main problems is the appearance of divergent quantities.
Infinities come from the integration over variables (as the momenta of virtual particles)
that are not directly measurable and can therefore reach extremely high or low values.
Thus, in evaluating the integral, it should be integrated only up to a cut-off. If the
diagram contribution diverges sending the cutoffs to infinity or to zero, one says that
the diagram has respectively an ultraviolet or an infrared divergence. The procedure
to actually renormalize a theory, trying to get rid of these infinities, involves a set of
advanced mathematical techniques. The basic points are:

1. Regularization: The infinities are removed with the introduction of a cutoff Λ,
representing the finite domain of validity of that given theory. The integral is said
to have been ‘regularized’;

2. Renormalization: Redefine a finite number of parameters to absorb the infinities.
In this process a mass scale µ, called renormalization scale, is introduced.

Figure 1.2: Left: Representation of the vacuum polarization phenomenon causing charge
screening by virtual pairs. Right: Feynman diagram of the vacuum polarization effect.

The infinities of the theory end up in the so-called bare parameters. Let’s consider an
electron. Due to quantum fluctuations, spacetime is full of particle-antiparticle pairs
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(mainly e− − e+) coming from the vacuum polarization effect, represented in Fig. 1.2.
This cloud of particles shields the electron and its measured quantities (e.g. electric
charge, mass) will depend on the energy scale/distance of the process through which we
probe the particle. Bare parameters are the values in the absence of vacuum interactions,
while renormalized ones are the experimentally measured values, that depend on the
energy. The more the probing particle is able to get through the virtual cloud, the more
intense will be the electromagnetic interaction. Thus, the coupling constant α grows
with the momentum transfer q2. This phenomenon is a general feature of quantum field
theories known as running of the coupling constants. It can be described quantitatively
starting from the so-called β function that describes the variation of a renormalized
parameter as a function of the energy scale:

β(g) =

(
dg

dlnµ

)
QED−−−→ β(e) =

e3

12π2
, (1.10)

where g in this case is the renormalized charge and µ the energy scale. In terms of the
coupling constant, Eq.1.10 becomes:(

dα

dlnµ2

)
=
α2

3π
. (1.11)

To get how the coupling α runs with energy, the integration is done considering an
arbitrary scale q0:

∫ α(q2)

α(q20)

1

α2
dα =

∫ q2

q20

1

3π
dlnµ2

α(q2) =
α(q0)

1− α(q0)
3π

ln
(

q2

q20

) . (1.12)

The closer one gets (increasing the energy scale q is equivalent to probing a smaller
distance scale), the greater the observed effect of the virtual processes is, which modifies
the electric charge.
Therefore, the running of the electromagnetic coupling goes like:

α(q2) =
α

1−∆α(q2)
(1.13)

where α = α(q = 0) is the fine structure constant and

∆α = ∆αlep(q
2) + ∆αtop(q

2) + ∆αhad(q
2) (1.14)

, meaning that the vacuum polarization loops in Fig. 1.2-right may be composed by
leptons but also quarks. Vacuum polarization enters at the two loop level (fourth order
in the electric charge) and it is the only source of difference between the g-factors of the
electron and muon, because of their different mass.
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1.4 Muon g − 2 in the Standard Model

The muon anomaly aµ receives contribution from QED, electroweak and strong interac-
tions:

aµ = aQED
µ + aEW

µ + ahadµ , (1.15)

the representative Feynman diagrams are shown in Fig. 1.3.

Figure 1.3: Representative diagrams contributing to aµ . From left to right: leading order
QED (Schwinger term), lowest-order electroweak, lowest-order hadronic contribution.

The QED and electroweak contributions can be calculated with extreme precision
by perturbative calculation, and the QED gives the largest contribution to the anomaly.
The hadronic one, instead, cannot be obtained through perturbation theory, and its
calculation must rely on data-driven method (based on experimental data) or Lattice
QCD (LQCD). It is really demanding to measure this contribution and it presents the
biggest uncertainty. The muon anomaly provides a particularly sensitive probe for new
physics, more than the electron as the sensitivity goes with m2

l (m2
µ/m

2
e ∼ 43000).

The current Standard Model prediction for the muon anomaly, as reported in the White
Paper (WP) by the Muon g − 2 Theory Initiative in 2020 [12] is:

aSMµ = 116591810(43)× 10−11. (1.16)

The Theory Initiative is planning to write an updated estimate, given some new results
on the measurement needed for the data-driven method and the new LQCD results,
before the release of the Fermilab g− 2 experiment’s final measurement result, expected
in 2025.

1.4.1 QED contribution

The QED contribution can be divided in three main contributions:

aQED
µ = A1 + A2(mµ/me) + A2(mµ/mτ ) + A3(mµ/me,mµ/mτ ) (1.17)

taking into account the masses of the three leptons that give contribution in the internal
loops. Each coefficient Aj can be expanded in perturbation theory as a series in α/π:

Aj =
N∑
i=j

A
(2i)
j

(α
π

)i
. (1.18)
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Given the smallness of the QED coupling constant, it allows to calculate each Aj by
using perturbation theory for QED. The A1 term is universal for all leptons and its
lowest order contribution represents the one loop calculation given in 1947 by Schwinger
and shown in Fig. 1.1.
Summing the terms in the perturbative QED expansion up to fifth order in α and using
the measurement of α from Cs atoms oscillations [13], the value of muon’s aQED

µ reported
in [12] is:

aQED
µ = 11658471.8931(104)× 10−10. (1.19)

1.4.2 Electroweek contribution

Electroweak interaction effects are mediated by the exchange of heavy weak gauge bosons
W± and Z or the Higgs, as represented in Fig. 1.4.

Figure 1.4: The leading electroweak contributions to aµ.

The EW contributions are strongly suppressed with respect to the pure QED ones,
due to the heavy boson masses, as (mµ/mW )2. Two loop contribution is not negligible
and also includes non-perturbative hadronic corrections, which appear from diagrams
including light quark loops.
The resulting value of the electroweak contribution aEW

µ reported in [12] is:

aEW
µ = 153.6(1.0)× 10−11. (1.20)

1.4.3 Hadronic contribution

Figure 1.5: The
leading hadronic
contribution to aµ.

The hadronic contribution is the one with the larger uncertainty in the estimate
of aSMµ . This is mainly due to the fact that its evaluation cannot be done through
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perturbative methods. Given the non-perturbative nature of QCD at low energy, different
methods need to be used. At the moment, the two competitive approaches are:

1. Data-driven based on dispersion relations together with the optical theorem. This
makes use of the measured hadron production cross section from e+e− annihilation;

2. Lattice QCD consisting in a non-perturbative approach to compute hadronic
observables of QCD theory of quarks and gluons from first principles.

The leading hadronic contribution comes from vacuum polarization (VP) diagrams as in
Fig. 1.5, where a hadronic blob is inserted in the internal photon line. This diagram is
also responsible for the biggest uncertainty, related to the LO term aHLO

µ . It is the most
sizable hadronic effect and cause the biggest source of uncertainty, in particular the LO
term aHLO

µ . The higher order term aHNLO
µ is suppressed by a power of α with respect to

the LO term and its error does not play a critical role.
The second class of relevant hadronic terms is the so-called light-by-light (LbL), whose
diagram is obtained by a four-point function as in Fig. 1.6) This is a more involved
and problematic calculation. It obtains a similar contribution to the muon anomaly as

Figure 1.6: Diagram of the
hadronic light-by-light interaction
process.

the NLO vacuum polarization term, however the LbL contribution has a sizable larger
uncertainty, which is about half the uncertainty of the leading VP term.

Data-driven method: dispersive approach with time-like e+e− process Dis-
persion relations, together with the optical theorem and experimental data of the cross
section of e+e− annihilation into hadrons, have been the traditional method to evaluate
aHLO
µ .

Because of the analiticity of the vacuum polarization function, the following dispersion
relation holds:

Πhad
γ (q2)

q2
=

∫ ∞

0

ds

s

1

π
ImΠhad

γ (s)
1

q2 − s
, (1.21)

representing the hadronic VP contribution.
Optical theorem enables to relate the imaginary part of the vacuum polarization

amplitude to the total cross section of the time-like process e+e− → had (Fig. 1.7):

ImΠhad
γ (s) =

s

4πα
σ0
had(e

+e− → had) =
α

3
Rhad(s), (1.22)
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Figure 1.7: Illustrative representation of the
optical theorem.

where the R-ratio

Rhad(s) =
σ0
had

4πα2/(3s)
(1.23)

relies on the cross section measured. The dispersion relation in Eq.1.21 needs the bare
cross section for e+e− annihilation, that is different from the measured one σhad. There-
fore, the bare parameter can be renormalized as a function of the measurable one such
that:

σ0
had = σhad

α2

α(s)2
. (1.24)

Given that, the resulting R-ratio is:

Rhad(s) =
σhad

4πα(s)2/(3s)
. (1.25)

Exploiting the dispersion relation in Eq.1.21, the lowest order hadronic contribution to
the anomaly can be computed through:

aHLO
µ =

α

π

∫ ∞

0

ds

s

1

π
ImΠhad(s)K(s), (1.26)

where K(s) is the kernel function defined as:

K(s) =

∫ 1

0

dx
x2(1− x)

x2 + (1− x)s/m2
µ

. (1.27)

The integral can be divided in two contributions: one for the low-energy region, below a
certain Ecut value, and the other for the high energy tail:

aHLO
µ =

(αmµ

3π

)2(∫ E2
cut

0

ds
Rdata

had (s)K̂(s)

s2
+

∫ ∞

E2
cut

ds
RpQCD

had (s)K̂(s)

s2

)
. (1.28)

The latter can be evaluated with perturbative QCD and gives negligible contribution to
the final uncertainty. K̂(s) is the rescaled kernel function:

K̂(s) =
3s

m2
µ

K(s). (1.29)
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Figure 1.8: Experimental data (in blue) of R(s). The green curve represents a naive
quark-parton model prediction, while the red one follows the 3-loop pQCD calculation
[14].

Figure 1.9: a) Principle of the radiative return; b) Direct scan mode [16].

Because of the 1/s2 term in Eq.1.28, the low energy region gives the major contribution
to the integral. In Fig. 1.8 the R(s) behavior as a function of

√
s shows the large

fluctuations present at low energies, given by resonances production. Therefore this
constitutes the main difficulty of the method. In that plots, the dominant low energy part
is given by the channel e+e− → π+π−, forming the ρ resonance around (∼ 0.77GeV).
This represent the 73% of the HVP contribution to aµ and the 70% on the squared
uncertainty. Increasing the energy, more channels open up.
There are two main methods for the cross section measurement:

1. Direct scan mode (Fig. 1.9.b): the beam energy is adjusted to provide measure-
ments at different center-of-mass (CM) energies, doing a scan at discrete energy
points to cover the full accessible range. The high energy resolution of these ma-
chines allows precision studies especially for narrow peak resonances (ω ϕ). BESIII
and KEDR are doing scans from 2GeV to 5GeV and VEP-2000 is doing scan below
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2GeV. There CMD-3 and SND detectors are installed at the interaction region of
the target [15];

2. Radiative return method (Fig. 1.9.a): the collider is operating at fixed CM
energy. Here the high statistics allow for an effective scan over different masses of
the hadronic system through the emission of initial state photons, whose spectrum
can be calculated and, in some cases, measured directly. This emission reduces the
invariant mass from s to s′ = s(1−k) where k is the energy fraction carried by the
photon. Therefore, σhad(s

′) can be measured at all
√
s′, lower than the fixed

√
s.

This allows to cover a wide range of
√
s′ values providing a continuous cross section

measurement. This method is particularly interesting for meson machines like ϕ
and B- factories with high luminosities. Important results have been achieved by
KLOE (at the DAϕNE collider in Frascati) and BaBar (at the PEPII collider at
SLAC) by measuring the π+π− cross section which is the dominating channel for
σhad.

It is important to remark that there are some discrepancies between results from different
experiments and this strongly affects the precision of the combined cross sections used
for the evaluation of the dispersion integrals. The most precise measurement of the
π+π− cross sections for BABAR [18], KLOE [17] and, recently, CMD-3 [19] experiments
do not agree within the given uncertainties, as shown in Fig. 1.10. The yellow band
corresponds to the average of all experiments before CMD-3 (the most recent one), where
the gray band includes additional uncertainties taking into account the KLOE-BABAR
inconsistency.
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Figure 1.10: The π+π− contribution to the
aµ for the low-energy range ( 0.6 <

√
s <

0.88GeV) from different experiments [19].

The discrepancy between BABAR and KLOE was deeply discussed in the Muon g-2
Theory Initiative [12]. However, no understanding of the difference could be achieved
and consequently no solution to the problem emerged yet. The recommended estimate
given in [12] was:

aHLO
µ = (693.1± 4.0)× 10−10, (1.30)
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where the final error is evaluated taking into account the tension between different ex-
perimental results (excluding the recent CMD-3 result, which was not yet available). In
addition to the LO results, also the higher-order vacuum polarization contributions have
been evaluated, as not negligible. The final VP term estimates in [12] resulted in:

aHV P
µ =aHLO

µ + aHNLO
µ + aHNNLO

µ =

=[(693.1± 4.)− (9.83± 0.07) + (1.24± 0.01)]× 10−10 =

=(684.5± 4.0)× 10−10.

(1.31)

It’s important to remark once again that the WP [12] was published in 2020, while the
new important CMD-3 result in [19] was achieved in 2023. Thus, a new evaluation for
the theoretical estimate of aHV P

µ needs to be done taking into account this new result.
In addition, further studies on the old evaluations based on KLOE and BABAR data
have to be kept on in order to understand the reason of this discrepancy. Some hypothe-
ses have been made in [23], where this tension has been reviewed. It seems that these
differences may be related to the treatment of radiative corrections and in particular the
strong reliance of certain experiments on the results of Monte Carlo generators.

Summing up all the SM contributions, the final theoretical value reported in [12] is:

aµ = 116591890(43)× 10−11. (1.32)

Lattice QCD approach In 2021, the first competitive result from LQCD was pub-
lished by the BMW collaboration [20]. Before that, the only estimate that allowed a
reasonable comparison with the experimental measurement, that had a precision at the
level of ppm, was coming from the data-driven dispersive method discussed above.
LQCD evaluations of aHV P

µ are based on the computation of the electromagnetic current-
current correlator

Cµν(t) =< Jµ(c)Jµ(0) > (1.33)

where

Jµ(x) =
2

3
(ūγµu)(x)−

1

3
(d̄γµd)(x)−

1

3
(s̄γµs)(x) + ... (1.34)

The vacuum polarization tensor is defined as Eq.1.33’s Fourier transformed:

Πµν(Q) =

∫
dx4eiQ·xCµν(x). (1.35)

Traditionally the leading hadronic contribution to the muon anomalous magnetic mo-
ment is expressed as:

aHLO
µ =

(α
π

)2 ∫ ∞

0

dQ2f(Q2)Π̂(Q2) (1.36)
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where Π̂(Q2) = 4π2[Π(Q2)− Π(0)] and f(Q2) is a known function [12].
Lattice calculations are performed by replacing integrals over the full phase space with
sums over finite lattice volumes. Extrapolation to continuum, namely to lattice spacing
a → 0, and to infinite volumes are therefore required to obtain the desired quantities.
Reducing the uncertainty in the calculation to below half a percent is a major challenge.
In particular, a number of contributions to this uncertainty must be controlled. They
are: (a) statistical uncertainties; (b) those associated with the finite spatial size L and
time T of the lattice; (c) with the extrapolation to the continuum limit; (d) with fixing
the five parameters of four-flavour QCD; (e) with QED and strong-isospin breaking cor-
rections.
In order to better compare results from different LQCD calculations and improve the
accuracy of the HVP term by substituting the dispersive results, based on R-ratio mea-
surements, by lattice inputs in a time-region where the lattice data turn out to be more
precise, the integral in Eq.1.36 can be divided into three parts [21]:

aHLO
µ = aSDµ + aWµ + aLDµ . (1.37)

These three terms corresponds respectively to short-distance (corresponding to short
Euclidean time), intermediate and long-distance window. LQCD has the best precision
in the intermediate window, while the R-ratio data are more precise in the short- and
long-distance windows [21]. Comparison between the two methods can be done more
stringerly in the intermediate window. This corresponds to distance 0.4− 1.0 fm in the
time-like approach.
From 2021, different LQCD collaborations confirmed the result presented by the BMW

Figure 1.11: Comparison
of the LO contribution to
the muon anomaly from
vacuum polarization in the
intermediate-distance re-
gion (0.4 − 1.0 fm) In the
data-driven case, results are
taken from [23] that uses the
measurements of the two-
pion spectrum obtained in
individual electron-positron
annihilation experiments.
The LQCD results come
from different collaborations,
“this work” refers to the new
BMW result in [22].
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collaboration, which has recently updated its value with a new more precise estimate
[22]:

aHLO
µ = 11659201.9(3.8)× 10−10. (1.38)

In Fig. 1.11 a comparison of results for the full intermediate window contribution
from different lattice determinations and data-driven results is shown. While the LQCD
estimates seem to perfectly agree within each other, those results display significant
tensions with the data-driven result. The disagreement between the two methods is
enhanced in the low energy range. In [24] the hypothesis that the tensions can be ex-
plained by modifying the R-ratio in different intervals of centre-of-mass energy is tested.
Their study also suggests that the measurement by KLOE experiment is impacted by the
higher-order radiative effects, at a level larger than the systematic uncertainty assigned
to this effect[23]. But the situation is not clear yet, further studies need to be done.

1.5 Experimental measurement of g-2

Different experiments in the last sixty years have been devoted to in the measure-
ment of aµ: from CERN g-2 experiment (1958-1962) reaching a 0.4% precision [25],
to Brookhaven’s E821 experiment (1990-2004) achieving 0.5 ppm [26], until the g-2 ex-
periment at Fermilab that in August 2023 released the new result from Run-2 and Run-3
data, allowing to reach a precision of 0.20 ppm, combined with Run-1 data [27].

The new world average after this measurement is

aexpµ = 11659205.9(2.2)× 10−10 → 0.19 ppm. (1.39)

Figure 1.12: Left: picture of storage ring of the g-2 experiment at Fermilab. Right:
working principle of polarized muons running inside the storage ring.
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The working principle of these g-2 experiments is based on the measurement of the
magnetic anomaly of muons in a magnetic storage ring, with a uniform vertical magnetic
field B⃗ and weakly focusing electric field E⃗ (Fig. 1.12). The observable is the muon’s
anomalous precession frequency ω⃗a = ω⃗s − ω⃗c, where

ω⃗s = g
eB⃗

2mµ

+ (1− γ)
eB⃗

γmµ

, ω⃗c =
eB⃗

γmµ

(1.40)

represents respectively the muon spin precession, given by the interaction between the
muon intrinsic magnetic moment and the magnetic field, and the cyclotron frequency. If
gµ ̸= 2, then ω⃗s ̸= ω⃗c. Thus ω⃗a ̸= 0 and it can be expressed for relativistic muons as:

ω⃗a = aµ
e

mµ

B⃗ +
e

mµ

[(
aµ −

1

γ2 − 1

)
β⃗ × E⃗

c
+ aµ

(
γ

γ + 1

)
(β⃗ · B⃗)β⃗

]
. (1.41)

Choosing the momentum to be 3.094GeV/c, the so-called magic momentum, the Eq.1.41
takes the form:

ω⃗a = aµ
e

m
B⃗, (1.42)

while the third term is negligible because B⃗ is perpendicular to the muon’s orbit. There-
fore, aµ can be determined by a precise measurement of ω⃗a and B⃗. The aim of the g-2
experiment at Fermilab is to reach 0.14 ppm precision with the full dataset, aiming to
another factor 2 improvement in statistical precision with respect to the last result.
An alternative and innovative approach with respect to all previous experiments has
been proposed at J-PARC in Japan. The muon g-2/EDM experiment aims at reaching a
precision comparable to the Fermilab experiment with completely different systematics.
It will feature an ultra-cold muon beam, with a factor of 10 lower momentum, injected
into a compact storage ring, 20 times smaller in diameter and with a highly uniform
magnetic field with respect to the previous g-2 experiment [28].
It is important to perform an experiment with different systematic effects with respect
to all previous ones, as this will enable an independent confirmation of the actual exper-
imental measurement aexpµ .

1.6 Theory VS Experiment

In previous sections, the general landscape on muon anomaly has been described both on
the theoretical and experimental side. The current theory estimates of the muon anomaly
are reported in Eq.1.32, Eq.1.38, respectively from the Theory Initiative and the BMW
collaboration based on the Lattice QCD. The current best experimental measurement is
given by 1.39 from the last Fermilab g-2 result. Fig. 1.13 shows a comparison of all the
different estimates of aµ with the methods discussed. The discrepancy between theory
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Figure 1.13: Comparison of SM predictions of the aµ with its measured value [22]. The
panel above the dashed line shows a comparison of the world-average measurement (green
band), with the SM prediction obtained in [22] - including the new BMW result- (red
band). The panel below the line shows the predictions for aµ obtained in the data-
driven approach using the most precise measurements of the two-pion spectrum in e+e−

annihilation. These correspond to BaBar, KLOE and CMD-3. The blue band shows the
muon g-2 Theory Initiative combination of the data-driven results [12], obtained prior
to the publication of the CMD-3.

and experiment ∆aµ = athµ −aexpµ varies depending on the method used for the theoretical
calculation:

• ∆aµ = 5.2σ between the 2020 Theory Initiative result (mainly based on dispersive
method) and the current experimental average;

• ∆aµ = 0.9σ between the new BMW result from LQCD and the current experimen-
tal average;

• ∆aµ = 4.0σ between the new BMW result from LQCD and the 2020 Theory
Initiative result.

It is clear that the landscape is puzzling. There are important discrepancies within the
dispersive method and the old Theory Initiative estimate seems not to agree with the
LQCD results. Moreover, the latter seems to reduce the difference with the experimental
value, bringing it to below 1 σ.
The situation is intriguing. A new independent and alternative data-driven method for
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the evaluation of the theoretical value of aµ may be essential to shade some light on this
topic. In this respect the MUonE experiment is presented.
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Chapter 2

The MUonE experiment

It has been shown that the largest contribution to the theoretical uncertainty of aµ comes
from the hadronic vacuum polarization term at LO aHLO

µ . The different approaches used
until now to calculate this contribution are not enough to draw a solid conclusions on the
existing discrepancy between the theoretical evaluations and the experimental measure-
ment. The MUonE collaboration is proposing an alternative method to shade some light
on this intriguing puzzle [29, 30, 31, 32]. The innovative proposal consists in evaluating
the hadronic vacuum polarization term through an high precision measurement of the
effective electromagnetic coupling αQED, in the space-like region of momenta where the
vacuum polarization contribution is a smooth function.

2.1 Hadronic contribution: space-like approach

In the time-like approach, aHLO
µ can be written as Eq.1.26, where ImΠhad is proportional

to σhad(e
+e−). By some mathematical manipulations [29, 33], the time-like equation can

be transformed in a space-like integral:

aHLO
µ =

α

π

∫ 1

0

dx(x− 1)Π̄had[t(x)], (2.1)

where

Π̄had[t] = Πhad(t)− Πhad(0) , t(x) =
x2m2

µ

1− x
< 0, (2.2)

t(x) is the space-like four-momentum transfer.
It is possible to express the shift of the coupling constant ∆α(q2) in Eq.1.13 such that:

∆α(q2) = −Re(Π̄(q2)) = −Re(Π̄lep(q
2))− Re(Π̄had(q

2)). (2.3)

In the space-like region of momenta, q2 < 0, resulting in having Im(Π̄(q2)) = 0. There-
fore:

Π̄had(q
2) = Re(Π̄had(q

2)) = −∆αhad(q
2) (2.4)
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and Eq.2.1 becomes [33]:

aHLO
µ =

α

π

∫ 1

0

dx(1− x)∆αhad[t(x)], (2.5)

where (1−x) is the LO kernel. This allows to calculate the leading hadronic contribution
to the muon anomaly through a direct measurement of ∆αhad(t). The hadronic shift
cannot be calculated in perturbation theory as it involves QCD contributions at low
energy scales. However, at LO its expression can be can be determined starting from the
effective coupling

α(t) =
α

1−∆α(t)
=

α

1−∆αlep(t)−∆αhad(t)
(2.6)

giving as a result

∆αhad(t) = 1−∆αlep(t)−
α

α(t)
(2.7)

The leptonic contribution can be calculated in perturbation theory, thus it is possible to
subtract it in order to get the hadronic one. This is not true anymore at higher order
calculations, resulting in a more complex expression which needs the implementation of
Monte Carlo simulations.

Figure 2.1: Leptonic and hadronic contribution to the running of αQED on the left as a
function of x and the integrand (1− x)∆αhad[t(x)] as a function of x and t on the right
[30].

The change from annihilation (s-channel) to scattering (t-channel) process simplifies
the evaluation of the anomaly [30]. While the time-like integration of Eq.1.28 is affected
by fluctuations of Rdata

had (s), the hadronic contribution to the effective coupling is a smooth
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function of the variable x, free of any resonance poles as shown in the left plot of Fig.(2.1),
and this simplifies the evaluation of the integral. The range of the integration variable x
from 0 to 1 corresponds to momentum transfer t going respectively from 0 to −∞. The
integrand in Eq.2.5 is shown as a function of the variable x in the right plot of Fig. 2.1.
It peaks at xpeak ≈ 0.914, corresponding to a momentum transfer tpeak ≈ −0.108GeV2,
where ∆αhad(tpeak) ≈ 7.86 × 10−4. An important advantage of the MUonE (space-like)
approach is that all the experimental input necessary to estimate the muon anomaly
can be obtained by a single scattering experiment. Thus, the space-like approach is not
affected by the systematic uncertainties due to handling data from different experiments,
which is one of the main limitation of the time-like approach.
This new method, involving the dispersive integral in the space-like region, is at the base
of the MUonE project and is described in the next section.

2.2 Experimental proposal

The MUonE experiment proposal aims to achieve a very precise and independent mea-
surement of aHLO

µ through a novel approach based on the evaluation of the dispersive
integral in the space-like region of momenta, Eq.2.5 [29, 30]. This can be obtained from
the direct measurement of the running QED coupling in the space-like region, from the
shape of the differential cross section for the µe elastic scattering cross section, with a
unprecedented precision. Until now very few such measurements have been made, the
most precise one was obtained by the OPAL experiment [34], from small-angle Bhabha
scattering at LEP, which reached the first direct evidence for the hadronic contribution.
But there there would be some intrinsic limitations related choosing the Bhabha process
for the application of the proposed method, as the mixing of s and t channels which com-
plicates the extraction of ∆αhad(t) from data, limiting the accuracy on aHLO

µ . MUonE
proposes to exploit the t-channel µ−e elastic scattering cross section at low energy, over-
coming some difficulties concerning Bhabha scattering physics. For this measurement,
the 160GeV M2 muon beam at CERN North Area will be used. The reasons why it is
an extremely appealing proposal are listed in the following points [30]:

1. Differently from Bhabha scattering, it is a pure t-channel process, where the de-
pendence on t of the differential cross section is proportional to |α(t)/α|2:

dσ

dt
=
dσ0

dt

∣∣∣∣α(t)α
∣∣∣∣2 , (2.8)

enabling an easier extraction of the running α(t);

2. The highly energetic muons from CERN M2 beam allow to access the region of the
peak of the integrand function (Eq.2.5) shown in Fig.(2.1);
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Figure 2.2: Correlation plot of the scattering angles of muons and electrons from elastic
scattering events given a 150GeV muon beam.

3. The boosted kinematics of the collision guarantees the containment of all the events
in a single homogeneous detector, as the angular deflection stays within a 50mrad
cone;

4. The kinematics of the elastic scattering is well known and determined by angular
observables. This permits to identify the signal region through the correlation of
muon and electron scattering angles, shown in Fig.(2.2). It is evident from that
picture that for θe < 5mrad there is an ambiguity region where θe ∼ θµ and which
needs to be treated carefully in order to have the right µ/e identification.

Figure 2.3: Schematic view of the MUonE apparatus.

The proposed experimental apparatus [31] to measure the elastic scattering process con-
sists of a sequence of 40 identical tracking stations, followed by an electromagnetic
calorimeter and a muon filter, as drawn in Fig. 2.3. Each station is composed by
one target of low-Z material (beryllium or graphite) and six modules with silicon strip
sensors, for a total level arm of ∼ 1m and transverse dimensions of ∼ 10× 10 cm2. The
main role of the ECAL and muon filter is particle identification. The first may also help
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in rejecting background events, while the second can control the contamination of pions
in the M2 muon beam at CERN. Beam muons are almost unaffected by the upstream
detector material, except for a small energy loss, so every station behaves as an indepen-
dent detector. The events occurring at a given station have the incoming muon direction
measured by the preceding station. The average beam intensity for energies at 160GeV
is of ∼ 1 − 2 × 107 muons/s. Assuming 3 years of data taking and a running time of
∆t0 ∼ 4× 107 s/year, the integrated luminosity is of ∼ 1.5× 107 nb−1. This permits the
collection of the statistics required to achieve the aimed accuracy for MUonE.

2.2.1 Precision requested for the measurement

In order to have this new space-like determination of aHLO
µ competitive with the present

time-like and LQCD approaches, the challenge of the experiment is to achieve a statistical
and systematic uncertainty in the measurement of the µe differential cross section at the
level of 10ppm. A competitive determination requires a precision of the order of 10−2

in measuring the hadronic running, which has an effect at the 10−3 level. This, in turn,
translates to a precision of 10−5 in the shape of the differential cross section.
The aimed accuracy requires an excellent control of many effects:

1. on the theoretical side, the effect of radiative corrections to the µe cross section,
which requires NLO and NNLO calculations. In order to extract with high precision
∆αhad(t), a Monte Carlo code accurate to the NNLO level must be available;

2. on the experimental side, there are several aspects which need to be taken into
account:

(a) detector resolution which is a fundamental parameter for elastic selection,
but also for signal/background discrimination. The main background is pair-
production on nuclei going into electron and positron pairs µ+N → µ+e++e−;

(b) the control of multiple Coulomb scattering effects which break the muon-
electron angular correlation of Fig(2.2) and their planarity;

(c) uniformity of sensors efficiency;

(d) tracker alignment and the knowledge of the longitudinal distances of the track-
ing stations;

(e) the knowledge of the mean energy of the beam, which affects the elastic an-
gular correlation curve.

All these aspects will be discussed in the following sections of this chapter.
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2.3 µ− e scattering theory

Elastic µ− e scattering process in Fig.(2.4) is represented by

µ±(p1)e
−(p2) → µ±(p3)e

−(p4) (2.9)

where p1, p2 and p3, p4 are the 4-momenta respectively of the initial and final state
particles. In a fixed target experiment, the electron is initially at rest, thus in the

Figure 2.4: Feynman dia-
gram for µ− e elastic scatter-
ing process.

laboratory system (LAB) Mandelstam variables s and t are defined as

s = (p1 + p2)
2 = (p3 + p4)

2 = m2
µ +m2

e + 2meEµ,

t = (p2 − p4)
2 = (p1 − p3)

3 = 2m2
e − 2meEe,

s+ t+ u = 2m2
µ + 2m2

e.

(2.10)

For any given value of the incoming muon momentum, there exists a maximum four-
momentum transfer q2max = −tmin:

tmin = −λ(s,m
2
µ,m

2
e)

s
(2.11)

where λ(a, b, c) is the Källen function defined as

λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc. (2.12)

Given the M2 CERN muon beam, at a reference value Eµ = 150GeV it is found

tmin = −(380MeV)2. (2.13)

The parameters for the Lorentz transformation between LAB and center-of-mass (CM)
frame are

γ =
Eµ +me√

s
,

β =
pµ

Eµ +me

;
(2.14)
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The CM energy corresponding to the muon beam energy is
√
s ∼ 0.405541GeV and the

Lorentz γ factor γ ∼ 370.
The elasticity condition which relates the scattering angles θe and θµ in the LAB frame
results to be

θµ(θe) = arcsin

{
sin θe

√
E2

e (θe)−m2
e

[Eµ +me − Ee(θe)]2 −m2
µ

}
, (2.15)

where Ee(θe) is the final energy of the electron, given the reconstructed θe

Ee(θe) = me
1 + β2 cos2 θe
1− β2 cos2 θe

, cos θe =
1

β

√
Ee −me

Ee +me

. (2.16)

The elasticity curve in Fig.(2.2) is Eq.2.15 in the θe− θµ plane and it is the fundamental
constraint for MUonE to allow the discrimination of elastic scattering events from back-
ground processes.
Given that the incident muon has higher mass than the struck electron, the elastic scat-
tering kinematics gives a maximum scattering angle for the muon:

sinθmax
µ =

mµ

me

→ θmax
µ = 4.8mrad, (2.17)

while the recoiling electron can be emitted at larger angles according to its energy, i.e.
0 ≤ θe ≤∼ 32mrad for electron energies E ′

e > 1GeV. Therefore, when both scattering
angles are lower than ∼ 5mrad there is an ambiguity between muon and electron which
must be resolved with µ/e discrimination.

2.3.1 Elastic differential cross section

The LO QED prediction for the elastic differential cross section is:

dσ0
dt

=
4πα2

t2λ(s,m2
µ,m

2
e)

[
(s−m2

µ −m2
e)

2 + st+
t2

2

]
(2.18)

where α is the fine-structure constant and λ(a, b, c) is defined in Eq.2.12.
This expression is valid both for positive and negative muons. But the LO level

is not enough for the aimed 10 ppm precision, NLO and NNLO corrections need to be
considered. The needed theoretical calculation has to include higher orders:

σ(µ+ + e− → µ+ + e−) ≃ LO(QED) + LO(EW )+

+NLO(QED) +NLO(HAD) +NLO(EW )+

+NNLO(QED) +NNLO(HAD) +NNLO(EW )

(2.19)

29



Figure 2.5: LO contributions from QED, HVP and the Z-boson exchange [35].

At LO in QED there is just the single diagram with a t-channel photon exchange
as shown in Fig. 2.5(a) and it refers to the Born cross section in Eq.2.18. Electroweak
contributions due to the exchange of Z boson (Fig. 2.5(b)) are strongly suppressed be-
cause of the large massMz, however the γ−Z interference can not be neglected, as their
suppression is of the order of 10−5.
Higher order calculations are available in the form of MC codes for numerical integra-
tions or fully exclusive event generators [35]. In this thesis work the MESMER Monte
Carlo generator [36, 37, 38] has been used.
The full NLO QED and one-loop EW corrections have been computed exactly and im-
plemented in the fully exclusive MC generator MESMER [36].
NLO(HAD) is the term given by the hadronic vacuum polarization insertion in the

Figure 2.6: The relative importance of the
HVP term at NLO in µ − e scattering as a
function of θe [35].

photon propagator that we intend to extract. The impact of the hadronic contribution
at NLO is shown in Fig. 2.6 as a function of θe. The plotted NLO K factor is defined as
[35]

KNLO
h =

dσNLO

dθe
/
dσ0

dθe
. (2.20)
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It can be observed that the hadronic contribution is larger at small θe, whereas for
θe > 20mrad it is strongly suppressed.
The NLO cross section can be written as the sum of the 2 → 2 process, including LO
and one-loop virtual corrections, and the 2 → 3 real photon emission:

dσNLO = dσµe→µe + dσµe→µeγ. (2.21)

The dependence of the observable signal for the hadronic running of α from NLO radia-
tive corrections has been studied in [36] by considering the following ratios:

Ri =
dσi(∆αhad(t) ̸= 0)

dσi(∆αhad(t) = 0)
, with i = LO,NLO. (2.22)

They represents the ratio of a given cross section including the contribution of ∆αhad(t) to
the running of α and the same cross section with the contribution switched off. Therefore
they display the sensitivity of a given observable (e.g. scattering angles) to the signal of
interest.

Figure 2.7: Ratios Ri are shown for the process µ+e → µ+e (top) and µ−e → µ−e
(bottom) as a function of the electron (left) and muon (right) scattering angle [35].

Fig. 2.7 shows the ratio as a function of the observables θµ, θe at the LO and NLO.
Focusing on Ri(θe), the elastic signal at low θe, visible in the blue peak, is washed out
by photon radiation effects at NLO, visible in the almost flat red line of crosses. In
the study it has been highlighted that the sensitivity to the hadronic correction can be
recovered by the application of an elastic selection (e.g. requiring the planarity between
scattered leptons: acoplanarity cut |π − (ϕe − ϕµ)| < 3.5mrad), as shown from the 2D
plot in Fig. 2.8. This selection removes radiative events. The improvement is clear from
the blue points which mostly overlap the elastic curve both in Fig. 2.7 and 2.8. This
is particularly important for the electron, which is more affected by photon radiation,
while the distribution as a function of the muon angle is robust against those effects, as
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Figure 2.8: The correlation
between the electron and
muon scattering angle. The
curve in blue represents the
LO elastic curve and the dots
are the NLO events, given
two different selection crite-
ria: setup 1 θe < 100mrad
and Ee > 0.2GeV (red);
setup 3 the same as setup 1
with the addition of acopla-
narity cut (blue). [36].

less affected by real photon emission.
The NNLO QED contributions have been evaluated and implemented in the MC gener-
ator MESMER [36, 37] and in the MC integrator McMULE [39]. The complete set of
leptonic corrections to µ − e scattering consists of three parts, with contributions from
virtual and real leptonic corrections:

dσNNLO = dσvirt + dσγ + dσreal. (2.23)

They include:

• dσvirt virtual two-loop contribution, both factorisable and non-factorisable;

• dσγ interplay between real photon radiation and leptonic loop insertion;

• dσreal tree-level amplitudes for the processes µ±e− → µ±e−l+l−, with l = e, µ.
This process may contribute to the background in case two final-state tracks are
lost and the event is reconstructed as a two-track event.

As it was happening at NLO, the corrections to dσ/dθe from NNLO QED can be miti-
gated by the introduction of an elastic selection including cuts on the acoplanarity and
the distance of the two-track event from the elastic curve, as can be seen in Fig. 2.9.
The process shown there is production of pairs from scattering on atomic electrons.
At the NNLO level, the hadronic contribution exhibits a complex evaluation, due to the
presence of non factorizable hadronic loops. This latter contribution is of the order of
10−4−10−5 playing thus an important role in the MUonE data analysis. It was computed
in [41, 42].

The main source of background is identified in the direct production of electron-
positron pairs in the field of target nuclei. This may mimic an elastic process if one
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Figure 2.9: A series of cuts is applied, including cuts on the particle angles, the acopla-
narity and the distance of the two-track event from the elastic curve [37].

of the outgoing leptons are emitted outside the detector acceptance. The contribution
of this background is estimated to be of the order of 10−4. A MC generator has been
developed for the MUonE collaboration [40] and the double differential cross section of
the process is shown inf Fig. 2.10.

2.4 Extraction of ∆αhad(t)

The experimental workflow is articulated in precise steps:

1. commissioning of the detector in order to have good quality data (stable and reliable
readout, good efficiencies of detection and reconstruction, good calibrations etc.);

2. a selection of signal events which helps in the rejection of background ones, sup-
pression of radiative events and reduction of some detector effects;
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3. precise measurement of the scattering angles of the outgoing muons and electrons
(θe, θµ) to determine the shape of the double-differential cross section for elastic
scattering;

4. extraction of ∆αhad(t) from a template fit to the shape of the differential cross
section;

5. evaluation of the hadronic vacuum polarization contribution aHLO
µ through the

master integral in Eq.2.5.

The suppression of physical and beam backgrounds is needed for determining the shape
of the differential cross section, defined by the counting ratio R(θi):

R(θi) =
dσdata(∆αhad(t) ̸= 0)/dθi
dσMC(∆αhad(t) = 0)/dθi

=
dNdata(∆αhad(t) ̸= 0)/dθi
dNMC(∆αhad(t) = 0)/dθi

. (2.24)

In Eq.2.24, the observables θi are the scattering angles of the outgoing muon and
electron (i = e, µ) from the elastic scattering process, dσdata(∆αhad(t) ̸= 0)/dθi and
dNdata(∆αhad(t) ̸= 0)/dθi are respectively the differential cross section and the observed
event yield of the elastic scattering, while dσMC(∆αhad(t) = 0)/dθi and dNMC(∆αhad(t) =
0)/dθi are the corresponding MC predictions obtained with ∆α(t) = ∆αlep(t) where the
hadronic running ∆αhad(t) is switched off.

The hadronic contribution to the running ∆αhad(t) will be extracted by a template fit
to the ratio R(θi) in Eq.2.24 [31]. The used parametrization has two parameters, inspired
by the one-loop QED calculation for the vacuum polarization induced by a lepton pair
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in the space-like region:

∆αhad(t) = k
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(2.25)
This method consists in generating a grid of points (k,M) in the parameters space
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Figure 2.11: Central value of Rhad(θµ). The error bars correspond to the expected
statistical uncertainties for the nominal MUonE luminosity of 1.5×104pb−1. The curves
represent the representative MC templates [51].

covering a region of ±5σ around the expected values, where σ is the expected uncertainty.
For each pair of values, a template for Rhad is obtained with the Monte Carlo generator
(Fig. 2.11), which then is compared with data (pseudodata in MC) calculating:

χ2(K,M) =
∑
i

Rdata
i −Rtempl

i (K,M)

σdata
i

(2.26)

where K = k
M
, and the minimum χ2 is found by parabolic interpolation across the grid

points. The fit can be done on the distribution of the muon or the electron scattering
angle, as shown in Fig. 2.12, as well as on their two-dimensional distribution, which
gives the most accurate result.
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Figure 2.12: Example pseudodata showing the ratio Rhad as function of electron (left)
and muon (right) angular distributions. Entries correspond to the expected events for
the nominal MUonE integrated luminosity. The template fit is superimposed [51].

2.5 Experimental apparatus

Muons from the M2 beam line impinge on the atomic electrons of beryllium or graphite
targets. The apparatus is divided in:

1. tracking system;

2. electromagnetic calorimeter;

3. muon filter.

2.5.1 Tracking system

Several requirements are needed to perform the tracking:

1. maximize the coverage of the region of interest of the process having a uniform
response from the detector;

2. minimize the multiple Coulomb scattering (MS) in order to reduce the smearing
of particle tracks;

3. maximize data collection;

4. a good angular resolution.
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Figure 2.13: An overview of one station, composed by one target and six tracking mod-
ules. This is repeated 40 times in the final apparatus.

The basic unit of the tracking system is the single station, sketched in Fig. 2.13. Each
station behaves as an independent detector, composed by one low-Z target and six sil-
icon strip modules, named after their measurement coordinate: two X, two Y and two
stereo modules (U and V), which are rotated of α = 45 ◦ around Z axis. The stereo
modules are meant in order to remove ambiguities during pattern recognition for tracks
formation. The segmentation of the entire system has been thought in order to maximize
the collection of data minimizing the effect of MS, as the total thickness of the target
(∼ 60 cm) is divided into 40 thin slabs each ∼ 1.5 cm thick. In that way, the same muon
beam can interact different times in different stations, increasing the collection of data.
The tracking modules have been chosen to be the so-called 2S modules, foreseen for
the upgrade of the CMS outer tracker for the high luminosity phase of LHC [43]. Each
module is composed of two single-sided silicon micro-strip sensors with a thickness of
320µm each, for an overall area of 10× 10 cm2.

This large area allows to completely contain the relevant angular acceptance, up to
a scattering angle of ∼ 30mrad, which, given the 160GeV beam energy, corresponds
to energy Ee > 1GeV for the outgoing electron. Each sensor has a total of 1016 strips
with 90µm pitch, which are read out by eight CMS Binary Chips (CBC). The two
strip sensors are separated by a 1.8mm gap and have parallel strips reading the same
coordinate. Hits from the two sensors are correlated by the CBC, forming the so-called
stub, or track element. The chip provides a binary measurement, presence or absence
of a hit. The data from the CBC are aggregated by a concentrator chip (CIC), which
transmits the digital data to the lp-GBT [44]. While stereo modules are orthogonal to
the Z-axis (beam direction), the X and Y ones are tilted of about 233mrad (∼ 15) deg.

This setting has been optimized after a detailed simulation study [45]. The single
hit resolution of the modules is expected to change from about 90µm/

√
12 ≃ 26µm

(corresponding to the strip pitch) to about 10µm. The improvement is mainly due
to charge sharing between adjacent strips. Tilt increases the fraction of tracks which
produce signals in two adjacent strip from a few percent to 40− 50%, depending on the
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setting of the signal threshold. Tracks with a signal in two strips are measured with
an improved spatial resolution, however it comes at the cost of a potential reduction in
efficiency. This is due to the lowering of the energy deposition per strip, relative to the
total, resulting a less favorable signal to noise ratio. Therefore this aspect requires a
careful scrutiny.
An important parameter is the detector angular resolution, which is related to the single

Figure 2.14: Distribution of the two measured scattering angles for events simulated
with different angular resolution: (top-left) ideal angular resolution (only MS effect);
(top-right) angular resolution of 20µrad; (bottom-left) angular resolution of 60µrad;
(bottom-right) angular resolution of 100µrad. In blue the points with correct µ − e
identification, in green the wrong identification [31].

hit resolution of the tracking planes. An angular resolution of 20µrad corresponds to a
spatial resolution of 20µm, which can be achieved with state-of-the-art silicon detectors.
The angular resolution has an impact on the capability to identify the outgoing muon
and electron tracks. There exists an ambiguity region where the two leptons may be
misidentified and its extension is determined by the angular resolution. Fig. 2.14 shows
the distribution of the two scattering angles θleft and θright, defined with respect to
an arbitrary axis without any identification, for different values of the intrinsic angular
resolution. It can be noticed that the higher is the resolution, the wider will be the
ambiguity region where θµ ∼ θe. This also highlights the fact that the tracking system
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itself is not enough for a good particle identification (PID), for this aim the presence of
an electromagnetic calorimeter (ECAL) and a muon detector could be of fundamental
importance.

Stub finding logic The first step of the ‘stub finding logic’ is aimed at determining
hits in both sensors separately. A hit corresponds to a cluster, namely a group of adjacent
fired strips. The maximum size of the cluster can be set and for MUonE it is set to four.
The CBC compares clusters found in the two matched sensors comprising the 2S module,
respectively the seed and the correlation cluster, in a given window of acceptance, to find
a correlation. The center of this window corresponds to the expected matched position
of the seed cluster in the correlation layer. This value can be adjusted by setting a
configurable offset within maximum ±3 strips, to correct for geometrical effects. In
addition, the width of the correlation window can be configured up to ±7 strips around
the center. The logic is represented in Fig. 2.15.

Figure 2.15: Sketch of stub formation logic,
given the seed and correlation layers. The
correlation window with its width and center
is also shown.

Stub information combines the cluster position in the seed sensor, namely the stub
address, and the lateral difference in strip units between the seed and correlation cluster.
This latter quantity is called bend. It is defined as

bend = xcorrelation − (xseed + offset) (2.27)

where offset represents the one used for the center of the correlation window. In the
original application for the CMS upgraded tracker the 2S module is designed to trigger
on high transverse momentum tracks. Stub position is then calculated as:

xstub = xseed +
bend

2
. (2.28)

The bend is used to estimate their deflection in the strong CMS magnetic field [43].
There, it is used for triggering purposes.
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2.5.2 Electromagnetic calorimeter

Figure 2.16: The prototype calorimeter,
with the 25 PbWO4 crystals and the APD
(shown on top) for the readout.

The current setup of the electromagnetic calorimeter is based on the CMS one, com-
posed of 25 crystals of PbWO4. A picture is shown in Fig. 2.16. The scintillation light
is read-out by APDs, while the front-end electronics is based on the multi-gain pream-
plifier (MGPA) chip [46]. A laser system is used for calibration and control of the overall
system. The detector will be placed downstream of the last tracker station.
The role of the ECAL in MUonE is mostly to use it as a control system for the tracker,
helping in assessing the systematics. Some of the possible contributions are listed below
[32, 47]:

1. an independent measurement of the electron energy;

2. e/µ PID. The association of ECAL energy cluster to a matched track, may help in
resolving the kinematical ambiguity for small scattering angles (where θe ∼ θµ);

3. direct identification of radiative or background events, which break the perfect
correlation between the muon and electron angle;

4. systematic studies.

The energy resolution is σ(E)/E ∼ 1% above 100GeV and position resolution less than
∼ 1mm for the reconstructed electron impact point.
A fast simulation has been developed based on the GFLASH parametrization used in
CMS [48, 49]. It has been used to study the behaviour of the ECAL and its capability
of selecting a clean sample of elastic events [50].
During last years beam tests have been carried out to characterize the detector response
the detector. The commissioning of the present ECAL is not yet complete. Further
work needs to be done to improve the analysis methods and evaluate the impact on the
MUonE measurement systematics.
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2.5.3 Muon filter

A muon detector is foreseen to measure and identify muons from elastic event. It will
be placed after the ECAL, behind an iron shield. This will allow to identify muons,
discarding possible pions contamination of the beam, and to measure the trajectories of
muons from elastic events, distinguishing them from pileup beam muon.
This detector is still under development, however the layout should contain a few detector
layers, providing spatial measurement, a shielding layer to absorb background hadrons
and shower tails leaking out of the calorimeter. A relatively simple system is envisaged
based on the same 2S-modules used for the tracking stations. Monte Carlo studies are
under way to optimize the design, a possible sketch of the detector is reported in Fig.
2.17.

μ

ECAL
muon filter

Iron shield

μ

The MUonE muon filter

Controlled environment

Figure 2.17: Schematic diagram of the muon
filter layout. Distances between filter ele-
ments will be determined by simulation.
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Chapter 3

Simulation and reconstruction tools

3.1 FairMUonE software

The full simulation for MUonE relies on a combination of specialized MC generators
that produce interaction vertices for both the signal and the main background, as well as
the Geant4 toolkit, which simulates the passage of particles through matter. This setup
allows for the simulation of a particle beam with specified momentum and position dis-
tributions, typically provided by the M2 beam experts.
The needed high precision necessitates a theoretical simulation of the µ+e− → µ+e−

scattering process at least at the next-to-next-to-leading order (NNLO). This has been
accomplished with the current MESMER generator, as discussed in Section 2.3.1. In
addition, to investigate the main source of background, a dedicated generator is needed
for lepton pair production from muon scattering on target nuclei, specifically µ+N →
µ+Nl+l−, where electron and positron production has the highest probability[40].
Simulation, together with software for event reconstruction and detector alignment, are
integrated in a dedicated package called FairMUonE. It is based on the FairRoot ex-
perimental environment [52], that makes use of external packages (like Geant4 [53] and
ROOT [54]) provided by the FairSoft framework.

3.1.1 Simulation

As previously mentioned, the FairMUonE simulation combines MC generators with
Geant4. While the generators handle specific interactions for each beam muon, Geant4
allows for the generation of what is known as minimum bias events. This approach
enables the creation of samples including all possible interaction types, with probabil-
ities determined by their respective cross sections. Geant4 minimum bias simulation
was very useful for some background studies, before the development of the dedicated
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pair-production MC generator.
Interaction of high-energy muons in matter includes several processes:

• direct production of lepton pairs, both on nuclei and atomic electrons:

µN → µNl+l− l = e, µ (mainly e±);

µe− → µe−l+l− l = e, µ (mainly e±);
(3.1)

• bremsstrahlung, both on nuclei and atomic electrons:

µN → µNγ µe− → µe−γ; (3.2)

• inelastic interactions with nuclei:

µN → µX. (3.3)

Figure 3.1: Macroscopic differential cross
sections of muons with Eµ = 160GeV in
carbon as a function of the relative energy
transfer [55].

Fig. 3.1 shows the macroscopic differential cross sections in beryllium for the three back-
ground processes as a function of the relative energy transfer ϵ/Eµ, where ϵ is the energy
transferred by the incoming muon and Eµ is its initial energy. The processes have been
simulated with Geant4.
In the M2 beam line, the rate is of 40 MHz (25 ns) and beam intensity can reach 50 MHz.
Given these numbers, the Poisson distribution predicts, with a certain probability, the
occurrence of 2, 3, 4, etc. pileup muons. Therefore, there is the need of simulate beam
pileup that can occur simultaneously within an elastic event.

MESMER generators MESMER generators integrated in FairMUonE give the pos-
sibility to study specific interactions, as the elastic scattering µ+e− → µ+e− and the pair
production on nuclei µ+N → µ+Nl−l+, in a full simulation of the detector, provided by
the integration of Geant4 in the software. The interaction is forced to happen in the
target for every beam muon. Dealing with the MESMER signal generator, many aspects
can be deeply studied. Some examples are listed below:
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• kinematics and topologies of elastic events with a full simulation of the detector;

• reconstruction efficiency and angular resolutions as a function of specific recon-
struction configurations;

• efficiency and optimization of elastic selection criteria;

• effects of some of the most important systematics (e.g. knowledge of the beam
energy, MS, misalignment).

MESMER background has been designed to achieve a more accurate description of pair
production on nuclei. Geant4 includes this type of interaction, however with some lim-
itations; for example, the scattering angle of the muon after the interaction with nuclei
is not accurately simulated. In addition, this tool is crucial for assessing the level of
background that remains after applying various elastic cuts.

Minimum bias for background studies Geant4 minimum bias is a valuable tool
for generating samples that include both signal and background events, with a realistic
probability based on the cross sections, without any forced interaction. One of its main
drawbacks, however, is that it generally requires more time to produce a sample with
sufficient statistics compared to standalone generators as MESMER. Nevertheless, this
tool is crucial to perform cross-checks with results obtained from specific event generators.
Some studies have been done in this direction, in particular to study the background level
after a simple elastic selection (Appendix 3.1.1) or some cross section measurement of
different processes as shown in Fig. 3.1.

3.1.2 Event reconstruction

The event reconstruction stage in FairMUonE utilizes as inputs the tracker hits (or
stubs) either in real data or in simulated events. The simulated stubs are generated
during the digitization stage, which aims to replicate the digital readout from the front-
end electronics of the 2S modules. Once the inputs are established, a reconstruction
algorithm is applied. The first step involves pattern recognition, which is designed to
create 2D track candidates in the XZ and YZ projections. This collection of 2D track
candidates is obtained by pairing hits from the X and Y modules located at the start
and end of each tracking station.

In certain kinematic configuration, the angular separation between the two tracks
may be small in one or the other projection ∆θxz or ∆θyz, thus those might share one or
more stubs. The reconstruction algorithm permits hit sharing by adjusting a parameter
known as the number of hits shared, which can reasonably range from zero to two. The
combination of 3D tracks is achieved by associating U and V stubs. The 45 ◦ rotation
around the Z axis of these stereo modules facilitates accurate matching of the XZ and
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YZ projections, thereby resolving ambiguities. For each combination of 2D tracks, the
algorithm searches for the nearest stereo hit within a specified search window (3mm
distance between track and stereo hit). The distance between the position of the stereo
hit uhit and the combined track is calculated from the expected hit position along the
track, which is defined by the two 2D lines:

x(z) = mx · z + qx (3.4)

y(z) = my · z + qy, (3.5)

The latter position is projected onto the measurement direction determined by the mod-
ule’s rotation angle α, having as a result the distance:

d (hit, track) = |uhit − (x (zhit) · cosα + y (zhit) · sinα)| . (3.6)

The chosen stereo hit is included in the set of hits for the specified combination of 2D
projections. The 3D track is then fitted using these points with a χ2 minimization
approach:

χ2 =
∑
hits

[d (hit, track)]2

σ2
hit

, (3.7)

where σhit is the measurement uncertainty of the module where the hit was recorded.
The signature of an elastic event is characterized by two outgoing tracks - one for µ+

and one for e− - originating from a common vertex that is consistent with the target.
Vertex candidates are created by matching the two candidate outgoing tracks with a
single reconstructed track in the previous station. The vertex location is estimated by
identifying a position that minimizes the sum of distances of closest approach to each of
the three tracks. For this triplet of tracks, a specialized kinematic vertex fit is performed.
The uncertainties of the hits associated with the track exhibiting the larger scattering
angle are estimated including the expected multiple scattering (MS) from the target
material and from the traversed modules. The fit is based on a constrained least square
method, using the 3D line slopes of the three tracks as well as the x, y vertex positions
as free parameters. The z position is estimated trough the distance of closest approach
(DOCA) method. The three tracks that define the vertex are then re-fitted with the
additional condition of passing through the same (x, y, z) position. All the reconstructed
vertices are stored and sorted by their normalized χ2.

3.1.3 Alignment

The alignment step is necessary to determine the real detector geometry, that is the
corrections to be applied to the ideal positions and orientations of each module in every
tracking station. This process relies on track fitting. Currently, a simplified alignment
is available for the experiment. It is an iterative procedure based on the correction
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of the positions and orientations through alignment parameters uioffset and αi
offset, for

each i-th module. The implementation now provides uioffset for the shift along the local
measurement direction, while αi

offset for the rotation around the beam axis. The remaining
two rotations are fixed to their nominal values, while the module positions along the beam
axis are determined by the laser metrology measurements. In addition, a possible shift
along the direction orthogonal to the measured one does not affect directly the track,
and is neglected.
The algorithm starts from a clean sample of events containing just one stub per module.
These are single muon events, and this selection helps eliminating ambiguities caused by
noise stubs or multiple muons passing through the detector simultaneously. The process
begins by reconstructing the selected events, either by assuming the ideal geometry or
by incorporating external input (such as metrology measurements) to establish initial
values for the alignment parameters. These are determined by numerical minimization
of the following χ2:

χ2
align, i =

∑
tracks

χ2
track(u

i
offset, α

i
offset) (3.8)

Here, χ2
track is the χ2 of the single tracks defined in Eq. 3.7, where the residuals in Eq.

3.6 are modified by applying the substitutions uhit → uhit + uioffset, α → α + αi
offset.

The minimization is carried out separately for each module. In this step, the parameters
for the other modules are fixed to the estimates used in the previous iteration. Once the
χ2
align has been minimized for all the modules, the resulting alignment parameters are

used to perform a new track reconstruction, and the procedure is repeated iteratively
until convergence of all the alignment parameters.
This procedure can be used to align the modules internally in each station, or to align
multiple stations at the same time by using all their modules to reconstruct the same
track.
Further improvements are foreseen for the local alignment, and they will be discussed
in next Chapters. While a global alignment based on the minimization of a global χ2

including all the parameters is under development for future tests.

3.2 Reconstruction performance

Evaluating the physics performance of the MUonE setup, depending on its design and the
reconstruction algorithm has been an essential part of the work. This involved developing
and testing various versions of the FairMUonE software and exploring different configu-
rations. A key focus was the analysis of the reconstruction efficiency on MC generated
events, and in addition the angular resolution of the reconstructed electron and muon
tracks. This study is crucial for understanding the performance of the reconstruction
algorithms and improving the accuracy in future analyses. The reconstruction algorithm
can be tuned by means of a set of configuration parameters, foreseen in order to establish
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the optimal running configuration. Among them, the most important one defines the
maximum number of hits that can be shared between two reconstructed tracks. Another
important configuration parameter allows to vary the accuracy in modeling the effects
of the multiple scattering in the track reconstruction. In order to evaluate the effects of
these changes and the differences between several releases, the reconstruction step on a
given generated sample needs to be run for all the different versions and configurations.
This may take significant cpu-time, thus, in order to speed up the procedure, a pipeline
that parallelizes different steps of the tests and validations has been developed, based on
the Snakemake tool [56]. More details are given in Appendix A.

3.2.1 Reconstruction efficiencies

The efficiency of the FairMUonE reconstruction algorithm has been analyzed across
various simulated data samples and configurations. It has to be as uniform as possible
all over the entire allowed kinematic region. The setup used for these studies consists
of 2 tracking stations with a graphite target of 3 cm inserted in the second station, in
the upstream side. The incoming muon is simulated with a beam profile determined by
the SPS accelerator experts [32]. For the present study, six MC samples of elastic events
have been generated with MESMER, corresponding to different θe intervals. The entire
interval spans the geometrical acceptance covered by the tracking stations, from 0 to
32mrad. The samples are normalized to the corresponding values of the cross section,
which are returned by the generator.
As a first step, the reconstruction efficiencies have been evaluated separately for the two
particles. Subsequently, the efficiencies for the entire elastic event have been assessed,
where it has been requested that both particles’ tracks are reconstructed. As already
mentioned, for given topologies it may happen that two outgoing particles could hit a
detection module closely or even overlap, resulting in only one stub being generated. For
that reason, one of the main reconstruction parameters to tune is the maximum number
of shared hits (nmax

shared) between two tracks, which defines how many stubs two tracks
can share. Therefore, the efficiencies have been studied as a function of this parameter,
which was set to 0, 1, and 2. Sharing more than one hit can lead to the formation of
clone tracks, namely multiple reconstructed tracks associated with the same MC track.
It is important to quantify the level of clones production as a function of the hit sharing
parameter and to check if the tracks selected for the event vertex are the best ones within
all the clones. Therefore a quality criterion needs to be defined. Table 3.1 presents the
percentages of reconstructed events with and without clones as a function of the hit
sharing parameter:

As one might anticipate, the proportion of events with clones increases with the
number of shared hits. Ensuring that the vertexing algorithm selects the optimal electron
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nmax
shared 1µ+ 1e (no clones) events with clones

0 92.28% 0.02%
1 98.70% 0.30%
2 91.50% 8.41%

Table 3.1: Fraction of events without (2nd column) or with (3rd column) clones as a
function of the maximum number of hits shared.

and muon tracks among all clones is of paramount importance. A quality variable of
reconstructed tracks can be defined from the MC truth as the fraction of the number
of hits in the track which are linked to the associated MC particle. If the fraction of
associated hits is ≥ 65%, it means that the reconstructed track shares at least 4 hits with
the associated MC track, qualifying it as a good track. Tracks with low quality, below
65%, or clones are categorized as fake tracks.
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Figure 3.2: Rate of fake tracks as a
function of particles scattering an-
gle from MC simulated events gen-
erated from MESMER LO. Results
are shown for different settings of the
maximum number of shared hits.

The rate of fake tracks is defined as:

ratefake =
reconstructedfake
all reconstructed

(3.9)

The resulting fake rates are shown in Fig. 3.2. This demonstrates again that the pro-
portion of fake tracks is increased when two shared hits are allowed, particularly in the
low scattering angle region.
The reconstruction efficiency has been studied from MESMER LO events, as a function
of the leptons scattering angles and of the opening angles between the outgoing particles.
The reconstruction efficiency is defined as:

ϵ =
reconstructed

reconstructible
, (3.10)
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where, reconstructible are events with all the three tracks involved in the elastic pro-
cess µin, µout and eout lying within the geometrical acceptance at the MC level. This
is achieved requiring that each track must have released at least 5 hits (established by
looking at MC truth) in the tracker, which is the minimum number of hits for the Fair-
MUonE reconstruction algorithm to reconstruct a track. In addition, incoming muons
are required to have good track quality when reconstructed, set by requiring a normalized
χ2 < 2. The definition of reconstructed events depends on the efficiency being studied:

1. The reconstruction efficiency of a single particle, µout or eout. In this case,
there must be at least one reconstructed track correctly associated to the requested
outgoing particle, passing the given quality criterion defined by MC truth.

2. The reconstruction efficiency of the elastic event, i.e. both µout and eout.
In this case, there must be two reconstructed tracks correctly associated to the
electron and to muon, respectively. In addition, it is requested that the two tracks
meet in a common vertex.
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Figure 3.3: Single particle reconstruction efficiency for muon (left) and electron (right)
as a function of the lepton scattering angle. The behavior with the three different
configurations for the maximum allowed number of shared hits is shown (0,1,2).

The reconstruction efficiency of single particles, for the three configurations of shared
hits between tracks, is shown in Fig. 3.3. The plots reveal that not allowing for hit shar-
ing results in a significant decrease in efficiency, particularly evident for low θe angles,
corresponding to larger θµ values, where the efficiency can drop to approximately 87%.
In this particular region, the two particles have a relatively small opening angle, occa-
sionally resulting in the formation of just one stub instead of two in one of the detection
layers. Consequently, only one of the two tracks can be successfully reconstructed in such
instances. The situation improves notably when allowing for one shared hit, leading to a
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substantial increase in the efficiency. Even at large θe values, where the efficiency without
hit sharing exceeds 90% throughout the region, there are still advantages in sharing hits.
The efficiency of the vertex reconstruction algorithm plays a crucial role in defining the
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Figure 3.4: Vertex reconstruction efficiency as a function of the lepton scattering angles
and the opening angle between the two leptons. The behavior with the three different
configurations of shared hits is shown.

efficiency of the elastic event. This is defined as the number of events with at least two
reconstructed tracks with a reconstructed vertex associated to these over the number of
all events with at least two reconstructed tracks. This efficiency remains full and per-
fectly flat across all kinematical regions, as shown in Fig. 3.4, regardless of the number
of shared hits. This uniformity arises because once the two tracks are reconstructed,
irrespective of the hit-sharing configuration, the algorithm is able to reconstruct a vertex
using these two tracks.
Let’s now consider all the events with a reconstructed vertex. The efficiencies for event
reconstruction, represented as functions of the scattering angles for different numbers of
shared hits, are generally expected to exhibit similar trends as those observed for sin-
gle particle efficiency, as can be seen in Fig. 3.5. However, an additional factor comes
into play, when simultaneous reconstruction of both the electron and the muon is re-
quired. The inefficiency of electron reconstruction at large scattering angles, attributed
to MS, is reflected in the corresponding low θµ region. This leads to an inefficiency of
approximately 5% for muon reconstruction in that region compared to the single particle
efficiency. Moreover, the efficiency as a function of the opening angle effectively demon-
strates that when particles are close to each other, they benefit more from hit sharing.
This leads to an approximate 30% efficiency gain for small opening angles.
The performance of the vertex finding algorithm has been tested by studying the prob-
ability of combining a wrong pair of tracks and is shown in Fig. 3.6 as a function of
their opening angle. Wrong vertexing is more frequent when 2 hits are shared, however
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Figure 3.5: Elastic event reconstruction efficiency as a function of the lepton scattering
angles and the opening angle between the two leptons. The behavior with the three
different configurations for the maximum allowed number of shared hits is shown (0,1,2).
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Figure 3.6: Probability of wrong
vertexing (vertex not combining the
correctly associated tracks) as a
function of the opening angle be-
tween the two tracks.

the probability of taking a wrong combination is below 1% within the full kinematical
region.

3.2.2 Angular resolution

The angular resolution has been studied from the residual distributions of the recon-
structed angles compared to the true quantities known from the MC simulation. Let’s
define it as:

∆θ = θreco − θtrue. (3.11)

For the two outgoing leptons, the scattering direction is evaluated with respect to the
incoming muon direction. Let’s focus on the reconstructed tracks before the vertex
kinematic fit.
In Fig. 3.7 and Fig. 3.8 the angular residuals respectively of the electron and the muon
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Figure 3.9: Gaussian width from the fit of the angular residual distributions of the muon
(left) and the electron (right) as a function of the scattering angle. Different settings for
the maximum number of shared hits (0,1,2) are compared.

Electron angle [mrad] 0− 1 2− 3 9− 10 25− 32

Resolution [µrad] 45 60 343 2928

Muon angle mrad] 0.2− 0.3 0.9− 1 2− 3 4− 5

Resolution [µrad] 36 39 55 134

Table 3.2: Representative values of the angular resolution obtained from the Gaussian
fits of Fig. 3.7 and Fig. 3.8, for the electron and the muon respectively.

are shown for a few reference kinematic regions. Results from fits are summarized in
Tab.3.2.

Fig. 3.9 reports the Gaussian width of the fits on the muon angular residual distri-
butions as a function of the scattering angle for 0,1,2 shared hits. The first observation
is that the resolution is the same independently on the allowed number of shared hits.
Thus there is no degradation of the resolution allowing two shared hits, which is the
configuration that maximize the reconstruction efficiency. It is also visible that the res-
olution of the muon is better than that of the electron over almost all the kinematic
region. The reason is that the electron is more affected by MS with respect to the muon
when θe ≥ 5mrad. Currently, the treatment of MS in the track fit needs to be refined
and there is still room for improvement on that side. In the most important signal re-
gion (θµ > 1.5mrad and θe < 5mrad), the resolution for both particle ranges from 40 to
100µrad.
The electron and muon trajectories are fitted at two key stages: first during the recon-
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Figure 3.10: Angular resolution on the muon (left) and electron (right) scattering angle,
for the reconstruction setup allowing 2 shared hits between tracks. Results are shown
for both pre-vertexing and post-vertexing fits.

struction of 3D tracks, and second when three tracks are selected to create a common
vertex. We can refer to these stages as pre-vertexing and post-vertexing fitting. The
purpose of the post-vertexing fit is to improve the angular resolution by constraining the
three selected tracks to originate from a common vertex, in the kinematical fit. Cur-
rently, the post-vertexing angular resolution is comparable to the pre-vertexing one, as
shown in Fig. 3.10. However, as already mentioned, there is still room for improvements,
in particular regarding MS corrections.

3.2.3 Tilted modules

The detector geometry with tilted planes was introduced in the first and last x− y pairs
of modules and it was verified through detector simulations that it improves the single
hit resolution of 2S modules [45], as reported in Section 2.5.1. However, a relevant issue
arose regarding tilted modules from other MC studies. Although it has been partially
resolved since then, this issue still requires careful consideration in discussions about
preserving tilted modules.

The problem deals with the presence of tails in the angle and position residuals
of reconstructed tracks. An example of the outgoing muon angular residuals, defined
in Eq.3.11, is shown in Fig. 3.11-top for θX , θY projections. The presence of a long
asymmetric tail is evident. The asymmetry on the negative side of the distribution
indicates that the reconstructed angle sometimes underestimates the true angle.
For those events in the tail (∆θ < −0.2mrad), the true and reconstructed distance
between the muon and electron stubs is shown in Fig. 3.11-bottom and it is defined as:

dstubs = stubµ − stube, (3.12)
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Figure 3.11: (Top) Angular residual of θX , θY projections for outgoing muon, with su-
perimposed a Gaussian fit. (Bottom) distance between electron and muon stubs in the
first module of the second station for events in the left tail of the angular residuals
(∆θ < −0.2mrad), determined from the reconstructed hits (blue) or the true simulated
hits (yellow).

where stube, stubµ are the relative stub positions. It can be observed that events gener-
ated with a distance of less than ∼ 0.1 cm (∼ 10 strips), may be poorly reconstructed,
with the reconstruction underestimating this distance.

To gain a clearer understanding of the specific topologies where this behavior occurs,
Fig. 3.12 illustrates the angular distributions of the projections, where the generated
angle is compared with the reconstructed one. While for events in the core of the
distributions of Fig. 3.11 (|∆θ| < 0.2mrad) the reconstructed angles are consistent
with the generated ones, for events in the left tails of Fig. 3.11 ( ∆θ < −0.2mrad) there
is an evident problem during reconstruction. In particular, when the particle scatters
with a small and negative angle in one of the two projections, the reconstruction gets a
wrong result.
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Figure 3.12: Distribution of θX (left) and θY (right) projections for events in the core
distributions of Fig. 3.11 (|∆θ| < 0.2mrad) (top) and in the tails of Fig. 3.11 ( ∆θ <
−0.2mrad) (bottom). In yellow and red the angle distributions at the generator level
are plotted, respectively for θX and θY , while in blue the reconstructed angles.

Figure 3.13: Sketch of the event
topology for which the angle
of particle 2 is not well recon-
structed. X axis is the mea-
surement direction of the module,
while Z axis is the beam direction.
1 and 2 are the two scattered par-
ticles, while the pink lines repre-
sent the 2S module sensors.

Events from previous plots point to a particular topology: when the two scatter-
ing particles are separated by less than 10 strips and one of the two have a small and
negative angle, like particle 2 in Fig. 3.13 -the one with larger bend-, the event is not
reconstructed correctly.
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In simulation it is possible to try different geometry configurations. In order to under-

Figure 3.14: Angular residual of θX , θY projections for outgoing muons for a geometry
without tilt, with superimposed a Gaussian fit.

stand if this problem was related to the tilted geometry, a configuration with modules
orthogonal to the beam axis has been simulated, and the obtained residuals θX and θY
for the measured muon angle are shown in Fig. 3.14. The tails have disappeared, in-
dicating that this issue is connected to the presence of tilt. The problem relates to the
calculation of position in the conversion from strip units to centimeters:

x[cm] =

(
xseed +

bend

2
+

1

2

)
· 9.144
1016

− 9.144

2
(3.13)

where xseed is the seed cluster position in strip units, that comes directly from the CIC.
In particular it was given by the wrong calculation of the bend. As described in Section
2.5.1, stub creation is achieved through the search of a corresponding cluster in the
second sensor (correlation layer). A correlation window for the search is defined by its
center and its width. The center is generally given by the seed strip position, however
sometimes it may need an offset to account for geometrical effects. This is shown in the
sketches of Fig. 3.15.

While for non-tilted modules the cluster of particle 2 (with highest bend) is correctly
included in the correlation window (red), for tilted modules, if no offset is set for the
window’s center, the cluster won’t be able to associate the correct correlation strip to the
particle. The seed strip of particle 2 is then associated to the correlation strip of particle
1. And the bend, defined in Eq.2.27, is wrongly calculated, together with position in
Eq.3.13. Tilted modules imply a systematic shift in the correlation layer. In the first
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Figure 3.15: Sketch of scattering event in a tilted (left) and non-tilted (right) module,
with the creation of seed and correlation cluster (respectively first and second layer). The
yellow spot represents the strip fired in the seed layer and, as a consequence, the center
of the correlation window (blue and red brackets) without offset, while the red cross is
the fired strip in the correlation layer. The dashed red arrow represents the associated
strips forming the stub of particle 2.

simulation we were studying, the offset was set to zero and this brought to the bad
reconstruction of about 20% of the total reconstructed events in the angular region of
θe < 5mrad. The maximum offset that can be set in the current DAQ is limited and it is
±3 strips. However, with a tilt of 233mrad, the needed offset to correctly reconstruct a
straight particle is around ±4.75 strips, as depicted in Fig. 3.16-left. So accounting for

Figure 3.16: Left: Needed offset for the correlation window in tilted modules with θtilt =
233mrad, given a straight particle. Right: distance between electron and muon for
events in the tail of the angular residuals. Yellow is the reconstructed distance while in
blue is the true MC one.

the the maximum possible offset of ±3 strips, the remaining bad reconstructed events

58



pass from ∼ 20% to ∼ 6%. In Fig. 3.16-right the true and reconstructed distance in cm
between muon and electron stubs is plotted, for events in the tail of the angular residuals,
after the offset is correctly set at ±3. Events with e−µ stubs closer than 0.04 cm, about
4 strips, suffer still from a systematic shift.
This percentage is low, however given the high precision that we want to achieve it
may become important. Therefore, this drawback needs to be taken into account when
assessing the benefits of tilted modules.
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Chapter 4

Test Run 2023

The apparatus was installed in August 2023 in the M2 beam area at CERN. The beam
period allocated as main user lasted about 3 weeks. The setup was composed by two
tracking stations, equipped with six modules each, and the ECAL downstream. This
configuration is essential for measuring the scattering angles of elastic interactions that
occur in a thin target placed in front of the second station, by combining information
from the incoming and outgoing tracks. A photograph of the experimental setup is shown
in Fig. 4.1.
The technical challenges were to scale the DAQ from one to two stations, synchronize

Figure 4.1: Picture of the isolating structure containing the tracking stations and the
ECAL during the August-September 2023 test run.

it with the ECAL DAQ, and test both hardware and software alignment, described in
Section 3.1.3. The final goal was to collect enough statistics to provide an initial mea-
surement of the leptonic running of alpha ∆αlep. Part of this thesis work represents steps
in the ongoing effort to achieve this measurement.
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During the test run, MUonE was able to collect two weeks of data with muons of 160GeV
with maximum intensity of ∼ 35 MHz. Low intensity runs were also taken, mainly for
detectors calibration. Collision events were obtained with both 2 cm and 3 cm graphite
targets. Data without a target were also recorded for alignment purposes.
Data throughput is determined by the intensity of the M2 muon beam. With tracker
modules read out at the 40 MHz clock rate, the detector occupancy is relatively low;
and pileup may be of only a few overlapping muons per clock cycle. An important point
is that in the M2 beam, muons arrive asynchronously compared to the clock rate. This
generates signals with random phases relative to the clock. We haven’t applied any cut
on the arrival time of the muon with respect to the clock signal in the 2023 data analysis,
but we plan to measure the muon arrival time and take it into account in future data
analysis.
The DAQ does not require a custom hardware trigger to restrict throughput. Instead, on-
line filtering can be performed in firmware, reducing the computational resources needed
for offline processing. As it will be presented in the next section, an online filtering
was not available for this test, therefore an offline algorithm has been developed for the
reduction.
The M2 beam line is set in the CERN SPS North Area. There was the possibility to
choose between two possible beam profiles, with different size and divergence of the beam.
For the low divergence beam option, a beam size of σx = 13mm and σy = 22mm with
a divergence of σx′,y′ = 0.2mrad was provided. While for the option of a more focused
beam, the beam size was of σx = 10mm and σy = 12mm with a divergence of σx′ =
0.5mrad and σy′ = 1.3mrad. The second one has been chosen for the test. Examples
of real-time histograms for beam spot and beam divergence of the high intensity muon
beam are shown in Fig. 4.2.
The nominal beam energy of 160 GeV has an energy spread of σ(p)/p ∼ 3.75%. The

Figure 4.2: Two dimensional histograms showing the beam direction and spot recorded
from real time track reconstruction in the 2023 test beam [32].

variation of incoming muons from the nominal beam energy value has a significant effect
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on measured µ − e scattering angles, as it enlarges the width of the elastic band. For
that reason, a precise knowledge of beam momentum is important. At the moment, the
beam line is instrumented by the COMPASS Beam Momentum Station (BMS) which
measures the momenta of transiting particles. It provides momentum resolution of about
1% with a DAQ rate of few kHz. Therefore, it may give us just a statistical information
on entering muons in a run. Different studies are ongoing for an improvement of BMS
during a possible period of data taking in 2025 with the goal of having a precise event-
by-event measurement of the incoming muon momentum.
The geometry of the full setup including the two tracking stations and the ECAL was
initially measured by hardware alignment techniques:

1. Laser survey on the beamline, taking as reference points several markers (spheres)
installed in different places of the stations, with a precision of the order ∼ 100µm;

2. Precise metrology measurement, carried out in laboratory at CERN, on the entire
station, with a precision of the order ∼ 10µm;

3. Metrology on the single modules uninstalled from the station, with a precision of
the order ∼ 10µm.

Those measurements have then be used to set the modules position along the beam axis
as input parameters for the track-based alignment. Recently a refined version of the
software alignment has been developed, using the full set of positions and orientations
of all the detector modules as initial conditions.

4.1 Data recorded and offline event selection

In a high intensity beam with many tracking planes, raw data rates generated by the
detector exceed what can be stored to disk. During the 2023 test run, the DAQ did not
include any online selection. Potentially all the events leaving signals in the tracking
stations were recorded. The total size of events written to disk before any selection is
about 350 TB of raw data. The largest fraction of these events are passing beam muons
which do not make visible interactions in the detector.
It is foreseen for the next run in 2025 to implement an online selection on the DAQ
electronics. The 2023 dataset has been used to prepare a suitable filtering algorithm
(also called ‘skimming’), developed offline working on the recorded data. This is based
on simple occupancy cuts on the tracker modules to classify the event.
As already mentioned, given pileup, there may be more than one muon in the first station.
Fig. 4.3 shows the result of the selection by the filter applied to a run of the 2023 data.
The black histogram represents the distribution of the total number of stubs recorded
across the two stations, whilst the colored histograms represent the same events classified
as a single interacting muon with no pile-up (red histogram), an interacting muon with
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Figure 4.3: Event classification in terms
of incoming muon multiplicity obtained
by the filtering algorithm for a high-
intensity 2023 run.

a single overlapping muon (green), an interacting muon with two overlapping muons
(blue), and lastly, an interacting muon with three overlapping muons (cyan). From the
yields of events classified as 1,2,3,4 passing muons and their ratios the beam intensity
as been probed, assuming that muon multiplicity follows Poisson statistics. A Poisson
mean µ = 0.85 was estimated and it corresponds to a muon intensity of about 34 MHz.
The efficiency of the filtering algorithm has been tested with MC simulations to make
sure that it did not exclude interesting elastic events. Fig 4.4 shows the results obtained
on a MESMER NNLO sample. Here the fraction of events passing the filter over all
elastic events generated is shown as a function of θµ and θe. The plots suggest that there
is no appreciable loss of signal events due to the filter.

4.2 First studies on TB data

The tracker alignment was carried out as described in Section 3.1.3, with a simple it-
erative procedure which exploits passing muons with one hit in each module. Unbiased
residuals can be evaluated as the difference of the measured hit position per module and
the expected position from the fitted track, which asses through all hits but the one
under test. First results are shown in Fig. 4.5 where the mean values are all centered
at zero within less than 1µm. The RMS values are all consistent with the expected hit
resolution.

It has been mentioned in Section 2.5.1 that the improved resolution obtained by the
tilted detector modules was given by the increment of the number of two-strip clusters
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Figure 4.4: Ratio of reconstructed events passing the skimming algorithm over all elastic
events reconstructed in a NNLO MESMER sample as a function of muon (left) and
electron (right) scattering angle.
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Figure 4.5: Unbiased residual distributions of the measured hit position on the 12 tracker
modules fitted by a Gaussian (0-5: modules of the first station, 6-11: modules of the
second station) [32].

with respect to the orthogonal configuration which gives almost always single strip clus-
ters. Fig. 4.6 shows the fraction of clusters of even size for tilted (X-Y) and orthogonal
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Figure 4.6: Fraction of events with even cluster size in X-Y tilted modules (left) and U-V
non-tilted modules as a function of the cluster position in the module (in strip units).

(U-V) tracker modules. Parity of the cluster was studied more than its size as this is the
only information available with the current CMS electronics. While for tilted modules
the fraction is between 40−50%, for the non-tilted ones it is lower than 10%. Therefore,
charge sharing is happening in tilted modules as expected, and, for them a higher reso-
lution should be achieved. The study to verify this consequence on angular resolution in
real data is still ongoing.
For each module, the efficiency has been evaluated exploiting again passing muons
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Figure 4.7: Example module effi-
ciency as a function of the track po-
sition, obtained in one run with low
intensity beam.

through the aligned stations. A track with good χ2 is selected with hits in all modules
except for the one under test. Then, the matching hit is searched there, within a window
of 130µm. An example of the efficiency for the first X module of the first station is
shown in Fig. 4.7. The average module efficiency found is about (98.0± 0.5)%.
The efficiency for the full track reconstruction in a single station has been tested. Re-
constructed muons with all the six hits in the first station are selected, the so-called
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golden muons. To evaluate efficiency, the reconstructed muon is searched also in the
second station. Fig. 4.8 shows it as a function of the track radial position. The latter
has been defined by the extrapolation of the position at the target plane, with respect to
the average position of beam muons. The tracking efficiency is found to be flat at about
∼ 90%. This is consistent with the combinatorial result of individual module efficiencies
reported above, given that the tracking algorithm accepts also patterns with five hits, if
the missing hit is on one of the two stereo layers. With this logic, the probability of track
building can be estimated from a common value for the module efficiency ϵ, assuming
uncorrelated effects, as:

ϵtrack = ϵ6mod + 2(1− ϵmod)ϵ
5
mod = 0.922± 0.019. (4.1)

An important first step was achieved regarding the synchronization of tracker and ECAL,
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Figure 4.9: Time difference be-
tween ECAL and tracker events
for an electron beam after the de-
lay offset between the two has
been applied [32].
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which was one of the main purposes of the test run. Electron induced showers in ECAL
have been found matching tracker tracks. A preliminary result is shown in Fig. 4.9,
the time difference between matching events found in the two subdetectors in run with
40GeV electron beam. The coincident events have been moved to the ∆t = 0 bin, the
raw time offset was ∼ 1.5µs.
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Chapter 5

Real data and MC comparison

During the test beam data samples have been collected with 2 and 3 cm graphite targets.
We have begun analyzing preselected events (using the filter discussed in Section 4.1),
such as ’single-muon candidate interactions,’ characterized by hit patterns consistent
with a single incoming muon in the first station and two tracks in the second, potentially
indicating an interaction within the target. The distribution of those vertex z position is
shown in Fig. 5.1, overlaying results obtained in two runs with different target sizes. The
vertex resolution is found to be about 0.8 cm for the 2 cm target, while slightly worst for
the 3 cm, consistently with the expected MS. The prominent peak comes from events
originating in the target, while lower peaks correspond to events from the silicon layers
of the tracker sensors: the first two peaks correspond to the last two modules in the first
station, while the last peak is produced by the first module of the second station.
Fig. 5.2 shows the 2D kinematic distribution of the scattering angles observed in can-
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Figure 5.1: Vertex z position deter-
mined for events with two outgoing
tracks.

didate events of a given run before and after a basic elastic selection. By just requiring
an incoming single track and a pair of outgoing tracks loosely matching in a vertex, a
high background is found at low θmin. Despite this, the elastic scattering band is already
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visible. The loose selection applied effectively reduces the low-angle band region. A more
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Figure 5.2: 2D (θmax,θmin) distribution of candidate scattering events: (Left) before and
(Right) after the loose elastic selection. The elastic curve is plotted in red.

refined elastic selection has been studied and will be presented in the next paragraphs.
For the following data-MC comparison, MESMER MC samples and data collected with
a target of 3 cm have been used. Preliminary comparisons have also been performed
using Geant4 minimum bias samples to cross-check MESMER results.
Data-MC comparison aims to assess the level of agreement between the two. In order to
do so, several steps are required:

1. Real data are first preselected by the skimming algorithm, as described in Section
4.1. MC samples produced with MESMER generator skip this step, as every event
simulates a muon-electron interaction is applied;

2. A fiducial cut on the incoming muons;

3. an elastic selection on outgoing particles, in order to discard background/not-
interesting events, is applied.

MC samples are generated with a realistic geometry where a misalignment is imple-
mented, based on the metrology measurement carried out at the end of the data taking,
as mentioned in Chapter 4. The position and orientations of all the detector modules
are given as initial conditions for the iterative alignment procedure, described in Section
3.1.3. This alignment algorithm is the same one used for real data samples.

Fiducial selection The first set of cuts applied is the fiducial set. The goal is to select
golden muons, meaning good quality muon tracks in the upstream station with all 6
stubs, in a selected fiducial region. The latter will remove peripheral muons which could
produce scattered electrons outside the target. Several requests are applied:
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• The total number of stubs in the first station has to be six, one per module;

• The golden muon candidate impinges last modules of the first station within
±1.5 cm from the module’s center;

• The reconstructed incoming muon has an angle lower than 0.4mrad;

Elastic selection Then elastic cuts are implemented. These aim to select a sample of
elastic events as clean as possible. Several requests are applied:

∗ The total number of stubs in the second station is set to be ≤ 15. The aim is to
exclude background events with more than two outgoing tracks;

∗ A vertex must be reconstructed where at least two outgoing particles are present;
9

∗ θµ > 0.2mrad to exclude the low-band region where background noise is predomi-
nant;

∗ θe < 32mrad done in order to have maximal efficiency accounting for the geomet-
rical acceptance;

∗ Vertex position: Some events may have a vertex in the last silicon module and
could potentially pass fiducial cuts, as they appear to have six stubs in the first
station. Therefore, a selection of events based on the reconstructed Z of the vertex
is done such that Zvrtx > 906 cm;

∗ Acoplanarity: This variable is defined as the azimuthal difference between the
two outgoing tracks relative to the direction of the incoming muon. Elastic events
exhibit balanced transverse momenta, resulting in back-to-back outgoing particles,
within detector resolution effects. In contrast, this is not true for radiative or
background events. It is defined as

Aϕ = ±
[
π − cos−1

(
(⃗i× m⃗) · (⃗i× e⃗)

|⃗i× m⃗||⃗i× e⃗|

)]
where T = i⃗ · m⃗× e⃗ (5.1)

where ± depends on the sign of T . The cut is set to be |Aϕ| < 0.4;

∗ θe > 5mrad. An analysis can also be done without particle identification (PID),
using θright and θleft as scattering angles (see [31]). In this analysis, particle identi-
fication (PID) assigns the electron to the track with the larger reconstructed angle
and the muon to the track with the smaller angle. This cut allow to have no
ambiguity on the identity of particles, as µ kinematics has θµ < 5mrad;
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∗ Elasticity: a clear elastic relation exists between θµ and θe, as illustrated by the
red curve in Fig. 2.2, which follows Eq.2.15. Therefore, given the reconstructed
θrece , one can predict the theoretical elastic θthµ (θrece ) and ask that θrecµ is within
±0.2mrad (at least 3σ from the expected angular resolution) from the theoretical
value.

0

0.2

0.4

0.6

0.8

1

310×
MESMER MC - Selected sample

0 5 10 15 20 25 30

3−10×

Electron angle [rad]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
3−10×

M
uo

n 
an

gl
e 

[r
ad

]

MESMER MC - Selected sample

0

100

200

300

400

500

600

700

800

Real Data - Selected sample

0 5 10 15 20 25 30

3−10×

Electron angle [rad]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
3−10×

M
uo

n 
an

gl
e 

[r
ad

]

Real Data - Selected sample

Figure 5.3: MESMER MC (left) and real data (right) samples after the fiducial and
elastic cuts to select a clean sample of elastic events. In red the elastic curve described
by Eq.2.15 is shown.

In Fig. 5.3 the selected elastic samples in MESMER MC and real data are shown in
a 2D plot of the reconstructed scattering angles (θe, θµ).

To have a proper comparison between real data and MC, the latter need to be nor-
malized. Each MC sample, where events are weighted, corresponds to an integrated
luminosity 1 given by:

LMC =

∑
j wj(fiducial)

σel
(5.2)

where
∑

j wj(fiducial) is the sum of weights of all the events passing the fiducial cut
and σel is the total cross section of the generated sample, as computed by MESMER.
The integrated luminosity of the real data sample can be estimated from:

LRD = NµoT · dtarget · ρetarget, (5.3)

where NµoT is the number of golden muons impinging on target in a given fiducial region,
dtarget and ρetarget = ρ · Z

A
· NA are respectively its thickness and electron density. The

1It has to be considered more as an effective luminosity with the aim of scaling to the real data one,
statistical power is lower being weighted events.
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latter depends on the the atomic and mass numbers, Z and A, and on the Avogadro
number NA. Therefore, the normalization for MC samples results in LRD/LMC .
In the following Section, a single run from the 2023 test has been analyzed. This run had
a 3 cm graphite target and lasted about 1.5 hours. The sample has been skimmed offline
by the algorithm described in Section 4.1, reducing the initial 12× 109 events recorded
in triggerless mode to about 97× 106 events, compatible with single muon interactions.
Given Eq.5.3, in order to compute the luminosity of the sample, the number of muons
on target needs to be known.
Fiducial cuts are applied to the filtered sample. A passing muon in the first station
is indistinguishable from one interacting in the last module before the target. In both
cases, the number of stubs produced remains six, causing these events to be categorized
as golden muons that could potentially interact with the target. However, the probability
of an interaction with the target occurring after an interaction in the silicon is negligible,
thus these muons have to be excluded. If one does not take this into account, NµoT is
overestimated, so does LRD. A incoming muon passing the golden selection can behave
in three ways:

1. Interact in the last silicon module of the first station;

2. Interact in the target;

3. Pass by without relevant interactions.

Therefore, defining Ngolden as the number of all golden muons, the luminosity takes the
form:

LRD =Ngolden · (dsilicon · ρsilicone + dtarget · ρetarget) =
=Ngolden · (csilicon + ctarget).

(5.4)

where the contribution of a silicon module of 0.064 cm is csilicon and the one from 3 cm
target of graphite is ctarget. The corrected number of muons on target can be estimated
from the number of selected golden muons Ngolden as:

NµoT =
ctarget
ctotal

Ngolden = 97.3%Ngolden (5.5)

with negligible uncertainty of 0.1%.
In that sample there were Ngolden = 8.98816 × 108, therefore the integrated luminosity
computed from Eq.5.3 results to be

LRD = (1443.0± 8.0)µb−1. (5.6)

An error of 10µm has been assumed for the target thickness and of 0.01 g/cm3 on the
graphite density.
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Dealing with MC, eleven samples of 1.5×106 weighted events each have been generated.
The estimated MC cross section is

σtot
el = (1341.65± 0.49)µb (5.7)

Therefore, from Eq.5.2:
LMC = (8351.6± 1.4)µb−1. (5.8)

5.1 Results
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Figure 5.4: Top: differential distributions of the variables in MC (blue) and data (col-
ored). Reconstruction is done sharing 2 hits. Bottom: ratio of data and MC events
passing the elastic selection as a function of θe (left), θµ (center) and relative opening
angle (right).

The first study consists in comparing the ratio of events passing the elastic selection
in data and MC as a function of θe and θµ variables. The uniformity of the ratio through-
out the kinematic region is essential. Furthermore, its mean value reflects the overall
system performance in collecting and reconstructing data by integrating all contributing
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efficiencies, such as detector and tracking efficiency.
As discussed in Section 3.2.1, according to MC simulation the maximum reconstruction
efficiency for elastic events is achieved allowing for two hits shared between the outgoing
tracks. With this parameter setting, Fig. 5.4 shows the distributions of reconstructed
scattering angles of the electron and muon and their opening angle, comparing real data
with the MC expectations. By examining the ratio as a function of θe, it becomes evident
that it is not uniform, particularly for θe < 15mrad. The plot of the ratio against the
opening angle between the muon and electron (Fig. 5.4 right) demonstrates that this
lack of uniformity is pronounced at small opening angles between the two leptons. In
addition to this leading feature, there are deviations from the uniformity in the high side
of plotted angular ranges. These are likely resolution effects, as a consequence of the
cuts applied at θe > 5mrad and θmu > 0.2mrad respectively. As reported in [51], if the
resolution is not well described by MC, a distortion of the data/MC ratio as a function
of the angles is expected. Therefore the distortion seen in these two regions may be
strongly correlated to this.
The optimal reconstruction configuration allows for two shared hits. However, it results
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Figure 5.5: Ratio of data and MC events passing the elastic selection as a function of
electron angle (left), muon angle (center) and relative opening angle (right). Two settings
of the reconstruction are compared: maximum number of allowed shared hits between
tracks equal to 2 (blue) or 0 (pink).

in an increased number of fake tracks, as illustrated in Fig. 3.2. This complexity adds to
the challenges of event reconstruction in real-world scenarios. Therefore, passing to the
simpler configuration of zero hits shared may facilitate a better understanding, allow-
ing us to investigate whether the hit-sharing mechanism is causing any issues. Fig. 5.5
shows the data/MC ratio as a function of the angular variables, comparing the results for
the maximum number of shared hits set at zero and two. The behavior is quite similar
for both scenarios; however, the value of the ratio worsens more than 20% in the zero
hits case. This occurs because sharing two hits is a looser condition. Therefore, if two

74



tracks happen to share hits because of proximity or misalignment, the zero-hit case will
completely reject the event, while the two-hits one allows for its reconstruction.
To confirm that this is the case, the hit pattern of selected events was studied, focusing
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Figure 5.6: Distance be-
tween the stubs assigned
to muon and electron
tracks for each module.
Top row corresponds to
first two modules X0 and
Y0, middle row to stereo
modules U and V, bot-
tom row to last mod-
ules X1 and Y1. The
MC (blue) is compared
to the real data (red).

on the case of 5 < θe < 15mrad. This range is particularly relevant as the issue is more
pronounced at low opening angles. In Fig. 5.6 the distance between the stubs associated
to the muon and electron track for each module is shown. As expected, the distance
between stubs increases as the particles travel farther. It is evident that the MC does
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not accurately represent the data within certain ranges of this distance. Moreover, the
evident lack of events in real data is due to the low ratio shown in Fig. 5.5, in the zero
hit shared case. Focusing on the U and V modules, there is a significant gap around zero
in the data. This indicates an inefficiency of the reconstruction of elastic events when
the two U or V stubs are less than 2mm apart. It has been demonstrated by simulations
that the U/V region with d < |2mm| corresponds to the X0,Y0 dips at d ∼ |2mm| and
to the X1,Y1 dips at d ∼ |8mm|, thus these lacks of events are correlated.
The results presented above were generated using realistic MC. However, it is worthwhile

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
d (cm)

0

100

200

300

400

500

600

700

800

distance stub electron - stub muon in cm mod2

Figure 5.7: Distance between the
muon and the electron hits in the U
module. In blue realistic MC while in
red ideal MC.

to compare these plots with those obtained under ideal conditions, where the residual
misalignment is not simulated. Fig. 5.7 shows the distribution for U module obtained
with MC using the realistic and the ideal geometries. The dip, clearly visible in real data
(Fig. 5.6), begins to emerge in the realistic MC configuration, whereas it is absent in the
ideal one -except for the minimal distance that must exist between two different stubs,
naturally causing the red dip around zero. Given that the only difference between the
two setups is the introduction of misalignments, this suggests that the cause of the hole
may lie in an incomplete alignment of the detector.
As described in Section 3.1.2, starting from the 2D tracks candidates, the chosen 3D

combination is formed based on the closest stereo hit. Let’s assume that two 3D track
candidates share one hit. If the hit-sharing parameter is set to zero, the default mecha-
nism is to reject the worst track and keep the best one (quality is based on track’s χ2).
However, there is a setting that can be configured in the algorithm which modifies this
definition. Instead of rejecting the entire track, only the shared hit is removed from the
hit pattern of the worst track. Then, if after this removal the candidate is still recon-
structible, namely if it still has two X, two Y and at least one of the two stereo hits,
the track is kept and fit without that stub. Thus, the event is saved, both tracks are
reconstructed. Let’s call it the zero-loose configuration.
The 2D event drawing in Fig. 5.8 presents an example of the two different behaviors for
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Figure 5.8: 2D event
drawing showing the 2D
projections XZ (top)
and YZ (bottom) of
the reconstructed tracks
and all the stubs per
module in the given
event. The brown thick
line represents the tar-
get, while the black
ones the modules. The
event is reconstructed
with no shared hits al-
lowed, with the tight
”zero” setting (left) or
with the zero-loose cri-
terion (right).

a given event where a hit is tried to be shared. All the stubs in the X and Y views are
shown. U and V hits information are combined to obtain a single (X,Y) point through
a 45 ◦ rotation. While with the tight zero-hit setting just one of the two outgoing tracks
is reconstructed, with the zero-loose setting also the second track is reconstructed, but
without one of the two stereo hits. The potential shared hit is removed and the track is
kept and fit without it.
In Fig. 5.9 the two reconstruction settings are compared by showing the resulting

data/MC ratios for the angular distributions. It is evident that the zero-loose configura-
tion enables to recover from ∼ 20% to 40% of the events that the tight zero-hit setting
is not able to reconstruct. In addition, the behavior of the ratios start to be flatter in a
wider range of the kinematics.

5.1.1 Analysis of the problem

The algorithm, in its current form, seems to have some difficulties when dealing with
real data. The reason may lie in the residual misalignment, which adds complexity to
the pattern recognition. Thus, depending on the configuration used, events may or may
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Figure 5.9: Ratio of data and MC events passing the elastic selection as a function of
electron angle (left), muon angle (center) and relative opening angle (right). Here the
ratio obtained reconstructing with -zero-loose condition (blue) are compared with the
ones obtained with a 0 hit shared (pink)

not be reconstructed.
Let’s examine the pathological case discussed in the previous section. An event with
twelve stubs in the second station, two per module, has been selected (as the one in Fig.
5.8). With the tight zero-hit setting for the hit sharing, only one of the two tracks is
reconstructed. Conversely, under the zero-loose condition both tracks are successfully
reconstructed. Excluding one hit improves the reconstruction efficiency; however, the
correct, missing hit is present but not utilized.
Considering how the algorithm logic works, for each 2D tracks combination only the
closest stereo hit in the acceptance UV window (0.3 cm) is considered for the final 3D
track fit. However, imperfect alignment in conjunction with multiple scattering (MS),
especially for very close stereo hits (d < 0.2 cm), may result in the closest hit not being
the correct one. The correct stub might be there, farther away, without being taken
into account. If the nearest hit is also associated to another track with better χ2, then
the considered track is rejected, in the tight zero-hit configuration. If sharing multiple
hits is permitted, the track may be reconstructed, but its quality could be compromised,
making it unlikely to pass the elastic selection criteria.
To make the algorithm’s logic more robust against the complexities of real data, a new
approach has been developed. If there is more than one stereo hit within the acceptance
UV window, and the first attempt selects the hit associated with the best track, the
shared hit should be discarded. Then the algorithm will look for a second hit inside the
window, and attempt to use it if available.
The change has been applied in the reconstruction code, modifying the logic of 3D can-
didates creation. The same event displayed in Fig. 5.8 has been reconstructed with the
new algorithm, setting the configuration for no hit sharing. Fig. 5.10 shows the relative
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Figure 5.10: 2D event draw-
ing showing the 2D projections
XZ (top) and YZ (bottom) of
the reconstructed tracks and
all the stubs per module in the
given event. This is how the
event is reconstructed by the
new version of the algorithm
when 0 shared hits are allowed.

event drawing in the X and Y projections. All the hits are now correctly used and the
whole event is reconstructed also with the setting of zero hit shared.
It is mandatory to ensure that this modification does not introduce any drawback in

the angular resolution. To test it, the validation code discussed in Appendix A can be
used to compare efficiency and angular resolution resulting from the new version of the
algorithm with the default one, on simulated events. The realistic geometry has been
used for this validation and results are shown in Fig. 5.11 for the efficiencies as functions
of the muon and electron scattering angles, and their relative opening angle, for different
settings of the hit sharing parameter. The efficiency is significantly improved by the
updated algorithm for the zero-hit setting of the hit sharing parameter, up to about 10%
in certain regions. Instead, the performance for the setting of one and two shared hits is
basically unchanged.
It could be argued that if this issue is merely a matter of misalignment, as reproduced
by the realistic MC, a better alignment procedure might solve it without requiring mod-
ifications to the code. Therefore, the efficiency has been tested for a simulation with the
ideal geometry, where there is no misalignment and only multiple scattering may have
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Figure 5.11: Elastic event (top row) reconstruction efficiencies as a function of the µe
opening angle and single-particle efficiencies for muon (middle row) and electron (bottom
row) as a function of the lepton scattering angle. Different settings for the maximum
hit sharing parameter are used: 0 hit (left column); 1 hit (middle column); 2 hit (right
column). The red points correspond to the default FairMUonE reconstruction algorithm,
the blue ones to the updated version.

an impact on pattern recognition. Fig. 5.12 shows the results for the setting of zero hit
sharing. There is still an improvement with the updated algorithm in the large θe region
(large opening angles), where MS has a larger impact. Thus, even without misalignment
it may happen that the electron track is not reconstructed because of the loss of the
correct hit, preferring to share the closest one belonging to the muon.
It has also been tested that this gain in efficiency preserves the quality of the recon-
structed tracks. Both the angular resolutions of the reconstructed particles and the χ2
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Figure 5.12: Single-particle reconstruction efficiency for electron (left) and muon (middle)
as a function of the lepton scattering angle; event reconstruction efficiency as a function
of the µe opening angle (right). Reconstruction setting for zero hit sharing. The red
points correspond to the default FairMUonE reconstruction algorithm, the blue ones to
the updated version.

of the latter are not worsened by this modification. More details can be found in Ap-
pendix D.
The reconstruction is now performed using the new algorithm and data/MC ratios as
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Figure 5.13: Ratio of data and MC events passing the elastic selection as a function of
electron angle (left), muon angle (center) and relative opening angle (right). Here the
default FairMUonE reconstruction with loose 0-hit sharing parameter (pink) is compared
with the updated algorithm with 0-hit sharing (blue).

a function of the scattering and opening angles are shown in Fig. 5.13. The ratio in-
creases by approximately 10% with the updated algorithm. Many more events are now
successfully reconstructed, whereas they were previously lost with the default algorithm.
Additionally, the behavior of the ratios is now more uniform than before. The events
that were lost, as seen Fig. 5.6, i.e. where the distance between stereo hits of the muon
and electron is smaller than ∼ 2mm, are now successfully reconstructed, as it is evident
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Figure 5.14: Distance
between the stubs as-
signed to muon and elec-
tron track for each mod-
ule with the modified re-
construction algorithm.
First row corresponds to
first two modules X0 and
Y0, second row to stereo
modules U and V, third
row to last modules X1
and Y1. In blue MC
while in red real data.

from Fig. 5.14. Real data and MC are now much more compatible and the dips seem to
have disappeared.
The highest and most uniform reconstruction efficiency in MC simulations is achievable
with the parameter setting for two-hits sharing (see Section 3.2.1). Consequently, the
reconstruction using the new algorithm has also been tested with two shared hits. The
results for the data/MC ratios are shown in Fig. 5.15. While a decreasing trend is still
observed at small opening angles, there is an overall efficiency gain of approximately 10%
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Figure 5.15: Ratio of data and MC events passing the elastic selection as a function
of electron angle (left), muon angle (center) and relative opening angle (right). Here
the default FairMUonE reconstruction (pink) is compared with the updated algorithm
(blue). In both cases the reconstruction has been made with allowed 2-hit sharing.

across the entire kinematic range.
The study conducted so far aims to compare the absolute event yield within the elastic
selection to the predictions from MC simulations, considering the absolute luminosity
of the analyzed run. To assess the level of agreement, one must consider the proba-
bility of having two tracks with at least five stubs each, without any shared hits -thus
independent-, in order to account for detector efficiencies. Having Eq.4.1:

ϵ2tracks = ϵtrack × ϵtrack = 0.850± 0.035, (5.9)

considered the measured modules efficiency of (98.0 ± 0.5)%. Given the 0-hit shared
configuration, the observed blue ratios in Fig. 5.13 seem to account correctly for the
expected two tracks efficiency. If one focuses on the region 5 < θe < 20mrad, the ratio
between the integrals is found to be:

Ndata

NMC

=
92951

113261
= 0.821± 0.005, (5.10)

in agreement with the expected event detection efficiency evaluated in Eq.5.9

5.1.2 Comparison of the shapes

A first comparison of the shape of the angular distributions is done in the region of
5 < θe < 20mrad, using the zero-hit setting, where the ratios are more uniform. For
such comparisons, the normalization is done scaling the MC distributions to the same
number of real data events.
Some variables before and after the elastic selection (second paragraph of Section 5)
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Figure 5.16:
Distributions of rel-
evant variables before
(left) and after (right)
the elastic selection:
acoplanarity (top row),
longitudinal vertex
position (middle) and
number of tracker hits
after the target. Real
data (red histogram) is
compared with MES-
MER simulation (blue
histogram) normalized
to the data.

are compared in Fig. 5.16. The acoplanarity, the longitudinal position of the vertex
and the number of hits in the second station are shown for both data and MC. After
the elastic selection, the agreement between data and MC increases. Assuming that
MESMER accurately describes radiative processes, the acoplanarity plot after selection
reveals differences in angular resolution between data and MC, as has already emerged
in other studies.
The reconstruction has been made with the new version of the algorithm, discussed in
the last Section, with the setting of zero hit shared. The angular distributions and the
data over MC ratios are shown in Fig. 5.17, where the MC sample is normalized to the
data integral after the elastic selection. This allows for the examination of differences
in the shapes of the distributions, which are plotted on the left side. While the ratio as
a function of electron angle remains within ±3% across the entire range, this is not the
case for the muon, particularly in the low θµ region. As previously mentioned, an inaccu-
rate description of the angular resolution introduces large distortions that increase with
the size of the systematic. Currently, first studies estimate about a 30% difference in
the intrinsic angular resolution between real and simulated data. The θe cut at 20mrad
introduces the distortion on the muon distribution at low angle. This distortion in the
range 0.3 < θµ < 0.5mrad was not observed in Fig. 5.13, as the cut on θe was set to
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Figure 5.17: Left plots are the distribution of electron (top) and muon (bottom) scatter-
ing angle for data and MC, normalized to the data. Right plots are ratios of data and
MC. The gray dashed lines mark the unit ratio and a band of ±3%.

32mrad. This suggests that the distortion is correlated with the cut, and thus, with the
angular resolution. As reported in [51], distortions on θµ are considerably more complex
than those affecting the electron. Thus, a more detailed analysis is needed.
The level of expected background remaining after the elastic selection has been evalu-
ated with a Geant4 minimum bias sample, as MESMER signal samples does not contain
any type of background processes except for events with radiated photons. Indeed, the
long tails in the acoplanarity distributions of real data in Fig. 5.16, before the elastic
selection are not described by the MESMER signal MC. Instead, in Fig. 5.18, the same
acoplanarity distributions are compared to a minimum bias sample, where the real data
tails seem to be correctly described before the elastic selection. The level of background
with respect to the signal one is estimated with the minimum bias to be < 0.2%. There-
fore, this systematic error on data/MC shapes comparison is negligible with respect to
the final error found in the current analysis.
Geant4 is a powerful tool to control the results that are obtained with MESMER gener-
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Figure 5.18: Acoplanarity distributions before (left) and after (right) the elastic selection
for real data (red) and a minimum bias MC simulation (blue) with a MC minimum bias
sample. The normalization is to the number of real data events.

ators. However, at the moment data/MC ratios with minimum bias results to be:

Ndata

Nminbias

= 0.741± 0.015, (5.11)

which underestimates the expected ratio reported in Eq.5.9. However, it results to be
within 3σ with the expected value with respect to it. The origins of that underestimation
are still under study and more statistics is needed to continue investigating. Further
details can be seen in Appendix C.
To start observing the running of alpha, the MC description of angular shapes needs to
be within 0.5% of the corresponding data distributions. More work needs to be done
to reach this accuracy level. Some ideas for possible improvements are discussed in the
next section.

5.2 Future steps

Future steps have been thought in order to improve the MC description. On the re-
construction algorithm side, a new version is under development which includes the
covariance matrix for treating MS as described in [57] during track fitting. The aim is
to improve the quality of the vertexing, as MS is important for large θe and large θµ and
an incomplete treatment of MS could impact the quality of the tracks and vertex, thus
the elastic selection. This version is still under validation.
Another important improvement regards the alignment. At the moment, the measure-
ment direction of a module (e.g. X module) is defined as

v⃗dir = [RZ(α + αoffset) ·RY (θ + θoffset)] ·

1
0
0

 , (5.12)
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where the first matrix rotates around Z to adjust the strip orientation α, while the
second one produces the tilt angle θ, by rotating around the strip axis. Both of them
are reported with their respective alignment offsets αoffset and θoffset. A third rotation,
around the module axis, is missing. Introducing this third rotation by an angle γ will
enable to fully describe any module orientation in space such that:

v⃗dir = [RZ(α + αoffset) ·RX(γ + γoffset) ·RY (θ + θoffset)] ·

1
0
0

 . (5.13)

It has been verified that the introduction of the full 3D geometry in track fitting will
allow the alignment procedure to correct the tilt angle, which until now was considered
the main weak mode. As the problem described in previous section is strictly related to
incomplete alignment, it may benefits from this new procedure, which is being integrated
in the FairMUonE software.
The tilt angle was introduced in the first and last x− y pairs of modules. As discussed
in Section 2.5.1, it was demonstrated in MC simulations that it improves the single hit
resolution of 2S modules [45]. Although real data observations indicate that the cluster
of fired strips is wider for tilted modules (Section 4.2), its introduction in a real system
has brought several challenges. Adjusting tracking equations appears to address the
alignment issue, but this approach and its implications are still under investigation. At
this stage, it is not possible to draw definite conclusions regarding the ability to achieve
accurate alignment for this angular variable. Nonetheless, it is crucial to verify this as-
pect, as it could lead to a decision to eliminate tilted modules in future tests, considering
also the drawbacks discussed in Section 3.2.3.
The problem discussed in the previous section is particularly pronounced at small open-
ing angles. In this kinematic range, hit sharing is expected to increase the reconstruction
efficiency, as demonstrated by the MC study presented in Section 3.2.1. However, when
dealing with real data, it may be difficult to be handled properly. Hit sharing is currently
essential due to the system’s limited redundancy, with only two X and two Y planes for
the straight track to pass through. Therefore, if one of the two hits is missing, the nearby
hit from the other track may be used to help reconstructing the track, provided it is suf-
ficiently close. An important and urgent study deals with tracker configuration in terms
of number of modules. Adding an extra layer per view could maximize reconstruction
efficiency decreasing the number of hits shared. In this scenario, if one of the three hits
is lost, two out of three stubs per view would still be available, allowing a track to be
defined without the need to share hits with other tracks.
Another important study is the one about the angular resolution. As already mentioned
in the previous section, a distortion of the data/MC ratio is expected if the resolution is
not well described in MC [51]. First studies have been done estimating a systematic dif-
ference of about 30% in the intrinsic angular resolution, although this is still an ongoing
measurement, that will progress and benefit from the implementation of the alignment
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algorithm discussed above.
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Chapter 6

Conclusion and outlooks

The anomalous magnetic moment of the muon remains one of the central open questions
in contemporary particle physics. As experimental precision increases, theoretical and
experimental investigations continue to progress, setting the stage for deeper insights.
One of the promising future developments is the MUonE project, designed to directly
probe the main contribution to the theoretical uncertainty, with a new method and high
accuracy.

This thesis presented a comprehensive overview of the MUonE proposal, focusing on
the advances made in the past three years. The primary work concentrated on the vali-
dation and performance study of the project’s simulation and reconstruction software. A
thorough assessment of critical operational parameters, including tracking efficiency and
angular resolution, was conducted. This analysis helped identify an optimal configura-
tion for reconstruction, enhancing the system’s accuracy and reliability. A preliminary
analysis with the optimized configurations was also initiated on data collected during
the 2023 test beam. These early results provide valuable insights and mark a significant
step towards achieving MUonE’s ambitious objectives. Continued work in refining these
parameters, alongside new data, will likely yield further advances and contribute sub-
stantially to our understanding of the muon’s magnetic properties.
The study on the optimal reconstruction configuration in MC simulations revealed that
allowing up to two shared hits between tracks achieves the highest reconstruction effi-
ciency, approximately 99%, across the full kinematic range for both single particle and
elastic event reconstruction. This finding was instrumental in preparing for the analysis
of real data. However, when this configuration was applied, different challenges arose.
Issues in pattern recognition and alignment became apparent, leading to a non-uniform
data/MC ratio, shown in Fig. 5.4. Additionally, an inefficiency emerged in reconstruct-
ing events with a specific topology, namely for tracks with close-by hits in the U/V
planes (Fig. 5.6). To address these complexities, a modification to the pattern recogni-
tion algorithm was proposed. This update aims to upgrade the algorithm’s logic, better
accommodating the more intricate conditions of real-world data and improving overall

89



reconstruction performance. This proposed modification has been validated in MC sim-
ulations, where it maintained consistent reconstruction efficiency (Fig. 5.11). Notably,
the adjustment improved the efficiency in the large θe region without compromising the
angular resolution. In application to real data, the updated algorithm achieved a uniform
data/MC ratio with zero shared hits, as demonstrated in Fig. 5.13. Additionally, the
modification recovered over 10% of events with two shared hits, which were previously
lost under the default reconstruction algorithm. However, despite these improvements,
uniformity issues persist in regions with small lepton opening angles, as observed in Fig.
5.15.

A restricted kinematic region, specifically 5 < θe < 20mrad, was analyzed using
the zero hits shared configuration, yielding a more uniform data/MC ratio within this
range. The projected tracking efficiency for µe elastic events in this configuration is
0.850 ± 0.035, assuming a detector module efficiency of 0.980 ± 0.005. The achieved
ratio between event yields in data and the MC expectation, after the elastic selection,
0.821± 0.005, aligns well with the expected tracking efficiency reported.
A preliminary comparison of the MC and data shapes for the angular distributions of
electrons and muons was performed using the configuration with zero shared hits, which
yielded the most uniform data/MC ratio. Although this setup enhances data uniformity,
at present it does not provide optimal MC reconstruction efficiency and must be further
refined to aim for future measurements of the angular distributions.
However, it aids in examining systematic effects, such as angular resolution and multi-
ple scattering, which can distort distribution shapes. This comparison showed that the
normalized data/MC ratio for the electron angular distribution remains within ±3%. In
contrast, the muon distribution exhibited greater fluctuations, some of which could stem
from the angular cut applied to the scattered electron at θe < 20mrad. According to
previous studies [51], a systematic error on the angular resolution of 10% may introduce
significant distortions in the angular distributions. For the running of α(t) to be ob-
served, the MC description of angular shapes must be accurate to within at least ±0.5%.
Looking forward, various improvements to reconstruction and analysis pipeline are planned.
One priority is alignment. New tracking equations will soon be employed to address the
tilt angle alignment, which has been identified as a primary weak mode in data recon-
struction. Since pattern recognition closely depends on alignment quality and is crucial
for accurately reconstructing real data events, this change could substantially improve
reconstruction performance and data/MC consistency. Additionally, an upcoming re-
lease of the reconstruction algorithm will integrate refined MS correction terms in track
fitting, as detailed in [57]. This update is expected to enhance both vertex reconstruction
accuracy and post-vertex track fitting, allowing for a more precise and optimized elastic
event selection.

Another important consideration for future tests involves the layout of tracking sta-
tions. Key decisions include whether to maintain module tilt and whether to add two
additional tracking layers, one for the X view and one for the Y view. The advantages
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of tilt have been confirmed in both MC simulations[45] and real data 4.2. However, tilt
introduces some limitations, notably in calculating the bend in tilted modules (Section
3.2.3), which can affect elastic event reconstruction for specific topologies. A partial so-
lution has been found: correctly tuning the window offset in the correlation layer of the
2S module can mitigate these issues, although a maximum offset of ±3 strips, imposed
by the current tracker electronics, results in ∼ 6% of events being misreconstructed.
Excluding bend information could recover this ∼ 6%, though this may compromise res-
olution. Furthermore, using only one of the two 2S module sensors to determine particle
position brings to have unused extra silicon material, potentially impacting measurement
accuracy. Several options are open regarding the tracking station layout and the use of
tilt in X and Y modules:

1. Removing tilt in X and Y modules: this would allow correct usage of bend infor-
mation, fully exploiting the available data. This approach could simplify alignment
without the complications of the tilted geometry;

2. Reducing material budget with 1S modules: Another option is to adopt modules
with a reduced material budget. One promising prototype currently in development
is the 1S module, which, based on the 2S model, incorporates a single sensor instead
of two. The reduced material budget in these modules helps minimize multiple
scattering effects. Additionally, bend information is absent in this configuration.
However, the 1S module is still under testing and this option should be developed
together with the idea of having additional modules per view;

3. Exploring pixel detectors: Pixel detectors present another promising alternative,
as they can meet MUonE requirements by incorporating 3D position information
within a single module, thus minimizing material while preserving information
density. Current pixel detector technology can achieve better position resolution
with respect to that of 2S modules, making it a strong candidate for future detector
designs.

A key consideration about tilt depends on the effectiveness of the new alignment
algorithm. If the algorithm can effectively align the weak tilt mode, the primary draw-
back of tilt could be resolved. However, if alignment proved to be challenging, removing
tilt would simplify the system’s configuration, though it may reduce position resolution
to the nominal pitch/

√
12. In this scenario, increasing the number of modules could

compensate for the resolution loss, as track resolution improves with additional layers.
Although adding modules may increase multiple scattering, the extra layers would ben-
efit the pattern recognition algorithm, improving track reconstruction accuracy. This
thesis has demonstrated the utility of hit sharing in recovering events that would oth-
erwise be lost. Hit sharing, while useful in MC simulations, can be less reliable in real
data. Adding more layers per view would improve tracking efficiency by enhancing track
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reconstruction quality and reducing the probability of hit sharing. Furthermore, addi-
tional layers would benefit the 2D combination track step described in Section 3.1.2, as
a larger number of layers would help reduce the pool of viable 2D track building, thus
refining the reconstruction process.
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Appendix A

Automatized workflow with
Snakemake

The tests and validation workflow is divided in different steps:

1. Six different samples of elastic events are generated at the MC level with MESMER
generator. Those are divided per kinematic regions, corresponding to θe intervals:
[0, 5], [5, 10], [10, 15], [15, 20], [20, 25], [25, 32] mrad, each one containing the same
number of events;

2. the reconstruction is run with a given geometry and a given configuration file (sets
of parameters and flags);

3. after generation and reconstruction, ROOT macros are run on the reconstructed
samples to evaluate reconstruction efficiency and angular resolution;

4. it is possible to generate efficiency and resolution plots comparing different versions
of FairMUonE or different reconstruction configurations.

The Snakemake workflow management system [56] is a tool to create reproducible and
scalable data analyses. As the tests and validation workflow for FairMUonE contains a
multitude of heterogeneous steps, from the application of various command line tools to
the usage of ROOT macros for the generation of plots, this tool resulted to be an optimal
solution for reproducing these steps with just one click, exploiting parallelization when
possible.
Fig. A.1 shows for illustrative purposes some of the plots resulting from the automated
testing procedure corresponding to the comparison of two different configurations of the
reconstruction algorithm. One version of the reconstruction in this example determines
the interaction vertex assuming the z vertex position in the middle of the target, the
other one determines the z position of the vertex as the distance of closest approach
(DOCA) of the two outgoing tracks. These plots represent the reconstruction efficiency
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Figure A.1: Left : reconstruction efficiency of an elastic event as a function of the opening
angle between the outgoing electron and muon. Right : Angular resolution as a function of
the electron (top) and muon (bottom) scattering angle. Results achieved by constraining
the vertex longitudinal position to: the middle of the target (red), or to the Z position
determined from the DOCA minimization (blue).

of the algorithm for Monte Carlo elastic events when allowing for 2 shared hits among
tracks and the resulting angular resolution that can be achieved in the two cases. Thanks
to this tool, changes between different configurations, new releases of the code, various
settings of the parameters, can be effectively spotted.

In Fig. A.2, the variable σpost−σpre

σpre
is presented, which shows whether the post-

vertexing track fits improve the angular resolution in comparison with the pre-vertexing
fits.
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Figure A.2: Fractional difference between resolution from the pre-vertexing fit and post-
vertexing fit as a function of electron (top) and muon (bottom) scattering angles. Results
compare track fitting with vertex constrained to the Z position of: the middle of the
target (red) or the position from the DoCA fit (blue).
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Appendix B

First background studies with
minimum bias simulation

A sample of Geant4 minimum bias events have been simulated with a monochromatic
muon beam of 160GeV in a geometry with two stations and one carbon target of 1 cm.
The outgoing products from the pair production background typically include one muon
and two leptons, primarily an electron and a positron. However, it is possible that one
of the three leptons may not be reconstructed, with the electron or positron being the
most likely candidates due to the effects of multiple scattering, especially given the low
energy of the products. The majority of background events lie below θmin < 0.2mrad,
a basic cut to get rid of the most of the pair-production events as discussed in Section
2.3.1.
Another important cut is the one on the acoplanarity. This helps the selection as elastic
scattering events are planar, with the outgoing muon and electron emitted in opposite
directions in the transverse plane, conserving the transverse momentum. While pair-
production may not conserve it. Fig. B.1 shows acoplanarity distributions comparing
the pair-production background from a minimum bias simulation, with elastic signal
obtained either from MESMER or from the same minimum bias simulation, without
any cut applied. While the signal is well peaked within (−1,+1) for both samples, the
background is uniformly spread all over the range. This also gives a first proof of the
consistency between MESMER and minimum bias signal, as the distributions are in
agreement. As already discussed, one of the most effective cuts for background rejection
is θmin > 0.2mrad. Fig. B.2 shows acoplanarity distributions with the application of
this basic cut. It is evident that the majority of pair-production events are rejected.
Another additional cut is the quality of the reconstructed vertex, that was initially set
to χ2

vrtx < 100. Some results can be given to quantify the effects of these cuts on signal
and background events in a minimum bias sample, obtained from the simulation of 3×106

beam muons. Table B.1 shows the remaining background events after some cuts applied,
followed by the remaining signal ones:
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Figure B.1: Acoplanarity distributions for background (red) -obtained from a minimum
bias sample- are compared with signal ones. The latter are obtained from a MESMER
sample (blue, left) and from minimum bias sample (green, right).

Figure B.2: Acoplanarity distributions for background (red) -obtained from a minimum
bias sample- are compared with signal ones. The latter are obtained from a MESMER
sample (blue, left) and from minimum bias sample (green, right). A cut on θmin >
0.2mrad is applied to reject most of the background.

In Fig. B.3 and B.4 2D plots of the scattering angles of the two reconstructed particles
(θmax, θmin) for a minimum bias sample are shown respectively for background and signal.
Dealing with background, it can be noticed that the majority of the events surviving the
elastic cuts are away from the elastic curve, while the selected signal ones follow it as
expected.
From this first study the remaining background was estimated to be of the order of
10−3 after a basic elastic selection. This was one of the first studies that was done with
minimum bias simulations. The selection can be refined; new studies are ongoing using
more statistics and an updated version of the reconstruction code and these seem to
point at the same level of background estimated from this first work.
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BACKGROUND
No cuts χ2

vrtx < 100 |aco| < 1 χ2
vrtx + |aco|

All 0.03% (902) 0.0034% (104) 0.0096% (289) 0.0009% (27)
θµ > 0.2/,mrad 0.003% (92) 0.0005% (16) 0.0009% (28) 0.0001% (3)

SIGNAL
No cuts χ2

vrtx < 100 |aco| < 1 χ2
vrtx + |aco|

All 0.029% (878) 0.018% (543) 0.026% (767) 0.018% (541)
θµ > 0.2mrad 0.019% (584) 0.015% (450) 0.019% (576) 0.015% (449)

Table B.1: Remaining background and signal events after the application of several cuts.
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Figure B.3: 2D plot of the maximum VS minimum angle of scattering of two leptons
reconstructed in a minimum bias sample with background events. The red curve repre-
sents the elastic curve, while the red line the basic cut θmin > 0.2mrad usually applied
to get rid of the majority of pair-production events. The effect of few selection cuts is
shown: (top-left) all the background reconstructed events, (top-right) events after χ2

vrtx

cut, (bottom-left) events after |aco| < 1 cut and (bottom-right) events after both the
vertex and the acoplanarity cut.
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Figure B.4: 2D plot of the maximum VS minimum angle of scattering of two leptons
reconstructed in a minimum bias sample with signal events. The red curve represents
the elastic curve, while the red line the basic cut θmin > 0.2mrad usually applied to
get rid of the majority of pair-production events. The effect of few selection cuts is
shown: (top-left) all the background reconstructed events, (top-right) events after χ2

vrtx

cut, (bottom-left) events after |aco| < 1 cut and (bottom-right) events after both the
vertex and the acoplanarity cut.
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Appendix C

Comparison of data with minimum
bias MC simulation

A sample of about 3× 107 minimum bias events has been generated in the past months
with the 2023 test run geometry: two tracking stations and 3 cm target of graphite. The
fiducial and elastic cuts discussed in the first two paragraphs of Section 5 have been
applied and the sample has been normalized to the number of events in real data. Fig.
C.1 compares the acoplanarity, vertex position and number of hits found in real data
with the minimum bias normalized plots.
The comparison of the shape is reported in Fig. C.2 where the angular distributions

for MC and data are shown. The ratios are quite fluctuating in these ranges. Moreover
Ndata

NMC
= 0.741±0.003, which underestimates the expected two-tracks efficiency of Eq.5.9.

The reasons of this underestimation are not clear yet. It may be related to statistical
reason and more samples need to be generated. Another possibility is that the higher-
order cross sections are not precise in Geant4, therefore radiative contributions might be
underestimated. Further studies need to be performed.
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Figure C.1: Distributions before (left) and after (right) the elastic selection for data
(red) and MC (blue). Acoplanarity (top), longitudinal vertex position (center), hits in
the downstream station (bottom). The left side plots are obtained from preselected data
with incoming muons passing the fiducial cuts; the right side plots include the elastic
selection described in Sec.5.
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Figure C.2: Left plots are the distribution of electron (top) and muon (bottom) scattering
angle for data (pink) and MC (blue). Right plots are the ratios and MC. The gray dashed
lines mark the unit ratio and a band of ±3%.
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Appendix D

Angular resolution and track quality
with improved reconstruction
algorithm

Plots in Fig. D.1 represent the angular resolution of the muon and the electron before
and after the vertex reconstruction, which implies a re-fit of tracks. No degradation
seems to be introduced as the values in the new version (blue) and in the default one
(red) are in agreement within the error bars.
Next step is to check that the quality of the tracks and of the vertex is not compromised.
This is shown in Fig. D.2 (top row) for realistic MC. The vertex χ2 is defined as the
sum of the incoming and two outgoing tracks’ χ2 after a vertex has been found. One
can notice the the quality of the tracks is stable, so this modification is increasing the
efficiency of reconstruction without worsening the quality.
Major benefits are visible looking at real real data in Fig. D.2 (bottom row). It can

be noticed that the major improvement is for the electron track. The mean normalized
χ2 value obtained with the new version is < χ2 >= 6.454, while for the default version
it was < χ2 >= 6.818. In addition, the plots are made starting from the same sample
of real data. Looking at the statistics, it is clearly visible an increase of the number of
reconstructed events if the sample is reconstructed with the new algorithm.
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Figure D.1: Angular resolution of the electron (top plots) and of the muon (bottom
plots) as a function of their scattering angles. FResults are shown before vertexing (left
column), and after the refit at vertex (right column), for the reconstruction setting with
zero hit shared. The default FairMUonE reconstruction (red) is compared to the new
version of the algorithm (blue).
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Figure D.2: Distributions of the normalized χ2 of the vertex (left), electron track (middle)
and muon track (right). Top row is for MC and bottom row is for real data. The results
are obtained with the default FairMUonE reconstruction (red histograms), and the new
algorithm (blue histograms).
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