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Abstract 

The thesis explores two critical aspects of renewable energy sources (RES) integration in 

power systems: inertia estimation in systems with many Converter-Interfaced Sources (CISs) 

from RES and the management of the controllable resources of Renewable Energy 

Communities (RECs). Unlike traditional rotating generators, CISs lack physical inertia, requiring 

advanced Primary Frequency Control (PFC) approaches. A two-stage online inertia estimation 

method is proposed, combining optimization-based PFC parameter identification with 

regression-based inertia estimation. 

RECs are a recent means introduced in Europe to promote energy production by RES and local 

self-consumption. A comprehensive review of the European Union’s REC regulatory 

framework highlights national implementation diversities, including proximity constraints, 

rated power limitations, and energy-sharing methods. An Energy Management System (EMS) 

is proposed, integrating smart meter data collection, energy price acquisition, and a rolling-

horizon optimization procedure to minimize energy procurement costs. The EMS incorporates 

load and Photovoltaic (PV) production forecast and can be suitably adapted to account for the 

above-mentioned diversities. Within this context, incentive-based and four-price market 

models are introduced for cost minimization, compliant with national REC regulations. The 

impact of new asset installations, such as PV systems and Battery Energy Storage (BES), is 

assessed using standard load profiles obtained from measurement campaigns. 

The research aimed at contributing valuable insights into the advancing landscape of power 

systems with substantial RES integration. In this respect, the two-stage online inertia 

estimation process has been proved to provide accurate inertia values by using an OPAL-RT 

real-time simulator and the IEEE 39-bus network model, under diverse operational scenarios 

including CISs presence. Finally, the proposed EMS provides practical solutions to challenges 

in RES management, with the EMS's adaptability to regulatory changes enhancing its potential 

for broader deployment in ancillary services markets.  
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Chapter 1. Introduction 

1.1 The Role of Electric Energy in the Transition Toward Climate Neutrality 

Electricity and heat generation are responsible for a significant rate of CO2 emissions, the 44% 

of emissions from fuel combustion in 2021 [1], thus considerable attention has been posed in 

defining and implementing effective strategies to reduce emissions to mitigate the global 

mean surface temperature rise [2]. One of the most relevant world-wide agreements related 

to climate change has been achieved in 2015 during the United Nations Climate Change 

Conference held in Paris. The agreement, that is also called Paris Agreement [3], sets 

ambitious long-terms goal of maintaining the global temperature increase below 2°C above 

the pre-industrial level. In particular, the signatory nations agreed to pursue efforts to limit it 

to 1.5°C above pre-industrial level even financing to developing countries to mitigate climate 

change. In 2019 the European Union (EU) adopted the Clean Energy Package (CEP) a set of 

directives and regulations aimed to overhaul the energy policy framework to achieve the Paris 

Agreement goals. The CEP sets mid-term objectives for EU Members States (MSs) to achieve 

the long-term goal of carbon neutrality within 2050. The mid-term objectives to be reached 

within 2023 include a reduction of 40% of greenhouse gas emissions (respect to 1990), an 

improvement in energy efficiency (32.5% less respect the 2007 projections) and a significant 

renewable energy rate (40% of gross final energy consumption) [4]. More recently in 2020, 

the EU proposed to achieve an enhanced reduction of greenhouse gas emissions, the targeted 

reduction is set to 55% (again, respect to 1990) from which the climate law package takes the 

name: fit for 55 [5]. The fit for 55 package has been extended to include provisions on wide 

range of energy topics among which decarbonization in the shipping and transportation sector 

(including maritime, road and air), emissions related to land-use and forestry area and 

emissions trading system. 

The EU with the CEP recognizes the role of citizens in the energy transition already in the first 

CEP draft published in 2016 [6]. According to EU provisions the consumers will be provided 

with better information about their electricity consumption thanks to both an easier 
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readability of the bill and the equipment of Smart Meters (SMs). Moreover, they will be 

entitled to participate in ancillary services provision as the Demand-Response (DR) program, 

directly or through aggregators. Several opportunities open also for producers, or customers 

which can both consume and produce, the so-called prosumers, which can generate, store and 

sell electricity for their own use or for the participation in the electricity market. The CEP 

requires that EU MSs employ rules to properly monitor vulnerable and energy poor consumers 

and take effective measures to protect them and avoid their disconnection. 

The concept of energy efficiency can be suitably implemented within the context of smart 

cities. According to [7] a smart city is defined as “a place where traditional services are made 

more efficient through the use of digital technologies – Information and Communication 

Technologies (ICTs) – for the benefit of its inhabitants and businesses. A smart city goes beyond 

the use of digital technologies for better resource usage and lower emissions. It means smarter 

urban transport networks, improved water supply and waste disposal systems, and more 

efficient ways to light and heat buildings. It also means a more interactive and responsive city 

administration, safer public spaces, and meeting the needs of an aging population”. The 

improvement of energy efficiency within the context of smart cities is of particular interest 

since, despite the cities cover “only” the 3% of the planet's land area, they account for more 

than 65% of energy consumption and they are responsible of more than 70% of global 

greenhouse gas emissions [8]. In the EU, 75% of citizens live in cities, the number is expected 

to grow up to 85% within 2050 hence cities should be considered as a key point in the path 

toward climate neutrality. 

The EU has started an ambitious project named 100 climate-neutral cities by 2030 – by and 

for the citizens whose objective is to promote and support 100 European cities to become 

climate-neutral within 2030. These cities will act as showcase for the other cities for the goal 

of net-zero emissions by 2050. The city’s path toward climate-neutrality requires a multi-

disciplinary and multi-objective approach including the development of a multi-level, co-

creative process, formalized in a Climate City Contract tailored to each city's context; foster 

citizen empowerment through bottom-up initiatives and innovative governance models and 

help cities to access financing for Mission goals [9]. The Climate City Contract aims to express 
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the ambition and commitment of all parties involved in the objectives of the mission and 

identify gaps in implementation policies and strategies related to climate neutrality and smart 

city model implementation. Moreover, it should address the coordination between 

stakeholders and citizens around common objectives. Five priority factors are considered in 

the mission context: (i) new forms of participatory governance, (ii) innovative economic and 

financing models, (iii) integrated urban planning, (iv) digital technologies, and (v) innovation 

management. The selected candidate cities were announced on April 28, 2022, of the 100 

cities (to be precise 112 as 12 additional cities from countries associated or with the potential 

of being associated have been considered) nine are Italian, among which the city of Bologna 

[10]. 

In the transition toward net-zero emissions electricity is going to play a key role. According to 

recent estimation the electric energy represents 20% of world’s final consumption, this share 

rate is expected to increase around 50% by 2050 in the net-zero emissions scenario [11]. The 

consistent rise of electricity consumption is linked to the electrification of appliances and 

processes formerly supplied with fossil fuels. An example is the growth in electric car sales in 

the last years: in 2020 one car sold over 25 was electric while in 2023 the ratio increased to 

one over 5. In the US this ratio is expected to be 50% by 2030 [12]. Also, more and more 

heating systems are moving from traditional gas boilers to heat-pumps in several EU and US 

countries, at present they represent 10% of heating system sales. The continuously increasing 

of electric energy consumption requires the generation of that energy is to be from renewable 

origin to meet the net-zero emissions goal. Investment in clean energy has risen by 40% since 

2020, the reason is not only related to emissions reduction but also to energy security issues, 

especially for fuel-importing countries. Among renewable resources solar photovoltaic (PV) 

and wind are the ones expected to sharply increase (see Figure 1.1). The solar capacity, 

including both rooftop and utility-scale systems, is increased of 220 GW in 2022, which 

corresponds to the double of the new capacity installed in 2019; the new installed capacity is 

almost equally shared between rooftop and utility-scale projects [11]. 
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Figure 1.1 Global installed and forecasted power capacity by technology 2022-2050. Adapted from [11] 

As renewable energy penetration increases, particularly with Converter Interfaced Sources 

(CIS) such as PV and type-3 and type-4 wind turbines [13], to ensure the resilience and proper 

management of power systems becomes more challenging. The issues introduced by the high 

penetration of renewable energy sources (RES) involve a wide range of power system aspects 

spanning from real-time management, dispatching process to long-term planning [14]. Among 

operational issues, it can be mentioned the reduction in the amount of reactive power support 

available in the power system, which can be mitigated by implementing voltage-control in the 

power converter control strategies. The displacing of traditional synchronous generators with 

CIS not equipped with rotating mass leads to a reduction of system inertia and Primary 

Frequency Response (PFR) capability. This results in a greater rate of change of frequency 

(RoCoF) and frequency nadir after a power disturbance due to load or generator connection 

or disconnection. A large frequency variation can lead to severe instabilities in the power 

system and cause an uncontrolled disconnection of CIS. To mitigate the inertia and PFR 

capability reduction, CISs can be configured to provide PFR and virtual (or synthetic) inertia. 

However, these services are not costless since they require the implementation of proper 

measures, e.g. combining RES installation with battery energy storage (BES), working in 

deloading conditions [15] or, only for wind turbines, exploiting the rotating inertia of wind 

turbine blades [16]. Another aspect to be considered is the lower short-circuit capability of 
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the grid, resulting from possible instabilities in the current-control-loop of the converter and 

from the ability to ride-through low/high voltage transient avoiding unintentional islanding 

scenarios [17], [18]. The aforementioned mitigation approaches necessitate the 

implementation of suitable power converter control strategies. While interactions among 

adjacent CIS can occur, these are typically case-specific challenges requiring tailored solutions 

[14]. For the transmission system operator (TSO) the rising penetration of non-dispatchable 

RES introduces some additional efforts in the dispatching process. Forecasts of day-ahead and 

hour-ahead wind and PV production are indeed required. A proper reserve having enough 

flexibility to balance the variation of non-dispatchable RES should be allocated too. Also, 

extreme weather conditions must be considered such as icing of blades or storms which lead 

to turbine shutdown for safety or fast cloud movements leading to high ramps in PV 

generation. 

Another important issue is that the planning process for grid upgrades is significantly impacted 

by the increasing penetration of RES. A few decades ago, the power flow was almost entirely 

unidirectional, from traditional generators to transmission and distribution networks, and 

finally to loads. However, with the rise of distributed generation, an increasing number of 

generators are now connected at all network levels, possibly leading to reverse power-flow in 

certain hours. The simultaneity or lack thereof between RES generation and load consumption 

leads to significantly different scenarios to be considered in planning operation. 

Although power grid expansion and flexible demand measures enhance the relocation and 

balancing of electricity flows, Energy Storage Systems (ESSs) can effectively equalize 

fluctuations and compensate for mismatches between power generation and consumption 

through coordinated power supply and energy time-shifting [19], thus playing a novel, smarter 

role, in addition to the classical arbitrage exploited by pumped hydro stations. Among ESSs 

technologies BESs are promising since they can provide significant advantages as the higher 

efficiency, the fast response time and their modularity which allows to prioritize capacity or 

nominal power depending on the requirements and service to provide. According to net zero 

emission scenario the BES global installed capacity is expected to rise from 86 GWh in 2023 to 

1200 GWh in 2050 [20]. BESs are good candidates to provide short-term power system 
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flexibility and by 2030 are expected to provide about 50% of flexibility services. A study by 

Fitzgerald et al. [21] claims that the closer BESs are to the final customers, the more services 

they can provide to the system. This implies that behind-the-meter storage could offer 

services to the transmission grid, potentially through aggregation. Certain services relevant to 

prosumers, such as increasing self-consumption, can only be performed by behind-the-meter 

storage. BESs are capable to provide a wide range of ancillary services to facilitate RES 

integration among which voltage regulation, to avoid under/over voltages due to high 

load/generation conditions [22]. Another service is congestion relief which allows to limit the 

power below line capacity. The frequency regulation market aims to provide additional PFR 

from RES or even inertial response if a fast frequency response service is implemented. 

Storage allows also to exploit the energy price variations to perform energy arbitrage [23]. 

The EU fosters the participation of prosumers in energy markets, including the ancillary 

services ones. Within the ancillary services context storage plays a fundamental role, with 

prosumer-owned BES systems expected to contribute significantly [24]. 

Concerning the participation of prosumers in energy markets, it is worth noting that within 

the CEP two directives are aimed at empowering the role of citizens in the energy markets and 

transition toward climate neutrality, namely the Directive 2018/2001 also known as 

Renewable Energy Directive (RED) II [25] and the Internal Electricity Market (IEM) Directive 

2019/944 [26]. The aim of these two directives is to enable the participation of citizens, 

through aggregation, in the electricity market sector from which they were excluded or not 

competitive. 

More specifically, RED II introduces the concepts of Jointly Acting Renewable Self-Consumers 

(JARSC) and Renewable Energy Community (REC). The first one identifies a group of at least 

two renewable self-consumers, i.e. a final customer who generates renewable energy for its 

own consumption and may store or sell the self-generated electricity. However, these 

activities must not constitute their primary commercial or professional activity. The REC is a 

legal entity based on open and voluntary participation aimed at developing renewable energy 

projects. The primary purpose of REC is to provide environmental and economic or social 

benefits to REC members or in the area in which the community operates. It should be noted 



Chapter 1 - Introduction 

7 
 

that RED II introduces provisions for energy of renewable origin, encompassing not only 

electrical energy but also thermal energy. In contrast, the IEM directive introduces the concept 

of Citizen Energy Community (CEC) which establishes provisions exclusively for electrical 

energy, without limiting it to renewable sources. Similarities and differences between the two 

different types of communities and from JARSC will be discussed next. 

The economic rationale for establishing an energy community is closely linked to the 

remuneration scheme designed for such communities. However, it is crucial to consider the 

difference between the price of energy supplied by an external provider and the price at which 

the community sells energy to the main grid. This difference can be substantial, due to the 

costs applied by the energy provider or transmission, distribution and balancing costs by the 

TSO and Distribution System Operator (DSO) [27]. Therefore, aggregating prosumers into 

collective schemes which allow energy sharing could be advantageous. Moreover, the 

community as an aggregator entity enables the participation of prosumers in ancillary services 

market which typically requires power or energy capacity not available at single-customer 

level. The transposition of the EU directives into national regulations has been affected by the 

previous experience of each EU MSs in collective schemes [28]. Thus, in EU Member States, 

the maturity of the RED II and IED is not uniform, and remuneration schemes differ across 

countries.  
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1.2 Contributions 

This dissertation addresses two key aspects of the energy transition towards climate neutrality 

and the increasing of RES penetration in power networks. The first is real-time inertia 

estimation. As mentioned in the introduction the increasing penetration of CIS, typically 

associated with new RES installation, results in the replacement of conventional rotating 

masses, sources of ‘physical’ inertia, with CIS having no-inertia or ‘virtual’ inertia provided if a 

proper control algorithm is employed. The second main issue is the optimal management of 

energy communities, considered here as a tool to facilitate the deployment of RES at ‘local’ 

level fostering citizen participation in the energy transition. 

More specifically, Chapter 2 presents a novel online inertia estimation algorithm consisting of 

two stages: an optimization-based parameter identification and a regression-based inertia 

estimation. The optimization stage estimates the parameters that characterize the dynamics 

of the primary frequency control (PFC). These parameters are then used by the regression 

stage to track the inertia constant of the system. Inertia estimation based on dynamic 

regression extension and mixing (DREM) method has already been explored in the literature. 

However, such a method requires the knowledge of dynamic parameters of the PFC, which 

are typically unknown. To overcome this problem, the integration of a parameter 

identification stage, employing a least square optimization (LSO), is here proposed. 

Furthermore, a criterion for determining when to update the PFC parameters is proposed, 

ensuring accuracy over time. The proposed method is validated using the IEEE 39-bus 

benchmark network, demonstrating its effectiveness under various conditions, including 

normal load variations, large disturbances, and CIS operating in both grid-following and grid-

forming modes. 

Then, the thesis explores the multi-faced aspect of RECs optimal management. Firstly, in 

Chapter 3 a review of the European Union's regulatory framework for energy communities is 

presented, followed by a discussion of how different EU member states have transposed these 

regulations into national law. The review highlights commonalities and differences in REC 
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implementation and locally produced renewable energy sharing, which are critical 

considerations for optimal REC management. 

In Chapter 4 an approach to evaluate the impact of new assets installation, i.e. PV system and 

BESs, within RECs is proposed to facilitate the REC sizing process. The second part of the 

chapter illustrates the developed EMS to be employed for the optimal operation of RECs. The 

proposed EMS architecture encompasses a metering system infrastructure, proper data 

storage, and an optimization process. The system employs forecasts for load, and PV 

generation as well as energy prices acquisition from day-ahead market, to minimize energy 

procurement costs. The optimization procedure is performed in a rolling-horizon fashion to 

incorporate continuously updated consequently more accurate forecasts. The proposed EMS 

is validated by using a real-time simulator. 

Chapter 5 proposes standard consumption profiles for different user types, developed 

through measurement campaigns and tailored to specific customer segments such as schools, 

offices, residential, and industrial customers. Standard profiles for different user types are 

used in the sizing phase of RECs. The chapter discusses how variations in user profiles (e.g., 

working days versus Saturdays or holidays) are accounted for. The last part of Chapter 5 is 

devoted to forecasting techniques, employing both historical data and the latest available 

measurements, to generate load forecasts for the REC’s EMS.  Simplified forecasting methods, 

such as those based on average values or autoregressive integrated moving average models, 

are proposed for inclusion in the EMS. 

In Chapter 6 two optimization models to minimize the community energy procurement costs 

are proposed. The first model leads to cost minimization assuming a regulatory framework in 

which an economic incentive applies to shared energy. While the second model leads to cost 

minimization assuming a legal framework in which price agreement of the locally produced 

renewable energy is established by consumers and producers. The effectiveness of these 

optimization models is demonstrated by comparing their outcomes to those of two 

benchmark, non-optimized algorithms. Furthermore, a stochastic formulation is proposed to 

address uncertainties in load consumption and PV production. A scenario reduction technique 
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based on K-means clustering is applied to manage the computational effort of solving a large 

stochastic problem. Equation Chapter (Next) Section 1



Chapter 2 - Two-Stage Online Inertia Estimation 

11 
 

Chapter 2. Two-Stage Online Inertia Estimation  

Introduction 

he last decade has seen a significant increase in the deployment of renewable energy 

sources and energy storage systems, most of which are connected to the grid through 

power electronic converters [29]. As the number of these CIS increases, the overall system 

inertia decreases, affecting the stability of the power system. To mitigate these effects, the 

use of storage systems controlled to provide Virtual Inertia (VI) has been proposed [30], [31], 

usually mimicking the behavior of synchronous generators. As a consequence, inertia has 

become a parameter strongly dependent on the number of CISs connected to the system and 

the characteristics of their controllers. 

In this context, the effective inertia estimation becomes a critical issue. The main aspects are 

the following: 

• Inertia is no longer solely dependent on a physical parameter as in conventional 

generation but can also depend on the characteristics of the power converters. It 

depends on the converter control mode (e.g., grid-following, grid-forming), the 

implemented strategy (e.g., droop control, virtual synchronous machine), and the 

control parameters [32]. Commercial inverters mostly function as grid-following 

sources, adjusting their power output based on the grid voltage angle measured via a 

phase-locked loop. Consequently, these inverters simply track the grid angle and 

frequency without exerting active control over their own frequency output. 

Conversely, grid-forming sources actively regulate both frequency and voltage output, 

thereby enhancing the frequency dynamics and stability of power systems dominated 

by CISs [33]. 

• The amount of inertia in the system varies significantly over time due to the variability 

of the CISs connected to the system. The unpredictability of renewable energy 

increases the impact of this variability.  

T 
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• System operators can use information on the effective inertia trend to take preventive 

measures to increase the stability and resilience of the system. Such measures may 

include the use of synchronous condensers or increasing frequency regulation 

reserves. 

• In addition, system operators may require generators to provide certain levels of 

inertia to ensure stability margins, even if they are inverter-based [34]. Inertia 

estimation algorithms can help to verify compliance with such requirements. 

There are several ways to classify inertia estimation methods according to their characteristics 

[35]–[39] : state (static or dynamic); time horizon of interest (online, offline, forecast); type of 

data (large disturbance data, ambient data, micro disturbance data); method employed 

(model-based, measurement-based).  

Static methods [40], [41] rely on operating schedules or full system monitoring, often 

dependent on the availability of synchronous generator data. However, they may not be 

suitable for power systems with limited observability and a high penetration of distributed 

resources providing inertial response. Dynamic methods, on the other hand, overcome the 

disadvantages of static methods by directly analyzing the dynamic behavior of the system. 

This allows for a more accurate and up-to-date characterization of inertia. For this reason, 

most of the methods proposed in recent literature are dynamic. 

Offline methods [42], [43], also known as post-mortem, typically analyze large disturbance 

events and are based on historical data, whereas online methods monitor inertia in real time 

using readily available measurements. A key advantage of offline methods is the ability to 

perform data processing and inertia estimation without concern for computational time. 

Online methods [44]–[56] offer the advantage of real-time (or close to real-time) awareness 

of the system state, allowing system operators to make adaptive adjustments based on 

current conditions. Another useful resource comes from predictive methods [41], [57]–[59]. 

By using such methods, operators can take preventive actions to maintain system stability 

margins based on expected future conditions. 
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In terms of data type, large disturbance-based methods [42]–[47] rely on events that produce 

large frequency variations, such as faults, connection/disconnection of large generators or 

loads, etc. The accuracy of these methods typically depends on precise knowledge of the 

disturbance characteristics (size, timing). Moreover, the inertia information cannot be 

updated in real time. In contrast, ambient data-based estimation methods [48]–[54] use 

measurements obtained under normal operating conditions, taking advantage of the normal 

fluctuations of load and generation in the system. This feature makes them more flexible to 

adapt to changes in the network topology. Typically, methods based on ambient 

measurements also work with large perturbations, but not vice versa. Microperturbation-

based methods [55], [56] use a probe signal with known characteristics. This approach 

requires additional equipment, which increases the complexity of the implementation. 

Considering the above characteristics, continuous awareness of the system inertia level is 

provided by dynamic online methods based on field data. This paper focuses on an inertia 

estimation method with these characteristics. In terms of the method employed, model-based 

methods [44], [45], [48], [49], [55] use dynamic models of varying complexity and adopt 

optimization algorithms, Kalman filters, state-space models, and transfer functions to 

estimate inertia and other parameters. These methods suffer from parameter uncertainties 

and the accuracy of the estimation depends on the models used. In contrast, measurement-

based methods [46], [50]–[53], [56] do not require complex model representations and often 

use only the swing equation. However, they are susceptible to measure noise. 

The methods proposed in [47], [54] are difficult to categorize as purely measurement based. 

Both methods are based on the swing equation but do not require the definition of model 

parameters. The method proposed in [47] is capable of tracking inertia with high accuracy. 

However, it depends on the accurate estimation of the rate of change of power (RoCoP) and 

frequency. In particular, the frequency is estimated using the frequency divider formula, 

which is based on the augmented matrix of the network and the knowledge of the generator 

impedances. In [54], a regression model is constructed from the swing equation, based on the 

DREM. The model includes a transfer function that represents the dynamics of the PFC. The 

method is tested during small disturbances associated with rescheduling events and shows 
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good performance. However, the main drawback lies in the assumption that the parameters 

characterizing the PFC dynamics are known. To overcome this limitation, an extension of the 

method has been preliminarily proposed in [60]. The extension consisted of the introduction 

of a least-squares optimization (LSO) to obtain the PFC parameters. The optimization was 

based on an iterative procedure using a dynamic Simulink model, which made the process 

slow.  

The inertia estimation technique proposed in [60] is improved with the following features: 

• The PFC dynamics are represented using an analytical formulation. This allows the 

optimization phase of the algorithm to be significantly accelerated. 

• A sensitivity analysis is performed to evaluate the influence of the DREM algorithm on 

the performance of the estimator. The results made it possible to establish a criterion 

indicating the need to update the PFC parameters. This improvement allows the entire 

estimation process to be automated, making it suitable for practical use. It also 

provides useful insights into the DREM characteristics for this application.  

The proposed LSO-DREM procedure is tested on the IEEE 39-bus system model. The tests 

consider load variations under normal operating conditions, load and generation steps in 

different inertia conditions, and the impact of CISs controlled in both grid-following and grid-

forming modes. The performance of the LSO-DREM procedure is compared with the results 

obtained using the algorithm proposed in [47]. Real-time simulations are performed to 

validate the implementation. 
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2.1 Mathematical Formulation 

Figure 2.1 shows the inertia estimation process. The inputs to the algorithm are 

measurements of system frequency f  and total electric power injected by generators ep , and 

the output is the estimated inertia of the power system, denoted as Ĥ . Throughout the paper, 

the tilde ( u ) refers to measured quantities, while the hat ( û ) refers to estimated quantities.  

The optimization stage identifies the parameters of the PFC dynamic and the regression stage 

tracks the inertia value in real time. A control block checks the PFC parameters are up to date. 

Whenever it detects a change in the dynamic, a request to update the parameters is sent to 

the optimizer. The main contributions are those marked in the orange blocks, and the details 

of the algorithm are shown in Figure 2.2. 

 
Figure 2.1 Scheme of the inertia estimation for a generic power system. 

The DREM method uses a regression and gradient algorithm to estimate inertia. However, as 

mentioned above, the parameters of the PFC are needed to construct the regression model. 

To solve this problem, the optimization stage estimates these parameters ( ˆ ,τ  zˆ ,τ pτ̂ ). The 

dynamic behavior of the PFC is represented by an analytical form, in which the frequency 

variation is expressed as a function of the electrical power variation and the PFC parameters. 
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Optimization-based PFC identification follows the following steps: 

i. frequency variation f∆   and electrical power variation ep∆   are measured over time 

window tw when a disturbance occurs; 

ii. frequency variation f∆  is evaluated by using the analytical expression; 

iii. the difference between f∆   and f∆  is minimized and the PFC parameters are 

obtained. 

The DREM stage constantly tracks the inertia, while the optimization stage is started only 

when it is necessary to update the PFC parameters, which are determined by the following 

conditions: 

• ΔH condition: a control value ( cĤ ) is estimated by a parallel gradient algorithm with 

different regression parameters. Estimated inertia Ĥ  and control value cĤ  diverge 

only if the PFC parameters do not correspond to the real dynamics of the system 

(details are given in section 2.2.2). If the difference between these two values exceeds 

a threshold (εH), the optimization stage must be performed to estimate new PFC 

parameters. To prevent this condition from being activated during the transient state 

of the estimator, the threshold must be exceeded for a specified time interval (tH). 

• Δp condition: to ensure the accuracy of the PFC parameters, the optimization is 

performed when a significant disturbance occurs. The LSO is therefore executed when 

Δp is greater than the tolerance εP. 
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Figure 2.2 Block diagram of the proposed LSO-DREM inertia estimation algorithm. 

Section 2.1.1 briefly recalls the swing equation and introduces the general representation of 

the primary frequency control. Section 2.1.2 derives the analytical expression of the PFC 

dynamics and illustrates the optimization procedure.  Section 2.1.3 constructs the regression 

model from the swing equation based on the DREM procedure. 

2.1.1. Swing equation 

The swing equation of a generator expressed in per unit (pu) is given by [61]:  

 
pH ∆ω
ω

=2   (2.1) 

where the damping can be neglected [36], [37]; ω is the angular frequency and ω  its time 

derivative; and Δp is the power unbalance. The power unbalance can be expressed as: 

 PFC ep* p pp∆ = + −  (2.2) 
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where p* is the power setpoint; pPFC is the mechanical power resulting from primary frequency 

control action; and pe is the electric power. Equation (2.2) represents the actual unbalance 

between the load and the mechanical power, which accounts for the deviation from the set 

point due to the action of the governor. The whole power system’s behavior can be 

represented by the aggregated swing equation (ω=f in pu): 

 
*

PFC ep p p
f

H f
+ −

=
1

2
  (2.3) 

While pe and f can be measured, direct measurement of p* and pPFC is not possible. If the 

aggregated droop constant is known, the steady-state value of pPFC can be derived. However, 

in the case of synchronous generators, the dynamic behavior of pPFC depends on that of the 

turbine-governor system, which is often unknown to the system operator. Similarly, for CISs, 

the dynamics of pPFC depend on the characteristics of the source and the control system, which 

are also unknown. 

2.1.2. Identification of PFC dynamic parameters  

This section outlines the process implemented to determine the dynamics of the PFC. This is 

one of the main contributions of the thesis. In general, pPFC can be represented in the Laplace 

domain as: 

 ( )PFCp ( s) G( s) f f
R

= − − 0
1  (2.4) 

where R is the droop constant and f0 is the nominal frequency. G( s) is the transfer function of 

the turbine and of PFC of the equivalent aggregated system represents the dynamics of the 

PFC. G( s)  tends to 1 when s  goes to zero, therefore the steady-state contribution of the PFC 

is equal to f R∆− . 

For small disturbances the frequency is close enough to its nominal value. Hence, (2.3) can be 

expressed as 
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 ( )PFC es f ( s) p p
H

∆ ∆ ∆= −
1

2
 (2.5) 

The dynamic model used for the PFC dynamic identification can be derived from (2.4) and 

(2.5) as  

 e ( s)
H )

f
s

( s) p
s G(

R

∆ ∆ ⋅
+

=
−1

12
 (2.6) 

To represent G( s) , a low-order model with one pole and one zero is introduced in [62]. This 

model allows to focus on the power system frequency dynamics [63]. In this paper, an 

additional pole is used to represent the aggregated PFC dynamics of the entire system. A 

second-order representation gives more flexibility with respect to the single-pole 

representation of [62], and allows to represent the dynamics of different units and their 

governors [61]. Thus, G( s)  is expressed as  

 z

ps
G

s
( s s)

τ
τ τ

+
= ⋅

+ +
1 1

1 1
 (2.7) 

where τ, τz and τp are the corresponding time constants and represent the PFC parameters to 

be estimated. G(s) represents both governor and turbine dynamics. Then (2.6) can be 

rewritten as 

 e( s) ( s)f ( s) p∆ ∆Γ ⋅=  (2.8) 

where the transfer function ( s)Γ  is defined as: 

 
z

p

( s)
Hs

R
s

s s

Γ τ
τ τ

= −
+

+ ⋅ ⋅
+ +

1
1 1 12

1 1

 (2.9) 

This transfer function represents the dynamic relationship between frequency and electrical 

power. However, in order to use the frequency and power measurements, it is necessary to 
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express the relationship in the time domain. This is achieved by applying the convolution 

theorem to (8): 

 e )f (t ) (t ) p (t∆ γ ∆= ⊗  (2.10) 

where ⊗  is the convolution operator and (t )γ  is the inverse Laplace transform of ( s)Γ . It 

characterizes the time domain representation of the PFC dynamics. The derivation of (t )γ  is 

detailed in Appendix A, and its final form is 

 ( )r tr t r t(t ) R k e ke ekγ −− −+= − ⋅ + 31 2
1 2 3  (2.11) 

where k1, k2, k3 and r1, r2, r3 are functions of H, R, τ, τz and τp. 

To estimate τ, τz and τp, a parameter identification process is performed based on a least-

squares optimization technique. The objective function to be minimized is the difference 

between the measured frequency variation and the analytical formulation resulting from 

(2.10)–(2.11): 

 f fmin ∆ ∆= −
2

J  (2.12) 

The optimization is performed over a time window tw that is appropriately sized to include the 

entire PFC action. For the implementation, the equations must be discretized. If Ts is the 

sampling period of the measurements, then (2.10)-(2.12) are expressed as 

 e(k ) (k )(k )f p∆ ∆ γ⊗=    (2.13) 

 ( )s s sr kT r kT r kT(k ) R k ke e ekγ − − −+ += − ⋅ 1 2 3
1 2 3   (2.14) 

 ( )N

k
(k )) (kmin f f∆ ∆

=
∑ −=

2

1

J  (2.15) 
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where k is the discrete time step and N is the number of samples within the time window tw. 

An estimated frequency deviation, denoted in the following as LSOf̂∆ , is obtained from the 

solution of the optimization problem. 

The LSO procedure is illustrated in Figure 2.3. In addition to estimating τ̂ , zτ̂  and pτ̂ , the 

optimization also estimates the inertia ( LSOĤ ). Since (2.11) is a linear combination of 

exponential functions, (2.12) is evaluated using a recursive convolution scheme, which 

drastically reduces the computation time. However, real-time tracking of inertia is not 

efficient using this method alone, as the optimization requires a significant disturbance to 

obtain accurate results. The minimization procedure is terminated when the function 

tolerance is met, i.e. when the values of the objective function, in two subsequent iterations 

differ by less than the chosen threshold, assumed to be 1e-9. 

 
Figure 2.3 Flowchart of the least-squares optimization 

2.1.3. Dynamic regression extension and mixing 

To achieve real-time inertia tracking, the method used in this chapter is based on the DREM 

procedure. To keep the chapter self-contained, the mathematical formulation of the DREM is 
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given in Appendix A. In this section, only those aspects relevant to the LSO-DREM algorithm 

are presented.  

The DREM constructs a linear regression based on (2.3), which can be rewritten as 

 PFC ep p p*
f

H f H f
−   

= +   
   

1 1 1
2 2

   (2.16) 

Once pPFC is known, the unknown parameters are H and p*. To match the number of equations 

to the number of unknown parameters, the regression is extended by applying a dynamic 

operator to the original regressor. The extension is obtained by applying the lag operator H: 

 ( ) ( )( )d(t ) t t ⋅ = ⋅ − H  (2.17) 

where td is the time delay. This operation gives a second regression equation: 

 ( ) PFC ep p p*f
H f H f

−   
= ⋅ + ⋅   

   

1 1 1
2 2

H H H  (2.18) 

For the practical implementation of the regression equations (2.16) and (2.18), a filter is used 

to avoid the derivative operator applied to the frequency. Further details are given in 

Appendix A. Combining the two regression equations  (2.16) and (2.18) gives a regression of 

general form: 

 =A Bx  (2.19) 

where A is a 2x1 vector and B is a 2x2 matrix, both composed of known quantities; x=[x1,x2] is 

the  vector of variables to be estimated, i.e. x H=1
1  and p*x H=2  in (2.18).  

The mixing procedure then decouples the regressions, allowing the two unknown parameters 

to be estimated independently. The final form of the regression is: 
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 ⋅= ∂Z x  (2.20) 

where Z is a 2x1 vector and ∂ is a scalar, both of which are known quantities. 

Parameters x̂1  and x̂2  can be estimated from (2.20) using the gradient algorithm [64]. The 

discretized law describing the update of x̂1  and x̂2  is 

 [ ]i i i i s(k ) (k )Z T ,x̂ ix̂∆ λ+ = ∂ −∂ =1 1 2   (2.21) 

where λi is the learning rate of the gradient algorithm for each process. For simplicity, the 

same value of λ is used for all processes.  

The variables of interest are derived from the estimated parameters as 

 ( )ˆ ˆH x
ˆˆ ˆp* H x

−=

= ⋅

1
1

2

  (2.22) 

The DREM procedure is shown in Figure 2.4. The focus is on inertia, so the estimation of p* is 

not considered. To reduce the effects of transients during the estimation, the DREM output is 

saturated (Hmax and Hmin) and filtered. The purpose of the saturation is only to avoid unrealistic 

values and it has no effect on the performance of the algorithm.  

The two parameters that determine the behavior of the DREM are time delay td, and learning 

rate λ. In Section 2.2 a sensitivity analysis is performed to assess their impact. 

 
Figure 2.4 Scheme of the dynamic regression extension and mixing procedure  
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2.2  Sensitivity Analysis 

2.2.1. Preliminary results 

The performance of the LSO and the DREM procedures is first tested separately on the 

simplified system of Figure 2.5. The equivalent system is simulated using a 10 GW synchronous 

generator driven by a steam turbine (as in [65]). The nameplate inertia constant (Hn) is 6 s and 

the droop is 5%. 

To test the optimization performance, a 200 MW (0.02 pu) load step is simulated. The LSO is 

performed over a 60 s time window to account for the PFC dynamics. The estimated 

parameters of Ĝ( s)  are given in Table 2.1 and the correspondence between f∆   and LSOf̂∆  is 

shown in Figure 2.6. The real-time tracking of the inertia performed by the DREM is shown in 

Figure 2.7, and the results are given in Table 2.2 along with the LSO estimated inertia. After 

the initial transient following the disturbance, the estimation algorithm stabilizes at a constant 

value. 

 
Figure 2.5 Simplified test system for the sensitivity analysis of regression-based estimation. 

Table 2.1 LSO and DREM Parameters 

LSO τ τz τp 

Value 0.288 1.650 10.149 

DREM λ td 

Value 109 2 s 
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Table 2.2 Estimated inertia by LSO and DREM 

 Ĥ  (s) error 

LSO 5.940 1.00% 

DREM 6.008 0.13% 

 

 

Figure 2.6 Comparison between frequency measured ( )f∆   and estimated by the LSO ( )LSOf̂∆  

 
Figure 2.7 Real-time inertia tracking with the DREM procedure 

2.2.2. Sensitivity analysis 

A sensitivity analysis of the DREM procedure is carried out to propose a criterion to determine 

when the PFC parameters must be updated (e.g., due to the connection of other sources that 

modify the PFC dynamic characteristics of the system). This allows the integration between 

the two algorithms, which is the second main contribution of the paper. 
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Firstly, it is of interest to evaluate the performance of the DREM when either the inertia or the 

PFC dynamics change. Two scenarios are defined: 

• Scenario A – Variation of the inertia constant: the inertia of the equivalent system is 

changed to 5 s. The PFC dynamics are the same as in the base case. 

• Scenario B – Variation of the PFC dynamics: the PFC dynamics are changed by varying 

the time constants of the governor. The inertia is the same as in the base case (i.e., 

6 s). 

The performance of the DREM is assessed for both cases using the parameters from Table 2.1. 

A 200 MW load step at t=0 s is introduced and the estimated inertia for both scenarios is 

shown in Figure 2.8. For scenario A, the estimated inertia is 4.928 s (1.44% error), and for 

scenario B it is 6.537 s (7.72% error). These results show that the DREM is accurate when the 

PFC dynamic parameters are updated. However, its accuracy decreases when these dynamics 

change without the parameters being updated. 

 
Figure 2.8 Estimated inertia for scenarios (a) A and (b) B 

To further explore the characteristics of DREM, the influence of time delay td and learning rate 

λ are examined, considering the base case and the two scenarios previously described. To 
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avoid the numerical divergence of Ĥ ,  Hmin and Hmax are set to 0 and 10 s. These limits do not 

affect the performance of the algorithm. 

A. Influence of the time delay 

The time delay should be within the inertial response window of the system. Figure 2.9 

illustrates the effect of td on the estimated inertia. The shaded area indicates a ±5% error 

margin. The blue dots indicate those estimates where parametric error ê is large, making the 

estimate unreliable. 

In both the base case and Scenario A (PFC dynamics have not changed since the optimization), 

the estimated inertia is not significantly affected by the choice of td. However, in Scenario B 

the effect is significant. For values of td greater than 2 s, the error is significant. This 

dependence of the estimated inertia for different td values when the PFC dynamics change is 

used as a criterion to determine the need to update the PFC parameters. For this purpose, a 

parallel gradient algorithm with different td is used to estimate the control inertia cĤ  (see 

Figure 2.2). 

 
Figure 2.9 Effect of time delay on estimated inertia. Estimation errors for different values of td for (a) the base 

case; (b) Scenario A; (c) Scenario B. 
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B. Influence of the learning rate 

The learning rate determines the convergence speed of the gradient algorithm. Large values 

make the estimation procedure faster, but too large values can cause overshooting and 

increase the sensitivity to noise. Figure 2.10 illustrates the effect of λ on the estimated inertia.  

For the base case and Scenario A the estimation error is minimal for a wide range of λ values 

(5·104–1015). However, for scenario B, the influence of λ becomes significant. The errors are 

large for several values of λ, making the estimation unreliable in these conditions. 

The algorithm is stable for a wide range of λ values as long as the PFC parameters are updated. 

This dependence could also be used as a criterion for updating the PFC parameters. 

 
Figure 2.10 Effect of the learning rate on the estimated inertia. Estimation errors for different values of λ for (a) 

the base case; (b) Scenario A; (c) Scenario B. 
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2.3 Test Cases 

To evaluate the algorithm performance, the 10-generator, 39-bus IEEE system shown in Figure 

2.11 is implemented in Matlab/Simulink [65]. The injected active power is measured for each 

generator and the frequency is obtained from a phase-locked loop (PLL) module connected to 

the bus of generator 1. 

 
Figure 2.11 IEEE 39-bus test system. 

The system inertia constant Hn is calculated using: 

 i ii i iH S S⋅∑ ∑   (2.23) 

for all i-th generators effectively connected to the grid. When all synchronous generators are 

connected to the system, this value is 4.208 s. The PFC and LSO-DREM parameters are given 

in Table 2.3. 
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Table 2.3 LSO-DREM parameters 

LSO 
Parameter τ τz τp tw 

               Value 
① 0.356 1.564 9.738 

60 s 
② 0.363 1.590 9.842 

DREM 
Parameter λ td 

Value 109 1 s 
Control 

Parameter td εH tH εP 
Value 3 s 0.25 s 60 s 15 MW 

①: Base case; ②: After the generation disconnection. 

 

For the performance tests, generators n° 4, 7, and 8 of  Figure 2.11 (marked in red) are 

operated to vary the dynamics of the system. In the first case, these generators are 

disconnected. In the second case, they are replaced by CISs with power converters controlled 

in either grid-following or grid-forming mode. In the grid-following mode, the inverter controls 

the active and reactive power to follow a reference. In the grid-forming mode, the frequency 

is controlled by implementing a virtual synchronous machine (VSM) technique with damping 

[66], and the voltage is controlled with a droop control strategy. The LSO-DREM algorithm is 

also tested under normal operating conditions, considering load and frequency variations. 

2.3.1. Disconnection of synchronous generators 

This scenario simulates a sequence of disturbances and the disconnection of the three 

generators 4, 7, and 8. This test illustrates the algorithm operation. The result provided by the 

algorithm is compared to the estimated inertia based on the method proposed in [47] 

(designed as dPĤ  as it is a by-product of the RoCoP estimation).  

The estimated values of the inertia constant and the control variables of interest are shown in 

Figure 2.12 including the control value cĤ . The inertia is first estimated after a disturbance at 

t=5 s. At t=100 s, the three generators are disconnected, causing the change in the PFC 

dynamics. The algorithm detects the change in inertia and the ΔH condition is activated due 

to the change in the PFC dynamics. At t=300 s, a disturbance is detected and recorded for the 
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time window tw. Optimization is then triggered, and the PFC parameters are updated. Finally, 

after a disturbance at t=550 s, the inertia is estimated with the new PFC parameters. The 

accuracy of the algorithm is tested at three times, as shown in Figure 2.12: 

A) before the generators are disconnected; 

B) after the disconnection but before updating the PFC parameters; 

C) after updating the PFC parameters. 

 
Figure 2.12 Performance of the LSO-DREM algorithm in the case of synchronous generator disconnection: (a) 

estimated inertia and (b) control block values 

When the generators are disconnected the system inertia constant Hn increases to 4.509 s, 

even though the total moment of inertia decreases, as shown in Table 2.4. This increase occurs 

because the base power, which acts as the denominator in (2.23), decreases. 

Table 2.4 compares the inertia constants estimated by using the different methods and their 

corresponding relative errors. It shows that the considered methods are sufficiently accurate 

in estimating the inertia. The RoCoP-based method has the important advantage of working 

without the need for parameter updates. However, this method relies on the accurate 

estimation of the rotor frequency of each generator due to its dependence on the second 
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derivative of the frequency. For the calculation of the inertia constants given in Table 2.4 the 

rotor frequency values were assumed to be known. However, the RoCoP-based method did 

not work correctly using the PLL measurement; instead, the LSO-DREM works well with the 

frequency measured at a single point in the system, which is a major advantage. 

Table 2.4 Estimated inertia constant 

 
nH  

LSO LSO-DREM RoCoP 

 LSOĤ  error Ĥ  error dPĤ  error 

A 4.208 (Sb=18.6 GVA) 
J = 1.586 MJ s2 4.231 

0.55 % 4.197 0.26 % 4.011 4.68 % 

B 4.509 (Sb=15.6 GVA) 
J = 1.425 MJ s2 

6.17 % 4.438 1.58 % 4.449 1.32 % 
C 4.491 0.40 % 4.517 0.18 % 4.516 0.16 % 

 

2.3.2. Normal operating conditions 

The algorithm is tested under normal operating conditions. Figure 2.13(a) shows the system 

frequency caused by the load variation. Figure 2.13(b) shows the comparison between the 

estimated inertia and Hn. The mean value of the estimated inertia in the last 200 s (to neglect 

the initial transient) is 4.267 s, giving an error of 1.41%. 

 
Figure 2.13 (a) Frequency variation and (b) estimated inertia under normal operating conditions 

2.3.3. Algorithm performance with unchanged PFC dynamics 

Although the DREM does not use the value of LSOĤ directly in the estimation process, it is 

correlated with the values of τ̂ , zτ̂  and pτ̂ . To evaluate such dependency, the algorithm is 
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tested in the presence of a highly variable load. The three generators are disconnected at 

t=160 s changing the PFC dynamics. The results are shown in Figure 2.14. In this scenario, the 

difference between Ĥ  and cĤ  is small and not persistent. Therefore, the condition ΔH is not 

satisfied and the optimizer is not triggered. Nevertheless, the DREM is able to track the change 

in system inertia. 

As long as  Ĥ  and cĤ  do not diverge, the accuracy of the inertia estimated by the proposed 

algorithm is adequate. However, a periodic estimation of the PFC parameters could be 

performed independently of the activation of the ΔH condition.  

 
Figure 2.14 Estimated inertia when the PFC dynamics are not updated after generator disconnection 

2.3.4. Converter interfaced sources 

To evaluate the impact of DERs, the three generators n° 4, 7, and 8 of Figure 2.11 are replaced 

by CISs controlled in either grid-following or grid-forming mode. A 250 MW load step is 

introduced at t=0 s. The frequency of the system and the estimated inertias are shown in 

Figure 2.15 and in Table 2.5. 

For the grid-following case the inertia is Hn,GFL=3.782 s, considering the contribution of the CIS 

zero in (2.23). The estimated value is 3.781 s, resulting in a negligible error. 

The grid-forming inverters are designed to provide the same inertia constant as the 

synchronous generators they replace. However, the primary response of the grid-forming 

inverters is faster than that of the synchronous generators [47], [67], resulting in a lower 
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frequency deviation and a lower rate of frequency change compared to the case without CIS. 

The droop effect of the GFM converters results in a higher effective inertia [68]–[70], as shown 

in Figure 2.15. In this case, the nominal inertia is Hn,GFM=4.209 s as for the base case. However, 

this nominal value does not consider the inertia due to the above-mentioned droop action. 

An error for this would not be relevant for the present analysis and, therefore, it is not shown 

in Table 2.5. 

 
Figure 2.15 Effect of CIS on (a) frequency and (b) system inertia. CIS are controlled in grid-following (GFL) or 

grid-forming (GFM) mode 

Table 2.5 Estimated inertia constant with converter-interfaced sources 

 
nH  

LSO LSO-DREM 

 LSOĤ  error Ĥ  error 

GFL 3.782 3.765 0.45 % 3.781 0.00 % 
GFM 4.209† 5.055 -- 4.986 -- 

†This value does not consider the inertia effect provided by the droop 
action of GFM converters. Therefore, the error is not reported in this 
case. 
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2.3.5. Real-time implementation 

A real-time test was performed using an Opal-RT 4510 simulator. The aim of this simulation is 

to validate the approach and confirm that the LSO-DREM algorithm can handle real-time 

computational tasks.  

The implementation is shown in Figure 2.16. In the proposed algorithm, the regression must 

run continuously while the optimization is triggered only when required. For the real-time 

simulation, the optimization is built into an executable file. The optimization stage is executed 

asynchronously on the development computer (host). When executed, it writes the estimated 

PFC parameters into a text file. The regression algorithm then reads this file periodically (e.g., 

every 60 s). Similarly, the disturbance data required for the optimization is written into a text 

file, which is read by the optimizer when it runs. 

 

Figure 2.16 Test of the LSO-DREM approach using a real-time simulator 

For the real-time simulation the system was divided into three subsystems: the power system 

(generators, transformers, lines, loads); the generator controls (governors and exciters); and 

the inertia estimation algorithm. A scenario similar to that described in Section 2.3.1 is 

simulated and the real-time results are shown in Fig. 17. The behavior of the DREM without 

the output filter is also shown.  
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Figure 2.17 Estimated inertia - Real-time results 

 The estimated inertia values and the computation times required for a simulation of 800 s are 

given in Table 2.6. The time step is 2 ms. The main computation burden at each step of the 

simulation is the power system computation (an average time of 1.84 ms). The inertia 

estimation subsystem takes about 91.5 μs. This shows that the algorithm is well suited for 

real-time implementation. Moreover, since the LSO-DREM algorithm relies solely on 

frequency and active power measurements, its resource consumption is not affected by the 

complexity or size of the system, making it scalable. 

Table 2.6 Real-time results 

Computational times 

Subsystem Resource usage 
Step-time 

Minimum Maximum Average 
Power system 91.83 % 1831.55 μs 1846.49 μs 1836.63 μs 

Generation controls 0.16 % 2.93 μs 3.68 μs 3.21 μs 
DREM 4.57 % 91.23 μs 92.04 μs 91.50 μs 

Inertia estimation 

 nH  Η̂  Error 

A 4.208 s 4.250 s 1.00 % 
B 4.509 s 4.570 s 1.35 % 

 

Equation Chapter (Next) Section 1
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Chapter 3. European Regulatory Framework and 

State of the Art of Energy Communities 

Implementation 

Introduction 

his chapter provides a comprehensive overview of the European regulatory framework 

designed to facilitate the transition towards climate neutrality by promoting the 

development of renewable energy projects and improving energy efficiency. It focuses on key 

elements of the CEP, with particular attention to the RED and IEM Directive, aiming to 

highlight the foundational concepts for the implementation of RECs and CECs. 

One of the primary objectives of energy communities is to facilitate energy sharing among 

community members. A critical aspect explored in this chapter is how energy sharing is 

assessed as the computation can be different from the physical power flow. The calculation 

varies depending on the scheme employed. The two commonly used schemes are analyzed in 

detail, with a focus on their respective advantages and disadvantages, as well as the measures 

necessary to ensure the rights and obligations of consumers. 

The chapter concludes with a review of the national transpositions of the RED across different 

European countries. The goal is to identify the most prevalent approaches used to foster the 

development of RECs, the energy sharing schemes adopted, and the benefits that REC 

members can gain from participating in such communities. The findings from this comparative 

analysis will serve as the basis for the development of an optimization model, presented 

further in the thesis, designed to approximate the diverse national transpositions effectively. 

  

T 
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3.1  European Regulations on Energy Communities 

As mentioned in the introduction the CEP is a set of rules whose aim is to pave the transition 

from a fossil fuel-based economy toward a carbon-neutral one. The CEP comprises four 

directives and four regulations. The CEP provisions cover a widespread number of topics and 

areas, each contributing to achieving the climate neutrality objective. The set of rules 

encompasses topics such as buildings and transports efficiency, as well as their integration, 

energy generation, consumption and storage, energy safety and diversification, citizen 

empowerment, smart systems integration, harmonization of regulations among EU MSs and 

research coordination. The RED and IEM directive, discussed in section 3.1.1  and 3.1.2, 

respectively, are of particular interest to energy communities, JARSC and prosumers. It should 

be highlighted that an EU regulation “is a binding legislative act. It must be applied in its 

entirety across the EU” [71]. In contrast, a directive “is a legislative act that sets out a goal 

that EU countries must achieve” [71]. Thus, each MS has to approve a law to transpose the 

directive.  In the implementing decrees, adaptation to existing regulatory frameworks often 

takes place, which poses some differences in the practical applications of the directive in the 

different MSs. In section 3.3 the characteristics of the transposition in some EU MSs are 

presented. Hereafter a brief description of each directive and regulation belonging to the CEP 

is provided. 

Energy Performance in Buildings Directive 2018/844 [72]: the Directive establishes specific 

provisions aimed at promoting better and more energy-efficient buildings. The EU buildings 

are responsible for about 40% of energy consumption and 36% of CO2 emissions. The directive 

encourages building automation to create smarter buildings that operate more efficiently and 

adapt to the needs of consumers. The directive contains also provisions for the integration of 

electric mobility with the building system. About 35% of EU buildings are more than 50 years 

old and 75% are also considered energy inefficient. Thus, the directives encourage the 

implementation by MSs of incentivizing schemes to promote building renovations. 

Renewable Energy Directives 2018/2001 [25] and 2023/2413 [73]: the directives focus on 

promoting the use of energy from renewable sources. They aim to engage citizens in 
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environmental and energy issues to boost the diffusion of renewable energy and advance 

system digitalization. Further aspects of the REDs are discussed next in section 3.1.1. 

Energy Efficiency Directive 2023/1791 [74]: firstly adopted in 2012 the directive has been 

recently revised with the introduction of stronger objectives and requirements on energy 

efficiency to achieve the goals set by the fit for 55 package. Changes with respect to the 

previous version of energy efficiency directive are the reduction of EU’s consumption by 11.7% 

by 2030 (relative to the 2020 reference scenario) and a requirement to achieve an average of 

1.49% in new annual energy savings for the period from 2024 to 2030. In addition, MSs are 

now obligated to prioritize vulnerable customers and social housing within their energy 

savings measures. The public sector is also targeted with a new 1.9% annual energy 

consumption reduction goal. Whereas, businesses will need to adopt a different approach, 

based on energy consumption, either through implementing EMS or conducting energy audits. 

Lastly, the directive promotes the development of local heating and cooling plans in larger 

municipalities and progressively increases the efficiency of energy consumption in heat or cold 

supply, particularly in district heating systems. 

Governance of the Energy Union Regulation 2018/1999 [75]: the regulation establishes a 

robust governance framework for the energy union, requiring each MS to develop an 

integrated ten-year National Energy and Climate Plan, encompassing the 2021-2030 period, 

while maintaining a longer-term perspective extending to 2050. The EU MSs should achieve 

the targets for all the five dimensions [76], i.e.  

i. security, solidarity and trust: the EU's energy security strategy focuses on reducing 

dependency on specific energy sources and routes by diversifying supplies, enhancing 

cooperation among MSs, and improving energy market integration. It emphasizes the 

need for stronger global partnerships, increased domestic energy production, and 

greater transparency in energy agreements to ensure a secure and resilient energy 

system; 

ii. fully integrated internal energy market: to ensure a well-functioning internal energy 

market, a robust regulatory framework that promotes effective cooperation among 
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TSOs (both electricity and gas) and regulators should be employed. Furthermore, to 

achieve an effective integration of RES into the market requires flexibility on both the 

supply and demand sides, across and beyond national borders;  

iii. energy efficiency: buildings and transportation are responsible of a large part of energy 

consumption. Thus, the EU promotes new schemes to improve the buildings’ energy 

efficiency at local level and it also supports initiatives like Smart Cities. While in the 

transport sector, the focus is on tightening CO2 standards and improving fuel 

efficiency; 

iv. climate action, decarbonizing the economy: The EU's climate policy employs an 

emissions trading system to drive low-carbon investments and reduce greenhouse gas 

emissions. The EU also aims to become the global leader in renewable energy, 

integrating RES with alternative sustainable fuels. Also, the environmental impacts, 

public acceptance and infrastructure needs such as land-use and food production are 

considered;  

v. research, innovation and competitiveness: the EU aims to be one of the world leaders 

in RES thus, it should also lead the next generation of renewable technologies such as 

smart grid and smart home technology as well as storage solutions. To achieve this 

objective, it is necessary to fully coordinate the EU research around common goals and 

deliverables alongside with industries that can ground the research outcome. 

Electricity Regulation 2019/943 [77]: outlines principles for the internal EU electricity market, 

primarily focusing on the wholesale market and network operations. To align with these 

principles, the regulation incorporates provisions that amend specific articles within the 

existing electricity network codes and guidelines. 

Internal Electricity Market Directive 2019/944 [26]: contains provisions electricity generation, 

transmission, distribution, supply, and storage, while also addressing consumer 

empowerment and protection. Additionally, provisions for the procurement of flexibility by 

distribution system operators are provided. Further details on the IEM directive are provided 

next in section 3.1.2 
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Risk Preparedness Regulation 2019/941 [78]: requires the development of plans addressing 

potential electricity crises by MSs. These plans employ standardized methodologies to identify 

potential crisis scenarios at both national and regional levels.  

Agency for the Cooperation of Energy Regulators Regulation 2019/942 [79]: redefines the role 

and operations of the European Union Agency for the Cooperation of Energy Regulators 

enhancing its authority in cross-border cooperation. Agency for the cooperation of energy 

regulators is tasked to monitor and analyze the performance of regional coordination centers 

in close collaboration with national regulatory authorities and the European TSO for 

electricity. Moreover, the agency is responsible for the revisions of grid code drafts, for the 

oversight of generation adequacy and risk preparedness and it is responsible for taking a 

decision when competent authorities do not agree in the implementation of new grid codes. 

3.1.1. Renewable Energy Directive 

The RED establishes a European policy framework conceived to stimulate the integration of 

RES into the energy mix. By actively engaging citizens in environmental and energy matters, 

RED seeks to accelerate the adoption of renewable energy technologies and advance the 

digitalization of energy systems. Additionally, RED draw up guidelines for financial support 

mechanisms to promote renewable energy generation, encourages the self-consumption of 

renewable electricity, and outlines strategies for integrating renewable energy into the 

heating, cooling, and transportation sectors. 

The second edition of RED, entered into force in 2018, has the target to reach a share of 32% 

of consumption by renewable energy by 2030. The target rate has been risen to 40% in the 

revised version of RED entered into force in November 2023 and it should be transposed 

within 18 months. Moreover, to facilitate the phase out of fossil fuels, bioenergy, i.e. energy 

from biomass or biofuels, has been included in the list of recognized renewable energy 

sources. This is particularly relevant as the International Energy Agency [80] predicts that the 

use of bioenergy is expected to double by 2050, given its potential to serve as a direct drop-in 

alternative to fossil fuels. According to the directive, renewable non-fossil energy sources 

include wind, solar (both thermal and photovoltaic), geothermal energy, osmotic energy, 
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ambient energy, tide, wave and other ocean energy, hydropower, biomass, landfill gas, 

sewage treatment facility gas and biogas. 

RED III, namely directive 2023/2413 aims to simplify and expedite the permitting procedures 

for renewable energy projects and if necessary their relevant distribution network to improve 

the exploitation of RES. Moreover, the Directive requires that MSs conduct a mapping 

procedure having two primary objectives: first, to identify areas with high renewable energy 

potential to meet renewable energy share targets, and second, to ensure expedited approval 

processes for renewable energy projects within those areas. The mapping process is expected 

to be performed in two stages [81]. The first stages consist in the identification of the areas, 

encompassing land, surface, sub-surface and sea or inland water, with a significant renewable 

energy potential. The potential is assessed considering the estimated energy production, the 

projected energy demand (taking into account demand-response flexibility, expected 

efficiency gains and energy system integration) and the availability of relevant energy 

infrastructure, including grids, storage and other flexibility tools. The first mapping stage can 

be performed regardless of environmental impact constraints, and it is expected to be 

completed by May 2025. The second stage consist in the identification of the Renewable 

Acceleration Areas (RAAs), in these areas the renewable projects are not expected to have 

significant environmental impact thus, they can benefit of shorter and potentially simplified 

permitting procedures. The RAA identification is expected to be completed by February 2026. 

Table 3.1 Permit-granting procedure time-limits provided by RED III for RES installations 

 Inside RAA Outside RAA 

Rated power <150 kW ≥150 kW <150 kW ≥150 kW 

Other RES 6 months 1 year 1 year 2 years 

Wind 1 year 2 years 2 years 3 years 

Rated power <100 kW 

PV 1 month 

Rated power <50 kW 

Heat Pump 1 month 
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To pave the path toward the goal of 40% share of renewable energy the RED II outlines the 

concept of JARSC and REC. The primary objectives of these entities are to enhance public 

acceptance of RESs at the decentralized level, promote energy efficiency, and facilitate market 

participation for users who may otherwise be excluded. Additionally, these entities aim to 

ensure the provision of electricity at accessible prices while combating energy poverty by 

reducing both supply costs and energy consumption through improved efficiency. 

According to the Directive a renewable self-consumer is entitled to generate, store and 

eventually sell the exceeding energy. MSs must ensure the energy fed into the grid is subject 

to fair network charges and receives a remuneration which reflects the market value. The 

renewable self-consumer maintains rights and obligations as final user, this aspect is crucial 

for the choice of the energy sharing schemes that are discussed in section 3.2. The assets 

belonging to the self-consumer may be owned and managed by a third party such as an Energy 

Service Company (ESCo) provided that the control is held by the self-consumer (the third party 

is not considered a self-consumer). Additionally, MSs should guarantee that renewable self-

consumers have the possibility to engage energy sharing, provided that they are located 

within the same building. The principles established for the renewable self-consumers are 

extended to JARSC although non-discriminatory differences between the two configurations 

can be implemented by MSs. 

A REC is a legal entity entitled to produce, consume, store and sell renewable energy. The 

renewable energy generated by REC's assets can be shared among its members. Moreover, 

REC can access energy markets directly or through aggregation. As for the renewable self-

consumer, REC should not be subject to unfair network charges or administrative barriers, and 

the REC members should maintain their rights and obligation as final customers. The Directive 

requires a proximity between the REC and its assets, or the renewable energy project 

developed, this proximity limit is linked to the REC purpose of providing environmental, 

economic or social community benefits for its shareholders or members or for the local areas 

where it operates. However, the proximity constraints must be defined by each MS in its 

national transposition. 
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RED is not constrained to electric energy, but it also includes thermal energy, encompassing 

both heating and cooling, provided that it has to come from a renewable source. The Directive 

also opens the possibility of Peer-to-Peer (P2P) energy trading, i.e. the sale of renewable 

energy between market participants through a contract with pre-determined conditions. The 

right to engage in P2P trading shall not compromise the existing rights and obligations of the 

parties involved, whether they are end-users, producers, suppliers, or aggregators. 

3.1.2. Internal Electricity Market Directive 

The IEM directive entered into force in 2019 establishes provisions for a wide range of aspects 

related to the rights and obligations of customers, energy providers and grid operators. The 

Directive allows for the possibility that consumers and producers, either individually or jointly, 

can exchange electricity using direct lines, as long as these lines are confined within their own 

premises. Moreover, the Directive aims to increase consumer awareness of their energy 

consumption and the potential benefits of adopting different tariff schemes. To achieve this, 

the IEM mandates that providers must offer time-varying energy prices and enhance the role 

of SMs in supporting these pricing models. Consumers will also be able to switch energy 

providers more quickly: the maximum time limit is set at three weeks, with the goal of 

reducing this to one day by 2026. 

The regulation introduces the definition of active customer and citizen energy community 

(CEC): 

• An active customer is an individual final customer or a group of jointly acting final 

customers who consume and potentially store energy produced within their premises. 

If permitted, this energy can also be sold or used to participate in ancillary services 

markets. This activity must not constitute the primary commercial activity. An active 

customer can operate in the aforementioned activities directly or through aggregation. 

Each final customer should be capable of behaving as an active customer without being 

charged for not cost-reflective grid-fees or disproportionate administrative 

requirements/procedures. The assets can be operated and maintained by a third party, 

however the third party is not considered an active customer. It should be noted that 
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the active customers are financially responsible for the imbalance generated in the 

power system. The role of storage is emphasized: the regulation provides that the grid 

connection time should be reasonably short, and the energy remaining in the active 

customer premises or used to provide ancillary services should not be subject to 

double network charges. Additionally, more than one ancillary service at a time (if 

technically feasible) can be provided. 

• The CEC is a legal entity based on voluntary and open participation, effectively 

controlled by members or shareholders that can include natural person, local 

authorities, including municipalities, or small enterprises. The primary purpose is to 

provide environmental, economic or social community benefits to its members, 

shareholders or to the local areas where it operates rather than to generate financial 

profit. Members maintain their rights and obligations as final customers. The CEC can 

engage in the entire electric energy chain, from generation to consumption, including 

distribution, storage, aggregation, providing services for energy efficiency and for 

electric vehicle integration. Additionally, CEC can own, establish, purchase or lease 

distribution networks and autonomously manage them. An operational agreement can 

be established with the relevant DSO or TSO to which the network is connected. 

Appropriate network charges should be determined by differentiating the energy 

exchanged within the CEC network from that which is fed into or withdrawn from the 

public grid. Additionally, customers who remain connected to the public grid should 

not face any discriminatory charges. As active customers, CECs are financially 

responsible for the imbalances generated in the electric grid and are entitled to access 

to the electricity market either individually or through aggregation. The CEC deals only 

with electric energy, including but not limited to the renewable one. 

Table 3.2 outlines the key differences between REC and based on various criteria, including 

membership and control, the types of energy sources that can be utilized, the range of 

activities they can engage in, and the geographical areas within which they are permitted to 

operate. The key differences between the two community’ type emerge from the directives 

which defines them: CEC is formally recognized as a market actor whereas REC has the main 

purpose of promote the RES growth [82]. 
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Table 3.2 Differences between REC and CEC. Adapted from [83] 

Criteria REC CEC 

Energy source Limited to RES Limited to electricity, not necessarily from 
renewable sources 

Proximity 
constraint 

Members and shareholders must be 
located in the proximity of renewable 
energy projects 

No geographical limitation, cross-border 
activities may be allowed by MSs 

Purpose 

Encouraging the development of 
community ownership models to increase 
the share of RES while providing 
environmental, economic or social 
benefits 

A new energy market actor capable of 
participating across the electricity market 
as well as able to provide environmental, 
economic or social benefits. 

Activity Production, consumption, storage and 
selling of renewable energy 

Generation, including from renewable 
sources, distribution, supply, 
consumption, aggregation, energy 
storage, energy efficiency services or 
charging services for electric vehicles or 
provide other energy services to its 
members or shareholders 

Membership 
Natural persons, small-medium 
enterprises, local authorities, including 
municipalities 

No limitation 

Effective control 
Members and shareholders located in 
proximity of the RE projects owned by the 
community 

Members or shareholders that are natural 
person, local authorities, including 
municipalities, or small enterprises. 
Medium and large enterprises can 
participate but are excluded from 
effective control. 
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3.2  Energy Sharing Schemes 

At present, the most common configuration of an electricity supply contract involves having 

one energy provider for the energy withdrawn from the grid and another (which can be the 

same provider but is not required to be) for the energy fed into the grid. The introduction of 

energy sharing concept by RED II and IEM directive pave the way for distributing the locally 

generated energy among community members without the need for an energy supplier [84]. 

The RED II does not provide a strict definition of shared energy to leave a degree of freedom 

at MSs to harmonize the concept of shared energy with their existing regulation, if present 

[84]. A general definition of shared energy, which aligns with most national transpositions, is 

energy that is locally produced by the community and consumed by its members within a 

specific timeframe (defined by national regulations), this is often referred as netting period 

[85]. The netting period typically is less than one hour thus it should not be compared with 

the concept of net-metering which usually refers to a longer time period (e.g. a month or a 

year) and consists in a deduction of the energy fed into the grid from the amount of the energy 

withdrawn from the grid. 

The way on how this energy can be shared from both technical and economical points of view 

have to be defined by each MS in its national transposition also based on previous energy-

sharing projects experience. According to [86] two energy sharing models can be identified 

based on how the energy shared is transferred: the physical model requires the adoption of a 

dedicated physical network to share energy, as opposite to the virtual model which employs 

the public grid to share the energy. Within these two main containers several approaches can 

be employed to administratively and economically allocate the energy shared. The 

approaches are influenced by national regulation as well as by the regulation employed by the 

community. Details on physical and virtual models are given hereafter, whilst how they are 

employed in different national transpositions is discussed in section 3.3. 
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3.2.1. Physical model 

The physical model employs a private connection among the community members. The 

instantaneous shared energy within the community remains confined within the private 

network without affecting the DSO meter. The private grid is interfaced with the public grid 

acting as a slack bus to compensate for the energy surplus or deficit of the community. At the 

point of coupling with the public grid, i.e. the Point of Delivery (POD), a fiscal meter is installed, 

responsible for measuring the energy withdrawn from or fed into the public grid to properly 

bill the community. To properly allocate the cost for the energy consumed and fed by each 

customer an internal metering is required. 

Figure 3.1 shows an example of the physical model applied to an apartment building in which 

there is a single prosumer equipped with a PV system and three consumers. The four 

customers are connected at the apartment building private grid. Each one is equipped with an 

energy meter which is monitored by the manager of the community and allocates the 

costs/revenues according to the internal agreement. The private grid is connected to the 

public grid through a DSO meter which is used to bill the apartment building for the energy 

bought or sold.  

 
 Figure 3.1 Energy share physical model. Adapted from [86] 

The physical model can be suitable for community concentrated in a small area, where 

customers are in close proximity to one another as in an apartment building or area that may 
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operate islanded. Otherwise, the costs associated with the installation, operation, and 

maintenance of a private distribution grid may render it economically unfeasible [85]. 

The physical connection employed by this model introduces some regulatory issues to be 

properly considered. Firstly, the community has a single POD and therefore a unique energy 

provider for all the community members [86]. This contradicts the principle established by the 

RED, which allows individual REC members to freely choose their energy supplier. Additionally, 

also freedom of joining or leaving the community is hindered due to costs related to the 

connection switching from the private grid to the public one [87]. Finally, from a network 

charges and fees point of view having a single POD means that all the fixed components of the 

bill are paid only once, rather than by each individual customer. This approach is unfair 

because all community members benefit from the ancillary services provided by the DSO and 

TSO through the community POD. 

3.2.2. Virtual model 

The virtual model employs the DSO grid to share energy among community members. In this 

configuration each customer has his own POD managed by the DSO as shown in Figure 3.2. 

Thus, the right to freely choose an energy supplier is respected [86]. Energy procurement is 

provided by the local prosumers as well as by the chosen retailer responsible for covering the 

lack or absorbing the exceeding energy. Both supplies use the users’ unique PCC with the 

distribution grid and the meter installed there.  

The possibility of joining or leaving the community is facilitated since no physical modifications 

to the grid connection are required; only contractual matters need to be managed. In this 

configuration the energy shared is not ‘confined’ within a private grid as other customers 

outside the community may also be connected to the public grid. Consequently, the concept 

of consuming locally generated energy within the community becomes more of an 

administrative notion, disregarding the actual power flow within the grid [88]. Due to the use 

of a portion of public grid to share energy it is expected that network charges, or a part of 

them, have to be paid also for the shared energy. 



Chapter 3 - European Regulatory Framework and State of the Art of Energy Communities 
Implementation 

50 
 

 
Figure 3.2 Energy share virtual model. Adapted from [86] 

Additionally, the netting time period is a crucial factor. DSO meters do not continuously 

transmit instantaneous production and consumption values; instead, they aggregate energy 

consumption over a specific timeframe, typically 15 minutes. As a result, the DSO receives 

quarter-hourly measurements of energy production and consumption. Consequently, the 

calculation of shared energy must be based on this timeframe (typically 15 minutes or 1 hour) 

[85]. This introduces a degree of non-contemporaneity between consumption and production 

resulting in certain indeterminacy in the allocation of the energy exchanges [89]. Hence, 

virtual schemes necessitate pre-established allocation criteria and sharing keys to ensure a 

fair and efficient distribution of energy.  

The allocation procedure for shared energy quotas depends on the national regulation. It can 

be managed internally by the community's manager according to pre-established agreements, 

or it can be handled by the energy provider based on the measurements provided by the DSO 

and the allocation criteria communicated by the community. These aspects are further 

discussed in the section hereafter.  
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3.3 National Transpositions 

As mentioned in section 3.1, EU MSs have different levels of integration of the RED II into 

national regulations depending on the electricity market size and maturity [90]. Almost all the 

national regulations assume that each final customer maintains the supply contract with the 

freely chosen energy provider and that the energy sharing is performed by employing the 

virtual model, thus via the public distribution network. The virtual model is employed in Italy 

[91], Spain [89], France [92]. In Germany, the physical configuration is permitted as the local 

production can be shared also via a private distribution network [87]. This setup employs 

specific measures, discussed in section 3.3.4, to comply with the RED requirements, ensuring 

that members maintain the freedom to choose their energy supplier and the right to join or 

leave the community. 

In recent years, incentive schemes for RES production have evolved to better align production 

with consumption. Earlier net billing schemes allowed complete decoupling, whereas current 

incentive mechanisms emphasize simultaneity between generation and consumption [93], 

[94]. This simultaneously applied to the virtual scheme should reduce power flows in 

transformers and lines, thereby decreasing losses and potentially mitigating dispatching 

issues. The choice of distribution keys for locally produced energy or economic incentives 

share employed in the virtual model can significantly affect the profitability of the 

participation in the community. The literature presents various distribution keys, and their 

impact on profitability has been analyzed under specific scenarios, as discussed in [95]–[97]. 

The flexibility guaranteed by the choice of distribution key allows for a better alignment with 

the different socio-economic goals established by each REC. 

3.3.1. Italy 

Italy transposed the articles 21 and 22 of RED II, i.e. the ones related to JARSC and REC, in 2019 

through Decree Law n°162 of 30th December 2019. This Decree, along with the technical 

regulations published by the ARERA (the Italian Regulatory Authority for Energy, Networks 

and the Environment the DCO 112/2020/R/EEL [98] of April 2020 and its recast, the resolution 

318/2020/R/EEL [99] published in August of the same year, establish the regulatory 
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framework for RECs and JARSC. It is important to note that in literature, the JARSC 

configuration is commonly referred to as Collective Self-Consumption (CSC). In 2021, the 

decree 199/2021 [100] has fully transposed the RED II. 

The Italian regulation adopts a virtual scheme for REC and CSC configurations. However, 

members of the REC or CSC are not allowed to choose an additional energy supplier from 

within the community; instead, they maintain their existing supply contracts with their current 

energy providers. This choice might seem to offer no economic benefit for participating in the 

community. Nevertheless, the government provides an economic incentive to the community, 

which is proportional to the amount of energy shared among its members. The economic 

incentive is provided for 20 years. Moreover, a refund of a grid charges quota applies to 

consider the reduced grid use of locally shared energy. 

The shared energy is expressed as the minimum, in each hour, between the overall energy 

absorbed by the REC's members and the energy of renewable source produced by the REC's 

prosumers. As the incentive is only recognized for energy produced from RESs a penalization 

factor is applied in presence of storage systems that can be charged withdrawing energy from 

the grid instead from the RES. This is the case when the storage systems employ bidirectional 

converters. This factor is calculated on a monthly basis [101]. Further details on the 

penalization factor are provided in section 6.3 which discuss the optimization procedure in 

the scenario of energy shared rewarded through incentives with a particular reference to the 

Italian scenario. 

The members of a CSC scheme must be located within the same building, as provided by the 

RED II. The proximity constraint chosen for the REC has been initially set as customers 

belonging to the same secondary substation, i.e. customers belonging to the same LV network. 

However, this limit has been extended in 2021 through a new regulation, to customers 

belonging to the same primary substation [100], thus customers connected to different 

medium voltage (MV) feeders may be members of the same REC. 
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The RES production systems installed with the regulation of 2019, and participating in a REC 

or a CSC scheme, are eligible to contribute at the incentivized shared energy only if the rated 

power is lower than 200 kW, the allowed limit has been increased to 1 MW in 2021 (values 

referring to the single production facility, not to the overall community). Systems not 

compliant with the rated power can anyway join the community, nevertheless they do not 

contribute economic incentive calculation. The same applies to systems installed before the 

regulation entered into force. 

According to the regulation established in 2019 the economic incentive for the shared energy 

is set to 100 €/MWh for CSC and to 110 €/MWh for REC. The overall incentive is assigned to 

the REC or to the CSC manager, and how it is allocated to each member has to be defined in 

the contract. The members are free to choose their own energy seller. The prosumers receive 

the remuneration for the energy sold and the buyer is almost always the Italian Energy 

Services Manager - GSE; the possible assigned incentive quota adds to the remuneration. In 

the new regulation a variable component is introduced to account for energy price 

fluctuations. The revised economic incentive fixed tariff depends on the nominal power of RES 

system and, in case of PV installation also on the geographical position. 

Table 3.3 reports the economic incentive established by the two subsequent regulations, 

differentiated for type of energy sharing scheme. The tariffs in force between 2019 and 2021 

consisted solely of fixed components. In contrast, the current tariff structure includes both a 

fixed component, representing the minimum incentive, and a variable component [102]. The 

sum of these components is capped at a maximum value, which ranges from 100 €/MWh to 

120 €/MWh, depending on the rated power of the installation. Additionally, a geographical 

component is added when applicable. In the price-dependent component Pz   is the hourly 

zonal price. 
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Table 3.3 Incentive tariffs for CSC and REC in Italy 

Power 
(kW) 

2019-2021 From 2021 

CSC REC All 

Fixed 
Component 

(€/MWh) 

Fixed 
Component 

(€/MWh) 

Fixed 
Component 

(€/MWh) 

Price-dependent 
Component 

(€/MWh) 

Max. tariff 
allowed 

Geographical 
component 

(PV only) 
(€/MWh) 

P≤200 100 110 80 

max( ; Pz)−0 180  

120 South
Centre
North







0
4

10
 200<P≤600 - - 70 110 

600<P≤1000 - - 60 100 

 

The refund of grid charges differs from REC and CSC due to the diverse grid-use involved in 

energy sharing. For RECs the monthly refunds ACC , see equation (3.1), is equal to the product 

between of the shared energy sE  and the monthly flat-rate unit fee Af ,mCU . The last one is 

given by the sum of the transmission fee variable part for LV consumer ETRAS  and the higher 

value of the distribution variable component for LV consumer BTAU , these values are defined 

by the Italian authority ARERA. 

 AC Af ,m sC CU E= ×   (3.1) 

For CSC, which typically involves a reduced use of public grid with respect to REC, as it requires 

members belonging the same building, at the refunds of REC is added an additional term which 

is a function of energy price and voltage level (MV or LV).The additional term is given by the 

sum, for the voltage level ‘i’ and for the hour ‘h’, of the product between the shared energy 

at voltage level ‘i’ s ,h ,iE , the grid avoided losses coefficient Pr ,hC  corresponding to the voltage 

level ‘i’ and the hourly zonal price hPz . The overall refund is calculated according to (3.2). 

 AC Af ,m s s ,h ,i Pr ,h h
i ,h

C CU E E C Pz= × + × ×∑   (3.2) 
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3.3.2. France 

In 2016 France introduced provisions for CSC [103] in advance to the RED II publication. 

According to French regulation to create a CSC scheme the following must be satisfied: 

i. members of the CSC scheme should belong to the same legal entity; 

ii. members should be located within a limited area. The geographical limit is set to 

customers belonging the same distribution network and having a maximum distance 

between the production and consumption PCCs equal to 2 km [104] (extended to 20-

km for low population density area [105]); 

iii. for each CSC scheme the maximum allowed aggregated power is 3 MW. 

The definition of the French CSC aligns with the requirements and characteristics of REC as 

outlined in RED II as well its transposition implemented in Italy. In contrast, the Italian 

definition of CSC (see section 3.3.1) is consistent with the concept of JARSC. A significant 

difference in the maximum rated power for production systems can be observed between the 

French CSC and the Italian REC: In France, the aggregated power is capped at 3 MW, whereas 

in Italy, each production system is limited to 1 MW, with no restriction on the total aggregated 

power. 

As Italy and Spain also, France has adopted a virtual scheme, therefore energy shared within 

the community uses a portion of public power grid: even so, this energy can benefit of 

advantageous network tariff [106]. The legal entity is entitled to supply the customers 

belonging to the CSC scheme with the electric energy fed into the grid by the prosumers, i.e. 

the difference between energy produced and behind the meter self-consumption; consumers 

still maintain an energy supply contract with the licensed supplier which is responsible to 

cover the lack of energy [94]. The legal entity acts as an interface between the community 

players and the DSO, however it is not responsible for contracts between prosumer and 

consumers. The price for the energy fed by prosumers and consumed locally is exchanged at 

the price agreed between the producer and the consumer [92], which is typically lower than 

the tariff charged by external suppliers. 
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The produced energy is allocated to each consumer based on either default or personalized 

key; the first case considers the power injected by the prosumer shared proportionally to the 

customers’ consumption, while in the second case the entity defines ad-hoc rules [97]. This 

allocation key should be communicated to the DSO, which is responsible for calculating the 

shared energy quote and the energy provided by the external supplier. The shared energy is 

computed on a 30-minute basis until January 2025, then on 15-minute one. 

The licensed supplier bills the consumer for residual energy and the grid tariff associated with 

both the residual energy and the customer’s quote of energy shared. Other taxes, such as the 

VAT, are collected by the entity billing the shared energy, typically the prosumer [92]. 

The French definition of the energy shared in a CSC scheme (energy collectively self-

consumed) is similar to the Italian one except for the direct allocation of a production quote: 

it cannot exceed the sum of the production of each participating facility in the operation, nor 

the sum of the consumption of the final consumers participating in the operation; moreover 

the quantity of production allocated to each final consumer, calculated as the product of 

energy produced and a distribution coefficient, cannot exceed the measured consumption. In 

the presence of a storage system, it acts as a consumer when withdrawing energy and as a 

producer otherwise [107]. 

In 2021, with the Ordinance 2021-236 [108] the French Government transposed the RED II 

and the IEM directive into national regulation; the transposed definition of REC as well as the 

respective rights and obligations reflect the ones expressed in the RED II. Despite the enabling 

framework established with [108]  the decree to implement the law has not yet been 

published [92]. 

3.3.3. Spain 

In Spain, self-consumption of locally produced energy was not permitted until the Royal 

Decree 900/2015 [109], came into force; prior this decree came into force the energy 

produced could be only sold to the grid. Hence the Royal Decree 900/2015 made it possible 

to consume the self-generated electric energy without buying it from the grid, i.e. employing 
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a net-metering configuration. On the other hand, the Royal Decree 900/2015 introduced 

administrative procedures, financial barriers [110] and fees on self-consumed energy from PV 

installations (the so-called “solar tax” [111]). Residential customers were not receiving a 

remuneration for their energy surplus, i.e. the energy fed into the grid. Moreover, industrial 

and commercial customers had to pay a fee on the self-consumed energy [112]. Recently Spain 

introduced new provisions for energy sharing with the Royal Decree 244/2019 [113] and Royal 

Decree-Law 23/2020 [114]. Concurrently, the solar tax introduced in 2015 with the Royal 

Decree 900/2015 has been removed. 

Installations having capacity greater than 100 kW cannot be classified either as prosumers or 

participate in CSC schemes. For smaller facilities, simplified procedures have been introduced: 

no permission is required for rated power below 15 kW, though no remuneration for energy 

surplus is provided; for systems between 15 kW and 100 kW bill compensation mechanism 

can be applied [115]. The bill compensation mechanism consists of a monthly net billing 

approach in which the energy surplus is evaluated at the wholesale market price if the supplier 

belongs to regulated retailers or at the agreed price in the case of market retailer. The bill 

compensation cannot be negative: if the energy surplus compensation exceeds the cost of the 

imported electricity, resulting in a zero balance, the prosumer is not maximizing the profits. 

The benefits of the net billing simplified approach are multiple: reduced administrative 

requirements, no grid-access charge for the energy surplus as well as no generation taxes. 

Prosumers who do not want to apply the net billing scheme can configure themselves as 

producers and directly sell the energy; however, the legal and administrative requirements 

are stronger. Additionally, the electricity surplus is subject to the generation tax and grid-

access fee [112]. 

The energy surplus can be shared in a CSC scheme if the customers belong to the same 

secondary substation and have the same first 14 digits of registry number [116], alternatively 

to the latter requirement the geographical distance should be lower than 2 km (the previous 

range of 500 m has been recently extended with the introduction of Royal Decree-Law 

18/2022 [117] and Royal Decree-Law 20/2022 [118]) [119]. The energy surplus is allocated to 
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each member according to distribution coefficients similarly to the French case; however, the 

energy shared is computed on an hourly basis.  

The distribution coefficient can be static, i.e. fixed for all the time periods or dynamic, i.e. a 

different value can be assigned to the user in each hour [120]. 

3.3.4. Germany 

The relevant regulation for self-consumption, energy sharing schemes and renewable energy 

is the Renewable Energy Sources Act (Erneuerbare-Energien-Gesetz); in the 2017 enactment 

[121] self-supply and energy community provisions have been introduced. Prosumers can 

benefit from several remuneration possibilities of energy surplus: direct sell, market premium, 

feed-in tariff depending on system size or tenant electricity supplement [115]. 

The possibility of implementing a CSC scheme, also known as Mieterstrom, introduced in the 

EEG 2017 for the same multi-apartment building, has been extended to the neighborhood 

scale in the EEG 2021 [122]; the power limit has been enlarged from 100 kW of aggregated 

nominal power to 100 kW per single installation [123]. The energy exchange is restricted to 

private network thus, in Germany a physical model is employed. 

According to Mieterstrom the prosumer acts as licensed supplier, thus is responsible also for 

providing the energy required by consumers not coming from the production installation, i.e. 

the energy imported from the public grid. To comply with the RED II requirement of free 

choice of energy supplier, the German regulation has implemented specific provisions to 

safeguard the tenants: the energy supply contract cannot be incorporated in the rental 

contract (except for specific cases), it must be renewed each year, and in case of relocation 

the contract terminates automatically [94]. The energy price for tenants must be less or equal 

to 90% of the external electricity supply tariff [124]. 

The supplier is responsible for billing the tenants, therefore a proper metering system should 

be employed. There are three possible metering schemes for the CSC: double busbar model, 
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totalizer model with conventional meters, and totalizer with smart meters. Hereafter details 

and characteristics of each metering system are provided: 

i. The double busbar model requires the adoption of two different busbars, one for the 

CSC scheme and the other one for the connection to the public grid of customers not 

participating in the CSC scheme. This method is rarely used due to the costs of 

switching from one busbar to the other when moving in/out the CSC scheme.  

ii. In the totalizer models, all customers are connected to the same busbar, regardless of 

their participation in the CSC scheme. A bidirectional meter is installed at the grid PCC 

and a production meter measures the energy generated from each PV system. 

Additionally, all consumers are equipped with sub-meters. To properly separate the 

consumption of CSC members from the customers’ consumption who have an external 

supplier, the consumption of the latter is virtually moved outside the CSC scheme: the 

consumption of non-CSC members is subtracted from the measurement performed by 

the PCC’s meter. If the difference is positive, the residual consumption is allocated to 

the CSC members; otherwise, the resulting value represents energy virtually fed into 

the grid.  

iii. In the totalizer models the use of conventional meter does not accurately reflect the 

real power flows of the CSC scheme, this can be mitigated by adopting smart-meters 

and performing the calculations every 15-minute [87] resulting in the totalizer model 

with smart meters. 

At present the energy shared can benefit of a subsidy, the so called Tenant Electricity 

Surcharge, variable according to the system size: 3.79 c€/kWh for system lower than 10 kW, 

3.52 c€/kWh for system between 10 kW and 40 kW and 2.37 c€/kWh for installation up to 

750kW; the subsidy is guaranteed for a maximum capacity of  new PV installation of 500 MW 

[122]. 

The Citizens Energy Company (CECo), introduced in the Renewable Energy Sources Act 2017, 

are mainly focused on the renewable energy from PV and wind sources. The creation of a CECo 

is subject to the following constraints: at least 10 individual members eligible to vote, natural 
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person hold a minimum of 51% of the voting rights and no member holds more than 10% of 

voting rights. CECos can submit bids for up to six onshore wind installations having a global 

capacity of 18 MW; moreover, CECos can benefit from financial security deposit [123]. The 

CECo can participate directly in the energy market (registration as energy supplier is required) 

or through aggregators/energy provider. Equation Chapter (Next) Section 1



Chapter 4 - Optimal Management of Energy Communities 

61 
 

Chapter 4. Optimal Management of Energy 

Communities  

Introduction 

he optimal configuration and management of a REC is a multifaceted process that can 

be assessed during both the sizing and operational phases. In the sizing phase, the 

community’s candidate members are carefully analyzed based on their energy consumption 

pattern and renewable energy production, if present. Consumption patterns can be accurately 

estimated when a metering infrastructure is in place and has gathered sufficient data over 

time. In the absence of such infrastructure, an estimation can be made by combining 

consumption data from utility bills, or in some cases from the DSO's website, with typical load 

profiles for that customer category. The objective is to determine the optimal sizes of both PV 

installations and BESs [125]. By analyzing how the self-consumption and energy-sharing rates 

evolve with different configurations, the sizing process seeks to maximize local energy use and 

optimize energy-sharing within the community. This ensures that PVs and BESs are tailored to 

the community's collective and individual needs, enhancing both economic and energy 

efficiency. 

Once the system is properly sized, the operational phase comes into play where an EMS 

controls the BES units to achieve predefined objectives, such as minimizing energy 

procurement cost. The role of the EMS is different by the function provided by the Battery 

Management System (BMS). The BMS of single prosumers typically relies on local 

measurements only and can solely pursue the self-consumption of the single user, this might 

not allow the minimization of the overall energy procurement cost of the REC, if not suitably 

coordinated. Moreover, the legal framework could introduce some limitations on the 

possibility of using production and storage units of different final users. Therefore, the 

management of the distributed BESs in RECs must account for the billing schemes and 

regulatory framework of RECs can be very different even for EU member states, as illustrated 

T 
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in section 3.3, even if all are introduced in force of the same UE Directive  [28], [126], [127]. 

The EMS has the role of providing a high-level control of BES to achieve the objective ensuring 

compliance with the regulation. It utilizes not only local measurements from prosumers but 

also community-wide data and forecasts. 

The EMS continuously monitors real-time or quasi-real-time data, such as load consumption, 

PV generation, SOC value and market prices, to control output power of the BESs. The optimal 

power output is obtained by periodically executing an optimization procedure. By optimizing 

the use of BES during operation, the REC can further enhance its community self-consumption, 

by increasing energy sharing among members, and even engage in energy trading or demand 

response services, thereby providing economic benefits and grid support. 

Data availability is fundamental for the effective implementation of RECs, both in the design 

and operational phases [125]. Therefore, part of this work is devoted to data collection and 

storage to develop standard profiles to be used in absence of specific-customer data, including 

the available instruments to perform measurements. 
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4.1 Renewable Energy Community Projects 

This section is devoted to the description of the Climate-KIC pilot project Green Energy 

COmmunity, hereafter referred to as GECO, and of the Self-User project. The activities carried 

out within the framework of these projects have significantly contributed to the material 

presented in this thesis. To appropriately credit these projects, a dedicated section is 

provided. 

4.1.1. Green Energy Community 

GECO (see www.gecocommunity.it) is a pilot project supporting the development of an energy 

community in the Pilastro–Roveri districts located in the Italian city of Bologna. The project 

addresses the social, technical, and economic dimensions necessary for creating a REC. GECO 

aims to support the transposition of the CEP into national legislation, enhance sustainability, 

reduce energy poverty, and foster a low-carbon economy through the integration of 

digitalization and IoT, data collection, smart optimization algorithms and blockchain 

technologies. The community aims not only to provide renewable energy but also to climate 

change mitigation, fostering neighbors’ cooperation, and adding value to the local economy. 

Citizens are expected to have a crucial role in the project having the opportunity to become 

prosumers and actively participating in renewable electricity generation and sharing. 

 

Figure 4.1 Pilastro and Roveri districts located in the outskirt of Bologna, Italy. Adapted from [128] 



Chapter 4 - Optimal Management of Energy Communities 

64 
 

Both private and public actors are involved. The main stakeholders of the project are: ‘AESS – 

Agenzia per l’Energia e lo Sviluppo Sostenibile’, ‘ENEA – Agenzia nazionale per le nuove 

tecnologie, l’energia e lo sviluppo economico sostenibile’ and the University of Bologna. Local 

parties collaborating in the project are ‘CAAB – Centro AgroAlimentare di Bologna’ and the 

‘Agenzia locale di sviluppo Pilastro/Distretto Nord-Est’. Moreover, it is supported by ‘GSE – 

Gestore Servizi Energetici’, ‘RSE – Ricerca sul Sistema Energetico’, Emilia-Romagna region and 

the city of Bologna. 

A comprehensive systems approach has been employed during GECO development. The 

employed approach encompasses technical, legal, administrative, financial, and social 

considerations and aims to implement the best cost-benefit to exploit the available resources. 

Hereafter the project outlooks for the aspects considered are provided: 

i. From a technical perspective, the project aims to explore novel smart solutions for 

real-time state estimation in RECs distribution network. This is fundamental for the 

optimal operation and management of distributed RES and storage systems. The 

optimal management aims for maximizing the energies self-consumed and shared 

while minimizing the energy procurement cost through an effective control of 

storage and decentralized energy resources. Moreover, it attempts to enhance 

system flexibility through real-time monitoring and predictive analysis. 

ii. In the social, cultural, and behavioral outlook, the project emphasizes the citizen 

role and its empowerment employing a community-based approach. It seeks to 

engage and raise awareness of citizens and local businesses about climate issues 

while providing the community with opportunities to take action in mitigating 

climate change. The establishment of a REC in the district is expected to reduce 

electricity costs for social housing, enhance local businesses, optimize power flow 

in local substations, increase self-consumption of renewable energy, and reduce 

demand peaks. 

iii. Legal and administrative aspects encompass the establishment of REC legal entity, 

the development of smart contracts and blockchain applications. The project 



Chapter 4 - Optimal Management of Energy Communities 

65 
 

experience can support national stakeholders in the recasting process of national 

regulation. 

In the framework of this project several SMs were installed in Pilastro and Roveri districts, to 

measure the consumption of residential buildings, and within the CAAB area (see Figure 4.1) 

to measure consumption of offices and industrial cold storages as well as the production of 

PV systems. The CAAB area is particularly interesting since on the building’s roof several PV 

facilities are installed (see Figure 4.2) for an overall power exceeding 6 MWp. 

 
Figure 4.2 CAAB area top view 

The data collected from SMs are used to create datasets of consumption and production. 

These datasets can be employed in the planning phase of a REC as well as in the operational 

phase to optimally-manage the REC assets. A description of SMs installed is provided in section 

4.3.2.A and the resulting datasets are illustrated in section 5.1. 

In the project’s context, also information of the secondary substations, the customer 

connected as well as the power measurement of the MV feeders feeding those substations 

were provided by the DSO E-Distribuzione thanks to a memorandum of understanding signed 

by the DSO and the project’s partners. This information is used to investigate the 
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characteristics of a certain area, for example whether it is more industrial or residential, the 

relevance of generation already installed and the potential consumption that could be 

covered with new RESs. The geographical information of the secondary substations was used 

in the developed feasibility studies to identify at which community a customer could belong 

previously to the publication of the on-line tool by the GSE [129]. 

4.1.2. Self-User 

The Self-User project (see www.selfuser.it) aims to promote energy transition boosting the 

exploitation of RES. Achieving this objective requires a transformation in the configurations of 

the socio-economic system, both technologically and socially. This transformation aims to 

address ongoing climate change through intentional processes that generate benefits in terms 

of environmental sustainability, as well as community development and social justice. 

The project is founded by the Emilia-Romagna Region while the project partners are: ‘ART-ER 

– Attrattività Ricerca e Territorio Emilia-Romagna’, University of Bologna, ‘ACER – Azienda 

Casa Emilia-Romagna Reggio Emilia’, ‘Enel X’ and ‘ENEA – Agenzia nazionale per le nuove 

tecnologie, l’energia e lo sviluppo economico sostenibile’. 

Self-user is focused on the implementation of a CSC scheme; it aims to analyze different CSC 

suitable for apartment buildings and establish appropriate planning criteria for CSC 

implementation. The resulting business model must be both sustainable and scalable, defining 

clear criteria for sharing incentives among prosumers. To be developed the business model 

requires the knowledge of key parameters such as the rated power of the PV system, number 

of apartments and common services appliances, average consumption profile and battery 

capacity and power, if present. Additionally, the project aims to contribute to regulatory 

recasts in the context of energy sharing schemes. 

During the project development 56 SMs have been installed in an apartment-building located 

in Scandiano (Italy) municipality. The SMs monitor both common areas and private PODs. 

These devices have collected data for more than 2 years contributing, together with the GECO 

project, to the creation of data sets for the planning and operation of REC and CSC schemes. 
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Additionally, a meteorological station has been installed to record the irradiance and 

temperature values in the apartment-building area.  
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4.2 Sizing of a Renewable Energy Community 

The process of estimating the optimal size of PV installations and BES systems for energy 

communities begins with identifying customer consumption patterns. It is assumed that the 

annual consumption and the consumption type are known for each customer. Customers are 

grouped into categories such as schools, offices, residential, or industrial, and their respective 

load profiles are applied (see section 5.1). This assumption is based on the minimal available 

information. However, if more detailed customer data is available, such as from a metering 

system, more precise consumption patterns can be used. 

The estimation of PV production is based on historical data available on PVGIS [130],  using 

hourly profiles from the year 2016, which closely matches the average yearly production from 

the 2005-2020 dataset. The production data assumes a roof-mounted PV system located in 

Bologna, with a slope of 20° and southward orientation. The overall system losses are assumed 

to be 14%. In the proposed scenario, the PV systems are sized according to the available roof 

surface on each building. 

For each prosumer the energy produced, self-consumed and fed into the grid is calculated. In 

the proposed scenario different storage system sizes are tested. A normalized value, 

corresponding to 1 p.u., defined as the minimum between the average daily net energy 

production, i.e. the PV production decurted by the self-consumption that corresponds to the 

energy fed into the grid measured by the exchange meter, and the average daily energy net 

consumption, i.e. the energy withdrawn from the grid measured by the exchange meter, is 

used. BESs ranging from zero, i.e. no BES installed, and twice of the proposed normalized value 

are tested. The final BES size is selected based on the closest available commercial option to 

the calculated value. 

Table 4.1 shows the data of the customers aiming at the creation of a REC, most of them are 

schools, two are offices and only one is residential. Two schools and one office have available 

surfaces to install PV systems for an overall rated power of 265 kWp and a yearly production 

of more than 300 MWh. Additionally, the comparison between the scenario without BES and 
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a 0.8 p.u. BES is proposed. This value of BESs leads to a considerable increase in the self-

consumption rate, calculated as the ratio between the energy self-consumed and the PV 

production.  

Table 4.1 Prosumers type, yearly consumption, PV rated power, yearly production and self-consumption. 

Customer 
Yearly 

Consumption 

(MWh) 

PV 

(kWp) 

Yearly 
Production 

(MWh) 

Self-Consumption 
(MWh/year) 

Net Production 
(MWh/year) 

Without 
BES 

With 
BES 

Without 
BES 

With 
BES 

School 1 43.00 40 48.30 19.27 
(40%) 

26.59 
(55%) 

29.03 
(60%) 

21.70 
(45%) 

Office 1 30.30 115 138.86 14.73 
(11%) 

24.42 
(18%) 

124.13 
(89%) 

114.44 
(82%) 

School 2 13.00 - - - - - - 

School 3 20.00 - - - - - - 

School 4 74.50 110 132.82 38.25 
(29%) 

53.20 
(40%) 

94.57 
(71%) 

79.62 
(60%) 

School 5 39.00 - - - - - - 

Office 2 79.00 - - - - - - 

Residential 30.40 - - - - - - 

Total 329.20 265 319.98 72.25 104.24 247.73 215.76 

 

Figure 4.3 illustrates the variation of the energy self-consumed as a function of the p.u. BES 

size, the curves face saturation as the BES size increases, meaning that an excessive BES size 

may not be properly exploited. 
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Figure 4.3 Energy self-consumed by prosumers as function of BES size (p.u.) 

Figure 4.4 illustrates the cost for energy bought the revenues from energy sold and the savings 

in the bill related to the energy self-consumed as function of the BES size (expressed in p.u.) 

for A) school-1 and B) office-1. Revenues and costs are calculated employing hourly values of 

National Single Price (NSP) of the year 2023. NSP is applied to revenues for energy sold, while 

NSP plus a spread of 150 €/MWh is applied to both energy bought and savings in the bill 

derived from self-consumption. The spread is the difference between the price for energy 

bought and the price for the energy sold, this difference is linked to energy retailer profit and 

grid fees proportional to energy consumption. The spread value of 150 €/MWh is inspired to 

values derived from Italian customers’ bills. Values for other EU countries can be obtained 

from [131]. The energy prices and the respective taxes for some EU countries in the first 

semester of 2024 are illustrated in Figure 4.5. 

Similarly, to the self-consumption plot (see Figure 4.3) also the revenues plots (see Figure 4.4) 

exhibit a saturation. 
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A)    B)  

Figure 4.4 Revenues as function of the BES size (in p.u.) of A) School 1, B) Office 1 

 
Figure 4.5 Electricity price in EU countries (first semester of 2024), adapted from [131]. 

From the REC point of view, as it is made up of only three prosumers while the other members 

are pure consumers, the increase of the prosumers’ self-consumption leads to a reduction of 

shared energy. Figure 4.6 illustrates REC’s revenues as function of the BES size including the 

incentive received from the shared energy. The incentive is assumed to be constant and equal 

to 110 €/MWh, a realistic value inspired to the Italian regulation. As pure consumers cannot 

provide flexibility they would contribute with a negative constant value, related to energy 

bought, not affected by BES size, that constant cost is not reported for figure clarity. The black 

dash line represents the overall REC revenues (excluding the fixed cost of pure consumers). 
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Figure 4.6 REC’s revenues as function of the BES size (in p.u.) 
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4.3 Energy Management System for Renewable Energy Community  

The optimal scheduling of the controllable resources of an energy community usually pursues 

the objective function of minimizing the overall energy procurement cost of the set of users 

belonging to the community on a daily time horizon, as in [126], [132]. In distributed 

approaches (see [132] and reference therein), the information that each prosumer has to 

communicate is limited. The uncertainties in load forecasts can be managed by means of 

stochastic approaches [133] or intra-day corrections to the day-ahead scheduler decisions 

[134]. Robust optimizations [126], [135] as well as three stages of scheduling are also 

proposed to cope with uncertainties, namely day-ahead, intra-day and real-time stage [136]. 

Short-term load forecasting is used to forecast REC’s members load profile, despite the 

difficulties due to their small size and high randomness, as shown in [137] concerning 

microgrids. Robust optimization, stochastic models and complex load forecast methods like 

artificial neural networks [138], usually require a computational burden that is not compliant 

with real-time schedulers.  

The scheduling performed by EMS is structured as a centralized optimization problem, in 

which the control unit collects and keeps updated all the relevant data of the prosumers’ 

equipment, e.g., battery State of Charge (SOC), actual power flows, as well as load and PV 

production forecasts. The proposed EMS consists of a one stage layer optimization, that is the 

real-time scheduler executed with a rolling horizon time window. In order to benefit from up-

to-date PV and load forecasts, and known day-after energy prices, the optimization time 

window is set to a 48-hour time period. Due to the time constraint of the real-time scheduler, 

simplified load forecast methods are implemented. 

4.3.1. Energy management system architecture 

The optimal operation of RECs requires the implementation of an EMS to ensure the proper 

management of the resources of generation and load, including BES systems. As shown in 

Figure 4.7 the proposed EMS system schedules the prosumers’ BESs as a centralized 

optimization problem, able to cope with forecast uncertainties and to manage the information 

provided by an advanced metering infrastructure, and in particular the power and energy 
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measurements provided by devices capable of Smart Meter (SM) reading and Non-Intrusive 

Load Monitoring (NILM) devices installed in an urban district in the framework of the GECO 

project [139], [140]. 

In the proposed scheme an advanced metering infrastructure is employed to collect data on 

the status of the community’ assets, i.e. the values of production, consumption and BES’ SOC. 

Different metering devices can be used to collect data, as discussed further in section 4.3.2.A. 

Additionally, many inverter manufacturers provide Application Programming Interfaces (APIs) 

for direct data retrieval from inverters, typically with a time resolution of 5 minutes. The 

collected data are stored in the database (DB) employing APIs. The aim of the DB extends the 

data collection and storage as it is employed to standardize measurement: gathered data may 

come in different units such as W, kW or even kWh as some meters provide energy 

information rather than power. The DB makes the measurement available to both the 

optimization algorithm, via APIs, and customers through a Graphical User Interface (GUI). 

The EMS’ optimization procedure aims to calculate the optimal power profile of BESs to 

minimize (or maximize) a specified Objective Function (OF). Two possible OFs are outlined in 

Chapter 6. To properly execute the optimization procedure data the optimizer requires the 

knowledge of data as load consumption forecast, PV production forecast, current SOCs and 

energy prices.  

The EMS acquires the historical data necessary to forecast the loads from the DB (how the 

forecast is generated from historical data is discussed in section 5.2), the PVs generation 

forecast from meteorological service, and the NSP profile from the website of the day-ahead 

Italian electricity market. The aforementioned elements are discussed in section 4.3.2. The 

optimization problem is solved at regular intervals of 15 minutes, following a rolling-horizon 

approach [133]. This allows taking advantage of the updated forecasts of PV generation and 

load demand, facilitating precise adjustments to the battery setpoint values according to the 

current operational conditions of the community resources. 
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To test the capability of the EMS to cope with real-time operation and data exchange with the 

database collecting available measurements, an Opal-RT digital simulator is used. The real-

time simulator allows the evaluation of different scenarios and enabling the safe testing and 

selection of new equipment and strategies. 

 
Figure 4.7 EMS validation 

4.3.2. Input data acquisition 

A. Load and production measure 

As mentioned, data availability is essential for the effective implementation of RECs, both in 

the design and operational phases [125]. The most crucial element of this is the advanced 

metering infrastructure, which enables the measure of energy consumption and generation 

in real-time or quasi-real-time, facilitating the monitoring and optimization of REC operation 

[141]. Hereafter three types of meters capable to monitor load consumption or PV generation, 

along with their main functionalities are presented. 

Non-Intrusive Load Monitoring 

NILM meters are gaining popularity alongside the development of SMs in the smart grid 

framework. These meters provide real-time information on energy consumption (or 
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production), which can be employed in optimization procedures, load scheduling, and 

demand-response programs [142]. 

NILM meters are involved in the direct measuring of the electrical quantities, i.e. voltages and 

currents. According to the cable cross section two solutions can be employed: for cables up to 

35 mm2 a passthrough meter can be installed, this means that the line to be measured, if 

already existent may be cut to be connected in series with the meter. In contrast, for large 

cross-section or to avoid the cable cut, Current Transformer (CT) can be employed. The NILM 

employed in the GECO project are provided by Eastron (see www.eastroneurope.com), the 

provided meters are Measuring Instruments Directive [143] compliant and the installed 

devices have less than 1% error. During the installation the proper system configuration (e.g. 

single-phase, three-phase three-wires or three-phase four-wires) as well as the correct ratio 

of CT have to be selected to avoid bad measurements. 

The main drawback of these devices is the installation: modification to the electrical system 

must be executed by a qualified technician and it may require the interruption of the electrical 

supply during the installation. NILM devices are suitable only for LV connection. 

To remotely acquire the measurement the NILM meter needs to be interfaced with a gateway 

device capable of receiving the measurements from the SMs and forwarding them to the 

desired destination which in our case is the DB. The interface between the NILM and the 

gateway device is performed using the Modbus communication protocol. In the GECO project 

two solutions have been tested: 

i. the first one consists of using a commercial service that manage the data routing. 

Typically, this service is provided by a third-party company that requires a subscription 

fee or is included in a larger energy management service package. In this case the third 

party manages the data collection and storage in a proprietary database. In the 

framework of GECO project the service provided by Regalgrid (see 

www.regalgrid.com) is used. The gateway device is called ‘Smart Node Control Unit- 

SNOCU’ and in our application it is connected to the internet through Ethernet cable 

to guarantee a more stable and efficient connection. The data collected by the SNOCU 
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are transmitted to Regalgrid's server, where they are made accessible via an API. Real-

time data can be requested with a frequency of up to 5 seconds. Alternatively, 

historical data can be accessed, though in this case, the time resolution of the 

measurements is reduced to 5 minutes. The available data are described in Table 4.2 

Table 4.2 Power and energy data available via API request 

Name Description 

Device ID SNOCU unique ID 

Last Update UTC Date/time (in UTC format) of last data read from SNOCU. 

Status SNOCU current status (Online/NoData/Offline). 

PV Energy Total Lifetime Photovoltaic energy (Wh), if available from inverter. 

Load Energy Total Lifetime Loads (Wh). 

Battery Energy In Total Lifetime Battery Energy In (Wh), if available from inverter. 

Battery Energy Out Total Lifetime Battery Energy Out (Wh), if available from inverter. 

Exported Energy Total Lifetime energy exported to grid (Wh). 

Imported Energy Total Lifetime energy imported from grid (Wh). 

Inverter Energy Out Total Lifetime energy produced by inverter (Wh), if available from inverter. 

Inverter Energy IN Total Lifetime energy imported by inverter (Wh), if available from inverter. 

Name Description 

Active Command Inverter's current active command issued by SNOCU 
(SelfMode/BatteryCharge/BatteryDischarge/BatteryStop/SleepMode). 

Power PV Photovoltaic real time power (W). 

Power Load Loads real time power (W). 

Power Battery Real time battery power (W). Positive means charging, negative means 
discharging. 

Power Grid Realtime grid exchange (W). Positive means export, negative means import. 

Battery SOC Battery State of Charge (%). 

 

ii. The second method consists in the own development of the gateway interface. This 

solution allows to overcome the necessity of a subscription as well as limits imposed 

by the commercial provider. The hardware chosen for the gateway development is an 

ESP32 microcontroller. The ESP32 board has enough computational power to perform 

data acquisition, logging and transmission to the database. It is used also to elaborate 

data if necessary. A RS495-RS232 converter is used to interface the meter and the 

ESP32. Moreover, The ESP32 is equipped with an integrated Wi-Fi module which 

enables the connection to local area network or internet, if necessary. 
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The code developed for the ESP32 can be roughly summarized as follows: 

• The initialization, executed at board start-up, enables serial communication with the 

meter, defines all the necessary variables and connects the ESP32 board to the Wi-Fi 

network. 

• The measurements acquisition code section continuously acquires the measurements 

from the NILM meter, i.e. currents, voltages, power factors (PFs) and frequency; every 

time period Δt it performs the average value of the above quantities, assemble a string 

according to the JSON format requested by the database and execute the HTTP request 

to log the measurements in the database. 

• The code has been equipped with a webserver functionality that allows to remotely 

change the time period Δt through a webpage. To access the ESP32’s webserver the 

user should be connected to the same LAN of the ESP32, either physically or through 

a Virtual Private Network (VPN). The access is password protected. 

Details on communication between the NILM meters, in both configurations, and the 

database are provided in Appendix B. 

The information about the meters installed in the CAAB area is provided in Table 4.3, the name 

of the involved customers is anonymized to preserve their privacy: they are represented 

through the device ID used in the API request.  Figure 4.8 shows the measures of the prosumer 

with ID 348, two of the curves are obtained from measures, i.e. the PV production in red and 

the consumption in black (load is represented with negative sign), the blue curve 

corresponding to the power at the PCC is obtained as the sum of the formers. 
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Table 4.3 Device ID, meter and customer information of the installed devices. 

Device ID Meter installed Description 

348 CT 200/5 A Prosumer equipped with a 94 kWp PV system. 

335 Passthrough Consumer, the main load is constituted by forklifts charging 
stations. 

519 CT 150/5 A Consumer with cold storage. 

2080 CT 300/5 A Consumer equipped with cold storage; contractual power: 
82 kW 

2517 CT 150/5 A 
Consumer, the main loads are constituted by PCs, HVAC 
system, servers and instrumentation for fruit and vegetables 
quality analysis; contractual power: 50 kW. 

 

 
Figure 4.8 PV production, load consumption and power exchanged of prosumer 348 

User Device 

User Devices (UDs) are monitoring instruments capable of establishing communication with 

the new generation of DSO’s fiscal meter installed at the user PCC. The UD SMs do not directly 

measure power and energy production and consumption. Instead, they acquire these 

measurements from the DSO’s fiscal meter via the Power Line Communication (PLC) Chain 2 

interface (see figure hereafter). 
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Figure 4.9 Communication chain employed by smart DSO meter. Adapted from [144] 

PLC consists in injecting a signal into the electrical system at a frequency within the C-band 

(125 kHz – 140 kHz), distinct from the 50 Hz power frequency, to establish communication 

between the fiscal meter and UD. To be eligible for interfacing with the DSO meter, the UD 

must comply with regulations CEI 13-82, CEI 13-83, and CEI 13-84, and successfully pass a 

certification procedure. To interface smart meters with fiscal meters, preliminary steps by the 

manufacturer are required. Specifically, a binding process is necessary between a UD meter 

(identified by its serial number) and a customer (identified by its POD) through the DSO’s 

business portal, which configures the PLC-chain2 communication. The communication chain 

between the fiscal meter and the UD is secured by design, as these devices are linked using a 

secure pair of cryptographic keys. This setup prevents external entities with malicious intent 

from injecting unauthorized messages into the user device. Similarly, communication between 

the UD and the producer’s gateway is secured by encrypting all messages using a public-

private key pair, ensuring that all messages are digitally signed. 

Once the preliminary binding procedure between the DSO meter and the UD is concluded, to 

start measurement acquiring the UD should be plugged in an electric socket to establish the 

PLC chain-2 communication with the DSO meter. In the case of a three-phase system, typically 

the DSO’s meter sends the PLC signal only in one of the three phases, thus a socket fed by the 

right phase should be used. Moreover, if the distance (intended as wire path) between the UD 

and the DSO meter is significant the communication may experience interruptions or 

instabilities due to signal attenuation or disturbances presence, i.e. a low signal-to-noise ratio. 
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The data transmitted through the PLC-chain 2 is limited, the DSO’s meter transmits the 

following information: 

i. Instantaneous power: thresholds at each 10% of the contractual power are 

established, each time that the measured power crosses one of these thresholds the 

measure of the instantaneous power in that specific time is sent to the UD. Thus, the 

frequency of the information depends on the load variability. 

ii. Consumption above limit: if the measured consumption overcomes the maximum 

allowed power consumption a message is sent. It indicates that the system may be 

disconnected remotely by the DSO if the power absorbed is not decreased. 

iii. Average power every 15 minutes. This information is the only one which has a fixed 

periodicity. 

Figure 4.10 shows the data received from a domestic consumer, the blue bars represent the 

average power received every 15 minutes, while the red circles represent the instantaneous 

power measured at each threshold passthrough. The asynchronous information on 

instantaneous power is capable of detect short duration load spikes, that are either lost or 

smoothed out in the 15 minutes average. On the other hand, a data loss in the average values 

is easy to detect, as it results in a missing time slot, whereas the loss of instantaneous power 

information is more challenging to detect. 
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Figure 4.10 Active power measurement adopting UD meter. In blue, average power received every 15 minutes, 

in red instantaneous power measure at the threshold crossing. 

In the framework of GECO project UD from two manufacturers have been tested. Devices 

manufactured by Tera (see https://www.terasrl.it/it) have been installed in the CAAB area 

while devices manufactured by Urmet (see https://www.urmet.com/it-it/) have been 

installed in households located in the Pilastro district in Bologna. The list of devices and their 

location is provided in Table 3.1. 
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Table 4.4 UDs installed in the GECO project 

Device ID Manufacturer User Description 

0001 Urmet House 1 Residential 

0002 Urmet House 2 Residential 

0003 Urmet House 3 Residential 

0004 Urmet House 4 Residential 

0005 Urmet House 5 Residential 

0006 Urmet House 6 Residential 

0007 Urmet House 7 Residential 

0009 Urmet House 8 Residential 

000B Urmet House 9 Residential 

1058 Tera Cenerini Consumer, the relevant loads are the cold storages; also, 
PCs, heat pump/climatization are present. 

1098 Tera Agribologna 

Consumer, the main loads are constituted by PCs, HVAC 
system, servers and instrumentation for fruit and 
vegetables quality analysis; contractual power: 50 kW. 
(Note that this is the same user monitored with NILM in 
previous section. Monitor a user with the two 
technologies allows to compare them) 

1115 Tera CAAB 
Prosumer equipped with a 96 kWp PV system. The 
relevant loads are constituted by server and network 
apparatus and motorized entrance bar 

 

UDs provided by Tera involve the use of two devices: the Beeta Reader, which is the UD 

responsible for establishing the communication with DSO’s meter and the Beetabox which is 

a gateway capable to use wi-fi or ethernet connection to forward the information. The 

gateway allows also to interface several types of sensors such as humidity, light, etc. and 

actuators as switches and smart plugs that have not been employed in the project 

deployment. While UD provided by Urmet embed the routing capability since they are 

equipped with an integrated wi-fi module (in this case the ethernet port is not available) or 

with a modem module that allows internet connection through a SIM. 
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Pulse Counter 

An intermediate solution to NILM, which directly performs the measure of electric quantities, 

and UD, which acquire the measures of the DSO’s meter but the sampling time cannot be 

controlled, is the use of pulse counter. Typically, energy meters are equipped with a LED and 

a light pulse is emitted after a specific amount of energy consumption or production. Similar 

to the previously described approach, a custom energy meter has been developed using an 

ESP32 board. A photoresistor is connected to the ESP32, and through a voltage divider circuit, 

the resistance and consequently the voltage variation of the photoresistor is detected by the 

ESP32 at each light pulse. This setup enables the measurement of energy consumption by 

detecting the pulses generated by the existing meter, a similar procedure has been proposed 

in [145]. 

This solution allows for measuring the incremental value of energy, however, to calculate 

power, the time information must be introduced in the ESP32 adopting a timer. Two methods 

can be applied to calculate the average power: 

i. Pulse-based averaging: this method waits for a specific number of pulses before 

calculating the average power. The timing between pulses is tracked by the timer, 

ensuring precise average power calculation. However, this method leads to 

asynchronous power data since the time interval between average calculation 

depends on the amount of energy consumption or production. 

ii. Fixed time interval averaging: in this approach, average power is calculated at fixed 

time intervals. However, energy consumed or produced between the last detected 

pulse and the end of the interval is excluded from the current period and carried over 

to the next. This introduces errors in average power calculation and is emphasized 

when the consumption or production are low (few pulses in the averaging period). 

B. Database 

A key aspect for the successful implementation of an EMS is the availability of historical power 

and energy data, which are essential for generating load forecasts used in optimization 

algorithms. A comprehensive historical dataset has been established and is regularly updated 
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using measurements from SMs installed during the GECO project. To effectively manage this 

continuous data influx, an online database has been implemented. This database, designed 

for remote access, acts as a central repository for all power and energy measurements, 

ensuring secure storage and easy access for analysis and integration into the EMS. 

To create the DB the open-source web application Emoncms has been used. Emoncms enables 

the logging, processing, and visualization of energy data. The software can be either accessed 

in online versions or downloaded and installed on a computer or in a virtual environment. The 

online option requires a subscription which cost is related to the number of inputs to be 

received by the platform [146]. The self-hosted option can be installed in systems as Linux 

(Ubuntu or Debian), Windows or Raspberry-PI. 

According to our goal of exploiting the maximum scalability and flexibility though the full 

control guaranteed by the administrative privileges, the self-hosted version is used. The DB 

software has been installed in a virtual machine (VM) running Ubuntu 20.04 (long-term 

support version). The VM is hosted in a VPN belonging to the University of Bologna network. 

To properly work Emoncms requires the presence of additional components as: 

i. Apache to provide HTTP server capabilities; 

ii. PHP to process hypertext; 

iii. MariaDB as relational database management system. Alternatively, MySQL can be 

employed; 

iv. Redis (REmote DIctionary Server) is a database management system designed for high-

speed data access, as it stores information directly in RAM. This enables rapid data 

retrieval and processing. Data is written to non-volatile storage at a later stage, 

ensuring persistence while prioritizing fast access times. 

To enhance the safety of data stored in the DB as well as of the VM hosting the DB, the access 

to the VPN is secured through a personal certificate generated by OpenVPN (see 
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https://openvpn.net/). To each certificate a specific IP address is bonded, thus no 

simultaneous connection from devices using the same certificate is allowed. It is suggested 

that each device aiming to access the VPN has its own certificate. 

The access to the Emoncms’s GUI is performed using the DB’s URL (in our specific case it 

corresponds to the IP address of the VM). The login credentials allow the administrator to 

manage the set of inputs belonging to the community. The possibility to register multiple 

administrators allows to manage and to store data from multiple communities with the same 

hardware setup. 

Once the user is successfully logged into the DB, the GUI that appears is showed in Figure 4.11. 

The left column shows the main tabs, thus the main functionalities exploitable from the DB. 

The main functionalities related to data logging are contained in tabs inputs and feeds, 

respectively. 

The inputs tab contains a list of all the nodes used in the DB, along with the corresponding 

inputs for each node. Each node, represented by either an integer number or a word, identifies 

a set of inputs (e.g., measurements associated with a meter or a consumer/prosumer). Several 

inputs may be linked to each node, including power consumption, power production, voltage 

and current measurements from loads and PV systems, BESs power, and their SOC. In the 

input panel the last value received by each input is shown along with the elapsed time since 

the information was received. The inputs tab is not responsible for the data storage, it keeps 

only the last value received. To store the data for later use, it is necessary to create a feed. 
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Figure 4.11 Inputs tab of Emoncms 

The feeds tab lists the feeds created in the database, provides options to create new feeds or 

edit existing ones. Feeds enable logging, as well as mathematical and conditional operations 

on the inputs. Multiple feeds can be created for each input. For instance, for a power 

measurement input, both its value and its time integral (i.e., energy) can be stored by creating 

a logging feed for power measurements and a power-to-kWh feed for energy data. Next to 

each feed, the memory usage, the most recent recorded value, and the time elapsed since the 

last update are displayed. Additionally, "virtual feeds" can be created, which allow 

mathematical or logical operations using data from one or more traditional feeds. The key 

advantage of virtual feeds is that they do not consume storage memory. 

The APIs list used to enable the data logging in the DB is reported in Appendix B. 

The Emoncms application offers also other features as visualization capability through the 

Graphs section or a light post-process of the data which allows to perform simple operations 

on the data collected. These functionalities are used to create users’ dashboards to make 

available the information collected in a straightforward way not only to the optimization 

algorithm but also to the REC members. This is a key point in improving customer awareness 

of its consumption. 
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Three types of members have been considered in the design of dashboards: community 

managers, prosumers, and consumers. For privacy reasons, each member can access only 

their own data, while the community manager can view the overall status of the entire 

community. 

The default dashboard for consumers (see Figure 4.12) displays instantaneous power 

consumption in the top left corner, while the remaining three graphs present the consumer's 

historical data. Users can adjust the timespan of the plotted data. The bottom left graph shows 

the profile of power absorbed from the grid, while the two bar graphs on the right indicate 

energy consumption by hour (upper graph) and by day (lower graph). 

 

 
Figure 4.12 Dashboard for consumers created in Emoncms. 

Energy data can also be aggregated by month instead of hourly or daily aggregation, the 

resulting plot is shown in Figure 4.13. 

The dashboard can be an effective tool to identify which activity and home appliances 

consume more energy. Being aware of this information the consumer can adopt a behavior to 
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reduce its own consumption or evaluate the modernization of appliances/machineries with 

low energy efficiency. 

 

 
Figure 4.13 Customer monthly energy consumption. 

The dashboard for prosumers (see Figure 4.14) includes additional information compared to 

the consumer dashboard, in this specific case a PV system and a BES are considered. In 

addition to consumption information, data on production and battery power and the SOC are 

displayed. The profile of PV generation has been overlapped to the consumption one and, at 

its right side, a plot contains the historical profiles of battery power (negative values means 

charging while positive values discharging the battery) and SOC (ranging from 0 to 100% of 

the right vertical axis) is added. On the right side of the page the two bar graphs show the 

hourly energy generated and consumed respectively. As in the consumer case, the time 

window can be time shifted and the energy can be varied from kWh per hour to kWh per day, 

month or year. 
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Figure 4.14 Dashboard for prosumers created in Emoncms. 

The dashboard designed for the energy community manager (Figure 4.15) shows a simplified 

scheme of the REC configuration and assets. In the proposed example two prosumers, 

equipped with PV and BES, are considered. Arrows provide information of the real time 

power-flow obtained by the SMs. Moreover, a community PV and BES are considered to 

maximize the community self-consumption. The scenario reported in the figure hereafter is 

acquired during the afternoon: the solar irradiation is decreasing, however is still sufficient to 

cover the load requirements of the two prosumers. Community storage is covering the energy 

deficit of the community. 

The overall power absorbed by REC members is reported in blue, i.e. the sum of absorptions 

measured by the DSO meters belonging to the REC. While the overall power fed into the grid 

by the REC members is reported in red, i.e. the sum of injections measured by the DSO meters 

belonging to the REC. The corresponding energy shared within the REC is represented in green. 

Even if an automatic EMS is not employed to optimize energy sharing, the community 

manager can still offer recommendations to members on optimal time slots in which shift their 

loads, thereby enhancing energy sharing within the community. 
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Figure 4.15 Dashboard for the energy community manager created in Emoncms. 

C. Photovoltaic production forecast 

The PV production forecast is a key point to determine the time at which a prosumer or a REC 

faces an excess of production and thus how to manage this excess, e.g. store it for later self-

consumption or sell it to the energy provider. Typically, for planning purposes PV production 

forecasts based on historical data are used, one of the sources widely cited in literature is the 

Photovoltaic Geographical Information System also referred as PVGIS [130]. However, for the 

optimal operation purposes the randomness related to the daily weather conditions should 

be properly considered. Thus, real-time online tools such as satellite-enhanced weather 

forecasting services are employed. The use of real-time forecast integrated with historical 

data enhances the reliability of short-term PV production forecast thereby facilitating an 

effective decision-making process by the EMS to achieve the optimal operation. 

Different online tools for weather and irradiation forecasting were tested, most of them offer 

some basic functionalities in the free version while for more advanced features a subscription 

is necessary. Among the solutions explored the final choice was the tool made available by 

ForecastSolar. Forecast solar integrates meteorological forecasts from different source as 

Dark Sky, Wunderground, and OpenWeatherMap with the historical database of PVGIS [147]. 

In the free version the weather forecast and solar production estimation are provided for the 
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next 48 hours with an hourly resolution. Without a subscription the max allowed number of 

API requests is limited to 12 per hour, however, for our purposes, this limit is sufficiently large 

as forecast update request is executed every 15 minutes. 

The PV production estimation by Forecastsolar, for a precise area identified by latitude and 

longitude and for a specific PV installation characterized by rated power, azimuth and tilt 

angles is obtained by integrating in the API request the above listed installation characteristics. 

Figure 4.16 shows in dashed lines the forecast obtained by Forecastsolar. The shading 

transitions from light gray, representing the earliest forecast, to black, denoting recent 

forecasts. Initial forecasts, obtained the previous day, predict a cloudy day with low solar 

irradiation. However, as the time approaches the current day, forecast adjustments are 

obtained, predicting a higher solar irradiation. When compared with the measured PV 

production, shown in red, it becomes evident that the most recent forecasts are more reliable. 

 

 
Figure 4.16 comparison between measured PV production and forecasts 

D. Market price 

To minimize the energy procurement cost the EMS should provide to the optimizer the energy 

prices for both the energy bought and sold. Price of the Italian day-ahead market is employed 
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for the case studies presented further. The day-ahead market price, i.e. the NSP, is applied to 

the energy fed into the grid by the prosumers, whereas for the energy purchased, a spread is 

added to the day-ahead market price. 

The pricing profile to be applied to a specific customer depends on his supply contracts, the 

most common options are: 

i. price defined ex-ante by the provider, which may either be constant throughout the 

day or vary by time slots, in this case the acquisition of the market price is not 

necessary as the price is already know; 

ii. fixed price, calculated ex-post as the average values of market prices over the billing 

period; 

iii. Time of Use (TOU) prices, calculated ex-post as the average values of market prices 

within the respective time slots over the billing period; 

iv. Hourly varying price, where the hourly day-ahead market price is used. 

The day-ahead market price fluctuation depends on the timespan of interest, in Figure 4.17 

are reported the monthly average values from 2020 to present. In 2020 prices were notably 

low, it was the period of pandemic lockdown, during which many activities were either shut 

down or operating at reduced capacity. Prices faced a steep rise in 2022 concurrently to 

geopolitical instabilities. Looking at the market prices fluctuations on a shorter timespan, such 

as a day (see Figure 4.18), the hourly energy price rapidly changes within the same day. Thus, 

the knowledge of the price profile by the optimizer allows to manage the storage charge and 

discharge in an effective way. The same applies to the case of TOU tariff since the optimizer 

can favor the charge/discharge in one time slot over another. Thus, the prices of the following 

day are daily acquired from the file transfer protocol (FTP) server (see 

https://www.mercatoelettrico.org/it/tools/ftp.aspx) of the Italian energy market manager 

“Gestore dei Mercati Energetici” [148].  
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Figure 4.17 Monthly average price from 2020 to 2024 

 
Figure 4.18 Hourly, ToU and average price on September the 18th 2024 

4.3.3. Real-time simulator 

The use of a real-time digital simulator facilitates the validation of newly developed algorithms 

employing closed-loop testing under safe and controlled conditions. This method combines 

both accuracy and flexibility, making it possible to recreate a wide range of scenarios to assess 

system responses under normal, emergency, or rare operating conditions. Real time 
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simulation can be performed as Software in the Loop (SIL) or Hardware in the Loop (HIL). SIL 

is a simulation-based method used to test and validate control algorithms without involving 

physical hardware, providing a cost-effective and flexible way to detect issues. HIL, on the 

other hand, involves real hardware interacting with a simulated environment in real time, 

allowing for more accurate and realistic testing of the hardware-software integration under 

operational conditions. The proposed EMS has been widely tested through SIL through the 

real-time simulator and also HIL test have been carried out as discussed in [149]. 

The SIL validation, carried out at the Power Systems Engineering Laboratory in the University 

of Bologna through an Opal-RT real-time simulator encompasses the whole EMS presented in 

section 4.3.1. To guarantee real-time operation in simulations, significant computational 

effort is required. As a result, ad-hoc parallel processing architectures have been adopted in 

the design of real-time digital simulators to meet these demands efficiently [150]. To be 

compliant with real-time timing the coding structure of the software to be implemented in 

the real-time simulator comprises three subsystems: the master, slave, and console 

subsystems. The master subsystem is essential for real-time implementation as it handles the 

fundamental computational tasks (the power system modeling in our case), thus it runs in the 

real-time simulator. Slave subsystems are used to distribute real-time processes across 

multiple cores running in parallel. The console subsystem, running on a PC (potentially the 

same PC as the EMS), allows the interaction with the system included in the real-time 

simulator and handles data acquisition and visualization asynchronously from the master 

subsystem [151]. In our case the console subsystem is employed to acquire measurements 

from SMs, PV and loads forecast, as well as BESs setpoints received by the optimizer. All this 

information is forwarded asynchronously to the master subsystem. The console subsystem, in 

turn, receives the results of the power system resolution, which are then plotted, sent to the 

database, or stored for later analysis. 

In real-time simulations the occurrence of overruns should be properly monitored to ensure 

reliable results. Overruns happen when the computational time required to solve the master 

and slave subsystems is larger than the simulation time-step. Ideally, the number of overruns 

should be zero or negligible by the end of the simulation as the main objective of a real-time 
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simulation is to solve the system within the time-step in real-world timing [152]. In the 

simulation carried out a time-step of 250 µs is employed. 

As formerly introduced the network model of the REC is developed in the master subsystem. 

The model is designed to be reconfigurable, allowing the simulation of a wide range of REC 

network configurations. Figure 4.19 illustrates a simple potential configuration with three 

active prosumers interconnected by three branches and linked to the distribution network, 

two additional prosumers are temporary disabled. 

 
Figure 4.19 REC network model with three active prosumers 

Figure 4.20 shows the generic prosumer model, which includes a PV source, a load, and a 

storage system, can also represent a simple consumer or producer by setting either the PV 

source or the load to zero, respectively. The measurements obtained from each prosumer 

element, such as active and reactive power, currents, voltages and SOC are sent to the 

database. 
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Figure 4.20 Prosumer Simulink model 

The BES model, illustrated in Figure 4.21, comprise a charge limit block, shown in red, whose 

main function is to saturate the battery's output by enforcing critical limits: overcharge and 

undercharge limits, which prevents charging and discharging when the SOC reaches its 

maximum and minimum value, respectively. Moreover, the charge limit block ensures that 

the power capability of the BES is respected, ensuring that the nominal current is not 

exceeded. 

Additionally, the stored energy calculation block, indicated in green, is tasked with 

determining the SOC at any given time. The SOC in each time-step is calculated basing on the 

SOC at previous time step, active and reactive power outputs of the BES according to 

equations (4.1)-(4.2). It is important to highlight that the BES's model employed in this context 

disregards the transient behavior of the BES and the inverter dynamics. 
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where sT  is the real-time simulation time-step, P  and Q  are the BES active and reactive 

power, η  is the battery efficiency, assumed equal during both charging and discharging and 
BES
tE  is the energy stored in the BES at time t. 

 
Figure 4.21 BES Simulink model 

Equation Chapter (Next) Section 1
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Chapter 5. Load Forecast for Energy Communities 

Introduction 

ata availability is fundamental for the effective development of RECs, both in the design 

and operational phases [125]. The most crucial element of this is the metering 

infrastructure, which enables the measure of energy consumption and production in real-time 

or quasi-real-time, facilitating the monitoring and optimization of REC operation [141]. The 

main purposes of this chapter are the identification of standard customer profiles to be used 

in the design phase of RECs, and the deployment of forecasting methods suitable for 

operational optimization. 

The first section of the chapter focuses on the development of standard energy profiles for 

various building types, including schools, residential buildings, offices, and warehouses. These 

profiles are derived from measurement campaigns conducted as part of the GECO and Self-

User projects. Additionally, data from primary and secondary substations are analyzed to 

explore potential energy communities in the Pilastro-Roveri district. By evaluating the 

district's feeder power flows, this section estimates the area's consumption patterns, the PV 

production already in place, and overall energy demand. Analysis of the data reveals that 

different energy consumption profiles are needed for different days of the week, as patterns 

on weekdays vary significantly from those on Saturdays and holidays. 

The second section of the chapter introduces different load forecasting methods tailored for 

use in rolling horizon optimization procedures. These methods combine historical data stored 

in the database with real-time measurements provided by advanced metering infrastructure. 

By continuously updating forecasts with the latest available data, these methods offer more 

reliable predictions of load consumption, improving the overall accuracy of REC operations. 

 

D 



Chapter 5 - Load Forecast for Energy Communities 

100 
 

In summary, this chapter presents a comprehensive approach to create standard consumption 

profiles and deploying load forecasting techniques, both of which are fundamental to the 

efficient design and management of RECs. 
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5.1 Available Dataset and Standard Profiles 

The measurement campaigns carried out during the GECO and Self-User projects lead to the 

creation of a considerable dataset of consumption measurements. This dataset comprises 

data from various types of consumers at different levels of aggregation, enabling the 

characterization of diverse consumption profiles. This aspect is fundamental in the planning 

stage of a REC as it allows to test different configurations of PV installations and BESs as well 

as different member compositions of the REC facilitating an effective estimation of the self-

consumption and energy sharing ratios. 

The load profiles described in this section encompass a range from residential to industrial 

consumers. Residential data were collected both at the individual user level and in aggregated 

form, utilizing NILM and DU meters concurrently. Non-residential loads monitored include 

office buildings, cold storage units in a fruit and vegetable warehouse, and an exhibition area. 

Additionally, data were gathered at the feeder level of primary substations, with information 

on the secondary substations supplied in the area. 

The standard profiles are obtained following a systematic procedure: 

i. Data cleaning: the raw data can contain not-a-number values, missing data or 

anomalous measurements due to connection issues or malfunctioning SMs. 

Anomalous data, such as values outside of realistic ranges or measurement “stuck”, 

i.e. the values are repeated in time. These data are removed from the dataset to 

prevent skewing the standard profile. 

ii. Data filling: after the data cleaning step, if the dataset contains only short missing 

intervals, the gaps are filled using interpolation. However, if a significant time interval 

is missing, the entire day's data is discarded. 

iii. Data fitting: collected data span from the 1 s timescale of NILM to the 15 minutes of 

DU. For standard profiles creation, a 15-minute timescale is adopted. Thus, the 

average value is considered for data collected on a lower timescale. 
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iv. Creation of day-type profile: for each month days are classified per day-type, i.e. 

weekday, Saturday and Holidays. The choice of differentiating weekend days on 

Saturday and Holidays is related to the possible different behavior linked to the 

customer monitored: some users may behave differently in these days, such as 

activities that are open on Saturday morning but not on Sunday. Holidays of the area 

in which the customer is located must be accounted, in the case of customers located 

in Bologna the festivity of San Petronio (4th October) is considered. For each, day-type 

profiles are generated by averaging the data for each respective day type. 

v. Reconstruction of the yearly profile for a specific year: The day-type profiles are used 

to construct an annual profile, incorporating the specific holidays for that year. The 

final profile is normalized to a yearly consumption base, set at 1 MWh/year for our 

purposes. 

 

5.1.1. Residential buildings 

Electricity consumption within individual domestic households is highly dependent on 

occupancy levels and the corresponding use of electrical appliances. Daily activity patterns can 

vary significantly from household to household as they are influenced by habits and the 

working status of each family member [153]. Therefore, it is not feasible to define a single 

standard consumption profile at the individual customer level. Even synthetically generated 

profiles must align with user-specific patterns to reflect unique consumption behaviors. 

However, when aggregating residential customers, it becomes possible to define a standard 

profile applicable to the customer cluster. 

The residential measurement campaign involves an apartment building located in the 

municipality of Scandiano (Italy). Data collection started in September 2020 and continued up 

until May 2023, leading to the creation of a consistent dataset. The SMs employed are of NILM 

type and were installed in the framework of Self-User project. A total of 56 NILM meters were 

installed, of which 13 monitored appliances serve common services and areas, such as lighting, 

elevators, heating, and ventilation systems. The collected data has a 1 s resolution. 
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Additionally, a second measurement campaign was carried out as part of the GECO project. 

This campaign involved eight residential customers located in the Pilastro district of Bologna, 

Italy. In this case DU meters were employed. The measurement campaign started in 

January 2022 and concluded in September 2023, the monitored customers, in contrast to Self-

User project do not belong to the same building but are sparse in the Pilastro district. 

Figure 5.1 illustrates the consumption power profile of a residential user belonging to the 

Scandiano apartment building. The profile is characterized by a base load around 300 W with 

periodic spikes typical of a fridge. During daylight hours some high-load spikes are present 

that indicates the presence of people in the apartment and the use of high-power appliances 

as dishwasher, washing machine, oven, iron or hairdryer. The use of NILM enables the 

detection of short-duration power peaks, which can be leveraged to disaggregate overall load 

consumption and identify the electrical footprint of individual household appliances [154]. 

However, this specific application falls outside the scope of our current analysis. 

 
Figure 5.1 Load of residential consumer measured with NILM meter 

Figure 5.2 illustrates the consumption power profile of a set of appliances serving the common 

areas. The load consumption is almost flat during the night, several spikes start to appear in 

the morning when people leave the building likely to go to work. Spikes are present also in the 

late afternoon and during the evening. According to the power value and spikes duration it is 
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reasonable to assume that they represent the stairs lighting. During the afternoon a reduced-

power load is connected for a few hours resulting in a step in the base load. 

 
Figure 5.2 Apartment building common areas’ consumption measured with NILM meter 

Figure 5.3 shows the aggregated load profile, which is significantly different from that of an 

individual dwelling. The aggregate profile is obtained by summing the data received from both 

households and common areas meters. This profile is characterized by a valley, representing 

low consumption, during the night hours and a by a consumption peak during the evening. 

The evening peak is typical of residential profiles as it coincides with the time most residents 

return home from work. It is common to find residential profiles to exhibit two peaks, one in 

the late morning and another in the evening; however, this is not the case for the day 

represented here. 
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Figure 5.3 aggregate consumption of the apartment building 

Starting from the aggregated profile and applying the standardization procedure described 

above, standard profiles are obtained for each month. The profiles vary month by month in 

both pattern and values. This variation is largely due to changes in the usage of electrical 

appliances influenced by different weather conditions. For example, the use of heat pumps or 

air conditioning is directly correlated with perceived temperature and its fluctuations [155]. 

Additionally, variations in daylight hours and the tendency to spend more time outdoors can 

alter consumption patterns. 

Figure 5.4 illustrates the standard profiles obtained for two distinct months, April and July 

respectively. Two main differences need to be highlighted: first, the April holiday profile (blue 

line) exhibits two load peaks instead of the evening peak only. Second, the consumption in 

July, characterized by higher temperatures, is noticeably higher compared to April, which 

generally experiences more comfortable temperatures. Moreover, during weekdays, 

consumption tends to be lower than on weekends, as people spend more time at home. 
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A)     B)  

Figure 5.4 Residential standard load profile. A) April. B) July. 

If no measurements are available, an additional possibility to generate load profile to be used 

in REC sizing is to adopt profiles available in literature. As the developed project are located 

in Italy, profiles made available by the Italian energy service manager, i.e. Gestore dei Servizi 

Energetici – GSE, are employed. These profiles are yearly updated and are used by the GSE to 

reconstruct the consumption (or production) profile, to allocate economic incentives, if 

measurements from DSO’s fiscal meter are not received. The first version of the document 

was published in 2022 [156], the information contained in the document is still in-force 

however, the profiles have been updated: profiles for the years 2023 and 2024 are available 

at  [157], [158], respectively. Figure 5.5 shows the comparison between the hourly average of 

the measured aggregated profile and the estimated consumption obtained employing the 

curve provided by the GSE. The main difference is in the matching of the evening peak as the 

profile estimated from GSE curves is characterized by a lower peak shifted ahead in time. 
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Figure 5.5 Measured load consumption (black) and estimated consumption from GSE curve (red) 

 

 

5.1.2. Offices 

The office profile is obtained from the measurement collected from NILM meters in the Self-

User project framework. The monitored office is closed on Saturday, thus only two standard 

profiles for each month have been adopted: one for the working days and the other for the 

weekend days and holidays. Profiles for working days and weekends are shown in Figure 5.6-

A and Figure 5.6-B, respectively. During weekends and holidays no activity is present in the 

office, this results in a flat consumption profile almost constant during the year. The profile of 

the working days has a bell shape with a valley at lunch time. During the night the consumption 

is flat as on non-working days, while it starts to rise around 8 a.m. when people start to work. 

After 9 p.m. the consumption profile returns flat. The peaks of the working days consumption 

vary throughout the year, the months characterized by a larger consumption are July and June. 
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A) B)  

Figure 5.6 A) Office standard profiles A) working days, B) weekend days and holidays 

 

5.1.3. Warehouse prosumer 

The CAAB area, monitored within the GECO project framework, exhibits substantial energy 

consumption due to the presence of numerous cold-rooms and offices equipped with analysis 

tools used for food quality testing. The market operates predominantly at night when trucks 

deliver fruit and vegetables, and early in the morning when resellers arrive to purchase goods. 

Figure 5.7 illustrates the consumption profiles for both cold-rooms and the associated offices 

(negative values indicate consumption). The cold-rooms are characterized by large power 

spikes corresponding to the start-up of cooling systems. Unlike traditional office consumption 

patterns discussed earlier, the offices and laboratories at the market remain operational 

during the night, resulting in significant energy consumption both during nighttime hours and 

in the early morning. 

A)    B)  

Figure 5.7 A) cold-room consumption profile; B) Office-laboratory consumption profile 
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As mentioned in section 4.1.1, the CAAB area is of particular interest due to the significant 

presence of PV installations. Many customers in the area are prosumers, allowing for the 

characterization of profiles having both consumption and injection. The standard profiles 

presented below are derived from data collected from three prosumers, two of which have 

PV systems with a rated power of 200 kWp each, while the third has a PV system with a rated 

power of 450 kWp. 

Figure 5.8-A and Figure 5.8-B illustrate the obtained standard profiles for working days and 

weekend days, including holidays. While the overall trend is similar, the energy consumption 

during weekends is lower. Due to the considerable PV production, the energy withdrawn from 

the grid during daylight hours is negligible, except for months like January and February, which 

are characterized by weak solar radiation. However, even during these months, the energy 

consumption during daylight hours remains limited. These profiles are representative of users 

with PV system whose production consistently exceeds consumption. 

A)     B)  

Figure 5.8 CAAB prosumer standard profiles A) working days, B) weekend and holidays 

The GSE proposes standard profiles for non-residential customers equipped with PV system 

in [157]. However, these profiles shown in Figure 5.9 differ from those derived from CAAB 

data, as they exhibit non-zero consumption during daylight hours, indicating that PV 

generation does not fully meet the prosumer's load. Additionally, the trend of these profiles 

differs significantly. For this reason, the knowledge of a customer’s specific consumption 

habits is fundamental to selecting the appropriate profile to employ in the load estimation 

procedure. 
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Figure 5.9 GSE standard profiles for non-residential prosumers equipped with PV system 

5.1.4. School 

The school profiles are obtained by joining profiles available in literature [159] and adapting 

them to the school calendar and vacation periods, which typically span more days than other 

working activities. The profiles for working days are illustrated in Figure 5.10-A, during the 

months in which the school activities are open the profiles exhibit a bell-shape with tail in the 

afternoon when the activity is reduced. During July, working day profiles resemble those of 

Saturdays, as school activities are limited. While in August the school is closed, thus, the profile 

aligns to holiday one, illustrated in Figure 5.10-C. The profile for Saturday, illustrated in Figure 

5.10-B is characterized by lower peak respect to working days, also in this scenario the August 

Saturdays are equal to holidays. 
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A) B)  

C)  

Figure 5.10 Schools standard profiles A) Working days, B) Saturdays, C) Sundays and school Holidays 

 

5.1.5. Medium-Voltage feeders and primary substations 

In the context of GECO project the consumption pattern at district level has been analyzed. 

The consumption data of the two primary substations feeding the Pilastro and Roveri districts 

are analyzed. The data collected from January 2020 to December 2021 have a time resolution 

of 10 minutes. The gathered data encompasses the power measured at the starting point of 

each MV feeder at primary substations, the overall power of the transformers in the primary 

substation, the information of the supplied secondary substations by each feeder and the 

information of the user connected to each secondary substation. For each secondary 

substation the following data are available:  

• CP_Den: primary substation which fed the secondary substation 

• Linea_Den: feeder which fed the secondary substation 

• Address 

• Nodo_Cod: identifier of the substation 
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• Latitude and longitude 

• n_TR: number of transformers installed (0 means transformer owned by final customer 

and not by the DSO) 

• Pot_tot: total power of the installed transformers 

• Tot_cli: total number of customers connected to the substation 

• CFT_Den: identifier of the technical area jurisdiction 

• BT_n_UT_mon: n° of single-phase LV users 

• BT_pot_UT_mon: total contractual consumption power of single-phase LV 

• BT_n_UT_tri: n° of three-phase LV users 

• BT_pot_UT_tri: total contractual consumption power of three-phase LV users 

• BT_n_prod: n° of LV prosumers 

• BT_pot_prod: total power that can be injected into the grid by LV prosumers 

• MT_N_cli: n° of MV users  

• MT_Pot_prel: total contractual consumption power of MV users 

• MT_Pot_imm: total injectable power by MV prosumers 

• MT_Pot_imm: aggregated nominal power of the MV prosumers generators 

As the project started during the Italian temporary regulation on REC, i.e. the proximity limits 

for the members was the secondary substation, an interactive map has been realized to 

facilitate the identification of the candidates eligible to join the REC in a specific location. The 

map is illustrated in Figure 5.11, each pin placeholder represents a secondary substation; by 

clicking on the placeholder a pop-up appears and shows the information of the selected 

secondary substation. The area is covered by two different primary substations named Quarto 

Inferiore and San Donato, identified by circle placeholder. As mentioned in section 3.3.1,  in 
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2021 the proximity constraint for REC member has been extended to the primary substation, 

thus placeholder supplied by the same primary substation are painted with the same color 

giving a preliminary and immediate idea of the area coverable with a unique energy 

community. The tool illustrated in the figure hereafter was developed before the publication 

of the conventional areas covered by primary substation on the GSE website (available at 

https://gse-sta.maps.arcgis.com/apps/webappviewer/index.html?id=ecd9746921164f03868 

b2c47a8d41235 ). 

 
Figure 5.11 primary and secondary substations supplying the Pilastro and Roveri districts. 

By aggregating the information of secondary substations at feeder level (see Table 5.1) it 

results that the distribution of total load power across feeders is not uniform. Feeders such as 

'Alim 2' and 'Pilast' are devoted to supplying customers having an overall contractual power 

an order of magnitude higher than those of feeders like 'Cadran'. Similarly, the number of 

supplied customers varies: 'Pilast' and 'Fiesso' serve nearly two thousand LV users, whereas 

'Alim 1' and 'Poligr' serve only a few dozen. Feeders 'Alim 1' and 'Alim 2', which supply the 

CAAB-FICO area, host the highest generation capacity, with over 10 MW of installed PV 

facilities, accounting for almost half of the district's total generation.  
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The data on the number of clients per connection type and their corresponding contractual 

power can provide insight into the type of customers connected to the substation. A high 

number of LV single-phase users typically indicates a residential area or one with small 

businesses. In contrast, a significant number of LV three-phase or MV users suggests the 

presence of industrial, commercial, or craft sectors characterized by a higher energy demand. 
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Table 5.1 contractual power, number of customers, generators rated power by connection type per feeder. 
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QUARTO I. ALIM1 18 5 2671 55 1256 13 5249 14 4168 7938 5277 

QUARTO I. ALIM2 193 57 3324 80 867 12 7114 18 4959 10630 5259 

QUARTO I. CADRAN 522 152 563 30 76 14 186 2 1000 1271 1076 

QUARTO I. ERRE 111 30 2410 59 489 11 1083 5 399 3604 889 

QUARTO I. FIESSO 5775 1769 3450 186 759 87 419 2 16 9643 775 

QUARTO I. FRULLO 473 151 827 29 6 1 1056 3 126 2356 132 

QUARTO I. INCENE 0 0 0 0 0 0 5609 3 144 5609 142 

QUARTO I. MONTI 2596 807 1979 141 86 24 3753 6 999 8328 1085 

QUARTO I. NOVA 1290 400 5191 200 385 24 2248 4 2734 8729 2565 

QUARTO I. POLIGR 39 8 815 14 90 1 4148 3 109 5002 189 

QUARTO I. TELECO 208 64 1659 58 122 4 7066 4 2833 8933 504 

S. DONATO CAB1 968 337 3040 63 194 3 4097 12 291 8105 486 

S. DONATO CAB2 176 56 1204 12 0 0 1496 4 0 2875 0 

S. DONATO CARLIN 132 41 2520 50 210 4 5755 7 140 8407 350 

S. DONATO COLAMA 396 117 2127 66 44 4 1640 5 0 4163 44 

S. DONATO DATI 0 0 0 0 0 0 2000 1 0 2000 0 

S. DONATO FOSOLO 645 191 1577 60 96 9 2009 5 177 4230 288 

S. DONATO LARGA 878 260 3600 125 132 13 5765 15 1622 10243 1506 

S. DONATO MACELO 3807 1259 1228 118 0 0 445 1 0 5480 0 

S. DONATO PEEP 2609 809 2923 115 150 25 2701 4 0 8233 150 

S. DONATO PIANET 123 40 1706 58 166 6 3294 6 164 5123 331 

S. DONATO PILAST 4547 1482 3021 181 35 8 4026 5 264 11594 299 

S. DONATO ROVERI 671 186 5451 179 689 41 2637 11 0 8758 689 

QUARTO I. TOTALE 11224 3443 22888 852 4136 191 37931 64 17487 72042 17894 

S. DONATO TOTALE 14950 4778 28396 1027 1717 113 35865 76 2660 79211 4142 
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The power values obtained by current and voltage measurements in feeders are significantly 

lower than the overall contractual power of customers due to usage and contemporaneity 

factors. In Figure 5.12 and Figure 5.13 are represented the power measurement of the first 

week of April for the year 2019 and 2020 in the feeders ‘Roveri’ and ‘Macelo’, respectively. To 

facilitate comparison, the 2019 profile has been time-shifted to align weekday and weekend 

days. 

The ‘Roveri’ feeder serves the homonym industrial-artisanal area with 25 secondary 

substations; the number of customers supplied, divided in single-phase LV, three-phase LV 

and MV, is 186, 179 and 11 respectively. The total contracted power is 671 kW, 5.5 MW, and 

2.6 MW, respectively. The power profile is typical of an artisanal area: looking at the 2019 

profile, the black one, consumption is concentrated in the day-hours of working days, toward 

midday-1p.m. there is a dip in concurrence with launch time. On Saturday morning some 

activities are open, and a smaller peak is present. On Saturday afternoon and during Monday 

the consumption is reduced, a reversed bell shape valley is present that is compatible with the 

production of PV installations in the feeder for an overall rated power of 689 kWp. The 2020 

power profile (blue) reflects the impact of the Covid-19 pandemic, as many businesses were 

closed or operating at reduced capacity. This resulted in a substantial decrease during working 

days’ consumption. Weekend consumption remained relatively consistent. 
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Figure 5.12 feeder ‘Roveri’ power profile, years 2019 and 2020 

The ‘Macelo’ feeder supplies six secondary substations in a residential area with a consistent 

presence of apartment buildings. The number of single-phase LV customers is relevant: 1259 

for an overall power of 3.8 MW; the three-phase LV users are 118 for a total power of 1.2 MW, 

which is less than the single-phase customers one. There is only 1 MV user that has a 

contractual power of 445 kW. In the feeder there is no generation, neither in LV nor in MV. 

The power profile of the 'Macelo' feeder aligns with typical residential consumption patterns, 

exhibiting an evening peak. Additionally, due to the predominantly residential nature of the 

area, the consumption peaks are relatively consistent across weekdays. In contrast to the 

‘Roveri’ feeder as during lock down period most people were at home the 2020 consumption 

profile results higher than 2019 one. 
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Figure 5.13 feeder ‘Macelo’ power profile, years 2019 and 2020 

In feeders to which are connected generation systems whose aggregated rated power is 

significant with respect to the consumption it may happen to observe the power flow reversal 

in the feeder, i.e. the feeder is supplying energy to the primary substation busbar. This 

phenomenon can be observed in the two feeders supplying the CAAB area, i.e. ‘Alim1’ and 

‘Alim2’. Figure 5.14 shows the daily power profile (black curve) of feeder ‘Alim1’, during the 

morning a reduction in the power consumption up to zero can be observed. As production 

continues to increase the current measured at the starting point of the feeder change sign. 

The knowledge of the nominal power of PV generators in the area and the measurement 

performed at the primary substation level facilitate the estimation of the real load unbundled 

from the local generation. The process is carried out employing the PVGIS [130] historical data 

of the corresponding year to estimate the PV generation, then adding the estimated 

generation to the measured power the gross load is estimated. The figure hereafter shows in 

blue the measured power, in red is represented the estimation of the local generation while 

in black the load consumption. 
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Figure 5.14 feeder ‘Alim1’ measured power, estimated PV production and estimated load 
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5.2 Load Forecast for Rolling-Horizon Optimization 

Alongside PV production forecast also an accurate load prediction is fundamental for the 

optimal management of BESs within RECs, facilitating savings in energy procurement cost 

[160]. Although precise short-term load forecasting in RECs is more challenging compared to 

grid-scale systems due to the smaller capacity and higher randomness [137], [161]. In larger 

grids, the abundance of consumers allows for statistical smoothing and more stable 

predictions. However, at the REC scale, the unique behaviors of individual residents introduce 

greater variability, making load forecasting more susceptible to fluctuations. As a result, 

precise forecasting methods tailored to these community-specific factors are essential for 

optimizing energy management and achieving economic benefits for REC members. 

Traditional forecasting methods primarily rely on historical load and meteorological data from 

the previous days to build models, often lacking real-time data updates. However, 

incorporating real-time information from the current day can significantly enhance prediction 

accuracy [162]. Therefore, a rolling update load forecast approach, which continuously 

updates the model's input data throughout the day using known real-time information by 

SMs, improving the precision of load forecasts, is employed. As the main purpose of the load 

forecast is to support the optimal management of BESs, a balance must be achieved between 

the advantages of a longer forecast horizon and the computational demands of the algorithm, 

as well as the forecast's accuracy. In the proposed method, a 48-hour time window is adopted. 

Following a common approach [138], [163], the days of the week have been clustered in 

weekdays, Saturday and holidays to better align with customers’ consumption patterns. 

Various load forecasting methods have been developed and tested. The approaches discussed 

in sections 5.2.1, 5.2.2 and 5.2.3 are based on a base forecast profile derived from the average 

measured profiles of previous days. At each iteration 𝑖𝑖, the load forecast f
t ,iL  is updated 

employing the base forecast profile f
tL  and a weighting factor ik  whose calculation is 

described in the following sections. 

 f f
t ,i t iL L k= ⋅   (5.1) 
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In addition to the methods based on the former day average, a short-term load forecast 

employing a Seasonal Autoregressive Integrated Moving Average (SARIMA) model has been 

developed (see section 5.2.4). The SARIMA model [164] is capable of tracking the 

characteristic periodicities of electrical load, i.e. daily, weekly, and seasonal patterns [165]. 

The SARIMA model is fitted using the historical data of the customers collected in the DB. The 

forecasts are continuously updated at each optimization step by incorporating the latest 

available load measurements. 

5.2.1. Average 

The first method (referred to as method a) assumes that the load consumption profile for a 

given day is equal to the average consumption profiles from a specific number of prior days 

belonging the same day type, weekday, Saturday or holidays. In the proposed procedure the 

three former days are used to calculate the average profile, however this number can vary. 

With this approach no adjustments are made by the EMS during intra-day optimization. Thus, 

the scaling factor for this method remains constant at 1. The use of a scaling factor will be 

clarified in the two subsequent methods (see sections 5.2.2 and 5.2.3).  

 
D t ,df

t
d

L t TL
D=

= ∀ ∈∑
1

  (5.2) 

f
tL  is the load forecast at time step t. 

t ,dL  is the load measured at time t in the former day d of the same type. 

D  is the number of former days to be used in the average 

T  is the forecast time-window  

 ik =1   (5.3) 

5.2.2. Constant daily energy 

This method (referred to as method b) introduces an intraday adjustment to method 

illustrated in section 5.2.1. It assumes that the total energy consumed by the end of the 



Chapter 5 - Load Forecast for Energy Communities 

122 
 

current day is equal to the daily energy of the profile obtained with the previous forecasting 

method. This is the case of a customer having regular daily energy consumption with activities 

performed at different times. Therefore, method b, in case of lower consumption in the first 

part of the day will forecast an increase in power absorption in the remaining part of the day 

as show in Figure 4.15. 

At each load forecast iteration i, the load forecast profile is scaled by a factor calculated 

according to the following equation: 

 
f ,tot cum

i
i f ,cumf ,tot

i

E Ek
E E

−
=

−
  (5.4) 

where: 

f ,totE  is the daily energy forecast to be consumed in the current day 

cum
iE  is the amount of energy effectively consumed by the beginning of the day to current time 

step. 

f ,cum
iE  is the cumulated energy forecast expected to be consumed from the beginning of the 

day to the current time step. 

To avoid large deviations from the forecast profile elaborated in the former iteration, i.e. i-1, 

the scaling factor k is limited between 0.8 and 1.2. Thus, the profile can be reshaped within 

±20% of the original forecast profile. 

5.2.3. Proportional consumption 

This method (referred to as method c) considers that energy consumption in the rest of the 

ongoing day follows the trend observed by the beginning of the day up to the current time. 

The forecast profile is then reshaped by applying a scaling factor which is calculated as follows: 

 
f ,cum
i

i cum
i

Ek
E

=   (5.5) 
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the variables present in equation (5.5) are the same introduced in equation (5.4). As in the 

former case the scaling factor k is limited between 0.8 and 1.2. 

The three methods and their effects on reshaping the load power profile are schematically 

illustrated in Figure 5.15. In the proposed example, the energy consumed by midday is lower 

than the forecasted amount. Method (a) is represented in solid black line, no adjustments are 

made to the forecast, so the profile remains unchanged. In method (b) the yellow area on the 

left represents the difference between the forecast and actual consumption up to the current 

time step, denoted as f ,cum cum
i iE E− . In this method, is assumed that this difference will be 

consumed by the end of the day (yellow area on the right) corresponding to  

( ) ( )f ,tot f ,cum
i i ik E E− ⋅ −1 . Method (c) assumes that the reduced consumption measured so far 

will continue for the rest of the day, adjusting the forecast downward to reflect this trend. 

 

Figure 5.15 Measured load consumption and forecast profiles by methods a, b and c 

5.2.4. SARIMA 

The SARIMA model is a widely used time series forecasting technique that extends the ARIMA 

framework to account for seasonality in data. By incorporating seasonal differencing and 

seasonal autoregressive and moving average components, SARIMA provides a robust 

approach for modeling and predicting complex seasonal patterns [165], making it suitable for 

load forecasting in power systems. Load demand, which often exhibits daily, weekly, or yearly 

seasonality, can be effectively predicted using SARIMA by capturing both the underlying trend 
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and cyclic fluctuations [166]. For the EMS implementation purposes the focus is on short-term 

load forecast, particularly a forecast of 48 hours ahead. 

The SARIMA model combines the concept of seasonality with autoregressive, integrated and 

moving average components. The seasonal component identifies the repeating patterns at 

regular intervals, like daily or weekly trends. The autoregressive part captures how current 

data points relate to their past values. The integrated component applies differencing to make 

non-stationary data stationary, i.e. the value of time series is not dependent on time [167]. 

Lastly, the moving average component models the relationship between the current data 

point and past errors, helping to account for short-term variations and noise in the data. The 

compact representation of a SARIMA model is commonly expressed as 

( )( )SARIMA p, d , q P , D, Q, s  [168] where: 

p and P are the order of the autoregressive and seasonal autoregressive components, 

respectively 

d and D are the order of the integrated and seasonal integrated components, respectively 

q and Q are the order of the moving average and seasonal moving average components, 

respectively 

s is the seasonal period 

The mathematical formulation of the SARIMA model is reported in equation (5.6). 

( )( ) ( ) ( ) ( )P Qd qp h s h s
q h s ttp h s

h h
L ... L B ... ByB L Lφ φ θ θ Θ ε⋅ ⋅

⋅⋅
= =

− − − − ⋅ − ⋅ = + + + ⋅ +∑ ∑ ⋅1
1 1

1 1 1 1 1   (5.6) 

where L is the one-lag time delay operator. 

An example of the 48-hour ahead SARIMA forecast, for two different profiles, compared with 

the real measurements collected afterwards is shown in Figure 5.16. The SARIMA model is 

trained by employing historical data gathered from SMs. Prior to model training, the data must 
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be filtered and cleaned, employing a similar process as done for creating standard profiles. If 

there is a significant change in the customer's consumption pattern, the model may require 

retraining to maintain accuracy. 

       
Figure 5.16 SARIMA load forecast compared to measured values 
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Chapter 6. Optimization Models for Renewable 

Energy Community’s Energy Management System 

Introduction 

his chapter deals with the optimization models employable in the EMS to achieve the 

optimal operation of RECs. The proposed models are designed to be solved periodically, 

enabling them to incorporate updated PV and load forecasts, thereby enhancing the accuracy 

of the optimal power output for BESs. By regularly updating the input data, the models ensure 

a more accurate energy management maximizing the benefits for REC participants [169]. 

The chapter is divided into five sections. Section 6.1 introduces the prosumer models used in 

the optimization framework. These models reflect the regulatory-compliant metering 

schemes and are designed to represent the types of meters typically installed in real-world 

settings. Additionally, this section outlines the constraints related to BESs power and energy 

capacities, providing the foundation for the optimization formulation. Accurate modeling of 

prosumers and their energy storage systems is crucial for ensuring the realistic and feasible 

operation of the optimization algorithms. 

Section 6.2 discusses two non-optimized algorithms, which serve as benchmarks for 

evaluating the performance of the proposed optimization models. The first benchmark 

algorithm implements a control strategy commonly integrated into commercial BMS, focusing 

on maximizing behind-the-meter self-consumption. The second benchmark model is designed 

to maximize the community self-consumption instead of the behind the meter one. By 

comparing the optimized models against these benchmarks, the chapter aims to demonstrate 

the improvements in efficiency and cost-effectiveness achieved through optimization. 

Sections 6.3 and 6.4 present the optimized models developed for REC operation. The first 

model, introduced in section 6.3, seeks to minimize energy procurement cost for RECs in cases 

T 
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where economic incentives are applied to shared energy, such as in the Italian regulatory 

framework. This model involves a non-linear formulation, and a linearization procedure is 

introduced to simplify the computational process. Section 6.4 expands on this by proposing a 

second linear optimization model, denoted as the 4-price model. This model is designed to 

minimize energy procurement cost in scenarios where a direct price agreement between 

consumers and producers is allowed. The model is also capable of approximating the 

performance of the incentivized energy-sharing model. Several case studies are presented to 

compare the performance of the optimized models with each other and with benchmark 

algorithms, providing a comprehensive evaluation of their effectiveness in real-world 

scenarios. 

The last section of the chapter introduces a stochastic formulation to address the 

uncertainties inherent in load demand and PV generation forecasts. This formulation 

generates stochastic events, which are then handled using scenario-tree reduction techniques 

to manage the computational complexity of solving a large number of scenarios. Overall, this 

chapter provides a detailed examination of the proposed optimization models for the optimal 

operation of RECs, showcasing both deterministic and stochastic approaches. 
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6.1 Prosumer and BES models 

The prosumer is modeled according to the scheme illustrated in Figure 6.1-A, the key elements 

are the load, PV system and storage system. In the proposed formulation the metering 

infrastructure employing two meters is adopted. However, a metering infrastructure 

employing three meters can also be employed (see  Figure 6.1-B). In both configurations the 

exchange meter, denoted as M1, is bidirectional and measures the energy exchanged by the 

prosumer with the public grid. In the two-meter configuration the production meter, denoted 

as M2, encompasses both the PV system and BES. Thus, it must be bidirectional as the storage 

can be charged by withdrawing energy from the grid instead of from the PV system thereby 

this amount of energy cannot be considered from renewable sources. The possibility of 

charging the storage from the grid can be exploited to take advantage of favorable energy 

tariff during some hours or time slots of the day. In the three-meter configuration the 

production meter M2 covers only the PV system thus, it can be only mono-directional. In this 

scenario an additional bidirectional meter M3 is dedicated to the BES. 

A)    B)  

Figure 6.1 A) prosumer metering scheme employing two meters. B) prosumer metering scheme employing 
three meters. Adapted from [170] 

The power balance for the exchange meter M1 and production meter M2 is represented by 

equations (6.1) and (6.2) respectively. 

 P P S
t , j t , j t , j t , j t , jP P P P L+ − + −− = − −   (6.1) 
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 P P PV BES BES
t , j t , j t , j t , j t , jP P P P P+ − + −− = + −   (6.2) 

where: 

j and t are the prosumers and time indexes.  

t , jP+  and t , jP−  are the measured power injected into and withdrawn from the public grid by 

prosumer j at time t, respectively 

P
t , jP +  and P

t , jP −  are the measured power injected and withdrawn by the production meter of 

prosumer j at time t, respectively 

S
t , jL  is the load power forecast of prosumer j at time t 

PV
t , jP  is the PV power forecast of prosumer j at time t 

BES
t , jP +  and BES

t , jP −  are the discharging and charging BES power prosumer j at time  

All the aforementioned variables are non-negative. Additionally, variables belonging the same 

couple, i.e. t , jP+  - t , jP− , P
t , jP +  - P

t , jP −  and BES
t , jP +  - BES

t , jP − , cannot both be non-zero in the same 

interval t by the introduction of binary variables. This ensures the non-contemporaneity of 

injection and withdrawal or charging and discharging. 

The BES power during both charging and discharging must be at maximum equal to the rated 

power BES ,max
jP  thus, constraints (6.3) and (6.4) are implemented. Moreover, equation (6.5) 

ensures that BES energy is comprised between minimum and maximum limits, i.e. BES,min
jE  and 

BES,max
jE , respectively. 

 BES BES ,max
t , j jP P−≤ ≤0   (6.3) 

 BES BES ,max
t , j jP P+≤ ≤0   (6.4) 

 BES,min BES BES,max
j t , j jE E E≤ ≤   (6.5) 
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The energy stored in the BES of prosumer j at each time step t is computed according to 

equation (6.6). Where t∆  is the time interval occurring between two consequent time step 

and jη  is the efficiency of prosumer j BES. Efficiency is assumed to be equal in charging and 

discharging. BES,0
jE  represents the initial energy stored in the BES. In the proposed approach 

the minimum allowed energy level for the BES corresponds to 10% of the capacity. 

 ( )t tBES,0BES BES BES
t , j j h , j j h , j j

h h
E E P P tη η ∆− +

= =
= + −∑ ∑

1 1
  (6.6) 

In the proposed formulation the initial SOC is treated as an input parameter enforced through 

a constraint. The choice of the final SOC is a critical aspect of rolling-horizon-based procedures, 

as it affects the BES power profile determined resulting by the optimization algorithm. In day-

ahead approaches the final SOC, i.e. the SOC at the end of the day, is often set to a specific 

value (e.g. 50%). However, in rolling-horizon approaches (where rolling time-step is shorter 

than a day) setting a fixed final SOC may cause feasibility issues. In [171] it is proposed to 

constrain the final SOC to be equal to the initial one. However, if the current SOC is low with 

respect to the target one the necessary charge would limit the use of the BES for local load. 

Conversely, if the current SOC is high with respect to the target one an unnecessary discharge 

will be produced resulting in uneconomical operation [172]. The optimization models 

proposed in sections 6.3 and 6.4, employed in a rolling horizon fashion, do not contain a 

constraint on the final SOC because it is assumed that there is no economic convenience to 

reserve energy stored in the BES at the end of the time horizon as in case of possible islanded  

operation. The energy stored at the end of the time horizon BES
T , jE , according to the proposed 

model, will result equal to BES,min
jE  because the energy stored  BES

T , jE  does not represent a 

revenue. The solution is as if a constraint  BES
T , jE  equal to BES,min

jE  were present. To deal with the 

uncertainty intrinsic of load consumption and PV production, the surplus energy discharge is 

scheduled, price being equal, towards the end of the time horizon. This strategy allows for 

postponing discharges as much as possible, enabling adjustments in subsequent rolling steps 

before the discharge actually occurs. This phenomenon is emphasized when 48-hour 

optimization time window is used: the potential energy surplus discharge is expected to occur 

on the second day. However, as the time horizon continuously rolls forward, the discharge is 

indefinitely postponed, ensuring that system performance remains unaffected. This approach 
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leaves margin to the optimizer to deal with unusual initial SOC or unexpected variations in 

solar irradiation and load consumption. 
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6.2 Non-optimized 

In this section, two algorithms for BESs management are illustrated. The proposed algorithms 

do not make use of optimization procedures but instead rely solely on real-time 

measurements received from local measurements or SMs. These algorithms are used as 

benchmarks for the proposed optimization procedures discussed in the following sections. 

The first proposed non-optimized algorithm (denoted as non-opt-1) employs a widely used 

control strategy of BES: when the prosumer’s production exceeds its consumption the BES 

absorbs the surplus. Conversely when consumption exceeds production the BES delivers the 

power necessary to cover the shortfall. BES charge/discharge takes place only if the SOC is 

within the allowed limits and for power values not greater than the system’s rated power. This 

approach leads to maximum behind the meter self-consumption. The control strategy relies 

on local measurement of PV and load or grid power exchange, this information due to their 

local origin is typically available through the direct connection of CTs to the BMS. 

The second non-optimized approach (denoted as non-opt-2) aims to maximize the community 

self-consumption by coordinating the BESs of multiple prosumers as if they were a single 

centralized storage. The virtually aggregated BES absorbs the surplus power during production 

excess and covers deficits during production shortfalls. Each BES operates within its own rated 

power and SOC limits. Despite this method enables the minimization of energy import from 

the external grid from an economic point of view, in most of the regulations, the BES charge 

from another customer is not costless due to the difference between the selling and buying 

prices. Moreover, it is reasonable that the customer who invests in a BES and shares its 

capacity to provide benefits to other REC members or to the community expects in return a 

financial compensation. 
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6.3 Cost Minimization Incentive-based 

6.3.1. Mathematical formulation 

The EMS optimization function, defined in equation (6.7), aims to minimize the energy 

procurement cost for prosumers, considering the economic incentive recognized to the 

community for the shared energy. This objective function is suitable to be used in RECs 

optimization where an economic incentive for the shared energy is granted, this is the case of 

the Italian scenario.  

 S
t , j t , j t , j t , j E t

t T t T
j J

OF ( P P ) t I E  π π ∆− − + +

∈ ∈
∈

= − −∑ ∑   (6.7) 

where: 

t , jπ −  and t , jπ +  are the prices agreed with the energy suppliers for the energy bought and sold, 

respectively. Suppliers for the energy sold can be different from the one for the energy 

bought. 

S
tE  is the shared energy, defined by equations (6.8) and (6.9), in compliance with the Italian 

regulation. 

EI  is the unitary economic incentive granted for shared energy. 

As introduced in section 3.3.1 the shared energy is expressed as the minimum, in each hour, 

between the overall energy absorbed by the REC’s members and the energy of renewable 

source produced by the REC’s prosumers. Prosumers’ own load is not taken into account in 

the calculation of the shared energy, because it already constitutes a saving on the bill and 

therefore receives no incentive, hence the shared energy is computed from the 

measurements of the exchange meters, i.e., M1 in Figure 6.1-A [99]. In the proposed 

formulation the incentive is taken constant and equal to 110 €/MWh. 
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The shared energy within the community is defined through constraints  (6.8) and (6.9), that 

are more restrictive than the definition in [99] since the constraints are evaluated for each 

forecast period t instead of on a hourly basis. 

 S
t t , j j

j J
E P ( R ) t∆+

∈
≤ −∑ 1   (6.8) 

 S
t t , j

j J
E P t∆−

∈
≤ ∑   (6.9) 

where jR  is a correction factor that ensures the incentive for the shared energy is granted 

only for the energy provided by the renewable source. In the Italian regulation [99], [173], 

energy discharged from BES not generated by the local renewable source, it can still be 

injected into the grid but does not qualify for incentives, even if provided to another member 

of the REC. A monthly correction factor is computed to determine the ratio between energy 

supplied by the renewable source and energy stored from external sources, ensuring that 

renewable energy is incentivized only once. This is also the case of a customer recharging its 

BES using renewable energy from another REC member, the charging faces as a load, 

contributing to energy sharing. However, when this energy is later discharged, it is not 

counted towards energy sharing valorization, as it was already recognized during the charge 

phase. In the developed procedure, see equations (6.10)  and (6.11), the correction factor is 

calculated over a 48-hour time horizon to reflect this regulation in the optimization process. 

 P P
j t , j t , j

t T t T
R P P+ −

∈ ∈
=∑ ∑   (6.10) 

 lim
j jR R≤ ≤ ≤0 1   (6.11) 

The upper limit lim
jR  can be restricted to values lower than 1 to limit the BES grid-recharge 

rate. 

It is worth noting that the proposed formulation includes bilinear constraints (6.8) and (6.10) , 

thus the problem formulation is not linear. The non-linear formulation is solved in Matlab, 
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adopting the Gurobi 10.0 solver (see https://www.gurobi.com/). This solution is then 

compared to the results obtained through a linearized approach, which is proposed hereafter. 

McCormick envelopes [174] have been used to obtain a linear approximation of the bilinear 

constraints. Thus, each bilinear constraint is replaced by a set of four inequalities. Additionally, 

to improve accuracy the domain of linearized variables is split into several subdomains, 

resulting in piecewise envelopes [175]. The choice of subdomains numbers is a tradeoff 

between desired accuracy and computational effort. 

Equation (6.10) is replaced by the set of constraints (6.12)-(6.15), m is a binary variable which 

identify the “active” subdomain of the piecewise linearization; constraint (6.16) ensures that 

there is a unique “active” sub-domain. 

 L L
j ,n j ,n j ,n j ,

L
n j , ,n

L
j jn jZ G K G mK G K≥ + −   (6.12) 

 U U
j ,n j ,n j ,n j ,

U
n j , ,n

U
j jn jZ G K G mK G K≥ + −   (6.13) 

 U U
j ,n j ,n j ,n j ,

L
n j , ,n

L
j jn jZ G K G mK G K≤ + −   (6.14) 

 L L
j ,n j ,n j ,n j ,n j ,n j ,

U
n

U
j jZ G K G G KmK≤ + −   (6.15) 

 j ,n
n

m =∑ 1   (6.16) 

where U
j ,nG and L

j ,nG  are the upper and lower bounds for the n-th sub-interval of customer j.  

The bounds are obtained by dividing the interval 0- lim
jR in N equally spaced sub-intervals. 

Lower and upper bounds of variable j ,nK  to  are represented by equations (6.17) and (6.18), 

respectively, where n (T )°  is the number of considered time steps. Production meter injection 

is defined non-negative thus lower bound is 0 while the maximum value is given by the sum 

of BES and PV nominal power multiplied by the number of time periods contained in T. 

 L
jK = 0   (6.17) 
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 PV ,max BES ,max
j j

U
j P P ) n (T )K ( + ⋅ °=   (6.18) 

Constraints (6.19) and (6.20) force to be zero the variables belonging the non-active n  

intervals. 

 L U
j ,n j ,n j ,n j ,n j ,nm G G m G≤ ≤   (6.19) 

 j ,n j , jn
UK m K≤ ≤0   (6.20) 

Equations (6.21) and (6.22) bind the variables used for the piecewise linearization to the 

production meter, i.e. M2, absorption and injection, respectively. The same applies to 

equation (6.23) which relates the McCormick envelopes to the penalization variable ( )jR−1  

 P
j ,n t , j

n t
Z P −=∑ ∑   (6.21) 

 P
j ,n t , j

n t
K P +=∑ ∑   (6.22) 

 j ,n j ,n
n n

G Y= −∑ ∑1   (6.23) 

The same procedure applies to the second bilinear constraint (6.8) which is substituted by the 

set of equations (6.24)-(6.27). 

 L L
t , j ,n j ,n t , j ,n j ,n j

L L
j j,n j ,nW Y X Y X Xm Y≥ + −    (6.24) 

 U U
t , j ,n j ,n t , j ,n j ,n j

U U
j j,n j ,nW Y X Y X Xm Y≥ + −   (6.25) 

 U U
t , j ,n j ,n t , j ,n j ,n j

L L
j j,n j ,nW Y X Y X Xm Y≤ + −   (6.26) 

 L L
t , j ,n j ,n t , j ,

U
n j ,n j ,n j ,n

U
j jW Y X m YX Y X≤ + −   (6.27) 
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The shared energy is therefore defined as: 

 S
t t , j ,n

j J
n N

E W t∆
∈
∈

≤ ∑   (6.28) 

Similarly to (6.17)-(6.18), equations (6.29)-(6.30) represent the lower and upper bounds of the 

exchange meter M1 measured injection, respectively. 

 L
jX = 0   (6.29) 

 PV ,max BES ,maxU
jj jX P P= +   (6.30) 

Constraint (6.31) assures that variable j ,nY  is non-zero only in the “active” n sub-domain and 

in that subdomain is constrained between the lower and upper bounds. Lower and upper 

bounds are defined for each one of the N sub-intervals. Each sub-interval is obtained by 

equally spacing the interval lim
jR -0. Constraint (6.32) forces j ,nX  to be zero in non-active sub-

intervals. 

 L U
j ,n j ,n j ,n j ,n j ,nm Y Y m Y≤ ≤   (6.31) 

 j ,n j , jn
UX m X≤ ≤0   (6.32) 

Equation (6.33) together with (6.34) bound the linearization variables to the value of jR .  The 

relation between the piecewise variable t , j ,nX and the injection of the exchange meter is 

represented by equation (6.34).  

 j ,n j
n

Y ( R )= −∑ 1   (6.33) 

 t , j ,n t , j
n

X P+=∑   (6.34) 
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The problem formulation resulting from the implementation of McCormick envelopes results 

in a Mixed-Integer Linear Programming (MILP) problem. 

6.3.2. Test cases 

Two case studies are proposed. The first one considers real-world REC, i.e. with measurement 

received in real-time, which includes five customers connected to the LV distribution grid. One 

of them, that is the only prosumer of the REC, is equipped with a 94 kW PV system and a 

30 kW/60 kWh BES. 

The developed platform allows for the simulation of RECs different from the real-world one 

by generating synthetic SM measurements. This is the case of the second considered case, i.e., 

a REC which involves customers, connected to MV distribution grid, characterized by a larger 

energy demand with respect to the LV scenario. In this case study two prosumers have been 

included in the REC, both equipped with PV and BES. Prosumer 1 is equipped with a 300 kW 

PV system and a 100 kW/500 kWh BES, while Prosumer 2 has a 250 kW PV and a 

100 kW/350 kWh BES.  

As mentioned in section 4.3.2.D the energy purchase price is equal to the NSP plus a spread, 

defined by the energy provider. The selling price is instead assumed equal to the NSP. The 

optimization problem considers the updated values of the NSP for the following day as soon 

as they become available. The same price profile of the current day is considered, otherwise. 

The real-time simulation is carried out for two consecutive days, March 23rd and 24th, 

comparing the Load Forecast (LF) methods presented in sections 5.2.1, 5.2.2 and 5.2.3, for 

both considered RECs. Scenarios resulting by methods illustrated in sections 5.2.1, 5.2.2 and 

5.2.3 are denoted as ‘a’, ‘b’ and ‘c’, respectively. 

In both considered case studies, the BESs have an initial SOC of 40%, a minimum admissible 

SOC of 10% and an efficiency equal to 95% in both charging and discharging. In this study, the 

following price scenarios have been considered: 
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i. NSP of 23-25 March 2023, spread equal to 15 c€/kWh; 

ii. NSP of 23-25 March 2023, spread equal to 22 c€/kWh; 

iii. NSP of 5-7 December 2022, spread equal to 15 c€/kWh, applied to loads and PVs of 

23-25 March 2023.  

 
Figure 6.2 Hourly NSP considered in the proposed scenarios 

A. LV REC 

Loads of passive consumers belonging to the REC have been aggregated and represented as 

“REC load” while the load of the prosumer is indicated as “Load”; both the figures refer to the 

results obtained with LF method a (see section 5.2.1). In the following figures, 

positive/negative BES power values for discharging/charging have been adopted. 

Figure 6.3 presents the BES profile forecast resulting from the optimization step performed 

on March 23rd at midnight, as well as the loads and PV forecasts used by the optimizer. In 

Figure 6.3, for the sake of clarity, only the first 24 hours are shown although the optimizer 

uses 48-hour time window. As shown by the BES plot the optimizer forecasts to sell energy 

when the NSP is higher, such as from around 5 to 9 p.m. Similarly, forecasts to charge the BES 

either when the PV generation exceeds the REC load or when the hourly NSP is lower, i.e., 

around and after noon. Prices of scenario (i) have been considered in this case. 
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Figure 6.3 24 hours day-ahead results with PV and load forecasts of March 23rd at midnight with LF method a 

Figure 6.4 shows the BES power profile resulting by rolling-horizon optimizations, along with 

the real measured PV production and load consumption. The different BES behavior depicted 

in Figure 6.4, compared to the forecast in Figure 6.3, arises from the continuous updating of 

forecasts facilitated by the rolling approach. 

.  

Figure 6.4 PV, Load and BES prosumer’s power profiles and aggregated REC load after the first day of the 
simulation with LF method a 

Table 6.1 shows the main energy and economic results of the non-optimized methods which 

maximize the behind the meter self-consumption and rolling optimization algorithms after the 

two considered days of simulation. Total revenues are calculated as the difference between 
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the REC has not been included in the table since it cannot be optimized by the algorithm and 

remains the same among the scenarios.  

In this setup, the benefits of using a rolling optimization approach to manage the BES with 

respect to a non-optimized approach are linked with a better exploitation of its storage to 

share energy with REC’s members. This happens because the only prosumer of the REC has a 

small load, and the BES is sufficient to cover the self-consumption requirements. In the non-

optimized approach, the BES reaches a final SOC of 90%. The remaining energy is abundant 

respect the load requirement until the next day's PV production. Whereas, in the optimized 

approach, the surplus energy is shared with the community, resulting in final SOCs of 20.6%, 

22.9%, and 21.3% in scenarios a, b, and c, respectively. 

Table 6.1 LV REC energy and economic results 

 Energy (kWh) Cost/Revenue (€) 

 Non-Opt. 
Rolling 

Non-Opt. 
Rolling 

a b c a b c 

Buy 0 3.68 2.80 2.60 0 1.00 0.76 0.73 

Sell 659.38 698.90 696.50 697.40 79.20 93.44 92.70 93.19 

Es 253.25 345.10 345.40 344.00 27.86 37.96 37.99 37.84 

Revenue – Cost 107.06 130.40 129.93 130.30 

 

B. MV REC 

The second considered REC involves two prosumers and customers with larger energy 

requirements, PV generation and BES capacity. Figure 6.5 shows prosumer-1 measured PV 

and load during the first 24-hour along with the aggregated REC load. 
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Figure 6.5 Prosumer-1 PV and Load along with REC load measured in the first day of simulation 

Figure 6.6 and Figure 6.7 show prosumer-1 BES power profiles and SOCs, respectively, 

resulting from the rolling approach performed on March 23rd for the three price scenarios 

considered. Each price scenario leads to a different management of the BES. In scenario (ii), 

which exhibits a higher spread compared to scenario (i), the priority is given to prosumer self-

consumption over energy sharing after 7 p.m. In scenario (iii), which incorporates a different 

NSP profile, the BES is charged from the grid approximately from 4 a.m. to 6 a.m., taking 

advantage of lower energy prices and performing energy arbitrage. 

 
Figure 6.6 Prosumer-1 BES power, in the first day of simulation with LF method a, for the three price scenarios 
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Figure 6.7 Prosumer-1 SOC, in the first day of simulation with LF method a, for the three price scenarios 

Table 6.2 and Table 6.3 show the results for price scenarios (i) and (ii), respectively after the 

two-day simulation. In scenario (i) the optimal solution is obtained by sharing more energy 

within the REC with respect to scenario (ii). 

Table 6.2 MV REC energy and economic results in price scenario (i) 

 Energy (kWh) Cost/Revenue (€) 

 Non-opt. 
Rolling 

Non-opt. 
Rolling 

a b c a b c 

Pros. 
1 

Buy 158 520 533 551 44.57 142.53 145.91 151.16 

Sell 478 892 879 925 55.80 131.15 127.70 136.74 

Pros. 
2 

Buy 20 277 274 288 5.64 75.87 75.17 79.03 

Sell 791 1171 1181 1168 87.38 173.13 174.51 172.70 

 Es 1098 2035 2043 2065 120.74 223.85 224.73 227.18 

Revenue – Cost 213.71 309.73 305.87 306.43 

 

In price scenario (ii) the spread between energy sold and bought is greater than in scenario 

(i), thus the optimization algorithm preserves the energy stored in the BES to favor prosumer 

self-consumption and reducing the amounts of energy bought, sold and shared within the REC. 

The rolling approach leads to a reduction of the costs for the REC with respect to the non-

optimized approach. 
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Table 6.3 MV REC energy and economic results in price scenario (ii) 

 Energy (kWh) Cost/Revenue (€) 

 Non-opt. 
Rolling 

Non-opt. 
Rolling 

a b c a b c 

Pros. 
1 

Buy 158 349 369 375 55.66 120.13 126.37 129.43 

Sell 478 673 715 691 55.80 88.09 94.64 91.05 

Pros. 
2 

Buy 20 123 129 132 7.02 42.89 45.04 45.75 

Sell 791 963 993 954 87.58 134.22 138.92 131.28 

 Es 1098 1636 1708 1644 120.74 179.93 187.90 180.80 

Revenue – Cost 201.25 239.22 250.06 227.95 

 

In the two presented price scenarios, coefficient R, which curtails the incentive on shared 

energy, is always equal to 0 for both prosumers. Table 6.4 reports the results of price scenario 

(iii); within this scenario the algorithm performs energy arbitrage resulting in R equal to 0.2, 

for prosumer-1 in the a, b, c load forecasting scenarios, while for prosumer-2 R is equal to 0.2, 

0.21, and 0.21 in the a, b, c load forecasting scenarios, respectively.  

Table 6.4 MV REC energy and economic results in price scenario (iii) 

 
Energy (kWh) Cost/Revenue (€) 

 

Non-opt. 
Rolling 

Non-opt. 
Rolling 

a b c a b c 

Pros. 
1 

Buy 158 1306 1265 1319 77.51 603.93 583.32 610.70 

Sell 478 1793 1750 1816 200.88 787.06 768.20 793.44 

Pros. 
2 

Buy 20 860 840 865 10.14 393.76 383.28 395.98 

Sell 791 1814 1790 1822 318.59 786.19 773.20 788.70 

 Es 1098 2690 2645 2700 120.74 295.97 290.96 297.04 

Revenue – Cost 552.57 871.52 866.29 872.50 
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6.4 Four-prices Model 

The proposed algorithm aims to minimize the energy procurement costs for a REC in which 

P2P non-competitive internal energy transactions are allowed. 

The prices of the energy exchanged within the REC, i.e. the price agreed between the local 

prosumers and local consumers, are established ex-ante and are comprised between the 

energy selling and buying prices with the energy retailers not belonging to the REC.  

The energy sold to the retailer typically is remunerated at a lower price with respect to the 

energy bought from the retailer. Consistent with the retailer pricing scheme, prices for energy 

exchanged directly between community members (P2P) fall between these two extremes, to 

be more profitable for both producers and consumers, provided that the internal selling price 

should be lower or equal to the internal buying one. This results in a four-prices model. The 

four-prices model, at community level, is capable to represent national regulations in which 

the price of the energy shared within the community is agreed by the parties, this is the case 

of Germany, France and Spain. Moreover, by properly setting the internal prices spread, the 

four-prices model is also capable of well-approximate the regulation schemes employing an 

economic incentive to reward the shared energy, as the Italian one. 

6.4.1. Mathematical formulation 

The power exchanged by the REC with the external grid, i.e. the power measured at REC’s PCC 

(either physical or virtual) is defined as: 

 PCC
t t , j t , j

j
P P P− += −∑   (6.35) 

The power flow is assumed to be positive when the REC is importing energy at the PCC and 

negative otherwise. The objective function to be minimized is: 

 REC REC PCC
t t , j t t , j t

t T t
j J

OF ( P P ) t Cπ π ∆− − + +

∈
∈

= − +∑ ∑  (6.36) 
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where PCC
tC ,  defined by constraints (6.37) and (6.38), represents the additional cost incurred 

during each time interval 𝑡𝑡 for the energy imported from or exported to the external grid (i.e., 

the energy exchanged with external suppliers). This cost is additional respect to the cost that 

would be incurred if the energy were exchanged within the REC. Difference between the 

external price and internal one for the energy bought and sold is defined in equations (6.39) 

and (6.40) respectively; the first one is positive while the latter one is negative. 

 PCC PCC
t t tC P t∆π ∆−≥   (6.37) 

 PCC PCC
t t tC P t∆π ∆+≥   (6.38) 

 REC
t t∆π π π− − −= −   (6.39) 

 REC
t t∆π π π+ + += −   (6.40) 

The problem is formulated as a MILP problem. 

The economic incentives  EI , discussed in section 6.3, to valorize the energy sharing can be 

reconducted as shadow-price in the price differences t∆π −  and t∆π +  proposed in this section. 

To ensure consistency between the two formulation equation (6.41) must hold. The incentive 

EI  is shared among REC’s prosumers and consumers according to an ex-ante agreement, 

similarly this effect can be replicated on the prices difference: considering a certain value of 

EI  favoring t∆π −  leads to allocate more saving to the consumers vice versa increasing the 

absolute value of t∆π +  prioritize the producer remuneration. 

 E t tI ∆π ∆π− += −   (6.41) 

6.4.2. Test cases 

Two configurations of RECs are considered, the former is a small one containing three users: 

a pure consumer, a prosumer with PV and a prosumer with PV and BES, the latter is a larger 

community with several users. The small REC is simulated with deterministic forecasts of 
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production and consumption, i.e. the forecast is considered not affected by uncertainty, the 

larger REC is used by assuming forecast errors, in order to face more realistic case studies. The 

outcomes obtained for the smaller REC, i.e. REC-1, results by considering the BES power profile 

obtained at the first iteration of the optimization procedure without implementing the 

subsequent rolling optimization steps and the respective adjustments. Therefore, the effect 

of continuously postponing the BES energy surplus discharge introduced by the rolling 

approach, discussed in section 6.1, does not occur: the SOC at the end of time horizon is at 

the minimum level. This is done as the main focus of the REC-1 scenario is to demonstrate the 

capability of the four-price model to approximate the incentive-based one and their behavior 

respect the non-optimized ones. The effect of the rolling approach is then introduced in the 

REC-2 case study. 

The consumption data are inferred by using the measurements of the power flows in MV 

feeders provided by the DSO of an urban district in Bologna, with a time resolution of 5-

minute, in the GECO project framework. The LFs are generated adopting SARIMA models as 

discussed in section 5.2.4. 

The data relevant to the reduced REC are reported in Table 6.5. The prosumer equipped with 

the BES is the only one that can provide flexibility within the REC, thus the self-consumption 

rate of the community depends on this user only. 

Table 6.5 PV rating, BES rating and daily energy load of REC-1 

User PV (kWp) BESPower (kW) BESEnergy (kWh) Load (kWh) 

1 300 0 0 1464 

2 100 100 350 451 

3 0 0 0 682 

 

In the second REC, the community is represented through six users all equipped with PV and 

BES units except for user-5 only equipped by PV system and user-6 which is an equivalent 

consumer aggregating all the passive members of the REC. Storages at t=0 are assumed to be 

partially charged (SOC equal to 40%). Table 6.6 reports the nominal data of PV and BES units. 
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Table 6.6 PV rating, BES rating and load energy (over the simulated period) of REC-2 

User 1 2 3 4 5 6 

PV (kWp) 300 400 30 200 150 0 

BESPower (kW) 125 150 75 100 0 0 

BESEnergy (kWh) 500 500 100 400 0 0 

Load (kWh) 3460 4252 1705 1888 2037 11319 

 

In the following sections 6.4.2.A and 6.4.2.B, respectively, the results by considering a reduced 

REC and implementing flat and ToU tariffs are presented. For the reduced REC case a 

deterministic scenario is considered, i.e. the forecasts of PV and load correspond to real values. 

The storage at t=0 is at the minimum allowed SOC. The optimization algorithm employing four 

prices is compared with the ones adopting the economic incentive (both non-linear and 

linearized), and with the two non-optimized approaches that disregard the energy prices and 

consider only the power deficit/surplus. In section 6.4.2.C the comparison between the results 

obtained from the implementation of the rolling optimization procedure, applied to the 

second REC, for five subsequent days and the outcomes of the non-optimized approaches is 

reported. 

To ensure consistency in the models comparison the spread between the internal purchasing 

and selling prices has been set to 55 €/MWh, thus according to (6.39)-(6.40) 

t t € MWh∆π ∆π− += − =55 . The value has been assumed considering the Italian incentive 

equal to 110 €/MWh halved between producers and consumers according to (6.41). 

A. REC-1, Flat price 

In Figure 6.8 customer-2 load, PV and BES power profiles, resulting from the internal price 

optimization algorithm, are shown. The BES power is positive during discharging phase and 

negative otherwise; the profile is obtained from the optimization procedure described in 

section 6.4.1. The profile of customer-1 and customer-3, which are not optimizable since not 

equipped with BESs, have been aggregated and represent as ‘REC’ adopting the load 

convention. The optimization starts to charge the BES when production exceeds the 

community-load, therefore approximately from 7 a.m. to 8 a.m. customer-2 is selling its 

surplus to the REC’s members. Around 1 p.m. the charging power increases, overcoming the 
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self-production surplus, thus customer-2 is buying energy; the recharge power exactly 

balances the community-production surplus, as shown in Figure 6.9, contributing to the 

shared energy. Therefore, the energy is bought by customer-2 at the internal price (lower than 

external retailer one), simultaneously customer-1 is selling at the internal price (higher than 

external retailer one). As the PV production decreases the BES compensates for the shortfall 

to cover the self-load; finally, moving toward the end of the time horizon the energy exceeding 

the behind-the-meter self-consumption is shared within the REC, not injecting energy outside 

the REC thus obtaining greater revenue. 

The choice of postponing energy sharing, both in charge and discharge, is related to the 

uncertainty of PV production and self-load which increase with time: typically, the behind-the-

meter self-consumption is economically convenient with respect to energy sharing, therefore 

the energy is preserved in case of forecasts updates implemented in the rolling approach. The 

conditioning of BES charge/discharge is obtained by applying small weighting factors to tπ
−  

and tπ
+ . 

 
Figure 6.8 Daily power profile of REC and customer-2’s load, PV and BES 
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Figure 6.9 Daily power profile of total power withdrawn and fed by REC’s members and power at the REC PCC 

 

Figure 6.10 and Figure 6.11 shows the BES power and SOC profiles, respectively, in the three 

optimized approaches. The profiles are the same except for the hours when customer-2 

charges the BES and simultaneously buys energy. As in the linear model with internal prices 

the BES recharge/discharge from the grid is postponed as late as possible, compatibly with the 

community self-consumption maximization. 

The non-linear optimization, implementing the Italian regulation, introduced in section 6.3, 

introduces penalty on the shared energy if the storage is recharged from the grid. According 

to equations (6.2) and (6.10) the computation of factor R considers that PV production is firstly  

allocated to the BES charge and then to the load. Therefore, the non-linear formulation bought 

the energy to satisfy the load while the PV production coincides with the BES charging power, 

thus the absorption measured by meter M2, namely P
t , jP − , remains equal to 0 as well as the 

penalization factor R. The energy shared within the community corresponds to 572.7 kWh.  

The model implementing the McCormick linear approximation employs the same strategy of 

the non-linear approach. However, the power profile shows some differences due to the 

linearization process. The linearized R value calculated by the EMS during the optimization 

(equal to 0.017) differs from the actual R value calculated ex-post (equal to 0.020), using 

equation (6.10), due to the linearization process. In a similar way the linearization introduces 

an error on the shared energy computation, the linearized estimation, and the real value ex-
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post calculated corresponds to 568.9 kWh and 572.7 kWh, respectively. The use of a higher 

number of McCormick intervals can reduce the error, in contrast, the computation time rise. 

 

 
Figure 6.10 BES power profiles, optimized approaches, flat prices 

 
Figure 6.11 BES SOC profiles, optimized approaches, flat prices 

Figure 6.12 and Figure 6.13 show the power profiles resulting from the non-optimized 

approaches formerly introduced. The time at which the BES starts to recharge is the same in 

the non-opt-2 and in the optimized approaches. In contrast the non-opt-1 approach starts the 

BES recharge as soon as the self-production overcomes the self-load. 

The discharging process differs in non-opt-1, non-opt-2 and optimized approaches. Non-opt-

1 starts the discharge as soon the PV production is not sufficient to cover the self-load; non-

opt-2 starts the discharge as soon the overall PV production is not sufficient to cover the 
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overall community load, thus customer-2 BES cover also the load of other REC members for a 

certain time but around 9 p.m. the energy stored ends and its self-load remain uncovered. 

Optimized approaches, in contrast, prioritize covering of customer-2 load and improving self-

consumption within the REC whenever possible. The SOC profiles resulting from the two non-

optimized approaches are illustrated in Figure 6.14. 

 
Figure 6.12 Daily power profile of customer-2’s load, PV and BES, non-opt-1 

 
Figure 6.13 Daily power profile of REC’s load, PV and BES, non-opt-2 
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Figure 6.14 SOC profile of prosumer-2 

Table 6.7 summarizes the energy results obtained from the different approaches; as 

introduced, only the results related to customer-2 and to the REC are reported since they are 

the only ones affected by the different BES control strategies. 

Table 6.7 Energy imported, exported and self-consumed 

  
Non-Lin. Lin. McCormick Int. 

Prices Non-opt-1 Non-opt-2 

Eimp 

(kWh) 
Pros 159.9 159.9 159.9 98.3 327.5 

REC 753.3 753.3 753.3 944.3 753.3 

Eexp 

(kWh) 
Pros 191.0 191.0 191.0 0.0 358.6 

REC 182.7 182.7 182.7 244.3 182.7 

Energy 
Self-Cons. 

(kWh) 

Pros 291.3 292.3 293.4 352.9 132.8 

REC 1843.5 1843.5 1843.5 1652.5 1843.5 

Energy 
Self-Cons. (%) 

Pros 56.6 56.8 57.0 68.6 25.3 

REC 89.6 89.6 89.6 80.3 89.6 

 

The optimized methods yield identical imported and exported energy values for both 

prosumer-2 and the REC, as well as the same amount of community self-consumption. The 

community self-consumption resulting from optimized approaches is equivalent to the one 

obtained from the non-opt-2 method, which represents the maximum achievable self-

consumption. Despite the non-opt-2 method reaches the best community self-consumption 
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it yields to a reduced customer self-consumption due to the greater energy exchanges derived 

from BES sharing with the REC. 

From the customer-2 viewpoint the best behind the meter self-consumption could be 

achieved implementing the non-opt-1, however it disregards the REC viewpoint leading to a 

lower community self-consumption. 

The energy self-consumption values are calculated as the sum of the instantaneous self-

consumption (6.42)-(6.43) for customer and the REC, respectively. Typically, the 

instantaneous single-user self-consumption is evaluated as the minimum between the load 

and the production, i.e. P
t , jP + , to account for the BES. However, the proposed optimized 

algorithms, as well as non-opt-2 approach are capable to recharge the BES from the grid, this 

energy should not be accounted as self-consumption as it not comes from the PV system, thus 

a second term is added in (6.42). The energy drawn from the grid and stored in the BES, 

measured by P
t , jP − , for later exploitation, must be subject to both charging and discharging 

efficiency, assumed to be equal. 

 ( )SC S P P
j t , j t , j t , j j

t t
E min L ,P t P t∆ η ∆+ −= −∑ ∑ 2   (6.42) 

 SC ,REC S S PCC
t , j t , j t

t j j
E min L , L P t∆ = −∑ ∑ ∑ 

 
  (6.43) 

B. REC-1, ToU tariffs 

A comparison among different methods, similarly to the previous sub-section, is now 

performed by implementing variable prices. Typically, variable price can adopt ToU tariffs or 

hourly prices, as shown in Figure 6.15. This analysis focuses on the first case, which is more 

common for customers not directly involved in the electricity market. The ToU tariffs for the 

energy sold outside the REC and imported by the REC, namely tπ
+  and tπ

−  are represent as 

solid lines in Figure 6.15.  
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Figure 6.15 ToU and hourly retailer prices 

In Figure 6.15 and Figure 6.17 the resulting BES power and SOC profiles from the optimization 

algorithms are shown. The non-optimized algorithms do not depend on the electricity prices, 

thus the results shown in  Figure 6.12 and Figure 6.13 the respective values reported in Table 

6.7 remain unchanged. 

Concerning the optimized approaches, similarly to the former scenario, the BES’ SOC is at the 

minimum allowed value at the initial time, thus the first part of the day remains identical; the 

difference is in the discharging phase, where the algorithm tends to sell the energy surplus 

during high price hour, while preserving enough energy to cover the customer load up to the 

end of the time horizon. From the energy viewpoint the results are the same of Table 6.7 since 

there is only a time-shift of the energy sharing phase. 

 
Figure 6.16 BES profiles, optimized approaches, ToU prices 
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Figure 6.17 BES SOC profiles, optimized approaches, ToU prices 

Even though the three proposed optimization algorithms have different objective functions, 

based on economic value (€), all of them lead to the same energy results in both price 

scenarios. Thus, the model adopting four energy prices can be considered energetically 

equivalent to the one employing the incentive. 

C. REC-2 

This section presents the economic and energy results from implementing the rolling 

procedure to both the internal-prices and Italian models. The rolling procedure has been 

conducted over a five-day period. The proposed approach is tested for both variable pricing 

methods, i.e. ToU tariff and hourly prices, and the results are compared with the non-

optimized algorithms. In all scenarios presented in this section, the initial SOC is the same for 

all BESs and is equal to 40%. In this section real load and PV production are not equal to 

forecasts obtained from SARIMA model and meteorological service, respectively, to consider 

a realistic scenario with uncertainties. 

Figure 6.18 and Figure 6.19 show the customer-1 results, for a 24-hour time-window, of the 

rolling procedure when implementing the ToU and hourly tariffs, shown in Figure 6.15, 

respectively. The measured PV production and load consumption are represented in red and 

blue, respectively, while the green line indicates the storage power calculated by the optimizer 

using the PV and load forecasts. The black line represents the power at the customer’s PCC, 

while the dotted light-blue line represents the BES SOC. 
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Figure 6.18 24-hour power profiles for PV generation, load, BES, and M1 meter, along with the SOC profile 

derived from optimization using ToU tariffs 

 
Figure 6.19 24-hour power profiles for PV generation, load, BES, and M1 meter, along with the SOC profile 

derived from optimization using hourly tariffs 

The two price scenarios lead to similar behavior in part of the day, such as from midnight to 

7.40 a.m., during this period, the storage is discharged to cover the load, contributing to 

behind-the-meter self-consumption.  The time at which the BES recharge process begins is 

different: in the ToU tariffs scenario the recharge starts at 8 a.m. while in the hourly price one 

it waits approximately 9 a.m. when the price peak of the energy sold passes. When production 

is in deficit with respect to the load, after 4 p.m., the BES starts to discharge to cover the lack. 

If the battery stores enough energy to cover the forecasted load until the next morning, the 

exceeding energy can be shared with the REC’s members. In the ToU tariffs scenario this takes 

place after 7 p.m. when the price for the energy sold is larger while in the hourly case the 

energy surplus sharing takes place at 6 p.m. and continues up to 9 p.m., i.e. the three evening 

hours with the highest price.  
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In Table 6.8 the energy values, for each prosumer, resulting from the two non-optimized 

algorithms and from both price scenarios of the optimized ones are presented. Customer-5 

and customer-6 are not equipped with the BES, thus their energy bought, sold, and self-

consumed are the same across all approaches. 

The non-opt-1 as introduced in section 6.2 aims to maximize the behind-the-meter self-

consumption, thus the energy bought by each prosumer is the lowest.  

The non-opt-2 approach provides the maximum value of shared energy (reported in Table 6.9) 

as opposite to the non-optimized method 1; despite that the non-opt-2 approach leads to the 

lowest self-consumption rate and to the highest amount of energy bought. The optimized 

approaches, from the single-customer perspective, provide results biased toward the non-

opt-1 method performances. It is worth noting that the model implementing internal prices 

for P2P transactions and the model including the economic incentive for the shared energy 

provide values of energy bought and sold almost equal, while the self-consumption rates are 

equal excepts for customer-3 in the hourly price scenario. 
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Table 6.8 Prosumers energy performance 

 Prosumer 1 2 3 4 5 6 Tot. 

Ebuy 
(kWh) 

Non-opt-1 0 319 1137 0 1099 11319 13874 

Non-opt-2 722 1266 1376 524 1099 11319 16306 

ToU - int. prices 227 567 1186 172 1099 11319 14570 

ToU - incentive 232 576 1187 175 1099 11319 14586 

Hourly - int. prices 226 464 1201 163 1099 11319 14473 

Hourly - incentive 234 466 1223 153 1099 11319 14494 

Esell 

(kWh) 

Non-opt-1 1589 3053 0 1455 1760 0 7857 

Non-opt-2 2569 4125 192 2162 1760 0 10808 

ToU - int. prices 1964 3239 4 1733 1760 0 8699 

ToU - incentive 1974 3248 4 1735 1760 0 8720 

Hourly - int. prices 1933 3137 3 1675 1760 0 8508 

Hourly - incentive 1974 3139 3 1723 1760 0 8599 

Self 
Cons. 

Non-opt-1 63% 54% 100% 51% 35% -  

Non-opt-2 50% 41% 63% 37% 35% -  

ToU - int. prices 58% 50% 99% 46% 35% -  

ToU - incentive 58% 50% 99% 46% 35% -  

Hourly - int. prices 58% 52% 95% 47% 35% -  

Hourly - incentive 58% 52% 91% 47% 35% -  

  
 

Table 6.9 reports the energy exported outside the REC and imported from the REC, i.e. the 

energy measured at the REC PCC, either virtual or physical, according to (6.35). The non-opt-

2 approach minimizes the energy import, i.e. maximize the community self-consumption rate 

computed according to (6.43),  as opposite to the non-opt-1 which leads to the lowest rate. 

From a community perspective the results of the optimized algorithm provide an intermediate 

self-consumption rate biased toward the non-opt-2 result. 

The results provided in Table 6.8 and Table 6.9 show that the optimization algorithm is capable 

to manage the prosumers’ BESs in an efficient way to obtain a good trade-off between the 

energy performance at single-customer level and the performance at community level. 
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Table 6.9 REC energy performance 

 Eimp 
 (kWh) 

Eexp 
(kWh) Self-Cons. BES Resid. 

(kWh) 
Eshared 
(kWh) 

Non-opt-1 10102 4084 48% 735 3772 

Non-opt-2 6507 1009 66% 24 9727 

ToU - int. prices 8021 2150 59% 386 - 

ToU - incentive 7948 2082 59% 380 6630 

Hourly - int. prices 7528 1563 61% 486 - 

Hourly - incentive 7450 1554 62% 423 7040 
  
 

The energy results of the non-optimized algorithms presented in the previous tables are 

unaffected by the energy prices since the BESs control strategy disregards the economic value 

of the energy. When focusing on the economic performance to assess the behavior of the 

optimized algorithm with respect to the non-optimized ones it is necessary to distinguish the 

economic results also for the latter ones in the two price scenarios considered. Moreover, to 

properly compare the economic performance, the amount of exploitable energy remaining in 

the BESs, i.e. the one exceeding the minimum SOC, when the five-day time windows 

observation ends is valorized. The valorization is computed in the worst-case scenario, thus 

applying the lowest energy bought price foreseen in the next day. 

Table 6.10 reports the results obtained from ToU price scenario. As introduced, the non-opt-

1 and non-opt-2 algorithms lead to the lowest and highest values of energy bought/sold 

respectively; therefore, they lead to the lowest and highest cost/revenues, respectively. At 

the end of the observation period the non-opt-1 has a significant amount of energy stored to 

be valorized in the BESs as opposite to non-opt-2 approach. 

The knowledge of the energy prices implemented in the rolling optimized procedure leads to 

a community profit maximization; the profit is computed considering as positive the revenues 

from energy sold, incentives for energy shared (if applicable) and BESs residual energy, while 

the costs for the energy bought are considered negative.  
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Both optimized approaches lead to a higher community profit with respect to the two non-

optimized approaches used as benchmark. Compared to each other the internal prices and 

incentives algorithms lead to almost the same result (difference is less than 1%). 

Assuming to equally share the economic incentives between producers and consumers thus 

reducing the energy bought cost of half of the incentive and increasing the revenues for 

energy sold of the same amount. As a result, the costs and revenues from energy transactions 

for the incentive model and the P2P transaction model would be nearly equal. 

Table 6.10 Economic performance ToU 

(€) Ebuy Esell Incentive BES 
resid. Profit 

Non-opt-1 - int. prices 6265 2146 0 334 -3785 

Non-opt-1 - incentive 6472 1939 415 334 -3784 

Non-opt-2 - int. prices 7040 3283 0 11 -3746 

Non-opt-2 - incentive 7579 2745 1070 11 -3753 

ToU - int. prices 6404 2579 0 176 -3649 

ToU - incentive 6774 2236 729 173 -3625 
 
 

In Table 6.11 the results of the hourly pricing scenario are shown, the behavior of the 

algorithms is similar to the ToU price scenario nevertheless the optimized algorithm can better 

exploit the price fluctuations among hours to gather more profit or saving. Consistent with 

the findings from the TOU scenario, the hourly-price scenario reveals equivalent performance 

between the P2P transaction model and the model with economic incentives. 

 
Table 6.11 Economic performance NSP 

(€) Ebuy Esell Incentive BES 
resid. Profit 

Non-opt-1 - int. prices 6270 1851 0 323 -4096 

Non-opt-1 - incentive 6477 1643 415 323 -4096 

Non-opt-2 - int. prices 7012 3219 0 11 -3782 

Non-opt-2 - incentive 7551 2680 1070 11 -3790 

Hourly - int. prices 6328 2583 0 213 -3532 

Hourly - incentive 6724 2231 774 183 -3536 
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A comparison of algorithms, for both price mechanisms, in the same days considered before, 

has been conducted in a scenario in which energy prices are lower and spread between energy 

bought and sold is reduced with respect to the economic incentive. Under these price 

conditions the optimization algorithm tends to behave as the non-opt-2 approach, thus the 

profit gap between the two approaches is reduced. In contrast, the profit gap between the 

non-opt-1 algorithm and the optimized one increases. Therefore, the proposed optimization 

algorithm is capable to fade its logic toward the behind-the-meter self-consumption or toward 

the community self-consumption depending on the prices, loads and PV production forecast.  
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6.5 Stochastic Approach 

Since forecasts for both renewable energy production and load consumption involve a degree 

of unpredictability, primarily due to short-term meteorological events for the former and 

human activities for the latter, stochastic optimization approaches are often proposed to 

account for these uncertainties [176]–[178] to reduce power systems costs [179]. 

In the context of the proposed EMS for RECs optimal operation, the stochastic component is 

implemented in the optimization procedure to address the inherent uncertainties in load 

demand and PV generation forecasts. To account for these uncertainties, multiple stochastic 

events are generated for both load and PV production. This events generation process 

captures a range of possible outcomes, reflecting the variability and unpredictability of these 

elements. 

Typically, a large number of scenarios are generated to cover a wide range of possible events. 

Solving the optimization problem for each of these events would require huge computational 

resources. Therefore, a scenario reduction process is applied to manage the computational 

complexity of handling a large number of scenarios. The considered events consist of forecasts 

along the time a multiperiod stochastic formulation is employed [180].  Thus, the reduction 

technique uses the k-means clustering algorithm [181] to create a scenarios tree model. The 

k-means clustering algorithm groups forecast profiles into clusters by minimizing the sum of 

distances between each profile and its corresponding cluster center, i.e. the centroid. 

Typically, the Euclidean distance is used to determine proximity. Profiles closest to a centroid 

are assigned to the same cluster. 

Once the reduced scenario set is obtained to each scenario is then assigned a probability. The 

probability is weighted according to the number of events belonging to the scenario, and these 

weights are incorporated into the objective function. 
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As the scenario tree branches out ahead in time, for the common path of the tree branches it 

must be ensured that the optimization solution is unique among scenarios belonging to the 

same path. The whole process is performed according to the following process: 

• Generation of a base-forecast profile from which the stochastic events are generated. 

For PV production the base-forecast coincides with the PV production forecast 

obtained from meteorological services illustrated in section 4.3.2.C.  While for the load 

base-forecast the SARIMA forecasting techniques described in section 5.2.4 is 

employed. 

• Generation of NE stochastic events for each PV and load. The events are generated 

employing Probability Distribution Functions (PDFs) obtained by comparing the past 

recorded forecasts with the corresponding measured real data. Forecast stochastic 

events are generated according to a non-parametric distribution, in particular the 

normal smoothed kernel distribution. To preserve time correlation between forecasts 

belonging the same event a Markov-process as proposed in [133] is implemented. The 

base-forecast profile is normalized (denoted as ty  ),then for each scenario the 

normalized forecast (denoted as ,tzω  )is obtained as: 

 ,t t ,tz y xω ω= +   (6.44) 

 ,t ,t ,tx xω ω ωφ ε−= ⋅ +1   (6.45) 

where the one-lag auto-correlation parameter φ  is assumed equal to 0.99 while ε  is 

the random component generated according to the modeled PDF.  

Figure 6.20 shows an example of the generated load forecast events and in bold red 

the original SARIMA forecast from which the events are generated. In the proposed 

figure NE has been assumed to be 300 as a larger number would affect the figure 

clarity. 
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Figure 6.20 Base profile and the generated stochastic events 

• Normalization: the stochastic events are normalized before the clustering process. The 

PV production profiles are normalized with respect to the rated power. While the load 

consumption profiles are normalized considering the maximum consumption peak. 

• Clustering process and scenarios tree generation. Given J the number of prosumers 

considered to be optimized, for each prosumer two stochastic variables are 

considered, i.e. PV and load. Thus, the initial number of stochastic profiles is EJ N .⋅ ⋅2  

The number of tree’s final scenarios NSC, is determined by the number of tree nodes, 

i.e. ND, and by the branches for each node, i.e. NB, (we assume that the number of 

branches is equal in each node).  

 DN
SC BN N −= 1   (6.46) 

The clustering procedure is repeated for each branch of the tree, for the first branch 

all the events are considered, while for the successive branches only the events 

belonging to the parent branch are considered. The procedure starts with the selection 

of NB initial centroids randomly selected among the events. For each event ω belonging 

the parent branch, the distance from the k-th centroid is calculated according to (6.47) 

 ( ),k t , j , t ,k
t , j

d e cω ω= −∑
2

  (6.47) 
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The ω-th event is assigned to the k-th centroid having the lowest distance. After events 

assignment the centroid is updated as the average of the events belonging to it. The 

procedure is iterated until the difference between the centroids and their respective 

cluster in two subsequent iterations is lower than a threshold or until the maximum 

iteration limit is reached. 

After the clustering procedure the tree branches are represented by resulting 

centroids. The probability of each scenario iw  is assumed to be the ratio between the 

events allocated to that scenario and the total number of events NSC. 

• An anti-normalization procedure is applied to the scenario tree reduction’s output to 

restore real-world power values. An example of the resulting scenario trees for PV and 

load, respectively, is illustrated in Figure 6.21. In the figure DN  and BN  are to be 

assumed 6 and 4, respectively. 

A)     B)  

Figure 6.21 Scenarios tree of A) PV and B) Load 

• The overall objective function of the stochastic optimization to be minimized is given 

by the weighted sum of the objective functions calculated per each of the NSC tree final 

scenarios. The objective function to be used in the formulation can be chosen from the 

ones formerly illustrated in this chapter. 

 
SCN

i i
i

OF w OF
=

= ⋅∑
1

  (6.48) 
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As the scenario tree branches out ahead in time, for the common path of the tree branches it 

must be ensured that the optimization solution is unique among scenarios belonging to the 

same path. Therefore, non-anticipativity constraints are added to formulation constraints to 

ensure that the tree-common paths have the same optimization results among different 

scenarios. 

6.5.1. Test case 

The proposed test case considers a REC of five prosumers equipped with PV and BES, except 

for user-5 only equipped by PV system. Additionally, a pure consumer is considered, this 

consumer represents the aggregate of all the REC’s consumers. Storages at t=0 are assumed 

to be partially charged with a SOC of 40%. Table 6.12 illustrates the REC members 

characteristics in terms of PV and BES rated power and energy consumption. 

The simulation encompasses five consecutive days, with LFs generated using SARIMA models 

as the basis for stochastic events generation. The simulation aims to analyze a realistic 

scenario by considering deviation between the forecast and the data from PVs and loads. PV 

and LF data for the optimization phase are provided at a 5-minute time resolution. The 

number of stochastic events generated from the base-forecast is equal to 50 thousand. In the 

proposed case the scenario tree is formed by 4 nodes and 3 branches per node. The stochastic 

approach is tested using the mathematical formulation employing four-prices described in 

section 6.4. The assumed price scenario is the one with hourly varying tariffs and the price 

spreads t∆π −  and t∆π +  are equal to 30 €/MWh and 80 €/MWh, respectively. 

Table 6.12 PV rating, BES rating and load energy (over the simulated period) of REC 

User 1 2 3 4 5 6 

PV (kWp) 300 400 30 200 150 0 

BESPower (kW) 125 150 75 100 0 0 

BESEnergy (kWh) 500 500 100 400 0 0 

Load (kWh) 3774 4179 1614 1885 1879 11674 
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The energy performance, for each single prosumer and for the overall REC, resulting from the 

two non-optimized algorithms and from the optimized one employing the stochastic process 

are illustrated in Table 6.13 and Table 6.14, respectively. The stochastic approach preserves 

the capability of the 4-prices formulation of trading between the single-prosumer 

maximization of the behind the meter self-consumption and the community self-

consumption. 

Table 6.13 Prosumers energy performance 

 Prosumer 1 2 3 4 5 6 Tot. 

Ebuy 
(kWh) 

Non-opt-1 0 221 964 0 994 11674 13853 

Non-opt-2 597 1042 1218 403 994 11674 15928 

Stochastic opt. 152 285 1025 125 994 11674 14225 

Esell 
(kWh) 

Non-opt-1 2145 4121 0 2036 2234 0 10536 

Non-opt-2 2970 5088 209 2604 2234 0 13105 

Stochastic opt. 2405 4173 18 2248 2234 0 11077 

Self 
Cons. 

Non-opt-1 56% 46% 98% 41% 28% -  

Non-opt-2 49% 37% 64% 34% 28% -  

Stochastic opt. 55% 45% 94% 40% 28% -  
  
 

Table 6.14 REC energy performance 

 Eimp 
 (kWh) 

Eexp 
(kWh) Self-Cons. BES Resid. 

(kWh) 

Non-opt-1 9134 5817 63% 732 

Non-opt-2 5320 2497 79% 0 

Stochastic opt. 6291 3113 75% 383 

 

Table 6.15 reports the economic results of the stochastic optimized approach compared with 

the two non-optimized benchmark models. For the REC the use of the stochastic approach 

leads to a reduction in the overall energy procurement cost. 
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Table 6.15 Economic performance 

(€) Ebuy Esell 
BES 

resid. Profit 

Non-opt-1 3621 1486 189 -1946 

Non-opt-2 3984 2419 0 -1565 

Stochastic opt. 3606 2014 99 -1493 

 

Equation Chapter (Next) Section 1 
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Chapter 7. Conclusions 

The increase of the use of Renewable Energy Sources (RES) for electrical energy production is 

considered one of the major means for achieving climate-altering emission reduction targets, 

along with the progressive electrification of loads. In countries where the exploitation of RES 

is in an advanced state, as in Europe, the further exploitation of RES is hampered by the 

challenges these sources pose to the control systems governing the proper operation of power 

systems. Among these difficulties, the reduction of the overall system’s inertia due to disuse 

of rotating generators in favor of Converter-Interfaced Sources (CISs) is considered one of the 

major challenges. Other obstacles to the further exploitation of RES arise from their 

intermittent and random nature, which makes them poorly controllable/dispatchable, unless 

suitable de-loading techniques are implemented. In order to improve the capability of hosting 

RES by distribution systems, where the most widely used renewable source is solar 

photovoltaics, a number of legislative acts have recently been adopted at the European and 

member country levels that aim to create an environment conducive to the development of 

energy markets, in which even small producers, or rather prosumers, can gain access. Within 

this framework, the Renewable Energy Communities (RECs) were recently introduced in 

European Union (EU) member states by means of legislative and regulatory acts that, as a 

result of their recent introduction, have been subject to several amendments and updates.  

Regarding the impact of RES on the power system's overall inertia, the thesis addresses the 

real-time estimation of the inertia of a power system. Such an estimation is considered a 

critical issue for the correct set-up of the microgrid control as well as for the safe and secure 

operation of the microgrid. 

The thesis addresses also the optimal sizing and management of RECs by proposing tools to 

maximize the profitability, or to minimize their energy procurement costs, acting on the 

controllable resources of RECs, and in particular the Battery Energy Storage (BES). 
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The proposed Energy Management System (EMS) of the controllable resources of RECs 

accounts for the different legislative and regulatory acts of the main EU Member States. 

Concerning the proposed procedure to perform online inertia estimation, it consists of two 

stages: an optimization-based Primary Frequency Control (PFC) parameters identification and 

a regression-based inertia estimation. The use of inertia estimation based on the Dynamic 

Regression Extension and Mixing method (DREM) depends on the knowledge of PFC’s dynamic 

parameters, which are typically unknown. To overcome this limitation, the integration of a 

parameter identification stage is proposed. The PCF’s parameters identification stage 

minimizes the difference between the measured frequency response during a disturbance and 

the frequency response derived from the analytical formulation. This analytical approach 

results in a highly efficient and fast optimization process to determine the optimal set of 

parameters that accurately describe the PFC dynamics.  

A sensitivity analysis is performed to evaluate the impact of two factors on the algorithm 

performance: the time delay of the operator (td) and the learning rate of the gradient 

algorithm (λ). When the PFC parameters are updated, the estimated inertia does not depend 

significantly on these two factors. However, when the PFC parameters are not updated, e.g., 

when a set of generators is disconnected, the estimated inertia is different for different values 

of td or λ. This property is used as criterion to decide when the PFC parameters need to be 

updated. 

The performance of the proposed approach has been tested using the IEEE 39-bus benchmark 

network model, under normal load variations, under large disturbances, and in the presence 

of CISs controlled in both grid-following and grid-forming modes. The change in the effective 

inertia when CISs are connected to the power system can be successfully identified. 

Additionally, the results of the real-time simulations confirm the applicability of the algorithm, 

which is characterized by low computational times. 

Concerning the legal framework of energy communities in the EU, it is analyzed emphasizing 

how different countries have transposed the EU directives into national regulations. Key 
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differences between national regulations include proximity constraints, the maximum allowed 

rated power of RES installations, the type of grid (private or public) used for energy sharing, 

and the methods of valuing locally produced energy, either through economic incentives or 

price agreements between producers and consumers. 

The proposed optimal management of RECs considers the impact of Photovoltaic (PV) systems 

and BESs systems on both energy production and economic outcomes. The proposed EMS for 

REC, providing the optimal BESs power set points, encompasses an advanced metering 

infrastructure capable of gathering energy and power data from prosumers assets. Data are 

stored and secured in a database which makes them available for further elaboration. 

Moreover, the database features a graphic user interface enhancing user awareness of their 

consumption. The EMS implements a rolling horizon procedure aimed at minimizing the 

energy procurement cost for the REC by controlling the BES units of the prosumers. The rolling 

optimization algorithm is designed to make use of both historical and online smart-meter 

measurements and of continuously updated forecasts for both load and PV generation and 

energy prices. Simplified forecasting methods, such as autoregressive and averaging 

techniques, are proposed for use in the proposed EMS. The EMS is further interfaced with a 

real-time simulator to validate the communication infrastructure and real-time operation of 

the proposed optimization procedure. 

The measurement campaigns developed in the framework of GECO and Self-User projects 

lead to the creation of a consistent dataset used for load forecasting by the EMS and the 

creation of standard consumption profiles for different customer and day types, which are 

employed in the REC sizing process when no smart-meter data is available. 

The final part of the thesis presents an incentive-based model and a four-prices market model 

to be implemented in an EMS for the optimal operation of RECs. The proposed incentive-

based model is compliant with the national regulations transposing the European Renewable 

Energy Directive II (RED II) which grant an economic incentive to shared energy. While the 

four-prices model is compliant with national regulations which employ a price agreement 

between the local producers and local consumers. The four-prices model, adopting the proper 
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internal prices, is also capable of well-representing national regulations that employ 

incentives on the energy shared within the REC. The optimization is tested with both hourly 

pricing and time-of-use tariffs: in both price scenarios the optimized approach leads to a 

reduction of the energy procurement cost for the REC with respect to non-optimized 

approaches used for benchmarking. The findings show that the proposed optimization 

approach is capable of balancing trade-offs between community and single-customer welfare. 

Additionally, a stochastic formulation is proposed, to deal with the intrinsic unpredictability 

and uncertainty of load and PV forecast followed by a K-means clustering technique to reduce 

the number of stochastic scenarios to limit the computational efforts. 

An in-progress development of this work is related to the integration of ancillary services into 

the optimal management of the REC. The RED II grants the REC the right to participate in 

energy markets, including the ancillary service ones. Moreover, in recent time grid operators 

lowered the minimum power required to participate in ancillary services auctions enabling 

the participation of REC as an aggregation entity. The provision of ancillary services by RECs 

may lead to additional benefits for both the REC members and grid operators as the latter 

may benefit of power modulation not only provided by few large systems but from several 

distributed ones, potentially reducing the risk of service unavailability due to network 

congestion. 
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Appendix A. ILT and DREM 

 Introduction 

his appendix presents the mathematical formulation used to derive the time-domain 

model of PFC dynamics. Additionally, the steps of the DREM procedure are described, 

detailing its three stages: regression, extension, and mixing. 

Inverse Laplace Transform of PFC Dynamics 

A rearrangement of the expression for Γ(s) in equation (2.9) yields: 
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The term (-R) is omitted for simplicity and will be reintroduced later. The transfer function Γʹ(s) 
can be rewritten as 
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The roots of (A.3) are 

T 
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in which the following auxiliary variables have been defined as 
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To find the inverse Laplace transform (ILT) of Γ’(s), it is rearranged as 
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The ILT of the first term is [182]: 
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Considering also the second and third terms (time derivatives of the first term), and 

reintroducing the term (-R), we obtain the ILT of Γ(s): 
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The final form can be generalized as 
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 ( )r tr t r t(t ) R k e ke ekγ −− −+= − ⋅ + 31 2
1 2 3  (A.9) 

Dynamic Regression Extension and Mixing 

The DREM method constructs a linear regression based on equation (2.3). Assuming that pPFC 

is known, the unknown parameters are H and p*. Equation (2.3) is repeated here in a 

rearranged form for convenience: 

 PFC ep p p*
f

H f H f
−   

= +   
   

1 1 1
2 2

  (A.10) 

The regression equation is constructed by applying a filter ( )sα α= +F  to (2.3), where α>0 

is a parameter of the filter. This filtering technique is employed to avoid a direct derivative 

action applied to f [183]. Defining the unknown parameters and the three filtered coefficients 

as 

 
p*x ; x

H H
= =1 2

1
 (A.11)  

 

PFC e PFC ep p p p
f s f

f s f
s

f f
s

αξ
α

αξ
α

αξ
α

− −   
= =    +   

   
= =    +   

 = =  +

1

2

3

1 1
2 2

1 1
2 2



F

F

F

 (A.12) 

the regression takes the form 

 x xξ ξ ξ= ⋅ + ⋅3 1 1 2 2  (A.13) 
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As there are two unknown parameters but one equation, the regressor is extended by 

applying a dynamic operator H  to (A.13). The delay operator is used because of its recognized 

efficiency in engineering applications [54]. It has the form: 

 ( ) ( )( )d(t ) t t ⋅ = ⋅ − H  (A.14) 

where td is the time delay. By combining the original regression and its extension, the matrix 

form is obtained: 
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where , ,ξ′1 2 3  are the coefficients modified by H. 

To decouple the regression, the mixing procedure consists of multiplying (A.15) by the adjoint 

(adj) of matrix B. Since ( )adj ⋅ ⋅∂= IΒ Β , where ∂ is the determinant of B and I is the identity 

matrix, the regression takes its decoupled final form: 

 ⋅= ∂Z x ,  (A.16) 

where Z is defined as 

 ( )adj= ⋅Z AΒ .  (A.17) 

For a complete mathematical description of the DREM, the reader is referred to [54], [184]. 
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Appendix B. API for Data Exchange 

Introduction 

his appendix is devoted to the description of API employed in data exchange among the 

various components of the EMS. The API facilitates communication between the SMs, 

DB and the load forecasts generator enabling real-time data transfer among and seamless 

integration of elements coming from different manufacturers. 

The SMs, supplied by various manufacturers and installed during the project development, 

enable the collection of measurements via API HTTP requests. However, the structure of the 

HTTP requests differs for each manufacturer and may be also non-homogeneous with the 

format used by the database. To address this issue, scripts have been developed to perform 

the HTTP request to the meter, rearrange the data structure if necessary, and subsequently 

send another HTTP request to the database to log the measurements. 

Non-Intrusive Load Monitoring 

APIs provided by Regalgrid allow to acquire power and energy data both in quasi-real-time 

and past data. The API HTTP request for real-time data can be executed not more frequently 

than 5 seconds. In Table B.1 are reported the API string to be used to perform a GET request 

the real-time data. In the string reported in the table the grid identifier and API key, i.e. the 

code which identifies the cluster of SMs and the password to access the data, have been 

replaced by ‘y’ and ‘x’ characters for both privacy and safety. 

Table B.2 reports the structure of the JSON format obtained as response to the HTTP GET 

request. 

T 



Appendix B - API for Data Exchange 

179 
 

Table B.1 HTTP API request for real-time data 

Energy 

https://regalgrid.net/UserApi/RealTime/GetGridEnergyTotal/xxxx-xxxx-xxxx-xxxx-xxxx/yyyy-yyyy-yyyy-yyyy-
yyyy 

Power 

https://regalgrid.net/UserApi/RealTime/GetGridLiveData/xxxx-xxxx-xxxx-xxxx-xxxx/yyyy-yyyy-yyyy-yyyy-yyyy 

 

Table B.2 HTTP API response for real-time data 

Name Description Data 
format 

Energy HTTP response format 
Device ID SNOCU unique ID Integer 
Last Update UTC Date/time (in UTC format) of last data read from SNOCU. Date 
Status SNOCU current status (Online/NoData/Offline). String 
PV Energy Total Lifetime Photovoltaic energy (Wh), if available from inverter. Integer 
Load Energy Total Lifetime Loads (Wh). Integer 
Battery Energy IN 
Total Lifetime Battery Energy In (Wh), if available from inverter. Integer 

Battery Energy OUT 
Total Lifetime Battery Energy Out (Wh), if available from inverter. Integer 

Exported Energy 
Total Lifetime energy exported to grid (Wh). Integer 

Imported Energy 
Total Lifetime energy imported from grid (Wh). Integer 

Inverter Energy OUT 
total Lifetime energy produced by inverter (Wh), if available from inverter. Integer 

Inverter Energy IN 
total Lifetime energy imported by inverter (Wh), if available from inverter. Integer 

Power HTTP response format 
Device ID SNOCU unique ID Integer 

Active Command Inverter's current active command issued by SNOCU 
(SelfMode/BatteryCharge/BatteryDischarge/BatteryStop/SleepMode). String 

Last Update UTC Date/time (in UTC format) of last data read from SNOCU. Date 
Status SNOCU current status (Online/NoData/Offline). String 
Power PV Photovoltaic real time power in Watts. Integer 
Power Load Loads real time power in Watts. Integer 

Power Battery Real time battery power in Watts (positive means charging, negative 
means discharging). Integer 

Power Grid Realtime grid exchange in Watts (positive means export, negative 
means import). Integer 

Battery SOC Battery State of Charge (%). Integer 
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Table B.3 reports the structure to execute a HTTP POST request to acquire the historical data 

from the Regalgrid database. Both energy and power measurements can be requested 

according to the request structure. The maximum time-resolution for historical data is 5 

minutes instead of the 5 seconds achievable with the real-time requests. In Table B.4 the 

structure of the JSON format response is provided. 

Table B.3 HTTP API request for historical data 

Energy 

https://regalgrid.net/UserApi/ HistoricalData/GetPowerDataPerInterval/JSONstructure 

Power 

https://regalgrid.net/UserApi/ HistoricalData/GetEnergyDataPerInterval 
/JSONstructure 

JSON Structure 

Name Description Type 
API Key Your unique user API_KEY provided by Regalgrid String 
From Date Start Date and Time. Date 
To Date End Date and Time. Date 

Time Offset 
Time offset is an amount of time (hours) subtracted 
from or added to Coordinated Universal Time (UTC) 
time to get the current civil time. 

Integer 

Interval data grouped by Interval (minutes) Integer 
Device ID SNOCU unique ID Integer 
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Table B.4 HTTP API ressponse for historical data 

Name Description Type 

Energy 
Date Date Date 
PV Energy Photovoltaic energy (Wh), if available from inverter Integer 
Load Energy Loads (Wh) Integer 
Battery Energy IN Battery Energy In (Wh), if available from inverter Integer 
Battery Energy OUT Battery Energy Out (Wh), if available from inverter Integer 
Exported Energy Energy exported to grid (Wh) Integer 
Imported Energy Energy imported from grid (Wh) Integer 
Inverter Energy OUT Energy produced by inverter (Wh), if available from inverter Integer 
Inverter Energy IN Energy imported by inverter (Wh), if available from inverter Integer 

Power 

Date Date Date 
Power PV Photovoltaic power in Watts Integer 
Power Load Loads power in Watts Integer 

Power Battery Battery power in Watts (positive means charging, negative 
means discharging) Integer 

Power Grid Grid exchange in Watts (positive means export, negative means 
import) Integer 

Battery SOC Battery State of Charge (%) Integer 

 

User Device 

Data coming from Urmet UDs installed within the GECO project are primarily stored in a DB 

owned by ENEA as it is the devices owner. The data acquisition is performed via API and 

employing a double request. All http API requests use the method POST. The first API request 

is devoted to obtaining a token to access the DB, the token has a limited validity in time, thus 

if it is expired the first API requested should be the one to obtain a valid token. Once the valid 

token is obtained the asynchronous power data and/or the 15 minutes average power can be 

collected employing the HTTP requests indicated in Table B.5. The table reports in bold 

uppercase the values that have to be compiled. 
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Table B.5 HTTP API request for UDs data 

Token 

curl -s -X POST 
"https://winter.bologna.enea.it/rdsIDP/user/login?password=PASSWORD&username=USERNAME" -H  
"accept: */*" -d "" 

Power 

curl -s -X POST "https://winter.bologna.enea.it/rdsIDP/data/getData" -H "accept: */*" -H  "Authorization: 
TOKEN" -H "Content-Language: it_IT" -H  "Content-Type: application/json" -d "{\"queryid\": 32,  
\"startDate\": \"INITIALDATE\", \"endDate\": \"FINALDATE\", \"deviceid\":\"DEVICEID\"}" 

Energy 

curl -s -X POST "https://winter.bologna.enea.it/rdsIDP/data/getData" -H "accept: */*" -H  "Authorization: 
TOKEN" -H "Content-Language: it_IT" -H  "Content-Type: application/json" -d "{\"queryid\": 33,  
\"startDate\": \"INITIALDATE\", \"endDate\": \"FINALDATE\", \"deviceid\":\"DEVICEID\"}" 

 

Database 

The Emoncms database offers a variety of APIs that allow for reading and writing data to both 

inputs and feeds, retrieving lists of nodes, inputs, and feeds, as well as deleting inputs or feeds, 

among other functionalities. These APIs support both GET and POST HTTP methods. The key 

elements to provide in the API request are: 

• Database address: http://192.168.145.5/; 

• Node identifier; 

• Inputs names and values; 

• Time in string or UNIX format (useful to assign a timestamp different from the current 

time); 

• API key: unique identifier to authenticate a user. 

As shown in Table B.6, data can be accessed or submitted in CSV or JSON formats depending 

on the HTTP method. Additionally, data can be written to a single node or to multiple nodes, 

the latter case allows the bulk data to reduce the communication efforts. In the provided 

examples for single node logging, the values 100, 200, and 300 are assigned to the inputs 
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power1, power2, and power3, respectively, for the node "nodeid". In case of bulk input each 

array should contain the following ordered elements: the first number represents the time 

offset; the second element indicates the node id while the other elements represent the data, 

one per input, to log. 

Table B.6 APIs to log INPUT data 

Description HTTP 
Method Example 

Single Node 

JSON format GET http://192.168.145.5/input/post?node=nodeid&fulljson={"power1
":100,"power2":200,"power3":300} 

JSON format - with time GET 
http://192.168.145.5/input/post?node=nodeid 
&fulljson={"power1":100,"power2":200,"power3":300,"time":"202
2-12-02T16%3A45%3A08%2B01%3A00"} 

JSON like format GET http://192.168.145.5/input/post?node=nodeid&json={power1:100
,power2:200,power3:300} 

CSV format GET http://192.168.145.5/input/post?node=nodeid&csv=100,200,300 

Set the input entry time 
manually GET http://192.168.145.5/input/post?time=1669995908&node=nodeid

&csv=100,200,300 

Node name as sub-
action GET http://192.168.145.5/input/post/nodeid?fulljson={"power1":100,"

power2":200,"power3":300} 

To post data from a 
remote device you will 
need to include in the 

request URL your write 
apikey. 

GET http://192.168.145.5/input/post?node=nodeid&fulljson={"power1
":100,"power2":200,"power3":300}&apikey=XYZ1234 

JSON format POST 
curl --data 
"node=nodeid&data={power1:100,power2:200,power3:300}&apik
ey=XYZ1234" "http://192.168.145.5/input/post" 

CSV format POST curl --data "node=nodeid&data=100,200,300&apikey=XYZ1234" 
"http://192.168.145.5/input/post" 

Multiple nodes (bulk input) 

JSON format GET http://192.168.145.5/input/bulk?data=[[0,16,1137],[0,17,1437,31
64],[0,19,1412,3077]]&time=1670001912&apikey=XYZ1234 

JSON format POST 
curl --data 
data=[[0,16,1137],[2,17,1437,3164],[4,19,1412,3077]]&apikey=XYZ
1234" "http://192.168.145.5/input/bulk" 
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The nodes and inputs name can be retrieved both from the DB’s GUI or through API request. 

The APIs to get the list of nodes and inputs and the corresponding values are reported in Table 

B.7. Option to retrieve data from a specific node or input are available. 

Table B.7 APIs for input retrieval 

Description HTTP Method Example 

List all nodes and 
associated inputs GET http://192.168.145.5/input/get 

List inputs for specific 
node GET http://192.168.145.5/input/get/nodeid 

Fetch specific input from 
node GET http://192.168.145.5/input/get/nodeid/power1 

 

The APIs described in Table B.6 can be used to log data in the inputs, however this solution 

allows to write only one point related to a single time-stamp. In contrast the APIs related to 

feeds allows to log multiple pairs of data-timestamp as well as to fetch them from the DB. The 

time to be used is the UNIX format. Table B.8  provides an overview of the APIs available for 

logging or fetching data from feeds. These APIs offer various options, such as specifying the 

interval between data retrieval, choosing whether to fetch the nearest or average values, 

determining whether to skip missing values, and selecting between retrieving incremental 

values or absolute ones. 
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Table B.8 APIs for feeds logging and retrieval 

Description HTTP Method Example 

Insert multiple data 
points GET 

http://192.168.145.5/feed/insert.json?id=feedid&da
ta=[[1670005600,100],[1670005610,150],[16700056
20,200],[1670005630,250]] 

Fetch a value at a given 
time GET 

 
http://192.168.145.5/feed/value.json?id=feedid&ti
me=1670005600 

 

Fetch data from a feed: GET 

http://192.168.145.5/feed/data.json?id=feedid&star
t=1670002002&end=1670005602&interval=60&aver
age=0&timeformat=unix&skipmissing=0&limitinterv
al=0&delta=0 
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