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Chapter 1

Introduction

Recent econometric theory has developed an increasing interest in nonparametric estima-
tion of structural parameters of economic models. The (possibly functional) parameter of
interest describes the economic agent’s behavior or the equilibrium market’s characteris-
tics. In other words, structural econometrics has not for purpose the estimation of objects
directly linked to the data’s distribution F, like the density or the hazard function, or
the estimation of some characteristics of the data’s conditional distribution, such as the
conditional expectation. The structural parameters have not a statistical interpretation
and, in general, they are not simple transformations of the sampling distribution of the
data.

The relationship between structural parameters and the sampling distribution F' is, in most
of the cases, only implicitly defined through a functional equation. Hence, the structural
parameter is characterized as solution of this functional equation. When the dimension of
the structural parameter is finite, the functional equation reduces to a matrix equation.
Several authors, see, among others, Florens (2003), Hall and Horowitz (2005), Linton and
Mammen (2005), Carrasco, Florens and Renault (2007), have developed a general frame-
work for structural functional inference in connection with the inverse problem literature.
A complete list of references can be found in Carrasco, Florens and Renault (2007).
Economic theory can provide information about the shape (like convexity, concavity) or
the differentiability of the parameter of interest, but never provides a parametric form for
it. Hence, it is really suitable to not restrict inference to parametric classes. Nonpara-
metric estimation reduces the risk of mispecification but, at the same time, rises problems
of continuity, uniqueness and existence of the solution of the corresponding functional
equation, so that some care must be taken in solving it. Such a problem is known as the
ill-posedness of the inverse problem we want to solve. The lack of continuity of the solution
entails a strong sensibility of the solution to the estimation errors of certain elements of the
functional equation. The noises in the functional equation arise because some elements in
it can be (and usually are) imperfectly known (like for instance the sampling distribution)
and they are replaced by consistent estimators. Hence, small estimation errors can be
strongly amplified in the estimated parameter.

Classical econometric literature deals with these problems by proposing different tech-
niques of stabilization of the solution. Classical stabilization techniques consist in replac-
ing the non-continuous estimator with an approximation of it that is continuous and that
converges in the sense that, as the noise level in the functional equation tends to zero, the
approximated estimator tends to the true one.

My work develops bayesian nonparametric methods to estimate structural economic quan-
tities. It analyzes the role played by the prior distribution in solving these problems of
continuity and existence of the solution of the functional equation.



Bayesian analysis considers an inverse problem in a different way with respect to the
classical analysis since it restates the functional equation in a larger space of probabil-
ity distributions. This reformulation of an inverse problem was due to Franklin (1970)
[33]. From a Bayesian point of view all the quantities in the structural model are random
functions. Hence, the structural parameter of interest having generated the data is the
realization of some random process. I substantially look for an estimation of such process
and I take the posterior distribution of the parameter as the estimator.

When the dimension of the problem is finite the ill-posedness is principally due to a
problem of multicollinearity. In this case, classical and Bayesian approaches are strongly
related since the ridge regression (that is a classical method proposed for dealing with
multicollinearity) has a Bayesian interpretation. Therefore, in finite dimension we can re-
move the ill-posedness by incorporating the available prior information. On the contrary,
I prove that in infinite dimensional problems, a general prior distribution does not get
ride of the ill-posedness of the problem since general prior covariance matrices do not have
the regularization properties that have in the finite dimensional case. In particular, being
covariance matrices impossible to continuously inverse we still need some regularization
technique and the bayesian approach only lies in changing the nature of the problem.
Nevertheless, an exciting result of my work is that there exists a class of prior distribu-
tions, or more precisely, of covariance operators, that are able to solve for the ill-posedness
as in the finite dimensional case.

I believe that a bayesian approach for solving functional equations is suitable for many
reasons that I discuss in the following. (i) It is very important to incorporate, in the
estimation procedure, the information that we may have a-priori on the structural pa-
rameter that we want to recover, for instance shape information or other constraints given
by economic theory. This can be easily done through a Bayesian procedure. We could
choose a prior mean function of the form suggested by the economic theory. Otherwise,
we can specify a prior covariance operator that restricts the space in which the solution
can lie to a subspace of functions satisfying the constraints we want to impose. The im-
portance of incorporating the prior information that is available is not to underestimate,
above all in nonparametric estimation where the parameter is often weakly identified by
data because the amount of data is small with respect to the dimension of the parameter
to estimate (although it is identified from a mathematical point of view). Moreover, in the
most applied research, for instance in finance or in consulting studies, people are strongly
inclined to exploit all the prior information that they can have, like the opinion of some
expert.

(ii). The fact to get a posterior distribution of the structural parameter of interest rep-
resents a big advantage with respect to classical estimation procedures. The posterior
distribution has good small sample properties and so it can be used for recovering every
quantity linked to it (as quantiles and credible sets) and for implementing testing pro-
cedures. On the contrary, classical procedures give punctual estimators that have good
properties asymptotically and not in small samples. Moreover, the proof of such properties
is sometimes very demanding and very complicate.

(i4i). In nonparametric estimation there usually are some free parameters (i.e. tuning
parameters) to choose, like the bandwidth in kernel estimation or the regularization pa-
rameter in stabilization techniques. Some methods for choosing them are provided by the
existing theory, but bayesian theory could give some further insight, from a practical point
of view, for optimally choosing them. In particular, the prior-to-posterior transformation
would provide a value for the tuning parameter that incorporates information in both our
prior knowledge and data.

(iv). Bayesian nonparametric analysis of structural models broadens the nonparametric



estimation techniques available to bayesian statisticians. In fact, I assume the error in
the functional equation is gaussian and this suggests to use a conjugate model where the
prior distribution is also a gaussian process. This makes the bayesian nonparametric esti-
mation that I propose different from the usual bayesian nonparametric estimation based
on Dirichlet process and its transformations. A gaussian prior distribution has the big
advantage, with respect to the Dirichlet process, that it is able to generate trajectories
that are continuous. Furthermore, being the model conjugate, the posterior distribution
is still gaussian and all the interesting quantities of a gaussian distribution (as quantiles or
confidence intervals) are well-known. The gaussian prior measure cannot be substituted
by a non-informative prior since we are working in infinite dimensional spaces and it does
not exists an invariant non-informative distribution on such spaces.

(v). Developing a Bayesian approach for structural estimation permits to create a link be-
tween econometric theory and the Machine Learning and Computer Science theory where
huge amount of data are available. In this field the object of interest is a functional pa-
rameter and it is estimated with bayesian techniques by specifying a gaussian prior on it.

The infinite dimension of the problem we are considering makes the Bayesian analysis
interesting per se from a theoretical point of view. In fact, properties that are usually
satisfied by bayesian estimators in finite dimension do not necessary hold when the di-
mension of the problem is infinite. The infinite dimension of the objects I am working
with demands to verify properties like admissibility of the estimator and in particular
posterior consistency. A Bayesian estimator is consistent in the bayesian sense, i.e. with
respect to the joint distribution, even in infinite dimensional problems, but it does not
need to be consistent in the frequentist, or sampling, sense, i.e. with respect to the sam-
pling distribution. Frequentist consistency is also referred to as posterior consistency and
it will be of peculiar interest in my study. The concept of posterior consistency implies
the assumption that a true value of the structural parameter of interest that generates the
data exists; it can be interpreted as the realization of a random process that has occurred
in a very preliminary step. We say that the posterior distribution is consistent if, as the
number of observations increases, it degenerates in a point mass in correspondence of the
true value of the parameter.

Nonparametric structural estimation represents a good example of lack of posterior con-
sistency in infinite dimensional problems under very general assumptions. I prove this
fact, that is substantially due to the lack of continuity stressed before, and I confirm what
other authors have already found in situations that are, for some aspects, similar to the
mine, see Diaconis et al. (1986) and Mandelbaum (1984).

One of the main contributions of my work consists in proposing a new posterior distribu-
tion, for the gaussian model, that is consistent in the sampling sense and that is based on
regularization techniques, like Tikhonov regularization, similar to the one used for solving
functional equations in a classical way. I call this new posterior distribution regularized
posterior distribution.

Even if this approach holds for very general gaussian sampling models and priors, it is
possible to find a class of gaussian prior distribution for which the posterior distribution
is consistent, in the sampling sense, even without regularizing it. I detect such a class and
I study the particular conditions that must be verified in order to have this nice result.
The idea is to specify a prior distribution that degenerates, at a suitable speed, towards
a point mass concentrated on the prior mean as the sample size increases. Moreover, it
must exist a certain link between the prior covariance operator and the sampling model.
Under such conditions, we do not need to regularize the posterior distribution since the
prior-to-posterior transformation has a regularizing effect of the same type as the Tikhonov



regularization in the Hilbert Scale induced by the prior covariance operator. I exploit the
regularizing power of the prior distribution as it happens in the finite dimensional case
(see, for instance, the ridge regression to correct for multicollinearity). Therefore, when
the prior distribution is linked to the sample size and particular conditions are satisfied,
the stabilization procedure that in classical nonparametric estimation of structural mod-
els is done through regularization schemes, in the bayesian approach is simply obtained
by incorporating the prior distribution. In these particular cases the prior distribution
is linked to the sample size n through a function % that scales the prior variance, with
g = g(n) and g — 0o as n — oo. This prior distribution is an extension of the g-prior
introduced by Zellner (1986) [81]. The parameter g, scaled by the inverse of the sample
size, plays the role of a regularization parameter and it can be either considered as known
or interpreted as an hyperparameter for which a prior must be specified. In this second
case, the maximum a posteriori gives an estimator for g that has the optimal speed of
convergence.

I compute the rate of convergence, towards the Dirac measure concentrated in the true

value of the parameter, of both the regularized posterior distribution and the posterior
distribution based on extended g-prior and I make comparison with the classical rates.
The rate of convergence obtained when I regularize the posterior distribution through a
simple Tikhonov regularization scheme can be considerably improved. In order to improve
it, I propose to use a Tikhonov regularization in the Hilbert scale induced by the prior
covariance operator. What is noteworthy is that the choice of the Hilbert scale is naturally
induced by the prior distribution and I do not need to use some ad-hoc operator. There
exists a strong relationship between the choice of the prior distribution and the choice
of the Hilbert scale. The convergence of the regularized posterior distribution is faster
since the Hilbert Scale regularization allows to exploit all the regularity of the structural
function of interest and this impact on a faster speed if the structural function is highly
regular.
Finally, the optimal value of the regularization parameter and the optimal rate of con-
vergence are provided. The speed of convergence depends on the regularity conditions,
like differentiability, that we are willing to assume about the true value of the structural
parameter that we want to estimate. The fact to consider only functions that are quite reg-
ular is not astonishing in nonparametric estimation since estimating infinite dimensional
parameters with a finite number of observations does not allow to recover too complicate
functions. Consequently, assumption of good behavior and smoothness of the function of
interest must be introduced.

I start my work by laying the foundations of the bayesian approach to nonparametric
structural econometric models. My bayesian theory is stated and developed for infinite di-
mensional Hilbert spaces In Chapter 2 I state the theory for a general functional equation.
This is the classical signal-noise model in a broad gaussian framework. The regularized
posterior distribution is defined and is shown to have good asymptotic properties. As ex-
ample of application of the signal-noise model, I analyze and develop different estimation
problems in statistics and econometrics and I rewrite them as functional equations that
have the parameter of interest as solution. Examples are the density estimation, regression
estimation, deconvolution, hazard rate estimation and instrumental variable estimation.
For each of them I compute the exact or asymptotic sampling distribution on Hilbert
space.

Furthermore, I analyze extensions and variations of the basic functional equation. In par-
ticular, I develop the case in which also the operator in the functional equation is unknown



and estimated. This situation is frequently encountered in econometrics, for instance in
the instrumental regression estimation.

In Chapter 3 I analyze the conditions under which the posterior distribution does not need
to be regularized in order to be consistent. I show that the prior-to-posterior transfor-
mation is equivalent to compute a Tikhonov regularization in Hilbert Scale if we use an
extended g-prior distribution, namely a gaussian distribution with a covariance operator
strictly linked to the sampling model. Moreover, I am able to introduce the regularization
parameter of the Hilbert Scale regularization as a transformation of the g hyperparameter
of the prior distribution since it is assumed that g is a function of the sample size.

The second part of this essay focuses on econometric applications of the general theory
developed in these preliminary chapters. In Chapter 4 I deal with the estimation of an
instrumental regression by exploiting the informative content of instrumental variables
and moment restrictions concerning them. I consider a joint prior distribution on the
instrumental regression function and on the variance parameter of the reduced form. The
marginal posterior distribution of the instrumental regression is more complicated and it
is recovered either in a closed form as a Student process or through a Gibbs Sampling
implemented in infinite dimensional Hilbert Spaces.

In Chapter 5 I deal with integral equations of type II. These functional equations are
different with respect to the type considered in the basic model of Chapters 2 and 3, that
is a functional equation of first kind. The proposed bayesian methodology can be applied
to estimate every kind of Euler Equations. In particular, I go into the consumption based
asset pricing model in the style of Lucas (1978) to recover the equilibrium asset pricing
functional. In order to obtain the sampling distribution, I need to transform this model
in such a way that, at the end, I get a functional equation of the basic type.

The bayesian nonparametric approach to structural inference that I propose is completely
new. In the inverse problems literature some attempts to solve functional equation in a
bayesian way are present, see Mandelbaum (1984) or Lehtinen et al. (1989). Anyway,
the problem of posterior consistency is not considered at all and the lack of continuity is
solved in a way that is not applicable in most of empirical problems.

The incorporation of the prior distribution in nonparametric estimation is noteworthy,
in particular in economics and finance. This work opens the way for plenty of further
development that may be done and I intend to do them in the future.



Chapter 2

Regularized Posterior in linear
ill-Posed Inverse Problems!

joint with Jean-Pierre Florens.

Abstract

This chapter studies Bayesian solution for a signal-noise problem stated in infinite dimensional
Hilbert spaces. The infinite dimensional parameter of interest is characterized as the solution of a
functional equation which is ill-posed because of compactness of the operator appearing in it. We
restate the problem as a parameter estimation problem where inference is performed in a Bayesian
way. The solution of this problem is the posterior distribution of the parameter of interest, but the
infinite dimension of the considered spaces causes a problem of non continuity of the posterior mean
and a consequent problem of frequentist inconsistency of this solution. We propose to solve this
problem through a regularization of the posterior distribution.We adopt a Tikhonov regularization
scheme for constructing a new posterior distribution that is continuous and that we call reqularized
posterior distribution. We prove that this regularized posterior distribution is consistent in a
”frequentist” sense. Our results agree with previous literature on infinite-dimensional Bayesian
experiments, see for instance Diaconis and Freedman (1986).

2.1 Introduction

We consider the functional equation

Y =Kz+U, reX, Ye)y (2.1)

where X and ) are infinite dimensional separable Hilbert spaces over R supposed to be
Polish 2 with inner product < -, - > and norm ||-||. K : X — ) is a known Hilbert-Schmidt
(HS, hereafter), then compact, linear operator with infinite dimensional range 3. K* will

!Sections 2.1 to 2.4 of this chapter are adapted from: Florens, J.P., and A., Simoni (2008), Regularized
Posteriors in Linear Ill-Posed Inverse Problems, mimeo. Sections 2.5 and 2.6 are adapted from: Florens,
J.P., and A., Simoni (2008), Regularized Posteriors in Linear Ill-Posed Inverse Problems: FEztensions,
mimeo.

2In mathematics, a Polish space is a separable completely metrizable topological space.

3Every Hilbert-Schmidt operator is compact. Hence, the Hilbert-Schmidt property is commonly used
to show that an operator is compact



denote the adjoint of K, i.e. K* is such that < Ky, ¢ >=< ¢, K*) >, V¢ € X and
1 € ). Compactness of operator K and the infinite dimension of the range of K make
the inverse K ~! not continuous.

The error term U is an Hilbert-valued gaussian random variable with zero mean and co-
variance operator ¥, : Y — V: U ~ GP(0,%,), where n can be interpreted as the sample
size.

The aim of this paper is to recover x from the noisy observation }A’, i.e to solve an ill-posed
inverse problem, through a Bayesian approach. The Hilbert-valued random element z is
supposed to induce a gaussian measure on X: x ~ GP(xg, ), zo € X and Qy: X — X.
From a Bayesian point of view, the solution to an inverse problem is the posterior distribu-
tion of the quantity of interest. This reformulation of an inverse problem as a parameter
estimation is due to Franklin [33].

As an example of spaces, we could take both X and ) to be L? spaces. An L? space,
endowed with a Gaussian measure defined on it, is a Polish space, see [45].

If problem (2.1) was formulated in finite dimension then it would have as solution the clas-
sical gaussian posterior distribution of z given Y: z|Y ~ N (xg+Cov(x,Y)Var(Y) (Y —
Kig),Var(Y) — Cov(z,Y)Var(Y) 'Couv(x,Y)), see [49]. In finite dimensional inverse
problems it is possible to remove ill-posedness by incorporating the available prior infor-
mation, but this is no longer true when dimension is infinite since the covariance operator
Var(f/) is no longer continuously invertible. So, covariance operators do not have the reg-
ularization properties that have in the finite dimensional case. This prevents the posterior
mean from being continuous in Y and consequently from being a consistent estimator.
Therefore, the posterior distribution suffers of a problem of inconsistency in the sampling
sense t0o.

This problem has been solved in past literature by restricting the space of definition of
Y — Ko, see [33], [65], [60] and [53]. However, this solution is not always appropriate
since the observed data do not always satisfy this restriction.

Our contribution lies in proposing an alternative method to deal with the lack of conti-
nuity of the inverted covariance operator. The idea is to apply a regularization scheme
to this inverse. We introduce the concept of reqularization of a distribution, that consists
in regularizing the moments characterizing it in order to obtain new moments with good
asymptotic behavior. The posterior distribution that results is slightly modified and we
call this new distribution reqularized posterior distribution. We show that, as the number
of observations in the sample grows, our proposed solution degenerates, with respect to
the sampling measure, to a probability mass in a neighborhood of the true value of the
parameter x having generated the data. This is the concept of posterior consistency, or
frequentist consistency (or consistency in the sampling sense) of the posterior distribution,
see [16].

We propose to use two alternative regularization schemes for computing the regularized
posterior distribution. We consider first a classical Tikhonov regularization scheme where
(Var(Y))~" is replaced by (o, ] +Var(Y))~". Secondly, we use a Tikhonov regularization
scheme in the Hilbert scale induced by the prior covaliiance operator )y that substitutes

(Var(Y))~! with (o, L** + Var(Y))™!, with L = Q, 2, s € R and «, the regularization
parameter. Two facts have to be remarked: (i) the choice of the Hilbert scale is naturally
suggested by the prior; (i) the speed of convergence is considerably improved with the
second regularization scheme.

The chapter is developed as follow. Section 4.2 presents the Bayesian experiment asso-
ciated to (2.1). In Section 2.3 we define the regularized posterior distribution, for both
regularization schemes; its consistency is proved in Section 2.4.

Extensions of the basic model are developed in Sections 2.5 and 2.6. More specifically, we



propose in Section 2.5 the more general case where the operator K is unknown and we
prove that, under some minor assumption, this does not affect the speed of convergence
of the regularized estimated solution. In Section 2.6 we consider the case in which the
transformation of the parameter of interest = is made by an operator K; that is different
from an observation to another one. Section 5.7 concludes. All the proofs are given in
Appendix A, examples of possible applications are given in Appendix B and numerical
simulations are provided in Appendix C.

2.2 The Model

2.2.1 Sampling Probability Measure

Quantities Y, x and U in equation (2.1) have to be meant as Hilbert-random variables.
Let F denote the o-field of subsets of the sample space }. We endow the measurable
space (Y, F) with the sampling distribution P(Y|z) of ¥ given z, denoted with P* and
characterized by Assumption 1 below.

Assumption 1 Let P* be a conditional probability measure on (), F) given x such that
E(|[Y]|?) < 00, Y € V. P® is a Gaussian measure that defines a mean element Kz € Y
and a covariance operator X, : Y — V.

For a characterization of Gaussian measures in Hilbert spaces we refer to Baker (1973)
[3]. Assumption 1 implies that the covariance operator 3, is linear, bounded, nonneg-
ative, selfadjoint and trace-class. A covariance operator need to be trace-class in order
the associated measure be able to generate trajectories belonging to the Hlilbert space

of reference () in this case). The fact that X, is trace-class entails that X2 is HS. HS
1

operators are compact and compacity of ¥ implies compacity of ¥,,. Compact operators
are particularly attractive since they can be approximated by a sequence of finite dimen-
sional operators and this is useful when we do not know such an operator and we need to
estimate it.

We also suppose that ¥, — 0 as n — oo, where n is usually meant as the sample size.
Indexing 3, to a parameter n is natural since in several applications Y is a consistent
estimator of the transformed signal Kz, see examples in Appendix B.

Usually, in functional analysis literature the curve Y is supposed to be observed only at a
finite number of points. A peculiarity of our model is to allow for more general observa-
tional schemes. The whole infinite dimensional object Y may be observed, for example this
is the case with high-frequency financial data. Alternatively, we could observe a sample of
discrete objects and the curve Y is a mathematical object obtained by transforming these
data. Transformations of this kind are frequent in statistic and econometrics: for instance
nonparametric estimators like kernel density estimator, empirical characteristic function,
empirical cumulative distribution function or estimated integrated hazard function, see
examples in Appendix B.

2.2.2 Prior Specification and Identification

Let v denote the prior measure induced by x on the parameter space X endowed with the
o-field £. We specify a conjugate prior:



Assumption 2 Let u be a probability measure on (X,E) such that E(||x||?) < oo, Vz € X
4. 1 is a Gaussian measure that defines a mean element xo € X and a covariance operator
Qp: X — X.

The covariance operator €}y has the same properties discussed for X,,, then it is compact.
We introduce the Reproducing Kernel Hz'lbert Space associated to the covariance operator
Qo (denoted with H(€y)). Let {)\QO, ¢, }; be the eigensystem of (9. We define the space
H(S2) embedded in X as:

| <@, > |2
—<

H(Q) ={p: ¢ X and Z T

7=1

o} (2.2)

1
and, following Proposition 3.6 in [10], H(Q0) = R(£2), where R(-) denotes the range
of the corresponding operator. Let x, denote the true value of the parameter having
generated the data Y, we assume that

1
Assumption 3 (z, — zg) € H(Q), i.e. there exists §, € X such that (xz, — xg) = QF 0.

This assumption is only a regularity condition and it will be exploited for proving asymp-
totic results.

The support of a centered Gaussian process, taking its values in an Hilbert space X, is
the closure in X of the Reproducing Kernel Hilbert Space associated with the covariance
operator of this process, see[77]. Then, for the prior distribution, z — xo € H(p) with
p-probability 1, but, with pu— probability 1, z — xg is not in H(€). This implies that the
prior distribution is not able to generate a trajectory x that satisfies Assumption (24) or,
in other words, the true value x, having generated Y cannot have been drawn from .
Anyway, if Qg is injective, the space H({y) is dense in X and therefore p can generate
trajectories as close as possible to the true value x, even if u puts zero probability on
H (). This kind of problem is known as prior inconsistency and it is due to the fact
that, because of the infinite dimensionality of the parameter space, the support of the
prior can cover only a very "small” part of it. A similar result is found with the Dirichlet
process, in nonparametric probabilities estimation, in the sense that such a process puts
zero probability mass on absolutely continuous probability measures but it is able to gen-
erate probability functions close to them.

From a Bayesian point of view we say that a model is identified if the posterior distribu-
tion completely revises the prior distribution, for what we do not need to introduce strong
assumptions, see [27] Section 4.6 for an exhaustive explanation of this concept. Neverthe-
less, this chapter focuses on consistency in the sampling sense of the posterior distribution,
see Section 2.4, and for that we need the following assumption for identification.

1
Assumption 4 The operator K5 : X — Y is one-to-one on X.

This assumption guarantees continuity of the reqularized posterior mean defined below.
The classical hypothesis for identification of z in model (2.1) requires that K be one-to—

one. This is a stronger condition since, if Q is one-to-one, K one-to-one implies K QQ
one-to-one, but the reverse is not true. Therefore, frequentist consistency in a Bayesmn
model requires a weaker identification condition than a classical model does.

“We use the same notation E(-) for denoting the mathematical expectation taken with respect to
whatever distribution. Which distribution is meant should result clear.
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2.2.3 Construction of the Bayesian Experiment

The relevant probability space associated to (2.1) is the real linear product space X x Y
defined as the set

X xY:i={(z,y);z € X,y Y}

with addition, scalar multiplication and scalar product defined in the usual way. The
product o-field associated to X x ) is denoted with £ ® F and the probability measure
defined on (X x Y,€ ® F) is denoted with II and constructed by recomposing p and P*.
Let Ty = (£, + KQoK™) be the covariance operator of the predictive distribution P and
T be the covariance operator associated to II defined as Y (¢, ¥) = (Qop + QoK *, (3, +
KQoK*)Y + KQop), for all (¢,9) € X x V.

Lemma 1 The covariance operators T and Y., are trace class. In particular, Y, trace
class is a necessary condition for Y being trace class.

Next, we state that the joint and predictive probabilities, II and P, are gaussian.

Theorem 1

(i). Under Assumptions 1 and 2, the joint measure II on (X x V,E @ F) is Gaussian
with mean function mgy = (o, Kxg) € X x Y and covariance operator Y.

(i1). Let P be a gaussian measure on (Y,F) with mean function m, = Kxo in Y and
covariance operator Yy,. Then, P is the marginal distribution on (Y, F) associated
to the joint gaussian measure 11 defined in ().

The Bayesian Ezperiment = associated to inverse problem (2.1) is:

E=(XxV,ERTE, =P ®p) (2.3)

and it constitutes the object of our study. The aim will be to determine the inverse
decomposition of II into the marginal P and the posterior distribution p” = P(z|V):
II = P® p”. Existence of this inverse decomposition is ensured if a regular version of
the posterior probability exists. The posterior distribution ;7 will be the solution to the
initial inverse problem.

2.3 Solution of the Ill-Posed Inverse Problem

Due to infinite dimension of the Bayesian experiment, application of Bayes theorem is
not evident and in computing the posterior distribution three points require a particular
attention: (i) the existence of a regular version of the conditional probability on £ given
F, (ii) the fact that it is a gaussian measure and (%ii) its continuity.

(i) The conditional probability on £ given F exists and it is unique since it is the
projection on a closed convex subset of L?(X x )), where L?(X x )) is the Hilbert
space of random variables defined on X’ x ) that are square integrable with respect to
II. A conditional probability is called regular if a transition probability characterizing
it exists. The existence of such a transition for u” is guaranteed by Jirina Theorem,
see [62], if the space (X x }) is Polish.
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(7i) By slightly modifying the proof given in Section 2.2 of [60] it is trivial to show that
p” is gaussian. The associated characteristic function takes the form

. A~ . O 1
E(ez<z,h>|y) _ ez<AY+b,h>f§<(QofAKQ0)h,h>, heX.

Then, aAcDA/ has mean: AY + b, and variance V. = Qo — AKQq. Since E(z) =
E(E(z|Y)), b= (I — AK)zo and A is deducible from the following development:

<Tpep> = Cov(<z, o> <Y, h>)

Cov(E(< z,0 > |Y), <Y,9>)

Cov(< AY o >, <Y, >)

= < (B, + KQK")A%p, ) >, Voe X, ve) (24)

where Y19 = Ky is a component of operator Y determined in Theorem 1. Hence,
A:Y — X is solution of

A(Sn 4+ KQK* ) = QK*), e (2.5)
and then A = QoK* (%, + KQoK*)~L.

(iii) Expression for A is not well-defined since (¥, + KQoK™) is a compact operator
with infinite range and its inverse is not continuous on the whole ). Therefore, the
posterior mean is not continuous in Y and we have to deal with a further ill-posed
inverse problem. Continuity is crucial for asymptotic properties of the estimator,
in particular for posterior consistency. Problems of inconsistency are frequent in
nonparametric Bayesian experiments, see [16].

Therefore, Bayesian analysis of inverse problems changes the cause of the ill-posedness
of the equation (2.1): inconsistency is no longer due to non-continuity of K ~! but
to non-continuity of (%, + KQoK*)~L.

Past literature on Bayesian inverse problems, see [60] and [53], proposed, as strategy
to solve this problem of non-continuity, to restraint the space of the observable Y.
It was implicitly assumed that Y belongs to R(%,, + KQK™) or to a subspace of it.
We do not wish to make this kind of restriction since we admit any trajectory ¥ in
R(E, + KQoK*). Thus, a different strategy, based on Tikhonov regularization, will
be proposed in the next paragraph.

2.3.1 Tikhonov Regularized Posterior distribution

We propose to solve the problem of unboundedness of A by applying a Tikhonov regular-
ization scheme to equation (2.5). We define the regularized operator A, as:

Ay = QK*(and + 2, + KQK*)! (2.6)

where a,, > 0 is a regularization parameter appropriately chosen such that a,, — 0 with
n.

We could interpret the Tikhonov regularized A, as the operator that we would obtain if
we considered a new Bayesian experiment ¥ = Kz + U + 7, with ) a further error term
with variance a,, /. In this case the sampling measure would define a covariance operator
anl + ¥,. This covariance operator is not trace class so that the trajectories generated
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by this distribution would not be in the Hilbert space ). This interpretation is useful
since it provides a new Bayesian method that can be used for selecting the regularization
parameter «, from its posterior distribution once a prior distribution on it has been
specified. We do not develop this point here and it will be object of future research.

The regularized versions of b and V', with A replaced by A, are

b = (I— AuK)zo,
Vo Qo — Q()K*(an[ + X, + KQ()K*)ilKQQ. (27)

These regularized objects characterize a new distribution that is gaussian with mean
(Aaf/ + by) and covariance operator V,. This distribution is called regularized poste-
rior distribution and is denoted with puZ. It is a new object that we define to be the
solution of the signal-noise problem and that we will show in Section 2.4, is consistent.
Moreover, we keep as punctual estimator of x the regularized posterior mean

Eo(z]Y) = 20 + QEK* (anl + X, + KQoK*) 1Y — Kxy). (2.8)

2.3.2 Tikhonov regularization in the Prior Variance Hilbert scale

We propose in this subsection an alternative regularization scheme, for recovering A,
based on Tikhonov reqularization in the Hilbert scale induced 1by the inverse of the prior
covariance operator, see [19] for general theory. Let L = Qa 2 be a densely defined un-
bounded self-adjoint strictly positive operator in the Hilbert space X. More clearly, if
D(L) denotes the domain of L, L is a closed operator in X satisfying: D(L) = D(L*) is
dense in X, < Lz,y >=< x, Ly > for all x,y € D(L), and there exists v > 0 such that
< Lz,z > > ~||z||? for all z € D(L). The norm || - || is defined as ||z||s := ||L°z||. We
define the Hilbert Scale X5 induced by L as the completion of the domain of L*, D(L?),
with respect to the norm || - ||s; moreover Xy C Xy if s < s, Vs € R. Usually, when a
regularization scheme in Hilbert Scale is adopted, the operator L, and consequently the
Hilbert Scale, is created ad hoc. In our case the Hilbert Scale is not created ad-hoc but is
suggested by the prior information we have and this is a noteworthy fact that represents
a considerable advantage with respect to the standard methods. For the theory to work
it is necessary the first of the following assumptions to be satisfied.

Assumption 5

1 a
(1) ||KQGz|| ~ ||Qz||, Vo € X and for some a > 0;

g1
(it) (x« — x0) € Xgq1 for some B> 0, i.e. Ip, € X such that (x. — x9) = Qy° p«

(i) a <s < B+1<2s+a.

Assumption (i) is equivalent to say that in specifying the prior distribution we take into
account the sampling model, hence the prior variance is linked to the sampling model
(2.1) we are studying and, in particular, to operator K. This kind of prior specification
is not new in Bayesian literature since it is similar to the Zellner’s g-prior, see [81] or [1].
Parameter a can be interpreted as a degree of ill-posedness. Therefore, the prior is specified
not only by taking into account the sampling model but also the degree of ill-posedness
of the problem.
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Assumption (i) is known as a source condition and is formulated in order to reach a
certain speed of convergence of the regularized solution. Under Assumption 24, it says

1
that 0, € R(Qog), hence Xgy1 = R(Qé}%) = D(LP*1). The meaning of such an assumption
is that the prior distribution contains information about the regularity of the true value
of x. In fact, parameter ( is interpreted as the regularity parameter. These two remarks
stress the fact that we are not taking whatever Hilbert Scale, but the Hilbert Scale linked
to the prior. Either we first choose the Hilbert Scale and then we use the information
contained in it to specify the prior distribution or we use the information contained in the
prior distribution to specify the Hilbert Scale.
The restriction 8 + 1 > s means that the centered true value xz, has to be at least an
element of X, and it guarantees that the norm ||L°z|| exists V& € Xg;1. The parameter a
denotes the degree of ill-posedness in the Bayesian problem.
Under such assumptions the Tikhonov regularized solution in X to equation (2.5) is:

Ay = QK*(a,L* + %, + KQoK*)™L (2.9)

The regularized posterior distribution is thus defined similarly as in Section 2.3.1 with A,,
substituted by A, and is denoted with 7. The regularized posterior mean and variance
are

Ee(z|Y) = AY + (I — Ay
Ve = Qo— AKQ. (2.10)

This regularization method has the advantage that it permits to better exploit the regu-
larity of the true function z,. A classical Tikhonov regularization method allows to obtain
a rate of convergence to zero of the regularization bias that is at most of order 2; on the
contrary with a Tikhonov scheme in an Hilbert Scale the smoother the function x, is,
the faster the rate of convergence to zero of the regularization bias will be. Moreover, we
will show in Section 5.4.2 that u? reaches a faster speed of convergence toward the true
solution.

2.4 Asymptotic Analysis

This section focuses on the study of the consistency of the regularized posterior distri-
bution and of the regularized posterior mean. We start by showing the consistency, and
by computing the rate of convergence, of the Tikhonov regularized posterior distribution
pl defined in paragraph 2.3.1. Consistency of p/ defined in 2.3.2 will be analyzed in
subsection 5.4.2.

The aim of this section is to analyze ”frequentist” consistency of the recovered posterior
distribution. If P* denotes the sampling probability, this means that we analyze con-
vergence P¥-a.s., or convergence in probability with respect to the measure P®, of the
regularized version of the posterior distribution that we have defined.

Following Diaconis et al- (1986) [16] we give the following definition of posterior consis-
tency:

Definition 1 The pair (z, u”) is consistent if u* converges weakly to 6, asn — oo under
PT-probability or P*-a.s., where §, is the Dirac measure in x.
The posterior probability u” is consistent if (x,u”) is consistent for all x.
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If (z, u” ) is consistent in the previous sense, the Bayes estimate for x, (i.e. the posterior
mean for a quadratic loss function), is consistent too.

The meaning of this definition is that, for any neighborhood U of the true parameter x,
the posterior probability of the complement of U converges toward zero when n — oco:
u” (U°) — 0 in P®-probability, or P*-a.s. Therefore, since distribution expresses one’s
knowledge about the parameter, consistency stands for convergence of knowledge towards
the perfect knowledge with increasing amount of data.

In general, in an identified ¢.7.d. model with final dimensional parameter space we have
posterior consistency if the true value of the parameter is in the support of the prior distri-
bution. On the contrary, when the parameter space is of infinite dimension, this condition
is no more sufficient to guarantee the consistency of the posterior, as it is remarked in [16].
Besides the problem of infinite dimension of the parameter space, we also encounter the
difficulty that we are dealing with the regularized posterior distribution, pZ. Then, we
are going to extend the concept of posterior consistency in order to be applied to the
regularized posterior distribution and it makes sense to speak about reqularized posterior
consistency.

To prove posterior consistency in the case of a Gaussian posterior measure, it is suffi-
cient to prove consistency of the posterior mean and convergence to zero of the posterior
variance. In fact, let =, be the true value of the parameter characterizing the DGP of Y,
by using Chebyshev’s Inequality and for any sequence M, — oo

Eo(|z — z.|P|Y)

Wil — 2| 2 Magn) <

B (Mngn)2
< Va(@@Y), 1 >x +[[Ea(x]Y) — 2]
(Mnfn)Q
Va2V + ||Ea(z]V) — 2|2

with 7 a measure on R. The RHS of (5.19) goes to 0 if both the terms in the numerator
converge to zero. We start by proving consistency of the regularized posterior mean, i.e.
|[Eo(x|Y) — x,]| — 0 P*-a.s. when n — oo. For any true value z, € X, the Bayes
estimation error is

Eo(z]Y) — 2 = QoK*(an] + By + KQK*) LK (2. — 10)
+ QoK *(and + %, + KQoK*) U — (2, — x0)

and it converges to 0 under conditions given in the theorem below. Let ®5 denote the -

1 1 1
regularity space of the operator KQf, i.e. g =R(Qg K*KQS)g for some 5 > 0.

Theorem 2 Under Assumptions 24 and 25 if o, — 0, itTZn — 0 and Q%HZ,ZHQ ~
Op(1), then:

(i) E(z|]Y) =P 0 in X norm;

(i1) moreover, if 6, € ®g, for some 3 > 0, the bias is of order

n

. 1 1
1B (2]Y) — 2> = Opla® + gllEnH?an“W +tr¥n).
n

n
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The larger 3 is, the smoother the function d, € ®3 will be and faster the regularization
bias will converge to zero. However, for a Tikhonov regularization scheme, 3 cannot be
grater than 2, this is the reason why we bound it by 2 in ag. With classical Tikhonov
regularization scheme it is useless to have a function x, with a degree of smoothness larger
than 2. In the remaining of this section, for simplifying writing, we will not explicitly write
B A 2, but it will be implicit that we are assuming 5 < 2 and if 8 > 2 it must be set at 2.

Condition éHZnHQ ~ Op(1) is sufficient to guarantee that éHZnHQa%ﬁH)A? — 0 since

for every 3, (B+ 1) A2 > 1 and then a%ﬁ F1)A2 converges to zero even after having been
simplified with the «,, in the denominator.

Furthermore, if we assume that trY, is of the same order as ||3,]|, for instance tr%,, ~
[[Zn]| ~ Op(%), convergence to zero of the second and third rates in the bias require sat-

3
isfaction of conditions «;,, — 0 and a;jn — oco. Classical conditions for convergence of the
solution of stochastic ill-posed problems are a;, — 0 and a2n — oo (see [78]). Therefore,
we require weaker conditions to get optimal speed of convergence.

If tr¥,, is of the same order as ||, || the fastest global rate of convergence is obtained

when of = L ||X5]], that is, when the optimal regularization parameter o is proportional

[e3%
to
1
Qg O |[Zp ][5
With the optimal value ¢, the condition a%HEnHQ ~ Op(1) is ensured if 8 > 3. Hence,

_B_
the speed of convergence of the regularized posterior mean is proportional to ||, ||/5+T.
Assuming the trace and the norm of the covariance operator be of the same order is not
really stringent. For instance, in almost all real examples they are both of order %

Let us proceed now to the study of the regularized posterior variance. We want to
check that ||Vap|| — 0 for all p € X.

Theorem 3 Under Assumption 25, if o, — 0 and Q%,HEHHQ ~ O,(1) then

(i) Va(z|Y)p =P 0 in X norm;

-

2

1 1
(it) moreover, if the posterior variance is applied to p € X such that Qg ¢ € R(Q§ K*KQ§
for some B > 0, it is of order

- 1
Va(@l¥)el* = Oplafl + —|[SalPalH2).
n

With the optimal o, under the conditions in the above theorem and if 8 > %, the squared
_B_
norm of the regularized posterior variance converges to zero at the speed of ||3,||5+T. Its

norm is slower and is of order HERH%.

Finally, from inequality (5.19) it follows that u” degenerates to the Dirac measure in
Zx. Thus, under the fundamental assumption (z. — xg) € H(p), the regularized pos-
terior probability of the complement of any neighborhood of the true parameter x.,
pl{z ¢ ||z — zul|lx > Myen}, goes to zero and, if tr¥, ~ Op(||S,]]), it is of optimal

order ||%,||>@*D. We have in this way proved the posterior consistency of pZ .

[NisY
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Lastly, we wish to compare the speed of convergence that we find with the Bayesian
method with the rate founded by applying a classical Tikhonov resolution method to
equation (2.1) (that is suggested by the classical literature on inverse problems). In the
following, we shall call these two methods Bayesian method and classical method, respec-
tively; we refer to [19] and [10] for a review of the classical method. For simplifying, we
set g = 0. To make this comparison possible we have to consider a particular case for the
prior covariance operator: g = ¢ (K*K)7, with ¢; a constant of proportionality. In this
particular case the fastest rate of convergence of the regularized posterior distribution is
slower than the rate of convergence that would be obtained with the classical method. The
regularity condition required in the classical method is z, € R(K*K )% and the optimal

speed of convergence is (trEn)#, with v < 2 or 7y set equal to 2 if ¥ > 2. Therefore, if we
(y+1)B
= R(KK)?
the fastest rate of convergence in the Bayesian method is proportional

choose [ in order to have the same regularity condition, i.e. R(K*K)

and then g = +1,

o (tr¥,) 771 that is slower with respect to the classical one. This result is due to the fact
that the Bayesian method increases the degree of ill-posedness. However, no comparison
can be done outside of this particular form taken by . In the following subsection we
show that the speed of convergence is improved when we use p? and the same speed of
convergence as with the classical method is attained.

2.4.1 Speed of convergence with Tikhonov regularization in the Prior
Variance Hilbert Scale

We compute in this subsection the speed of convergence for the regularized posterior
distribution with Tikhonov regularization in Hilbert scale, under Assumption 5. The
speed obtained in this case is faster than that one with a simple Tikhonov regularization
scheme and it is the same speed as we would have obtained if we had solved the functional
equation directly in an Hilbert scale without applying the bayesian method. We suppose
Assumption 5 holds, the attainable speed of convergence is given in the following theorem,
the proof of which is provided in Appendix 5.8.

Theorem 4 Let Ey(z|Y) and Vi be as in (5.18). Under Assumptions 24, 25 and 5

R B+1 l—a B—a 1 l—a
By (@]7) = 2P ~ Op (0™ + s tr5, + 2||z Pt + —|IZl PirSaai™ )
n

Moreover, if the covariance operator Vs is applied to elements ¢ € X such that rop €
3
R(QE), then

9 B+1 9 B—a
Vel ~ O (0 + 5 |1Zal 0™ ).

The optimal «, is obtained by equating the first two rates of convergence of the
posterior mean, that gives:

a+s

X (tr¥y,)ets

BH1
and the corresponding optimal speed is proportional to (tr%,)s+8. With this choice of
the regularization parameter the remaining rates goes to zero if 3 > ‘”‘25 This constraint
is binding with respect to the constraint in Assumption 5 (i), i.e. “+2S > s — 1, if the
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ill-posedness parameter satisfies a > s — 3. It should be noted that parameter s charac-
terizing the norm in the Hilbert scale does not play any role in the speed of convergence.
An advantage of the Tikhonov regularization in Hilbert Scale is that we can even obtain a
rate of convergence for other norms, namely || - ||, for —a <r < 41 < a+ 2s. Actually,
the speed of convergence of these norms gives the speed of convergence of the estimate of
the r-th derivative of the parameter of interest x.

If we directly solved functional equation (2.1) with a Tikhonov regularization in an
Hilbert scale we would obtain a solution s = (a,L?* + K*K) 'K *Y and a speed of
convergence of order (trS,)@, under the hypothesis ||[Kz|| ~ ||[L™%2|| and = € X,, with
a the degree of ill-posedness in the classical probleml. By comparing these assumptions to

1 1
the bayesian ones it results that ||KQgz|| ~ |[L™*Qg x|| and, substituting to L the opera-
a+1

1

tor €, 2, this norm is equivalent to ||QO% x||, that implies that the degree of ill-posedness
in the Bayesian problem is greater than the degree of ill-posedness in the classical prob-
lem: a = a + 1. Moreover, if we take the same regularity condition in the two problems,
i.e. B+ 1 = u, the rate of convergence of the regularized posterior and of the Tikhonov
regularized solution in Hilbert scale would be the same.

This confirms the improvement, in terms of speed of convergence, of the Tikhonov reg-
ularization in Hilbert scale with respect to the classical Tikhonov regularization. Take
for instance the particular case with g = (K*K) and impose the same regularity con-
dition in X and in the Hilbert scale X;. The regularity condition in Theorem 2 re-

quires that §, € ”R(Q(%K*Kﬂé)% = R((K*K)") for a certain v > 0 °, that implies
(xs —x0) € R(K*K )VJF%). The regularity condition for the Hilbert scale regularization
is (x« — o) € R(Q?) = R((K*K)%), henceforth the conditions are equal if 2y = §.
Taking this value for 3, the rate of convergence in the Hilbert scale X is proportional
to (trEn)% that is faster than the speed of convergence in X (that is proportional to
(trE,)771).

Even without restricting to this particular form for g it is possible to show the improve-
ment in term of speed of convergence obtained with an Hilbert scale. To this end, it is

1 1
sufficient that Assumption 5 (%) holds since it implies the equivalence ||(€25 K* K3 )2 o] ~
ay 8 ay
[1©2° vl for some v € X. Then, ||Q5v|| ~ ||y v|| if and only if 5 = ay (or = (a+1)y).
ay+1
The optimal bayesian speed of convergence with an Hilbert scale is (trEn)alav that is

fastest than the bayesian speed of convergence with a classical Tikhonov: (trEn)#,
Vv > 0.

2.5 The case with unknown operator K

In several econometric and statistical applications of inverse problem (2.1) both Y and
K are unknown. In such situations we are faced with the so-called stochastic ill-posed
problem described in Vapnik (1998) [78]. Examples are the nonparametric instrumental
regression model, see Darolles et al. (2006) [15] and Florens and Simoni (2008a) [29],
the conditional density estimation and the regression function estimation. We study in
this section the signal-noise problem when operator K is unknown and we analyze as this
affects the rate of convergence of the regularized posterior distribution.

When operator K is unknown, the measurement error U can be defined in two different

®Note that for diversify with respect to the regularity parameter in the Hilbert scale we use letter -,
instead of  as used in Theorem 2 for the regularity on X.
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ways. Either (i) we can interpret U as the estimation error in Y: U = Y — Kz like in
(2.1), or (ii) U denotes the difference between the two estimated quantities ¥ and K
U =Y — Kz. The second way to define the error is motivated by the fact that in real
applications it is not always possible to recover the distribution of U = Y - Kz (even
asymptotically), while the distribution of U = Y — Kz results easier to obtain. It should
be noted that Y and Kz are equal but they are not the same object. Consequently, the
equality is no more valid for their estimators.

We focus on the first definition of the measurement error: Y = Kz +U, that is our general
model (2.1). Nevertheless, when K is unknown the reqularized posterior distribution u’
previously defined is no longer computable. Thus, we replace the infeasible distribution
wl with the estimated regularized posterior distribution i/ that is feasible and that is
obtained by replacing K with a consistent estimator of it. For instance, if K is the
conditional expectation its kernel can be estimated through a kernel smoothing. We
denote with K the consistent estimator of K and with K* the consistent estimator of the
adjoint K. In general, the adjoint of the estimator is different than the estimator of the
adjoint: (K)* # K*.

The estimated i is a gaussian measure on X characterized by the estimated regularized
mean function and covariance operator:

Bo(z]Y) = QoE*(anl + %, + KQK*) " (Y — Kzo) + 20
‘A/a Qo — Q()I?\*(Oénl + X, + IA(Q()[/(\"()ilf(Qo.

The posterior 42 is the solution to the ill-posed inverse problem (2.1) and it has been
computed by applying a classical Tikhonov regularization scheme to the inverse of (%, +
KQoK*).

Alternatively, we could use a Tikhonov regularization scheme in the prior variance Hilbert
Scale, as it has been proposed in section 2.3.2. We develop in this essay general computa-
tions and asymptotic analysis only for the classical Tikhonov case. Extension to Tikhonov
regularization in Hilbert Scale are trivial and would require only minor modifications.

2.5.1 Asymptotic Analysis

We proceed to analyze consistency of the estimated regularized posterior distribution /i
and we adopt the frequentist notion of consistency given in definition 1.

We start by analyzing convergence of the mean function and we decompose the estimation
error as

To —Tx = (To — o) + (Toy — Ta) + (0 — ), (2.12)

where 2o = Eo(z|V) and o = Eo(z]Y) denote the regularized posterior mean with
unknown and with known operator K, respectively, and

Fo = QE*(anl + Sn + KQK*) (K, + U — Kg) + 20

denotes the reqularized posterior mean with unknown K conditioned to the observation
Y = Kz + U. We have decomposed the estimation error in three terms: the first one
takes into account the estimation error about Y — Kz, the second one is the estimation
error about the operator K and the third term is the approximation error due to have
approximated x by using the regularized posterior mean. We analyze convergence in
X-norm:
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&0 — 2:]* < [[Za — Zall* + [|Za — 2ol * + |lza — 24|

The asymptotic behavior of the third component of the estimation error was provided in
Theorem 2. In order to have convergence to zero of the other two terms, we require that
Kand Y converge towards the true values K and Y, respectively, at a suitable rate.

1 1
Assumption 6 (a) |[QXK*K — QZK*K||> = 0,(61);

(b) ||KQK* — KQoK*||> = 0,(62);

() 1198 (K% — K*)|[2 = 0,(53);
(@) ||K — KI]* = Op(04).

The order of convergence d1, d2, 03 and d4 of these operators depend on the nature of K and
Qo and on the kind of estimators used. Therefore, they need to be determined contextually
to every problem. In most of the cases, even if we use a nonparametric estimator for the
operator K, the rates 61 and d3 are faster than the nonparametric ratelof convergence.

This is caused by the smoothing effect due to application of operator Q2 that allows to
improve the speed of convergence and sometimes even to reach the parametric one (e.g.
instrumental variable estimation, see Florens et al. (2008a) [29]). The following theorem
states consistency of the estimated reqularized posterior mean Z.

Theorem 5 Under Assumptions 24, 25 and 6, if o, — 0, itTEn — 0, a%HEnHQ ~
Op(l): % ~ Op(1)7 % ~ Op(1>7 % ~ Op(l) and % ~ OP(1> then:

lZa — @[> — 0

i P®=-probability as n — oo.

Moreover, if d. ER(QQK*KQQ)g

A 5 5. b o 5
oo — ol = Op(=3a®+ ZtrZn+ ST, + Il

n

1
+o + 7|rzn\|2a;6“>“ +otrs,).
o, o

A remark is in order, the rate aF L 13,02 can be written in an equivalent way as g L (tr,)3 (ComE M I
The first factor of this express1on converges to 0 under the hypothesis in Theorem 5. The
second factor @ 522 E is particularly interesting. It is the square of the ratio between the
rate of the estimating error of the operator and the rate of decline of the measurement
error in the inverse problem (2.1). For this ratio being bounded it is necessary that the
combination of estimated operators KQoK* does not converge too slowly with respect to
the residuals. In other words, the combination of estimated operators must have at least
the same speed of decline as the measurement error U, otherwise the ratio explodes as
n — oo.

If the hypothesis set in the theorem hold, the terms in the rate of convergence that ac-
count for the operator estimation error are negligible with respect to the terms due to the
approximation errors ||zq — /|2 Henceforth, if tr¥, ~ ||S,|[, for instance %, = 1%,

and § > %, we find the same optimal regularization parameter as in the case with known
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K: of x HZnHﬁ and the optimal speed of convergence is HEnH%.

Analysis of the asymptotic behavior of the estimated regularized posterior variance re-
quires a decomposition similar to that one done for the mean: vV, = (Va —Va)+V,. Here,
we only have the error about estimation of K. Then, ||[V,|[? < ||V — Val[? + |[Va||?> and
we have the following theorem.

~

Theorem 6 Under Assumptions 25 and 6 (a) and (d), if o, — 0, 2—1 ~ Op(1)
Op(1) and Q%HE,LHZ ~ Op(1) thenVp € X

;a2

IVaell> = 0
i P**-probability as n — oo.

. 1 1 1
Moreover, if V, is applied to ¢ € X such that Q5 € R(Q;K*KQ 5) for some B >0, it
1s of order

A~ (51
VaglP = Op( za of + 24 |z||2+7||2||2 24 af).

If we set the regularization parameter o, equal to the optimal one «, this guarantees
~ _B_

convergence to zero of ||Va¢l|? at the speed ||S,|[#+1 if 3 > 1. Moreover, under all the

hypothesis given in Theorems 5 and 6, the estimated regularized posterior distribution i

B
converges at the rate of ||, ||2+D. This is proved by using a Chebyshev’s inequality:

[Va(z V)|l + [[Ba(z|¥) — z.]*
(Mpen)?

By summarizing, when operator K is unknown and substituted by some nonparametric
consistent estimator with suitable rate of convergence, the speed of convergence of the
regularized posterior distribution is not affected and we are able to achieve the same
optimal speed as when the operator is known.

e o — 2| = Mg} <

2.6 The case with different operator for each observation

We present in this section a slightly modified version of model (2.1). Suppose to observe
an n-sample of Hilbert-valued curves Y1, e Yn, with V; € Y, Vi, each of them is a noisy
transformation of the parameter of interest x through an observation-specific transforma-
tion K;, namely operator K changes with the index of observation. More clearly,

Vi=Kix+U;, i=1,....n U;~iid (2.13)

where we still assume K;,i = 1,...,n, is a known, linear, non-random and Hilbert-Schmidt
operator. This is the classical linear regression model with fixed regressors, where the op-
erators {K;} play the role of explanatory variables.

The observational scheme is the following: either we directly observe n curves or we dis-
pose of n samples of discrete observations and through a mathematical transformation
of the observations in each of these samples we obtain n infinite dimensional objects Y;.
In the first case we observe infinite dimensional elements of the Hilbert space ), in the
second case we observe elements in R, for some [ > 0.

The parameter of interest 2 belongs to the probability space (X, &, 1) where the prior dis-
tribution g is still assumed to be gaussian with mean function xg and covariance operator
Qo. On the contrary, the sampling distribution is not the same for all the observations
and it is specified in Assumption 7 below.
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Assumption 7 Let P’ be a probability measure on (), F) conditioned on £ such that
E(]|Y;||?) < oo, where E denotes the expectation taken with respect to P¥. P? is a Gaussian
measure that defines a mean element K;x € Y and a covariance operator ¥ :Y — Y.

Therefore,

Yilz ~iGP(Kz,Y)  i=1,...,n. (2.14)

and Y satisfies the usual properties of covariance operators (i.e. it is linear, bounded,
nonnegative, self-adjoint and trace-class).

Throughout this section we will adopt the following notation: Yy = (}Afl, .. .,Yn)’ is the
n x 1 vector of noisy observations, U = (Uy,...,U,)" is the n x 1 vector of error terms,
K= (Ky,...,K,) : X — Y" is the n X 1 vector of observation-specific operators, K* =
(K7,...,K}): Y — X is the 1 x n adjoint vector of K. Moreover, (Y™, F") denotes the
product of the measurable spaces {(J,F) :i = 1,...,n} and the joint sampling measure
on it will be denoted with P* = Py ® ... ® P?. The corresponding Bayesian Experiment
will be defined by the following probability space, denoted with Zp:

ED = (X X y",8®fﬂ,ﬂn), (215)
where I[I" = u @ Pf ® ... ® Py.

The following Lemma is only an adaptation of Theorem 1 to the particular case with
different operators. For this reason the proof is omitted.

Lemma 2 Under Assumptions 7 and 2:

(i) the joint measure II" on (X x Y", & @ F") is Gaussian with mean function my, =

(xo, Kxzo) € X x Y™ and covariance operator Y™ such that Y"(p,v) = (Qop +
Qo K, KQop + (I, @ X 4+ KQoK*)v), for all (p,v) in X x Y.

(i) The marginal distribution P = Py ®...® P, on (Y™, F") is a gaussian measure with
mean function my = Kzog € Y™ and covariance operator Ty, = (I, @ ¥+ KQoK™).

For clarifying the writing, we rewrite in matrix form the covariance operator of the
marginal distribution of the n-dimensional gaussian process Y.

Var(Y) = (I, @ %+ KQoK*)
E—{—KlQoK){ KlgoKék KlgoK:;
I(QQQI(I< b —‘FKQQOK;

K QoK . S+ K,Q0K;:

where I,, is the n-dimensional diagonal matrix with the non-null elements equal to identity
operators.

2.6.1 Marginalization of the Bayesian experiment

In order to simplify long computations caused by large amount of statistical data, we
can reduce Bayesian experiment (2.15) through a marginalization of it. We consider a
marginalization on the sample space, namely, if 7 C F is the sub-o-field generated by
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a sufficient statistic ¢ defined on the sample space (Y, F"), we are considering the re-
striction of II" on & ® 7, denoted with II¢ - and defined as the trace of II" on £ ® 7,
ie. Mggr(A) = MI"(A), VA € £ ®T. In the following, we work with the statistic
t=3", K:Y; (= K*Y) and we show in Appendix 2.8 that it is sufficient for the Bayesian
experiment Zp. To prove sufficiency is easy in finite dimension, but in infinite dimension
it is more troublesome and requires more caution. By exploiting the sufficiency property
and Assumption 7 we get that ¢, conditioned on z, induces a gaussian measure on X
K*Y\:c ~ GP(K*Kz, K*¥K), where K*YK =), K/YK;.

The statistic t is not well-defined for n large, so that we should divide it by n. We denote
t, = %K *Y the scaled sufficient statistic. Actually, the factor scaling % is appropriate only
if the data are i.4.d., if, for instance, we had time series data we could necessitate to divide
by n? if there is a trend. Also the asymptotic behavior of K*$K and K*K = Y, K/ K;
are noteworthy. If these operators are deterministic, then we should divide this sum by
n to guarantee summability of the series. On the contrary, K; could be a transformation
of some sample of random variables w;, therefore the rate for which we have to divide ¢
depends on properties of w;. For keeping thinks simple, we assume in this analysis that
the data are such that the scaling factor % is appropriate for all the sums.

Let 77 be the o-field generated by t,, i.e. Tp = U(%K *f/) The sampling probability of
t,, restricted to 7, Pz, is gaussian with mean function %K *Kx and covariance operator
#K *¥K. In the analysis of asymptotic properties, we shall assume that %K *¥K con-
verges towards a well-defined operator, so that #K *Y K converges to 0 with n. The joint
measure restricted to £ ® T is gaussian with mean (xg, %K *Kxg) and covariance operator

Qo QLK ]

K*K 1({ K*YXK K*K K*K
KOy ((KEK) 4 KKy KK

and the marginal distribution Pr, restricted to 7 is also Gaussian.

The solution to the ill-posed problem (2.13) is the regularized conditional distribution ugT
of x given the observed t,, that we denote with ,ugT for analogy with previous notation.
The regularization is obtained with a Tikhonov scheme and the regularized quantities
defining the posterior distribution ugT are

K*K 1/ K*YK KK  K'K\—1
Apa = o (anI *( >+ Qo ) ;
n n n
K*K
bpa = (I —Apa - )0,
K*K
Vba = Qo —Apa Qo
K*K 1/ K*YK KK  K'K\-1K*K
= Qy—Q (Oénl—{—*( )—I— Qo ) Qo (216)
n n n n n
Therefore, the regularized posterior mean is
K*K 1/ K*YK KK  K*K\-1
Epa(alt) = Qo= (anl+=( - )+ 0y — ) b+
K*K 1/ K*YK KK  K'K\-1K*K
(I—QO " (anl_‘_g( >+ o Qo o > )x0(217)

Note that also in this extension of the basic model we could use a Tikhonov regu-
larization in the prior variance Hilbert Scale. We do not develop this here since, as we
have already stressed in Section 2.5, computations and asymptotic analysis can be easily
recovered by minor modifications.
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2.6.2 Asymptotic Analysis

We analyze asymptotic properties and we check that posterior consistency is verified. The
arguments for deriving convergence and speed of convergence are essentially the same
as in previous sections, thus the details given here and in the proofs of theorems will
be minimal. To have well-defined sums of operators for n — oo we shall assume that
%ZZ KYK; — @ and = %Zl K!K; — Q2, for 1 and @2 two bounded operators.
Posterior consistency means convergence of the regularized posterior distribution toward
the Dirac mass in x, and convergence will be in P%’j—probability. Consistency is obtained
under a slightly modified identification condition: Assumption 25 is substituted by

1
Assumption 8 The operator K*K€Qj : X — X is one-to-one on X.

The following Theorem formalizes convergence to zero of the squared norm of the bias of
the regularized posterior mean. In the following of this section we assume that 8 < 2 and
if 5 > 2 then it must be set to 2 (comments on this fact is given in previous sections).

Theorem 7 Consider inverse problem (2.18) and the regularized posterior distribution

pIr with mean and variance defined in (2.17) and in (2.16), respectively. Under Assump-

tions 24 and 8, if a, — 0, %ZZ K'YK; — Q1, %ZZ K!K; — Q2 with Q1 and Q2 two

bounded operators, itr(%) — 0 and Q%,H%Hz ~ Op(1) then:
Ea(zlt) -7 a,

in X norm. Moreover, if §, € R(Qg K:f%ﬂg)? the bias is of order:

IED.a(z]t) — 21> = Op(al +—t (Q1> +LH@H20‘5?+”“

Q1

n

It should be noted that the third rate is negligible with respect to the other two if 0%3
Q1 )

is bounded. In general we can suppose tr(=!) is of the same order as H%\ |, in particular,

this is satisfied when tr(Ql) ~ HQlH Op(%) that is very frequent for U; being an
estimation error. We deduce that the optimal «, is determined by equating the first two

rates: ab = itr(%) Thus,

_1 _B_
oo || A7 and Epa(att) - .l = 0, (|| 2.

For having consistency of the posterior distribution we also need to prove convergence to
zero of the regularized posterior variance. This is shown in the next theorem:

Theorem 8 Under Assumption 8, if oy, — O Z K'YK; — Q1, %El K!'K; — Qoa,
with Q1 and Q2 two bounded operators, and —x ||Q1 |2 ~ Op(1) then for all p € X :

Vb.a(alt)e =" 0
mn X norm. ) )
Moreover, if Vp o is applied to ¢ € X such that Q © € R(QZ (B EH202)
norm of Vp « is of order:

, the squared

@HQa%ﬁJrl)/Q)_

1
HVDuSOHQ = Op(ag + vy
n

The optimal speed of convergence of the norm of the regularized posterior variance Vp ,

B
and of the regularized posterior distribution p17 is of order H%HQ(B“).
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2.7 Conclusions

This chapter analyzes posterior distribution of the solution of a functional equation in
Hilbert Spaces. When the parameter of interest is of infinite dimension its posterior mean
is not continuous. What is new in this paper is the construction of a new kind of posterior
distribution that we call Regularized Posterior Distribution and that has the important
property to be continuous in the observed quantity.

We have computed the regularized posterior distribution in two ways: with a classical
Tikhonov regularization scheme and with a Tikhonov regularization in the prior variance
Hilbert Scale. The Hilbert Scale that we use is naturally suggested by the prior distribu-
tion and it is not chosen ad-hoc as usually happens in inverse problems literature.

The regularization parameter «,, is in practice unknown. An estimation method for it is
the data-driven method discussed in [19] Ch. 4., and implemented, among others, in [29].
Alternatively, a new method that we have suggested consists in putting a prior distribu-
tion on it and obtain an estimator from its posterior distribution.

In this paper we have considered the basic case with both K and X, known. We have
extended this basic model in [32] where we consider the cases where K is unknown, where
operator K is specific to every observation and the case with partially unknown 3,,.

2.8 Appendix A: Proofs

Proof of Lemmal

Note that tr(X, + KQoK*) = tr3, + tr(KQoK*). Since %, is trace class, we only have to prove
1

that KQOK is trace class, or that 5 K* is an HS operator.

Let Qg = [pa(z,t)g(t)dt and K* = [, b(s,t)f(s)ds with g and f measures on R, then QéK* =
Jr g @(2,1)b(s, t)g(t)f( )dsdt and its HS square norm is

/ ‘/ (z,0)b(s,t)g dt‘ f(s)h(z)dsdz
RxR

< /R N /R |a(z,t)b(s,t)|g(t)dt) F(s)h(2)dsd>

< /RXR((/R a2(2,t)g ()dt)é(/bQ(s By ()dt)%)zf(s)h(z)dsdz
= // (z,t)g dtdz//b2st f(s)dsdt

<

since both Qé and K* are Hilbert Schmidt operators. This prove that Qé K* is Hilbert Schmidt
and then (X2, + KQoK™) is trace-class.
Let now consider T:

[ QoK™
T KQy %, + KQK*

Let e; = (e15,e2;) be a basis in X x ), the trace of T is:

t’I’(T) = Z < Tej,ej >

Z(< Qoelj,elj >+ < Q()K*Egj,elj >+ < Kﬁoelj,egj >
J
+ < (En —I-KQ()K*)ezj,elj >).
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For the above part of this proof and since g is trace-class, the infinite sum of the first and last
terms are finite. We only have to consider the two terms in the center: Zj(< QoK egj,e15 > + <

1 1
KQqeq;,e2; >). This term is equal to ZZj < Q§ K*ez;,Q3 €1 > and

F 1 FR 1

2 E <K% ey;,Q5e1; > < 2 E 13 K 62j||su_p||§2§elj||
. - j
j j

IN

201511 D 1196 111K~ e

J

1
that is finite since €)§ is bounded and K* is HS. The necessity of T, being trace-class to have T
trace-class is evident and this complete the proof.

Proof of Theorem 1

(i). Let (Z,35) € X x Y. Assumptions 1 implies that § = g1 + g2, with g1 € R(K) and g2 €
R.KH.S.(X,). Therefore, 1 and g, are independent and for all (p,9) € X x Y

<(#,9),(p,) > = <T, o>+ <G +7P2,9 >
= <T,0>+< Kz, >4+ <y, >
= <o+ K>+ <G, >

and < z,0 + K" > + < yo,v% > is distributed as

= N(< x(h(p"_K*d} >, < Q()(QO-FK*i/)),((,O-i-K*'(/J) >+ < En¢,¢ >)'

We have proved that the joint measure Il on & x ) is gaussian. The mean m;, is defined through
< Myy, (8071/’) >= EH < (‘%7?3)7 (@aw) > and since < Zo, ¥ + K*'l/) >=< (l’o,KﬁL’o)7 (%Zb) > we get
Mgy = (T, Kxo). From the definition of T, we get

<Y(p,¥), (¢, ¥) >=<Qop, ¢ > + < (E, + KQoK ), ¢ >
that concludes the proof.

(i1). Let Q be the projection of II on (), F) with mean function mg and covariance operator
Rg. Since II is gaussian, the projection must be gaussian. Moreover, Vi € Y
<va"/}> = <mxy7(07w)>
= <(x07K10)a(0,¢)>:<Kx0,¢>

and

< RQ¢>¢ > < T(va)v (0’1#) >
< (D00 + QoK™ (Sn + KQoK* )0 + KQ00), (0, 1) >

= < (S + KQK*)ih,1p > .

Hence, mg = my and Rg = Y,,. This implies () = P since there is an unique correspondence
between a gaussian measure and its covariance operator and mean element.
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Proof of Theorem 2
Write (Eq(z]Y) — z,) as:

I
—[I - QoK* (I + KQoK*) ' K] (. — x0)
+ [QK*(and + 3, + KQK*) 'K — QoK*(anI + KQoK*) ' K](x, — x0)
II
+ QK*(and + %, + KQoK*)™'U . (2.18)

111

The first term looks very similar to the regularization bias of the solution of a functional
equation. More properly, to obtain such a kind of object we use Assumption 24:

I = [I—QK*(anl + KQoK*) ' K]Q20,
= QI - Q¢ K*(an] + KQoK*) " KQ2]5,,
We take the norm in X of I:
112 < 198 11T — 2F K™ (anT + KQoK*) " K08 12]15] %
Note that (I — QéK*(anI + KQOK*)*IKQ(%) has the same eigenvalues as

1 1 1 1
[I— (I + QEK*KQZ) Q2 K*KQZ]. (2.19)
that is the regularization bias associated to the regularized solution of the ill-posed inverse problem
1
KQgj 0. = r computed using Tikhonov regularization scheme. It converges to zero when a,, — 0
and then the second norm in ||I]|? is bounded. This way to rewrite the above operator justifies
1
the identification condition in Assumption 25. Injectivity of K27 ensures that the solution of
1
KQgj 0 = r is identified.
1 1
The speed of convergence to zero of ||(I — Q2 K* (o, + KQoK*)"'KQ2)||?> depends on the regu-
larity of d., and consequently of (2. — o). If §. € ®g, it is at most of order a2, see [10]. We admit
without proof the following lemma. Then [|I||? = O,(af).

Now, let us consider the IT and IIT terms. We have ||I1||? = ||QoK* (an I+3,+KQoK*) ™1 (=3,) (an I+
KQoK*) 'K (2. — 0)||? and it is less than or equal to

190K |*[[(an] + Sn + KQK)7HP||SlP[[(an ] + KQK*) ™ K (2. — o)

where the first norm is bounded and the second and the third ones are Oy (=%) and O,(||S,|[?)
respectively. The last norm can be written as:

1
[[(and + KQoK*) ' KQZ 6. |%,
and, by using the hypothesis that J, € ®g

o 1 1 o o1 18
(o] + KQK*) T KQG8.1° = —llaanl + KQK") ™ KQG (0 K*KQ5) % pl .

for some p € X and it is at least of order éaﬁﬂ. As a consequence of the fact that, with a
Tikhonov regularization, a degree of smoothness greater than or equal to 2 may be useless, we get
(el + KQoK*) 'K (2. — x0)||2 ~ Op(Zral ™).

o
To find speed of convergence of term 111 we re-write it as:
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IIT = QoK*[(an] + %, + KQoK*) ™ — (an] + KQoK*) U +
A
QoK *(anl + KQoK*) U .

B

By standard computation and by Kolmogorov theorem, it is trivial to determine that ||A||? ~
Op(Z5||Znl|?trSy,) and ||B||? ~ Op(Z=tr,,), since ||U[|? is bounded in probability if E||U||* < occ.
Finally, E||U||? = tr3,.

The first term of |[I11]|? is negligible with respect to the other terms in ||I1||? and |[IT1]]2.

Proof of Theorem 3

By recalling expression (2.7), we can rewrite the regularized posterior variance as

A%
Vo = Q- QK*(anI + KQoK*) ' KQy +
QoK *(anl + KQoK*) ' KQy — QK*(anI + %, + KQoK*) 1 KQy.

\4

L1
Since €y is a positive definite self-adjoint operator, it can be decomposed as ¢ = QF ;.
For term IV we follow the same reasoning done for term I in (5.21), so that we conclude that, if

Qoéap € R(Q(%K*Kﬁé)g, 1TV || = Opy(af). Operator V in (2.20) applied to ¢ € X is equivalently
rewritten as

QoK (anl + S + KQK*) 15 (anl + KQEK*) L KQEQ2 ¢

and by using the same proof as for term I7 in (5.21), its squared norm is bounded and of order
V]2 = Op(Z 1ZalPai™"2).

Proof of Theorem 4

We admit the following Lemma:

Lemma 3 Let X, s € R, be a Hilbert scale induced by L and letT : X — ) be a bounded operator
satisfying ||z||—a ~ ||Tx|| on X for some a > 0. Then for B:=TL™ %, s> 0 and |v| <1

||$H7u(a+s) ~ H(B*B)%LUH
Moreover, R((B*B)2) = X, (q1s)-

Proof:ee proof of Corollary 8.22 in [19]. n

The bias E(2|Y) — x, is rewritten as

I
[ — QoK*(a, L* + KQoK*) ' K](2. — x0)
+ QK [(anL* + %, + KQoK*) 'K — (0, L** + KQoK*) ' K](z4 — x0)
17
+ Qo K*(an L* + 3, + KQoK*)™'U .

111
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Let us start by considering term I, note that

1 s Lo LN S 18
I < QG = (a2 + Q3 K7 KQG) 105 K K316 pu|

if Qp is such that QF K*(anL? + KQoK*) ™! = (anQy® + Q2 K*KQ2)1Q2 K, ie. O TP K+ =
s+1

1 s41
Qf K*L*. By using Assumption 5 (ii) and the notation B = K,* , we rewrite

1 s+l Bs
1] < 19211219207 (I = (anl + B*B)"'B*B)Q 7 p.||
s+1 _s
< 192112119207 (I = (anl + B*B)~'B*B)(B*B) %14
* L. * -1
~ ||(B*B)@*) o, (e, I + B*B) ™|

B+1
~ Op(ai(aﬂ))

B—s B—s
where the second line follows from the fact that R(Q,% ) = As_s = R((B*B)Z@+), then
B=s B—s
Q% ps = (B*B)2@+a v, for some v € X. The third equivalence is a consequence of Lemma

B+1
3. It follows that ||I]* ~ Op(ai™).

We use similar steps for obtaining the convergence of the other terms, so that we omit any
redundant comment.

1
ILI]] < ||Q0K* (an L** + 2 + KQoK*) 7H[[|Salll[ (0 L** + KQoK*) ™ K Qg 6. |

and the norm in the last term can be developed as

l(anL? + KQoK*) " LKQZ6,|| = [[KQZ (anQ5® + Q2 K*KOZ) ™16, |
s+8
= ||B(anI + B*B)™'Q,? vl|

~ ||(B*B) %@ (a, I + B*B) ||
1 2§<+i+>a

2s+6+a

Thus, ||I1]|* ~ Op(a%HZnHQOén(HS) )
We proceed with term 111 that can be decomposed as

IIT = QK*[(anL* + 3, + KQoK*) ™' — (a, L** + KQoK*) YU +
IITA
QoK *(, L* + KQoK*)™'U,

IIIB

where the squared norm ||[II1A||? of the first term is less or equal then

Q00K (n L7 + KQoK*) 7 [*|| S0 ] [(an L** + Sn + KQoK*)7HP|U|?
=5 o T 1S 2 2 2s o —1)]2 2
19207 (and + Q0% K*KQy? )7 Q% K*|[7[|Z]7[[(an L™ + 3, + KQoK™) 7 |[7||U]]

+2s+1

|(B*B) e+ (anl + B*B) " ]?[|Z0] || (n L + X + KQoK*) 71 || U2
1 a+2s+1

Op(—4H2n||2tTZnozn wts )
an

IN

2

2

The norm of the term I1IB is:
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[IIIB|| = |[|QK*(anL?* + KQoK*)"'U]||
= 128 (0n D +QF K*KQ3) Q5 KU |
— |7 (anl + B*B)'B*U||
~ ||(B*B)*@ (anI + B*B)"'B*U||
|(B*B) 5@ (o + B*B)H|||U]|

IN

l1—a
~  Oplan™|IUI]).

l1—a
Thus |[IIIB|]? ~ Op(an* try,).
B s+
2

1 8
The variance V; is applied to an element ¢ € X such that Q¢ € R(Q}) and Q,
Then the variance can be decomposed as

B—s
2

weR(?).

A%
Vie = [Qo— QK" (a,L* + KQoK*) 'K Qo
+ QK [(anL* + KQK*) ™! — (0, L* + %, + KQoK*) K Qop.

v

Computation of |[IV]| is specular to that one for term ||I|| above and computation of ||V|| to
B+1
that one for term ||II]|, therefore we give only the result: |[IV||> ~ O,(a;™) and [[V]]* ~
B—a
O, (HSulPal7 ).

The result follows.

Proof of Theorem 5

FRN L1 1 A 1
For brevity, let H = KQg5, H = KQj, H* = Qg K* and H* = (Qj K*. Moreover, we denote
Y =Kz, + U, &, = Eo(2]Y) and we use decomposition (2.12) of the regularized estimation bias.
We start to analyze the estimation error about ¥ — Kx,:

fo — Ta QoE*(al + KQoK* +%,) (K — K)z,
= QF[A*(al + HE +%,)7" — H*(al + HH*) (K - K)z.
QA (ol + HA) (K — K)z..

Then, ||Z4 — Zo||? is less or equal than

1 ~ A A A A ~

198 [P[1H* (an T + HE*)7HP([S0] Pll(ef + HH* +20) 7 PI(K = K).|? +
(K — K)a.|1*)

| — K]?

n

1 N
~ Oy lIZllPlI K - K| + )

2!

1
~ Op(—|IZn|?0s + —),
oo Il + 21
The second term &, — x, in decomposition (2.12) is equal to

A

Q[K™ (an] + KQK* + )7 K — K*(an] + KQK* + £,) " K] (2. — x0)
+ QO[I/(\*(OK»,LI + IA(Q()I/(\* =+ En)_l — K*(Oél + KQOK* + En)_lK] )

B
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Term A can in turn be decomposed as

Al

A = QIH*(anl + HH* +5,)" Y — H*(anl + HA*) A9,
Y QE A (an + HAY) YA — H*(anI + HH*)"'HIS,
All
—QZ[H* (anl + HH* + %) [ — H* (ol + HH*)" H]3, .

AIIT

The squared norm of term ATl is

2 31120 oo —112 2 i —1 775 112
IALIF < QG IPIH (and + HH" + 30) " [P|[E0][*[[(an ] + HH*) " Hé,||
1 1 o Ern—1
~ Oy lIZall? 5 llam(anl + HH") " Ho.|[?)

and with the first order Taylor expansion around the true value of the operator

(] + HH*)"*HS, ~ (0] + HH*) " H6, + (anl + HH*)"Y(H — H)3,
+(a] + HH*) Y (HH* — HH*)(00, ] + HH*) "' H§,

we get ||on (and + HH*) " HO,||? ~ OP(Q%BH)M(I + 2—3) + 04) by using the regularity condition

d, € R(H*H)%. Then ||AI|]> ~ Op(Z|1Z0l?[a ™" (1 + %) + 64]) and under the hypothesis
that 2—3 ~ O, (1) the second term in the squared brackets is negligible with respect to the first one

so that ||AI||? ~ OP(Q%HEHP(O[SFH)AZ + 54)).
After permutation of operators H and H* the squared norm ||AIT||? of term AII is less or equal
than

|\Q§||2|\ —[I = (o] + H*H)*H*H)b, + [I — (0, ] + H*H) " H*H]5,||?
13 | |(and + H*H) || H*H — H*H|]*||own (0] + H*H) 7|2

IN

n

0
< o~ OP(OTIQOCB)~

n

We use the same logic to recover the rate of ||AITT|[?: ||AIII||? is less or equal than

302 12 2 1 2
QG FIH* (and + H*H + 3,) " |[7||Z0] 7| [(and + H*H)™ " Ho.||

~ Op(— ISP FD12).

|
ay,
Therefore, ||A][? ~ Op(a%HEnHQasLBH)M + 20 + 245, [|?). Lastly, term B can be decomposed
in a way specular to that one used for A and the proof is substantially identical, then omitted. We
conclude that ||B|[2 ~ Op (5 ||Sn|PtrS, + % trS, + 25trS,,).

The norm of the last term in decomposition (2.12) is given by Theorem 2. By collecting all these
results and by deleting the negligible terms we find the rate given in the theorem. The convergence
to zero of ||Z4 — x«||? is proved thanks to the rate of convergence we have determined and the
conditions a,, — 0 and O%trEn — 0.
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Proof of Theorem 6

PR L1 1 N 1~
For brevity, let H = KQj, H = KQf, H* = Qf K* and H* = Qj K*. First, we rewrite the
decomposition of the estimated regularized posterior variance:

Vap = (Va —Va)o+ Vap
Vol < (Ve —Va)el? + IVaell?,  velX.

Convergence and rate of convergence of the second norm in the right hand side is given in Theorem
3. The first term: (V, — V,)¢ is equal to

Qo[- K*(anl + KQE* + 5,) 'K + K*(an + KQoK* + %,) ' K]Qop

that is less or equal than

OF [~ H* (anl + HE* + %) H + B*(anl + A HIOQ2 o
—QZ [ (an] + HH) " — H* (anl + HH*) "V H)OZ o
QI [H (an] + HH* +5,) " — H*(aI + HH*) " HIQZ ¢.

This expression coincide with term A in the proof 2.8 of Theorem 5 with the only difference that J.,
1 .

must be substituted with Q2 ¢. Hence, ||(Vay—Va)p||* ~ OP(Q%HETLHQCV%BH)M—&— S al+ 24 12,]12)

and it converges to 0. By collecting the rate of convergence of the two terms in the variance

decomposition and after neglecting the redundant term we get the result.

~

Sufficiency of K*Y

In Section 2.6.1 the use of t = K*Y to make inference was justified under the condition that it

is sufficient. We prove here that it is a sufficient statistics, namely that 7" [| [o(K*Y’), where

o(K *Y) denotes the o-field generated by statistic ¢. Actually, sufficiency of statistic ¢ entails
sufficiency of every bijective transformation of > | K ;‘}A/;

Due to the fact that we are working in infinite dimensional spaces and we have not a likelihood
function, we can not use the factorization criterion in order to prove sufficiency. Hence, we propose
to consider a sequential model, obtained by projecting the model on an orthonormal bases, and to
take into account only a finite number k of projections. The idea is to find a sufficient statistic for
the sequential model and to analyze its asymptotic behavior.

Let {)\;,7,}; be the singular system of the covariance operator X, the sequence {1;}; represents
a base that will be used to project the model. A sequential Bayesian Ezperiment is defined by

Eps = (X x Y",E@F" 1", & T €y Fi T F2), (2.20)
with & C &y C € and FjP C Fl ) C F" two filtrations in (X x Y, € ® F"). The filtration &
is generated by the projected true parameter z: & = o({< z, K*¢; >};=1, )% The filtration

» is generated by the n-dimensional vector of projected observed curves Y: Fr=o({< Y, Py >
ti=1,..k). The sub-o-field £« and FZ are defined to be the o-field generated by the random
functions = and Y respectively: £, = £ and F, = F™. The k-dimensional sequential model is
written as

nxk matriz: {§i;}i; nxk matriz nxk matriz

with < U;,¢; >~ N(0,);) and Cov(< U, >, < U,y >) = 0, Vj # j'. If we consider the
sequential bayesian model with only a finite number k of projections we are able to find a sufficient

5More clearly, the sub-o-field & is identified with the sub-o-field of cylinder sets & x F = {Bx F; B €
Er}.
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statistic by using the factorization criterion. We use the result of the following Lemma that is
proved in the next section.

Lemma 4 Let }A/z(k) be the partial sum of the Fourier series of Yi, i.e. 2521 < Y,-,l/Jj > % The
statistic t =Y i K;Y;(k) is sufficient in the sequential Bayesian experiment Eps.

Let 7, = o (K*Y (k)) be the sub-o-field and we define the tail o-field T as

Tr = ﬂ \/ T (2.21)
E>0m>k

that, by definition of 7%, is equal to the smallest o-field that makes measurable the function K*Y (k)

depending on the last coordinate, i.e. Tr = o(K*Y'), see Florens et al. (1990) [27]. Our point is to
prove that 7 is a sufficient statistic for the initial Bayesian experiment =Zp, namely: F™ || E|7r.

The following theorem, that is a slightly modified version of Theorem 7.2.7 in Florens et al. (1990)
[27], shows that sufficiency in the sequential Bayesian Experiment implies sufficiency in the limit
Bayesian Experiment. The proof is given in Appendix 2.8

Theorem 9 Let (Ex F,EQF) be a measurable space. Consider two filtrations in EQF: Fi, T Feo
and & T Exo along with a sequence Ty, adapted to Fy, i.e.,

(o) T;, C Fi, Vk € N.
If

(i) Fr L E|T,
then

(i) F L E|Tr.

This theorem applies to Bayesian Experiment defined in (2.15) with (E x F, £ ® F) substituted
by (X x Y", € @ F"), F and F replaced by F' and FJ = F", respectively. Hence, K*Y is a
sufficient statistic for parameter x.

Proof of Lemma 4

In the sequel, indices ¢ and j in the sums and products are meant to belong to {1,2,...,n} and
{1,2,...,k}, respectively. Consider the likelihood function of the sequential experiment (2.20):

L{<z, KiY; >}iil{gi}i) =
1 -1 11, .
LG LI eolmg 5 = < Kiws 7,

i

and the log-likelihood I(:= log L) is proportional to the following expression:

* ~ 1 ~ *
I{< 2, K7y >il{dis}ig) o< Y o Wi — < 2, Kiy >)?
ij 77
x Y (<Y >7 4 <z Ky >
i
2 <Y,y ><, K >), (2.22)

where TZJ]' = is the scaled singular value. By the factorization principle, t (= S({9i;}:;)) is

i

Aj
sufficient if the loglikelihood can be written as I({< @, K ¢; >}ii|{0j}ij) o< f({Uij}is) + 9(x) +
h(S({9i;}ij); x), where f, g and h are three real-valued functions. We develop the third term in

(2.22) in such a way to obtain a function of z and K*Y (k):
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N o<Vl ><aKipy> = <x,y <Y > K>

ij ij
= <u, ZK*Z@Q,% > ;>
= <z Z K'Y,
= <u, K*Y(k) >,
where Y (k) is the partial sum of the Fourier series of Y.

Proof of Theorem 9

Let a be a random variable defined on &, 0 < k’ < k and belonging to L. Since 7, C Fy, (i) is
equivalent to

(ii1) E(a|Fy) = E(alTx),

where (i) is true with probability 1. Moreover, E(a|Fy) is an Fp-martingale, therefore by
martingale properties

(iv) E(a|Fp) =L E(a|Fx)  a.s.
Taking the limsup,, on both sides of (iii) we have, by using (iv)

lim sup E(a|Fy) = limsup E(a|7%),
k k
therefore
E(a|Foo) = limsup E(a|7;) a.s.
k

Now, lim supj, E(a|7x) = lim sup, ( a|T ) = E(a|limsupy, 7) 7 and it is a random variable defined
on limsup, 7 = Niso Vinsk ITm = (T)r = = Tr. Then,

(v) E(a|Fs) = E(alTr) = E(alT1).

By definition of the tail o-field Tr and filtration, we have 7r C Fy. It follows that (v) is
equivalent to Foo L Eoo|77.

Proof of Theorem 7

1 . Lo,
[Ba(@ft) —a.]l> = [|=Ap,a(K*(Kw. +U) = —K"Kuo) + o — z.||”

that is less or equal than

I
KK 1 (K'SK\ K'K_ K'K _ KU
< 12— fanl + = ( )+ e
n n n n n
K | (K'SKY | KK KK KK
1 = Q0= ol + —( )+ 00 ) (o) P
n n n n n
17

"In general, for a o-field M, we denote with M the completed o-field.
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We consider terms I and I separately by starting with term I:

K*K 1 K*YK K'K_ K*'K
1= 9=l + (= )+ =)
n n
K*K  K*K K*U
—(Otnl—i- QO >_1]
n n n
K*K K*K  K*K K*U
+QO (anl+ Q[) )_1
n n n
1 1 K*K KK  K*'K K* ENK
1112 < 19612 (195 == (anl + ==Q0=—) 7" &
K*Var( VK K*U
l(anT + =—3==) " |2l —= W
1 K*K K*K_ K~ K
1037 Bt 4+ 2 By By B0 )

From the distribution of U; we can infer KU, ~ iGP(0, K¥K;) and we can write
S YAl
n né

T
< EZHKzUsz
i=1

that by Kolmogorov theorem is bounded in probability if E|| %K *U||? < co. Therefore, asymptotic
behavior of ||[LK*U/|[? will be determined by asymptotic behavior of E||K*U]||%. Let (Nij> Pig)j

:Z;i1<

be the eigensystem of the self-adjoint compact operator %7 then, since ‘ KU

KU -
. ¢ij >2, we have

1 — || K; Ui ||
Bl KU < EY |5
AUl < B
— || K;U;
< —t
i=1
1 o0 o0 N
< 22N
i=1 j=1
1 (K*YK
< Loy
n n
that goes to zero with n. Moreover, we assume that - K*Var(Y ) — (£Q1 + Q22Q2) with n,

with Q1 and @)z are bounded operators. It follows that ||(a,l + - K*Var( VK) 712 = O0p(ay?)

and HQS KK (] + £ EQ K K)=1)12 = O, (a;!). Therefore, we get

1 1 Q1
I = O ( 2 + —tr(— )
TR (@) + ()
where we have substituted @ with its limit. Then, the trace of this operator converges to zero.

To analyze term I1, it is advisable to rewrite it in the following way by using the notation
T, =X K.

~n
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II = ||(I-QTn(and 4+ T,QT) 1T, (2 — 20)
1, NN
— Q0T (oI + K Var(Y)K) T, (2. — 20)
+Q()Tn(an-[ + TnQOTn)_lTn(x* - $0)||2

117
< I = QTp(and + T,QT) " T,) (2 — 0)])?
K*Var(Y)K 1 K'SK
+ (10T (] + j;() )7~ (5 ) (@l + TT) M (e — 20)| 2.

1%

For term IV we proceed exactly as for term IT in the proof of Theorem 3 in [? | with the operators

opportunely replaced. Thus, we get IV = OP(H%Hza%a%BH)M) by using Assumption 24, 8 and

1 1
the regularity condition &, € R(QZT202 )%_
Lastly, we carry out asymptotic analysis of term [1I, we rewrite it as

1922 — QT (anl + TuQ0T) T2 )6, |2
12121 = QF T (anl + T )~ T2 )5, 2.

117

IN

1
The second norm is of the same order as the bias of regularization of the solution of 7,,Q; 0. = 7:
PO SUPII PN BN
(an + Q3 T205) Q4 T204 |12,

1 1
then it goes to zero. Under the regularity condition d, € R(QZT202 )g, the bias of regularization is
at most of order Op(ag). By summing the rate of convergence found and neglecting the negligible
rate in term I we get the result of the theorem.

Proof of Theorem 8

We outline only the principal steps of this proof since it is substantially similar to Proof 2.8 of
Theorem 7 and the proof of Theorem 4 in [? ]. The basic decomposition that is employed is :

A

VD,aSD = (QO - QOTn<anI + TnQOTn)ilTnQO)@

1 1,1
QT (@l + — K Var(Y)K)™ (EK*EK> (and + TuS0Th) " T Q00 .

B

if Q2 p € R(QZT202) %, the norm ||A]|? is equivalent to ||Z]|? and ||B|2 ~ ||IV||? in Proof 2.8 of
Theorem 7. Dra
Thus [|A[[2 ~ Op(af)) and ||BI[? ~ Op(|| %42 L™ "),

2.9 Appendix B: Examples

Our estimator can be applied to all the classical examples of linear inverse problems, for instance
digital image analysis, see [11], tomography, cancer therapy, time resolved fluorescence problem.
Statistics and econometrics offers several examples of applications, see [78] and [10], and we develop
in this section some examples in these fields.
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Example 1: Density estimation

We propose a new approach for density estimation that is substantially different from the other
Bayesian methods existing in the literature like [47], [21], [28], [66], [24] and [52].

Let X = LZ(R) and Y = L2(R), with m and p two measures on R different than the Lebeasgue
measure. We consider a real-valued random variable ¢ with c.d.f. F, F(£) = P(¢ < &), admitting
a density f(£) € X that is characterized as the solution of an inverse problem.

If an i.i.d. sample &1, ..., &, from F is available we estimate F by F,(§) = %Z?:l 1{& < &} and

the probability density function is obtained by solving

o 3
F(€) = / Fw)du+ Uy,

with K : L2(R) — L2(R) the integral operator with kernel 1{u < f_}ﬁ and U, the estimation

error. The adjoint of K, K* : L2(R) — LZ(R), has kernel 1{;%)”}. If H{u < E}ﬁ is square
integrable with respect to the product of measures 7(u)p(§), K is an HS operator and then it is
compact.

The sampling probability P7 is inferred from asymptotic properties of the empirical distribution
function, so that it is asymptotically a Gaussian measure with mean F' and covariance operator

Sn =21 [ F(t; At) — F(t;)F(t)dt;.

Example 2: Regression estimation

Let (&, w) be a R P-valued random vector with edf F and L% (w) be the space of square integrable
functions of w, integrable with respect to F. We define the regression function of £ given w as
a function m(w) € L%(w) such that & = m(w) + ¢, E(elw) = 0 and E(e*|w) = o%. Then,
m(w) = E(€lw).

Let g(w,t) : R? x R — R be a known function defining an HS integral operator with respect to w,
then E(g(w, t)§) = E(g(w, t)m(w)), with the expectation taken with respect to F', and m(w) is the
solution to a linear inverse problem. The fact that K is HS ensures that Km € L2(R), with 7 a
measure on R; moreover, the fact that ¢ has finite second moment ensures that E(g(w, t)¢) € L2(R).
We suppose F(&|w) is unknown while F(-,w) is known; this implies that E(g(w,?)¢) must be
estimated but the operator K = [ g(w,t)dF(-,w) is known. If we dispose of a random sample
(&, w;) we get the consistent estimator

. 1 &
E(g(w,t)§) = > Zg(wiat)fi-
i=1
The statistical inverse problem with estimated LHS becomes

E(g(w,t)€) = Km(t) + Un(t).

The empirical process v/n(E(g(w, t)¢) —E(g(w, t)¢)) weakly converges toward a zero mean gaussian
process with covariance operator

A= [ (@ [ atwtatw.9) ) =Bl DOE(g(w. 5)6)m(s)ds.

So, the sampling measure P™ is approximately gaussian with mean E(g(w,t)¢) and variance +A.
In most of the cases the cdf F is completely unknown and also operator K must be estimated.
However, under some regularity assumption, this does not affect the speed of convergence of our
estimator to the true solution, see [32].

Alternative approaches existing in Bayesian literature can be found in [43] or [74].
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Example 3: Hazard rate function estimation with Right-Censored Sur-
vival data

Let Xi,...,X, be iid. survival times with absolutely continuous distribution function, char-
acterized by the cdf F, hazard rate function h = % and integrated hazard function A(t) =
f(f h(u)du. We consider a sequence of survival times Xi,, Xon,..., Xnn. In reality we do not
observe X1, ..., X, but only the right-censored sample (X,»n, D;yn), i = 1,...,n, where Xin =
Xin NU;p and D;,, = I(Xm = X;,) for some sequence of censoring times Uy, ..., U, from a
distribution function G;,. We suppose that the survival times Xi,,...,X,, and the censoring
times Uip, ..., Up,n are mutually independent for each n.

The aim is to get an estimate of the hazard rate function h, given an estimate of A(t), by solving
the functional equation

An(t) = /0 h(u)du+ U ()

where U, (t) is introduced to account for the estimation error. We propose to estimate A(t) with
the Nelson-Aalen estimator, see [2] and from asymptotic properties of this estimator we can infer
an approximate sampling distribution.

This inference method is really new with respect to previous bayesian literature, see [46], [25], [80],
[18], [48],[69].

Example 4: Deconvolution.

Let (X,Y,Z) be a random vector in R3 such that Y = X + Z, X be independent of Z and o(-),
f(), g(+) be the marginal density functions of X, Y and Z respectively. The density f(y) is defined
to be the convolution of ¢(-) and g(-)

fly) =@ rg= / o(@)gly - x)de.

We assume that ¢(+), f(+), g(-) are elements of L2(R) where 7 is a symmetric measure assigning
a weight decreasing to zero to points far from the median. We suppose ¢(-) is known, x is not
observable, f(y) is estimated nonparametrically and our interest is to recover the density ¢(z).
The corresponding statistical model is

fly) =Ke(y) +U,

where K = [ g(y — z)dz is known and U is the estimation error. Distribution of process U should
be inferred from asymptotic properties of the nonparametric estimator f (y). This is not possible
for a nonparametric estimation since a nonparametric estimator defines an empirical process with
trajectories that are discontinuous and independent at each point.

To solve this problem, we propose to transform the model. Let A be a known operator with the
property of smoothing the nonparametric estimate. For instance, it could be an integral operator
A = [a(y,t)dy, between Hilbert spaces. The transformed deconvolution model becomes:

Ey(a(y, 1))(t) = AK¢(t),
where E, denotes the expectation taken with respect to f(y). We substitute f(y) with a kernel

estimator and we get the error term V defined as V = [ a(y, t)f(y)dy — AKp. \/nV weakly con-
verges toward a gaussian process with zero mean and covariance operator with kernel E(a(y;,t) —
E(a(y,t)))(a(y:, 7) — E(a(y, 7))), from which we infer the sampling distribution.

Example 5: Instrumental Regression Model.

Let (Y,Z,W) be a random vector in R x R? x R with cdf F. Let L% be the space of square
integrable functions of (Y, Z,W) and L%(Z) C L% be the space of square integrable functions
depending on Z. The instrumental regression ¢(Z) € L%(Z) is defined by
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Y =p(Z)+e,  EUW)=0, Var(e) = o (2.23)

©(Z) is the parameter of interest and is solution of an integral equation of first kind: E(Y|W) =
E(p(Z2)|W). If we want to stay completely nonparametric, the estimator of the LHS gives an empir-
ical process with discontinuous trajectories. We have the same kind of problem as in deconvolution
to determine the (asymptotic) distribution of the estimation error. Hence, we need to transform
the model by re-projecting it on L%(Z). The instrumental regression is now characterized as the
solution of

EEYW)|[Z) = K¢,  K=E(E(|W)Z).

By substituting the LHS with a nonparametric estimator, we get a model like (2.1)

E(E(Y|W)|Z) = Ko + U.

The (approximated) distribution of U is gaussian with zero mean and covariance operator %JQK *K,
where K* denotes the adjoint of K, see [29)].

2.10 Appendix C: Monte Carlo Simulations

In all these simulations we take the regularized posterior mean as punctual estimator for the
solution of inverse problem (2.1).

Functional equation with a parabola as solution

We take X = L2 and Y = L,QJ, with 7 and p two measures taken to be uniform on [0,1]. The data
generating process is

1
Y = / x(s)(s ANt)ds + U, T, = —3s% +3s (2.24)
0

-
2

1
GP(0,%,), Y, =n""! / exp{—(s —t)*}ds
0
z ~ GP(zxo,0), zo = —2.85% +2.8s

1
Qo) = wo / exp(— (s — £)2)p(s)ds.

The covariance operators have eigenvalues of order O(e™7), the regularization parameter a has
been set to 2.e — 03, n = 1000 and the discretization step is 0.01.

We show in Figure 2.1a the true function z, (continuous line) and the regularized posterior mean
estimation (dotted line) for the prior given above with wg = 2. We propose, in Figure 2.1b a
comparison between our estimator and the estimator obtained by solving equation (2.1) with a
classical Tikhonov regularization method (small dotted line) (with oo = 2.e — 04).

To analyze the role of the prior distribution we have performed the simulation for different priors,
see Figures 2.1c and 2.1d. It should be noted that the far the prior mean is from the true parameter
the bigger should be the prior covariance operator.

Finally, in Figure 2.1 results of a Monte Carlo experiment with 100 iterations are shown. Panels
(2.1e), (2.1g) and (2.1h) are Monte Carlo experiment conducted for the three different priors
distribution considered. The dotted line represents the mean of the regularized posterior means
obtained for each iteration. Panel (2.1f) shows the Monte Carlo mean of the regularized posterior
means for the first specification of the prior distribution (dotted line) and of the classical Tikhonov
solutions (small dotted line).
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(a) wop = —2.852 + 2.8s,
Qop(t) =2 [y exp(—(s —t)?)p(s)ds

(b) comparison between the
performance of our estimator and

the classical Tikhonov regularized

solution.
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(¢c) mop = —252 + 2s,
Qoip(t) = 40 [ ((s A 1) — st)p(s)ds

Q =

(d) zop = —2.2252 4 2.67s — 0.05,

100 f; (0.9(s — )2 — 1.9]s — t| + 1)ds

e B
06 08
(e) mo = —2.852 + 2.8s, (f)
Qop(t) =2 [y exp(—(s —t)?)p(s)ds
B ) s A

() o = —25% + 2s,
Qop(t) =40 [ ((s A t) — st)p(s)ds

Figure 2.1: Figures (2.1a) - (2.1d) represents simulations with only one trial.

(2.1e) - (2.1h) represent the Monte Carlo experiment.

Qo =

(h) zp = —2.2252 4 2.67s — 0.05,

1

100 [(0.9(s — ) — 1.9]s — t| + 1)ds

Figures
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Density Estimation

This is a simulation of example 2.9 and the notation will be the same. The true density f, is the
density of a standard gaussian measure on R and the measures 7 and p, defining the L? spaces, are
uniform measure on [—3,3]. We use the sample &1, ..., &, to estimate F' and the sampling variance
Yn. The operator K is known.

The prior mean is fy = ﬁ exp{— 52 (£—0)?} and the prior variance is Qo¢(t) = wo ff’g exp(—(s—
1)2)p(s) Lds.

Parameters (o, 6,wp) have been differently set to see the effect of prior changes on the estimated
solution. The regularization parameter «, has been set equal to 0.05 and the sample size is of
n = 1000. Figures (2.2a)- (2.2d) shows the regularized posterior mean estimator for different
specification of the parameters. In panels (a) and (c¢) the true density (continuous line), the prior
mean (dotted line) and the regularized posterior mean estimator (dashed-dotted line) are drawn;
panels (b) and (d) show the comparison between our estimator and the classical Tikhonov solution
(dotted line).

Figures 2.2e and 2.2f represent a sample of curves dawn from the prior distribution together with
the prior mean (continuous line) and the true density (dotted line). Lastly, in Figures 2.2g and
2.2h, the results of a Monte Carlo experiment are shown. The dashed-dotted line is the mean of the
regularized posterior means obtained in each replication, the dashed line is the mean of Tikhonov
solutions for each Monte Carlo iteration and the solid line is thetrue density function.

Regression Estimation

This is a simulation of example 2.9; the notation is the same. We consider w € R ~ F =
N(2,1) and a Gaussian white noise e ~ N(0,2) independently drawn. Function g(w,t) has been
alternatively specified as an exponential function, g(w,t) = exp(—(w — t)?), or as an indicator
function, g(w,t) = 1{w < t}, but we only report here the results for the second specification.
g(w,t) define an HS operator K : L% (w) — L2, with 7 ~ N(2,1).

The true regression function is my(w) = cos(w)sin(w) and the prior distribution is Gaussian:
m(w) ~ GP(mo(w), Qop(w)), with Qop(wr) = wy [ exp(— (w1 —w2)?)p(w2) f(we)dws, Vo € L (w)
and wy = 2 or wy = 10. We have considered three different prior mean specifications: mg(w) =
m(w), mo(w) = 0.067w — 0.2, or my = 0. After having drawn a sample of (£, w) we estimate
E(g(w,t)€) for any ¢ by using the sample mean. The regularization parameter « is set equal to
0.05, the sample size is n = 1000 for a single estimation and n = 500 for Monte Carlo simulations.
In Monte Carlo Simulation we have done 50 replications.

Figure 2.3 shows the results. Panels (a), (¢) and (e) shows the estimation for only one replication,
Panels (b), (d) and (f) shows the estimation for each Monte Carlo replication and the mean over
all the replications (dashed-dotted line).
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3 2 1 o 1 2 3

(a) c=1,0=0.5, wo =10

) = o 1 2 3

() c=1,0=10.5,wo =10

(g) o=1,0=0.5wo =10

) 2 o 2 3

(f) o =1.5,0=0.5, wy = 10

(h) 0 =1.5,0=0.5 wo =10

Figure 2.2: Panels (2.2a)- (2.2d): regularized posterior mean and Tikhonov estimators.
Panels (2.2e) - (2.2f): Drawn from the prior distribution. Panels: (2.2g) - (2.2h): Monte

Carlo simulation.
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Figure 2.3: Panels (2.3a), (2.3c) and (2.3e): estimation for different prior means. Panels
(2.3b), (2.3d) and (2.3f): Monte Carlo Experiment with N = 100, a = 0.05, 50 iterations.



Chapter 3

On the Regularization Power of
the Prior Distribution in Linear
ill-Posed Inverse Problems!

joint with Jean-Pierre Florens.

Abstract

We consider models described by a functional equation in an Hilbert space of the type Y = Kz+U.
We wish to recover the functional parameter of interest « after having observed Y. This problem
is ill-posed because the operator K is assumed to be compact so that its inverse is not continuous
on the whole space of reference and the estimator of x is in general non consistent.

We specify a prior distribution on x of the g-prior type and we detect a class of models for which the
prior distribution on x is able to correct for the ill-posedness also in infinite dimensional problems.
The prior distribution depends on the regularization parameter and on the degree of penalization.
We prove that, under some conditions, the posterior distribution is consistent in the sampling sense.
In particular, the prior-to-posterior transformation can be interpreted as a Tikhonov regularization
in the Hilbert scale induced by the prior covariance operator.

Finally, the regularization parameter is treated as an hyperparameter and we propose how to
exploit its posterior distribution for optimally selecting it.

3.1 Introduction

Let consider the solution to the noisy functional equation

Y =Kz +U, reX, Ye)y (3.1)

where X and ) are infinite dimensional separable Hilbert spaces over R supposed to
be Polish with inner product < -,- > and norm || - ||. U is a measurement error.
K : X — Y is a known Hilbert-Schmidt (HS, hereafter), then compact, linear opera-
tor with infinite dimensional range. K* will denote the adjoint of K, i.e. K* is such that
< Ko, >=< o, K*p > Vo € X and ¢ € Y. Compactness of operator K and the
infinite dimension of the range of K make the inverse K~! not continuous on the whole

IThis chapter is adapted from: Florens, J.P., and A., Simoni (2008), On the Regularization Power of
the Prior Distribution in Linear ill-Posed Inverse Problem, mimeo.
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Y so that some regularization of this inverse is demanded.

This kind of model is classical in the inverse problem literature and it is encountered
in many real applications. Classical techniques of regularization consist in Spectral cut-
off regularization, Tikhonov regularization, or Landweber-Fridman regularization, among
other, see Kress (1999) [50]. On the other side, Bayesian methodologies propose the pos-
terior distribution of x as solution for 3.1. This posterior distribution is in general non
well-defined, in the sense that it is not consistent in a frequentist sense. In the previous
Chapter we have proposed to regularize this distribution and we have defined a new object
called Regularized Posterior distribution that plays the role of the posterior distribution.
Lehtinen et al. (1989) [53] and Mandelbaum (1984) [60] propose to regularize through a
restriction of the space of definition of Y.

In this chapter we consider a class of models where the regularization is automatically per-
formed by the prior-to-posterior transformation, so that the posterior distribution that we
obtain is well-defined and no ad-hoc regularization need to be introduced. In particular,
the prior distribution depends on the regularization parameter and the degree of penal-
ization, chosen for measuring the variability of the solution (as, for instance, the higher
order of derivatives in a Sobolev penalization).

We assume that U induces a gaussian process (GP in the following) on ). Consequently,
the sampling distribution of Y is gaussian:

Y|z~ GP(Kz, %) (3.2)

with 0 = d(n) a function of the sample size n such that 6 — 0 as n — oco. The covariance
operator ¥ : YV — ) is assumed to be a fixed and given operator. It follows that it is
linear, bounded, nonnegative, self-adjoint, compact and trace-class. Let R(-) denote the
range of an operator and D(-) its domain. We make the following assumption:

Assumption 9
(a) R(K) C D(S73);
(b) there exists an unbounded densely defined operator L that is self-adjoint and positive
such that ||L=%z|| ~ ||~ 2 Kz||.

Part (a) of Assumption 9 ensures that operator Y3 K is well-defined and it is equivalent
to say that we are demanding a compatibility between the sampling covariance operator
> and the operator K in the sampling mechanism. This is very common in practical
examples, like estimation of a density, a regression or an instrumental variable regression,
where the covariance operator is of the form ¥ = (KK*)", for some r > 1. We develop
this particular case in Section 3.3.

For all s € R, operator L in Assumption 9 (b) induces the Hilbert scale (Xs)ser, where
X is an Hilbert space defined as the completion of (),.g D(L®) with respect to the norm
||z||s := ||L°z||. Parameter a is the degree of ill-posedness in the bayesian experiment. It
is usually different than the degree of ill-posedness in the classical problem Y = Kz.

We assume that the functional parameter of interest x is characterized by the following
gaussian distribution:

x|g,s ~ GP (xo, ;LZ‘S), (3.3)

with ¢ = g(n) a function of n such that g — oo with n. The two conditioning parameters g
and s are for the moment treated as fixed. In Section 3.4 we partially relax this assumption
and treat ¢ as an hyperparameter. The operator L~2° plays the role of the prior covariance
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operator, then, following notation in Chapter 2, Qy = L™2%, where g : X — X is a linear
operator that is bounded, nonnegative, self-adjoint, compact and trace-class. This choice
of the prior covariance is aimed to link the prior distribution with the operator K and the
sampling model. Such a link is evident from Assumption 9 (b) and it is a natural idea
in linear regression models, see for instance Zellner’s g-prior (1986) [81]. Our prior is an
extension of the Zellner’g-prior.

The predictive distribution, obtained by integrating out x, is ?[g,s ~ GP(Kxg, (6 +
SKQK™)).

From a frequentist point of view, there exists a true value of the parameter of interest x
having generated the data Y. We denote this value with z, and it will be used in the
asymptotic analysis since we care for the weak convergence of the posterior distribution
of  towards a point mass in x, as n — oco. This type of convergence has been widely
discussed in Section 3.2 of Chapter 2; it is a convergence with respect to the sampling
probability and it is known as posterior consistency. We introduce a regularity assumption
about the centered true value of the parameter of interest.

Assumption 10 For some [ > s, we assume that (x, — xg) € Xjp, i.e. there exists a

B
ps € X such that (z. — x9) = L‘fg,ak (= Q35 ps)-

B 1
Because 8 > s, it follows that R(£25°) C R(£)5) and Assumption 10 implies that there
1 B=s
exists a 0, such that (z. — xg) = Q50+ and . = 23> ps. Moreover, after Proposition
1

3.6 in Carrasco et al. (2007), we can write R(Q2) = H (o), where H() denotes the
Reproducing Kernel Hilbert Space associated to €2y and embedded in X, i.e.

o

H(w) = {pipex and [lgllo, =
j=1

| <@, > |2
J

Hence, Assumption 10 implies that (z. — x¢) € H(Qp).

1

Hereafter we use the notation: a = dg, B = E_%Kﬁg, T=¥y7K. Operator T is well

defined under Assumption 9 (a). A further assumption needs to be introduced in order

that the operator B be well-defined.

Assumption 11

1
(a) R(KQG) C D(X71);
(b) a, B and s are three real parameters satisfying the inequalities 0 < a < s < f < 2s4a;

(c) there exists a v €]0,1] such that the operator (B*B)" is trace class, i.e. if {)\?}
denotes the eigenvalues of B*B, then Zj /\327 < 0o must be verified.

1
Under Assumption 11 (a), R(KQ2) C D(X~1) and, since D(X~1) € D(X~2), operator B
is well-defined.
The last assumption will be exploited for computing the speed of convergence of the
posterior distribution. When ~ = 1, Assumption 11 (¢) is the classical Hilbert-Schmidt

assumption of operator YK Qg . For 7 < 1 this assumption is more demanding. The
parameter « := d¢g will be used as the index for the family of posterior distributions, it
plays the role of a regularization parameter and it is linked to the error § in the observa-
tions. It must satisfy the two classical properties required for a regularization parameter:
o — 0 and a®n — oo as n — oo. If § oc L, this implies that £ ~ 0,(1) and “= — oo, or

vn
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equivalently % ~ 0p(1), i.e. g must increase faster than \/n but slower than n.

The solution of (3.1) is the posterior distribution of x, denoted with p¥. u¥ is a

conditional probability on X that exists and is gaussian, see Section 2.3 of the previous
Chapter. It has mean function A(Y — Kzp) + 9 and covariance operator g — AKQy,
where A : ) — X is an operator such that its adjoint is defined as the solution of the
functional equation:

1 1
(52 + EKQOK*)A*ap = Kp,  VpeX. (3.4)

Hence,

(QE—FKQ()K*)A* = KQO
& Yi(al + Y IKQK*S )T A* = KQ

o (ol + BB")SIA* — BQE
o TIA* = (al + BB*)'BQE
& TIA* = B(al+B*B)'Q2
& A° = S iB(al+B*B)'08.

1
that is well-defined under Assumption 11 (i) since R(KQZ) C D(X7!). Such assumption
concerns the degree of regularity (i.e. the differentiability) of the prior covariance operator
with respect to the sampling covariance operator. Then,

1
A=02(al + B'B)"' (S 2B)* (3.5)

that is continuous and defined everywhere. In general, it is not sure that the inverse of
operator B*B exists, since if it is compact its eigenvalues are countable and they accu-
mulate only at zero, then (B*B)~! explodes. However, this possible problem is solved by
the presence of operator al that translates the eigenvalues sufficiently far from zero, or
equivalently extends the range of B*B to the whole space ). In other words, when As-
sumption 11 holds, the prior-to-posterior transformation is equivalent to apply a Tikhonov
regularization scheme to the inverse of B*B, i.e. to regularize the solution of the equation
Bo=r,withpeYandred.

Two comments are noteworthy to be pointed out.
1) The construction of the posterior mean can be interpreted as a regularization in the
Hilbert scale induced by L®. Take for simplicity z¢y = 0, then

E(z|Y,g,s) = AY
= L %al+ L °K*S KL %) 'L K*y 2% 2V
= (al® +T*T) Ty 2y

that results to be the regularization, in the prior variance Hilbert Scale, of the solution of
the model

Y =Tx+ E*%U.

[ I

-
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This model is the transformation of (3.1) through operator $72. We remark that there is
no reason why the quantities Y3V and X3 U exist, so that this model is per se incorrect,
but it is useful in order to interpret the prior-to-posterior transformation as an Hilbert
Scale regularization.

2) In the specification of the prior distribution we may wish to stay as general as
possible by choosing a prior variance of the form Q¢ = %QL‘QSQ*, for some bounded
operator () not necessarily compact. Then, the previous case is a particular case of this
one for () = I. Operator A takes the form

A=QL*(al + B*B)"Y(X 2B)*,

for B = EféKQL_S. Hence, L* is the Hilbert Scale for ZféKQ and Assumption 9 (a)
is replaced by R(KQ) C D(Efé) that is weaker. Moreover, operator B is well-defined if
R(KQL™*) C D(X71) that is also less demanding than Assumption 11 (a).

In order to obtain the same order of convergence of the posterior distribution we also
have to replace Assumption 10 with the assumption that there exists an element 8, €

R(L~5=%)) such that (z, — z¢) = QL™ 0,.

3.2 Asymptotic Analysis

The posterior distribution ;¥ , previously defined, can reveal to be useful also for classical
statisticians if, as more and more observations are accumulated, it degenerates towards a
Dirac measure in z,. This is the concept of posterior consistency. In other words, if the
posterior distribution is consistent with respect to the sampling distribution, then it can
be used as an estimator not only by bayesian statisticians but also by classical statisticians.
In this section we study convergence in X-norm with respect to the sample distribution
as n — oo. This reduces to study consistency of the posterior mean and convergence to
zero of the posterior variance.

In order to prove posterior consistency we make use of Corollary 8.22 in Engl et al. (2000)
[19]. We give a simplified version of it:

Corollary 1 Let X, s € R be a Hilbert scgle induced by L and let NTIK X — Y be a
bounded operator satisfying ||L~%z|| ~ ||X"2 Kz||, Vz € X and for some a > 0. Then, for
B=Y":KL% s>0 and |v| <1

[(B*B)zal| ~ ||L7"" )|
and R((B*B)?) = X, (415 = D(LV@9).

We refer to [19] for the proof of it.

Let start by analyzing the posterior bias E(z|Y) — z, that we re-write as

C D
N ~~
E(z|Y) —z. = —(I — AK) (2. — x0) + AU,
with A is as defined in (3.5). Let v € X be such that (z, — 2¢) = L™ %v, then
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IO = [l - QF(al + B*B)~ (S B)*K|L~P0|?
= IQ2[I - (ol + B*B) N (= By KQZ|L* Pl
= |(B*B)*# (I - (af + B*B)™'B*B)(B"B)*= 4]
= ||a(a[+B*B)_lB*B](B*B)2<a+5>f1||2

~ Op(aa%s).

The third equality is obtained by applying Corollary 1 and @ is an element of X such that
[+By — (B*B) 2w+ 5,
Let consider now term D:

IDI> = [lAU]!?
< tr(AVar(U)A").

The last inequality is obtained by applying Markov inequality: P{U € Y;||AU||? > €} <
IE(||AU|?) and E(||AU|[*) = Var(AU) since U has zero mean. Application of Corollary

1 s s
1 implies that R(Q) = D(L®) is equal to R(B*B)2+) so that A = (B*B)2@+) (al +
B*B)~}(22B)* and then

tr(AVar(U)A") = tr((B*B)e (al + B*B)™ (72 B)"08Y "2 B(al + B*B) ™ (B"B) %)
— §tr((B*B)*@ (ol + B*B)"'B*B(al + B*B)~\(B*B) %)

after simplification. By denoting with {x\?} the sequence of eigenvalues associated to BB*,
or equivalently to B* B, we have

2
A a-‘fs +2

tr(AVar(U)A*) < 52 +)\2
(a

2
ats T2=2

= sy L _____\»
; (a+A%)2 7Y

2
Aafs—i—Q 2

2y
(5sup +/\222/\

__y(a+s)+a
~ op((sa e )

IN

where we have exploited Assumption 11 (¢).

In choosing o we find the usual trade-off: while ||C||? is increasing in a, ||D||? is decreasing
in . The optimal a, denoted with a*, is the value for which ||C||? and ||D||? are of the
same order:

8 _1(ats)ta
Qats ~ 6@ a+s
% a+s
& of = c¢pdBtatalats)
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with ¢; some constant. The fastest speed of convergence of the posterior mean, obtained

B
by substituting the optimal o*, is of order §8+e+v(ats) that is decreasing in sy. We have
therefore proved the following theorem.

Theorem 10 Let consider the probability specification in (3.2) and (3.3). Under Assump-
tions 9, 10 and 11 the posterior mean of x is consistent in the sense that ||E(z|Y, g, s)—x.||?
converges to zero with respect to the sampling probability. It is of order

¥ 8 (a+s)+a
HE(.T’Y,Q,S) - x*HQ ~ Op<Cka7+S + 604_7(174-3).

a+s
Moreover, if a = c10B+atv(a+s) | for some constant cq,
- B N
§ PR [[E(2]Y) — 242 ~ Op(1).

When ¢ is not treated as an hyperparameter 2, it has to be chosen so that ¢ — oo
holds. This in turn guarantees that the prior distribution degenerates to a point mass in
correspondence of the prior mean, but in order this makes sense, it must degenerate at
the good rate that, as we have already stressed, must be faster than /n and slower than
n.

Once the optimal « has been determined, the corresponding optimal g can be obtained
through the relationship a = dg:

g* o 06*5_1

_ B—st+vy(ats)
= 025 6+a(1+v)+m’

with ¢ some constant. The requirement that ¢ must goes to infinity slower than n is
satisfied if —a < s, that is always true under Assumption 11 (). In addition, in order to
have that g converges to +oo faster than /n one demands that 5 > (2s +a) — y(a + s),
that makes sense under Assumption 11 (b) since 2s +a > > (2s+a) — y(a + s).

The asymptotic behavior of the posterior variance is similar to that one of term C' previ-
ously considered:

~ 1
Var(z|V, g,5)¢ = [Q — Q3 (ol + B*B)™(X72B)* K Q¢

1 B=s
for any ¢ € X. If ¢ € X is such that Qg5 ¢ € R(,** ), then

N|=

N 1 .o 1,
[Var(@[Y,g,5)8l> = (92108 — (ol + B*B)"' (272 B)" K Q||
s 1 1
= |[(B*B)*= (I — (al + B*B)"'B*S™2K03)03 ¢|?
s B—s
= ||(B*B)™9[I — (ol + B*B)"'B*B|(B*B) %« v

- 0, (ais)

1 s
where v € X is such that Q¢ = (B*B)2@+sv. We summarize this result in the following
theorem.

2We shall consider g as an hyperparmater in Section 3.4.
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Theorem 11 Let consider the probability specification in (3.2) and (3.3). Under As-

sumptions 9 and 11 the posterior variqnce of © converges to zero in X-norm with respect

to the sampling probability: ||Var(z|Y,g,s)¢|| — 0, Yo € X. If ¢ € X is such that
B—s

Qéqﬁ € R(QOQT.), it is of order
IVar(@|¥, g, 5)6l1% ~ Oplai).
When the optimal « is used, the posterior variance converges at the optimal speed of
O, (75T,
3.3 A particular case
We consider in this section the particular case where L is chosen to be the canonical

Hilbert scale L = (K*K )_%, i.e. L is chosen in according to the sampling model, and
where, for some r,s € Ry

0=—, Y =(KK")", Qo = (K*K)?*.
Then,

)

Vig ~ gP(Kx,%(KK*)T>
x|g,s ~ QP(Q:O,U;(K*K)S>

Yig,s ~ QP(KxO,UQ(%(KK*)T + ;K(K*K)SK*)). (3.6)
The prior distribution is in the extended Zellner’s g-prior form, but when s = 1 we exactly
have the Zellner’s g-prior.
In this case, Assumption 9 (a) and (b) holds for » < 1 and a = 1 — r, respectively.
Assumption 11 (a) holds for s > 1, while Assumption 11 (¢) is trivially verified for
Y=g +Lr since in this case the eigenvalues of (B*B)7 are equal to the square of the
eigenvalues of K.
Hence, we replace Assumptions 9 and 11 by

Assumption 12
(a) a, b and s are three real parameters satisfying the inequalities 0 < a < s < < 2s+a;
(b) r<1ands>1;
(¢) a=1—r so that ||(K*K)2z|| = ||(KK*) 2 Kx||;
(d) there exists a v €]0,1] such that the operator (B*B)" is trace class, i.e. if {)\3}
denotes the eigenvalues of B*B, then Zj )\?7 < 00.

Assumption 10 remains valid.
The expressions obtained for the general case simplify, so that

A= (K*K)2(al + (K*K): K*(KK*) " K(K*K)2) ' (K*K) "K(K*K)?2)*,
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with o = %. We use the same decomposition of the posterior bias in the sum C' + D as in
the previous section. Hence,

ICIP = ([ = (K*K)2(al + (K*K)* K*(KK*)"K(K*K)?)" (K*K)> K*(KK*) ™" K](2. — 2o)||”
= ||lI = (K*K)*K*(o(KK*) + K(K*K)* K*) " K] (K*K) 2|2

where the second equality has been obtained after permutation of the operator (K K*) 2 K (K*K)2
with its adjoint and under Assumption 10. Let {,ojz} be the sequence of eigenvalues asso-

ciated to operator K*K (or equivalently to K K*). The order of the squared norm ||C||?

is equal to the square of the maximum eigenvalues of C"

A0

C12 ~ (sup|p] = —E s
L J apj2T +p§(s+1)

) 2(s+1-r)+0
~ (sup; [P i
Pj|Pj o 4 P2
J

(oo [— )’
J Lo+ P?(8+1_T)

~ C)p(cys+?7r)

2

that converges to zero if r < s 4+ 1. Note in particular that, for the case considered here,
B = (KK*) 2 K(K*K)> and it is well defined if sup; pj'H_T < 00, that is guaranteed if
s+ 1 > r since p; accumulates at zero. This condition is satisfied under Assumption 12
(b)-

Markov inequality is still used to analyze term D, so that we obtain:

IN

DI tr(Var(D))

0_2

= —tr(A(KK")"AY)
n
o2 Z p§(2s+lfr)

- 2(s+1—7)\2
n ~(a+p )

o2 2(s+1—r)(1—7)+25
_ : 2s+1-r)y

n & (a+p?(s+1—r))2 J

J
9 p?(s-l—l—r)(l—v)—l—?s

o j 2(s+1-r)y
— sup —— > 7

1 —vQ—rts)—14r
~ (’)p(—oz T=rts )
n
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By equating the speed of convergence of ||C||? and ||D||?> we get the optimal o

s+1—1r
BH1—r+y(1—r+s)
(0% = C3

s+a

1
n
(1>ﬁ++7w(+)
c3\ — )
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for some constant cs, that is the same rate obtained for the general case if § = % and
under Assumption 12 (¢). The fastest speed of convergence of the squared norm of the

. . Bratl
posterior mean is of order <%) “"", where we have used the value for a and 7.

From the optimal o we can find the optimal value of the associated g by using the
relation a oc £
1 _ Btvy(ats)—s
g* = ey (7 B+aty(ats) ’
for some constant ¢4, and it goes to oo if 5 > s — v(a + s) that is a condition than that
one required for the general case.
The posterior variance has norm

J(K*K)2 6|1

J(K"K) = ol

N|®
Dl

I(K*K)3[I — (al + B*B) "} (K*K)
= |[(K*K)2[I — (oI + B*B)"Y{(K*K)
~ 0, (asﬂ%)

for any ¢ € X such that there exists a v € X for which (K*K)%qﬁ = (K*K)%v.
Thus, we have proved the following Corollary to Theorems 14 and 11,

Var(z|Y,g,s)¢|

“(KK*)"K(K*K)

K
K*(KK*) "K(K*K)

Wl
Wl

Corollary 2 Under the distributional assumptions given in (3.6), under Assumptions 10
and 12 and if v = Hﬁ, then |[E(z|Y, g,5) — z4||? and ||Var(z|Y,g,s)¢||> converge to
zero with respect to the sampling probability. Moreover,

Y B 1 _atats)ta
HE('T‘YM%S)_x*HQNOp(OéS+a + —« ! sta )
n

5;3 )

~ B
[|[Var(z]Y,g, S)qﬁH2 ~ Op(asta).
s+a

1 B+a+1
n

and ¥ such that (K*K)2¢ € R((K*K)

Furthermore, if o = 03( , for some constant cs3,

3 .
nFHEa |[E(z]Y, g, s) — 2.|]* ~ Op(1)

3 .
nﬁ+1+a||Var(m|Y,g,s)gf)||2 ~  Op(1).

The definition of « as a regularization parameter demands that it satisfies the two condi-
tions: o — 0 and a?n — oo. Then, since a = %, the optimal g must go to oo faster than
v/n and slower than n. This is verified under the same conditions as in the general case:
B> (2s+a—vy(a+s)) and —a < s.

3.4 ¢ as an hyperparameter

In the preceding sections we have treated the parameter g in the prior distribution as a
fixed parameter that has to be chosen in order to get the good rate of contraction of the
prior distribution. Now, we want to consider g as an hyperparameter and express our
degree of ignorance of the prior through a prior distribution on g.

The distributional scheme is the following:
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g ~
zlg ~ uf
Y x,g ~ P~

The indices g and x mean that the prior and the sampling distributions are conditioned
on g and x, respectively. Hence, implicitly we are saying that, conditionally on x, Y is
independent on g, in symbols Y || g |z. The specification of P* and ¢ remains as in (3.2)
and (3.3), respectively, i.e. P* ~ GP(Kx,0%) and uf ~ GP(xo, éL*ZS).

We use the joint conditional distribution of (Y, x), conditioned on g, to integrate out x
from the sampling distribution. The resulting predictive distribution PY is conditional on
g. The model that we use to recover a posterior estimator for g is

g ~ v
Y\ngg,

with P9 ~ GP(Kxp,0% + éKQOK*). A result of Kuo (1975) [51] shows that it is possible
to define a density for PY with respect to another measure different than the Lebesgue
measure. We restate this result applied to our case in the following Theorem.

Theorem 12 Let P9 be a gaussian measure on Y with mean Kxg and covariance oper-
ator Sy = (60X + 1KQQK*) and P another gaussian measure on the same space with
same mean and covariance operator Sy = 52 If there exists a positive definite, bounded,

invertible operator T such that So = SQTS and T — I s Hilbert-Schmidt, then P9 is
equivalent to PY. Moreover, the Radon- Nzkodym derivative is given by

2
00 Moo

dpP9 203 %
preme H AQM AR (3.7)

L, A2 . <Y —Kuxo,p;>
with - the eigenvalues of T—1, 2]2 = %
j

to X.

and {ljz-, @;} the eigensystem associated

It is possible to notice that

1 1 1 1 11 1
O+ —KQK*) = VéXz|I+ —=2 2KQyK*Y " 2—|%2V/0,
( g ) gV ° Ve

so that T' = [I + \[ _EKQOK*Z_l \}g] All the properties of T" in the Theorem are

trivially satisfied. Assumptlon 11 (c) guarantees that T"— I is Hilbert Schmidt, since it
guarantees that )\? < oo that implies that )\? < 00, where {)\3} are the eigenvalues
of E—%KQOK*E—% )

The density in (3.7) has been expressed as function of « instead of g. This is aimed
to directly select the regularization parameter @ = dg. We put a non-informative prior
distribution on « (or equivalently on g) and we select the regularization parameter that
maximizes the posterior distribution of . Clearly, the posterior distribution of « is pro-
portional to the density in (3.7) so that it is enough to maximize it with respect to a. The
nice results that we get is that the value of o maximizing the posterior distribution is of
the same order as the optimal one.
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Lemma 5 Under Assumptions 9, 10 and 11

1 P9 /dP> a
0 og(daa/d ) ~ Op(c s +da™7).

___ats
The Mazimum a Posteriori (MAP) estimator for o is of order a™AF o §atpta(ats)

3.5 Conclusion

In this Chapter we have introduced a new class of prior distributions called extended
g-priors in honour of Zellner’s g-prior. These prior distributions are gaussian measures
with a covariance operator that is linked to the sampling mechanism. The difference with
respect to the classical g-priors is that the covariance operator does not need to be an
exact transformation of operator K, but we admit for a more general relationship between
the prior covariance operator and K. Furthermore, we require that, as the sample size
increases, the prior distribution degenerates towards the prior mean at a rate faster than
v/n and slower than n.

We analyze the classical signal-noise problem stated in infinite dimensional Hilbert spaces.
We prove that when the prior distribution belongs to the class of extended g-prior, and
under a certain compatibility between operators K and Y in the sampling model, the
posterior distribution of the signal is consistent. Thus, it can be used as a well-defined
estimator of the solution of the signal-noise problem.

The assumptions that are necessary for having consistency of the posterior distribution, are
satisfied by several statistical and econometric estimation problems. In these example the
sampling covariance operator assumes a particular structure that simplifies computations
and the proof of consistency. We have explicitly treated this particular case in Section 3.3.
We show that the prior-to-posterior transformation acts as a regularization scheme and
it can be interpreted either as a Tikhonov regularization or as a prior variance Hilbert
scale regularization but that is directly introduced by the prior distribution. Therefore,
the regularization parameter is part of the prior distribution of the signal z. Finally, we
consider the regularization parameter as an hyperparameter and we propose a completely
Bayesian method for optimally selecting the regularization parameter.

3.6 Appendix A: proofs

Proof of Lemma 5

dp9

We first consider the density J5=

proportional to

in (3.7) with the product truncated at J < co. Its logarithm is

J
+Z (< K(ze — 20), 05 > + < U, 05 >* + < K(2: — 20), 0 >< U, 05 > \})

J
Z log a
= a+ /\? (5[?(04 + /\?)

Jj=1

after having replaced Y with its expression. Then, we equate to zero the derivative with respect
to a and we multiply by da:
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i1, III;
J 2 12 J 2 \2
< K(zy — ), 0; >* N5 < U, ;i >% N
oy SEE BTN Ll S D
j=1 J J j=1 7 J
1%
T < K(x. — x0), 9 >< U, > ]

lim 1
1§HJ

and the limit of the sum is finite under Assumption 11 (¢). To analyze term II;,

< 2(a+ A2)2
J 2(1-7)
F) aX;
= J 2y
o 1?; a+ A2 77
2(1-7) J
6 Ol)\]» . 2y
< —(st;p py h}nZ)\j
J j=1

note that

Assumption 9 (b) implies that Y2 and K QoK™ have the same eigenfunctions. Then there exists
{b;} such that KQoK*p; = bjp;. Moreover, {¢;} are also the eigenvalues of BB* since BB*p; =

NTEKQK N 5 = (b/17)¢;. Hence,

J

IN

i

<KQ 5*,2 2, >2 N2

(a+23)2
J = 2 4
< Qo> p*,% >7 A
alim
J ; (a4 X%)?
B—s
< (B*B)™e 50, 4p; >2 A4
alim z
J ; (a + )\?)2
B—s
y Z <,y 2 AT
alim
et (a+ )\?)
)\2(“ tarsy)
<sup @ +)\2 )hmz <w,; >

O (a5 Jo]?).

By using Markov inequality it is possible to show that term I11; is negligible with respect to term
I; and that term IV} is equal to zero in probability.

. at+B
Then, the a™A” is such that aers = ey

o

and the result follows.

3.7 Appendix B: Numerical Implementation

We take X = L2 and Y = L2, with 7 the uniform distribution on [0, 1]. Let K = fol(s At)ds, then
K is self-adjoint: K = K*. The data generating process is
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1
Y = /x(s)(s/\t)ds—i—U, r, = —35> +3s (3.8)
0
1
U ~ GP(O,-KK),

1
x ~ GP(xg,—N0), zo = —2.85% + 2.8s
an
Qop(t) = (KK)°, s=1,an=g.

We first compute estimation of z, by fixing o to 0.3. In a second step we estimate « by using
the technique suggested in Section 3.4. In order to compute it we need to write down the density
;f;i with the product in it truncated at a certain J < oo. We make use of the eigensystem
{A2,0;} associated to K. This eigensystem is well known to be \; = ﬂzijm ©;(t) = V2sin(T1),
ji=1,3,5,...

In Figures 3.1a and 3.1c we represent the likelihood ;P% drawn against different values for . We
select the value of a that maximizes this curve and that is shown with an arrow in the figure.
Then, we recompute the posterior distribution by taking this value of .. In Figure 3.1b and 3.1d,
we show the true curve in black continuous line and the prior mean in dashed line. Then, in each
graph, we represent the posterior means obtained for an arbitrarily selected value of o and for the

value of « selected with the previous method.

Optimal a = 021511

03] \\\
A\
o \
01 \\
\
(a) mp = —2.852 +2.8s, N = 1000, (b) zo = —2.852 + 2.8s, N = 1000,
J=100,s=r=1 J=100,s=r=1

(c) mo = —25% 4+ 2s, N = 1000, (d) zop = —252 + 2s, N = 1000,
J=100,s=r=1 J=100,s=r=1

Figure 3.1



Chapter 4

Nonparametric Estimation of an
Instrumental Regression: a
Bayesian Approach Based on
Regularized Posterior!

joint with Jean-Pierre Florens.

Abstract

In this paper we deal with Bayesian inference about an instrumental regression function ¢ that
is defined through a moment condition involving the random vector S = (Y, Z,W). S is jointly
distributed according to F'; the variables in the subvector (Y, Z) are endogenous while W is a
subvector of instruments. Moment restrictions of this kind are very often encountered in structural
econometric models and we exploit them to construct a conditional probability measure on the
sample space given the parameter ¢. The instrumental regression is not constrained to belong to
a finite dimensional space, but we only impose some regularity condition and inference is directly
performed in the infinite dimensional space L2.

The solution of this inference problem is the posterior distribution of the unknown random function
. Since this distribution is inconsistent in the sampling sense, we adopt a regularized version of
the posterior distribution that we compute through a Tikhonov regularization scheme and that we
show to satisfy posterior consistency.

We consider three different degrees of knowledge of the joint distribution F(-, Z, W): completely
known, known up to a finite dimensional parameter and completely unknown. In the last two
cases estimation is performed in two steps: in the first step we get either a bayesian parametric
estimator or a classical nonparametric estimator of F'(-, Z, W) and in the second step we compute
the regularized bayesian estimator of . We develop asymptotic analysis in a frequentist sense and
posterior consistency is proved in all the three cases.

!This chapter is adapted from: Florens, J.P., and A., Simoni (2008), Nonparametric Estimation of
Instrumental Regression: a Bayesian Approach Based on Regularized Posterior, mimeo.
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4.1 Introduction

Instrumental regression estimation plays a central role in econometric theory. FEconomic
analysis provides econometricians with theoretical models, describing a certain phenomenon,
that specify relations between economic variables: a response variable, denoted with Y,
and a vector of explanatory variables, denoted with Z. The variables in Z can be endoge-
nous or exogenous and the relation is of the form Y = ¢(Z) + U, where ¢(-) expresses the
link we are interested in and, in the most easy case, with Z exogenous, ¢(Z) = E(Y|Z2).
Unfortunately, in several economic models the explanatory variables are endogenous and
so the parameter of interest ¢(Z) is not the conditional expectation function. In this latter
case, the structural econometric model we have to deal with can be written in very general
terms as

Y =(Z)+U, EU|Z)#0.

The hypothesis about the error term plays a crucial role and, if we neglect it and perform a
classical estimation by considering Z as exogenous, we get an estimation of the conditional
expectation function E(Y|Z) that is not the structural parameter of interest.

This specification of the model is not enough to estimate the structural parameter of in-
terest ¢ and some assumption must be added in order to have a further characterization
of ¢. A first strategy proposed in literature consists in adding hypothesis regarding the
joint distribution of U and Z, but this will not be the strategy followed here.

Alternatively, it is possible to add to the vector of observations (Y, Z) a vector of
observed variables correlated with Z, that we call W. Since the variables in W are intro-
duced to make inference possible, they are called instrumental variables and the vector
of observed variables becomes (Y, W, Z). Moreover, in order to characterize and define ¢,
some restriction concerning the disturbances in the model and the instrumental variables
W must be satisfied by W.

A third approach proposed in literature for treating endogeneity problems is the control
function approach proposed by Newey et al. (1999) [64]. They consider a triangular non-
parametric simultaneous equations model with some restriction on the exogenous variables
and on the error terms of the structural and reduced form equations.

In this chapter we adopt the instrumental regression approach. We increase the vector
(Y, Z) with the vector W of instruments and we replace the classical hypothesis of exogene-
ity E(U|Z) = 0 with the hypothesis E(U|W) = 0. Our aim is to obtain a nonparametric
Bayesian estimation of ¢. As stressed by Newey and Powell (2003) [63], when we are
considering a nonparametric estimation, the strong condition that the error term is mean
independent of the instrument is important for identification while a finite number of zero
covariance restriction between the instruments and the disturbances will not suffice to
identify an infinite dimension parameter. Therefore, the structural parameter of interest
© is characterized as the solution of

E(Y - o(2)|W) =0

and it is called instrumental regression. Hence, estimating ¢ is the same as solving an
inverse problem.

In this paper we are going to exploit this moment restriction in order to make inference
about the instrumental regression without imposing any constraint on the functional form
of . Even if we do not limit ¢ to be in a space of finite dimension, we propose to
take into account all the information we have a priori on the data generating process of
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the instrumental regression by incorporating it in a prior distribution on the parameter
space. We conceive therefore the instrumental regression not as a given parameter but
as a realization of a random process and we work in the product space of the sampling
and parameter space. This study is primarily aimed by a Bayesian philosophy and we
transform an inverse problem in a problem of estimation, as it is natural in the Bayesian
approach to inverse problems, see Franklin (1970) [33]. We refer to Chapter 2 for a more
complete discussion about this approach.

Application of Bayes theorem in infinite dimensional spaces is perfectly known (see [33]
and [60]), the posterior distribution of ¢ is well defined and the posterior mean is bounded
and continuous in Y in finite samples. On the contrary, as the sample size increases, the
posterior mean looses property of continuity and it is not consistent in the frequentist
sense. This is due to the fact that its expression involves the inverse of a covariance
operator that converges towards an unbounded operator. To overcome this problem, we
adopt the strategy proposed in Chapter 2 consisting in applying a Tikhonov regularization
scheme to the inverse of the covariance operator. The posterior distribution that results
is slightly modified and it is called reqularized posterior distribution.

The idea of estimating the instrumental regression ¢ by exploiting the theory of inverse
problems is primarely due to Florens (2002) [26], Hall and Horowitz (2005) [38] and
Darolles, Florens and Renault (2006) [15].

The Bayesian optics that moves this study is in any case not binding. In particular, if
we adopt a classical point of view, where a true value of the parameter of interest that
characterizes the distribution having generated the data exists, our proposed Bayesian es-
timator of the instrumental regression converges toward this true value. This convergence
is known as posterior, or frequentist, consistency and it demands that the regularized
posterior distribution degenerates in a Dirac measure in correspondence of the true value
of the parameter of interest.

The paper is organized as follows. In Section 4.2 the instrumental variable model is write
down. Section 4.3 presents the formal statement of the Bayesian experiment in the general
case with unknown variance parameter and conjugate prior distributions. We characterize
the solution of the inference problem as a regularized version of the posterior distribution.
Then, we consider the slightly different situation with independent priors. In Section 4.4
we develop inference on ¢ when the joint distribution of the explanatory variables and the
instruments F'(-, Z, W) is unknown. A preliminary step of estimation of this density is re-
quired and, in particular, two alternative strategies to accomplish this step are presented.
The first one is a Bayesyan parametric method that applies when the joint distribution
is known up to a finite dimensional parameter; the second one consists in a classical non-
parametric estimation and applies when the density is completely unknown. Numerical
simulations are in Section 4.5 and Section 5.7 concludes. All the proofs can be found in
the Appendix.

4.2 The Model

Let S = (Y, Z,W) denote the random vector belonging to R x RP x R? with distribution
characterized by the cumulative distribution function F'. We assume that F' is absolutely
continuous with respect to Lebeasgue measure, with density f, and defines the Hilbert
space L2 of square integrable functions with respect to F. We denote with || - || the norm
in this space. We consider a model of the type

Y =9(Z2)+U,  E(U|Z)#0. (4.1)
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This model is a structural model in the sense that it is directly proposed by the economic
theory; it is characterized by the fact that the intervening variables Y and Z are both
endogenous. The endogeneity of Y and Z can be explained by the fact that they have
been simultaneously generated by the relations given in the model. The lack of any further
characterization of ¢ or any constraint on it, except regularity requirements, that will be
explicit below, makes the model the most general as possible.

In order to be able to estimate the instrumental regression ¢, we suppose that a vector
of instruments W, such that E(U|W) = 0, is available. This is the instrumental variables
approach that characterizes the structural model by the relation

EY W) =E(e(2)[W) (4.2)

and assumes that there exists an unique element ¢, satisfying this equality. The only
requirement we make on the true ¢, having generated the data according to (4.1) is that
it belongs to L% (Z), where L%(Z) C L% is the subset of square integrable functions of Z
with norm || - [].

Uniqueness of the solution in (4.2) ensures identifiability, in the classical sense, of the pa-
rameter of interest ¢ by the moment condition (4.2) and, using terminology of functional
analysis, it is equivalent to assume that the conditional expectation operator is one-to-one
(or equivalently that its kernel is reduced to zero).

Furthermore, a classical solution to equation (4.2) exists if and only if the regression
function E(Y|W) belongs to the range of the conditional expectation operator E(-|W) :
L3(Z) — L4(W), where L%(W) C L2 denotes the space of square integrable functions of
W, integrable with respect to F', and notation R(-) will be reserved to denote the range
of an operator. Non existence of this solution characterizes the so-called problem of overi-
dentification. Henceforth, overidentified solutions come from equations with an operator
that is not surjective and non identified solutions, as we have already stressed, come from
equations with an operator that is not one-to-one. Indeed, properties ensuring existence
and uniqueness of the classical solution are properties of the cdf F of S.

Anyway, we are not concerned with under and over-identification since our approach is
Bayesian and we need a weaker condition for identification than the conditions necessary
to guarantee existence and uniqueness of the classical solution. In a Bayesian optics, a
model is identified if the prior distribution is completely revised. Though we are moved
by a Bayesian philosophy in constructing our estimator, we adopt a classical (frequen-
tist) notion of consistency, i.e. posterior consistency and then we need a condition for
identification, but this condition is weaker than demanding injectivity of the conditional
expectation operator, as it is done in the most of the classical literature about nonpara-
metric instrumental regression estimation. In particular, if {2y denotes the prior covariance
operator in L%.(Z), we will prove that our estimator will be consistent under the hypoth-

1
esis that E(QZ|W) : L%4(Z) — L%(W) is one-to-one on L%(Z). Hence, the identification

assumption is

1
Assumption 13 The operator E(QZ|W) : L4(Z) — L%(W), characterized by the true
cdf F, is one-to-one on L4 (Z).

1
This assumption is weaker than requiring that E(-|W) is one-to-one since if j and

1
E(Qg |W) are both one-to-one, this does not imply that E(-[W) is one-to-one. This is
caused by the fact that we are working in spaces of infinite dimension. 2. On the contrary,

1
2If we were working on finite dimensional spaces, and consequently Q2 and E(-|W) would be matrices,

1 1
Q¢ one to one and E(QF |[W) one to one would imply E(-|W¥) is one to one
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1 1
if Q¢ and E(-|W) are both one-to-one this do imply E(Q¢|W) is one-to-one.
A classical procedure in models with endogenous variables consists in transforming the
structural model, provided by economic theory, in a reduced form model that is tractable
from an estimation point of view. This means that the model is solved for the endogenous
variables in function of exogenous variables and random noise. Then, the reduced form
corresponding to (4.1) is

Y = E(Y|W)+e,  E@EW)=0
= E(@(Z)|W)+e,  E(eW)=o0. (4.3)

The reduced form will be used as sampling model for inference. We stress that the error
term ¢ in the reduced form is different from the structural error term U in (4.1). It
should be noted that model (4.3) is a conditional model, conditional on W, and that it
does not depend on Z. This is a consequence of the fact that the instrumental variables
approach specifies a statistical model concerning (Y, W), but not concerning the whole
vector (Y, Z, W) since the only information available is that E(U|W) = 0 and nothing is
specified about E(U|Z) except that it is different than 0. Note that with a control function
approach we probably could specify a Bayesian experiment concerning the whole vector
(Y, Z, W), anyway, we do not consider this approach here.

We will denote with small letters realizations of random variables: s; = (y;, z;, w;) is the
i-th observation on the random vector S. Boldface letters z and w will denote the matrix
of observations on vectors Z and W, respectively. We assume to observe a sample of S

Assumption 14 s; = (y;, zi,w;), @ = 1,...,n is an i.i.d. sample of observations on
S=(Y,Z,W).

Each observation satisfies the reduced form model: y; = E(p(Z)|w;)+e; with E(g;|w) =
0, for i =1,...,n. After having scaled every term in the reduced form by ﬁ, we rewrite
it in matrix form as

Ymn) = Kn)P +€m)s (4.4)
where
5
) y.1 ) 1
Ym) = % : y E(n) ﬁ )
Yn En

E(¢(2)|W = w1)

Vo € Li(Z), Ko = : . Ky LE(Z) — R"
E(¢(Z)[W = wn)
and Vo eR",  K{r=J-Y1, Tihs,  K(y iR = LH(2),

Operator K (*n) is the adjoint of K(,), as it can be easily checked by solving the equation
< Ko,z >=< ¢, K(*n)x > Vr € R and ¢ € L%(Z). By analogy with this notation we
denote with K = E(-|W) the operator from L%(Z) in L%4(W) and with K* its adjoint:
K*=E(|Z): LE(W) — L%4(2).

It should be noted that K,) and K Ekn) are finite rank operators, so that they have only n
singular values different than zero.

To keep things easy we make a distributional assumption for ¢;:
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Assumption 15 The error terms of the reduced form model are independent and identi-
cally distributed gaussian, conditionally on (wy,...,wy): &i|w ~ i.i.d. N'(0,0?).

As a consequence £(,,)|w ~ N(0, %In), where I, is the identity matrix of order n. We
only treat the homoskedastic case.

4.3 Bayesian Analysis

In this section we develop and analyze the Bayesian experiment associated to the reduced
form model (4.4) and we consider a sample from it. Elements yin) of vector y(,) represent
n independent, but not identically distributed, draws from a sampling probability P % wi
conditional on W = w; 3. The product sample space will be denoted by ) = R and
its associated Borel o-field by Fy. We shall denote with P?%% the conditional sampling
measure on Fy associated to the whole vector y,) and conditioned on the vector of
instruments w.

Two parameters characterize the model: the nuisance variance parameter o2 and the
instrumental regression ¢ that represents the parameter of interest. We use notation
B for the o-field associated to Ry and v for the prior probability defined on it, then
0? € (Ry,B,v). The parameter of interest ¢(Z) has only been constrained to be square
integrable with respect to F', implying that it belongs to L%(Z). We denote with £ the
o-field of measurable subsets of L%(Z) and with u° the prior distribution , conditional on
o2,

Finally, the product parameter space is (Ry x L%(Z),B® &, v x ) and there exist two
possible ways for specifying the probability measure on it. The traditional approach calls
for a conjugate model with a joint distributions on the parameter space that is separable in
a marginal on R and a conditional 7, given B, on L% (Z). Otherwise, new developments
in Bayesian literature propose more and more models in which the prior distribution on
the parameter space is the product of two marginal independent distributions, in this case
1% = p since it does not depend on the variance parameter. Inference analysis changes in
the two cases; we start by treating the conjugate model and we present the independent
case in subsection 4.3.3.

The conjugate bayesian experiment associated to model (4.4) is summarized as

E=Rix L3(Z2)x Y, BRERF,IY =v x pu° x PV,

where IIV is the conditional joint measure on the product space, conditional on w.
Bayesian inference consists in finding the inverse decomposition of II" in the product
of the posterior distribution %% x p®%% and the predictive measure P¥. In the follow-
ing, we shall lighten notation by simply writing 7 for 7% and u®” to denote u®”%.
We assume that the prior v is an Inverse Gamma distribution with known parameters 1
and s. The distribution u?, conditional on ¢?, is a Gaussian measure on L% (Z) defining
a mean element g € L%(Z) and a covariance operator 02Qq : L%(Z) — L4(Z). u° is
such that E(||¢||?) < oo, V¢ € L%(Z), where E(+) is the expectation taken with respect to
u?. Moreover, {2y results to be a trace-class operator and this guarantees that realizations
of this process will be in L% (Z) with probability 1.

The support of the centered prior distribution u is the closure in L%(Z ) of the Repro-
ducing Kernel Hilbert Space associated to g, (H(2o) in the following). Let {)\?0, @?0 }

be the eigensystem of the compact self-adjoint operator g, see Kress (1999) [50] for a

3Notation P°#*i means the conditional probability P(ﬁyﬂa{ o, W = w;).
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definition of eigensystem and singular value decomposition. We define the R.KC.H.S.(Qp)
embedded in L%(Z) as

| < ¢,670 > 2

H(Q) ={¢:¢c L¥(Z) and Z e

oo} (4.5)

1
and, following Proposition 3.6 in [10], we have the relation H(2y) = R().
If Qp is injective then H () is dense in L%(Z) and the support of u° will be the whole
L3(2).
Under Assumption 15 the sampling probability P7#" is gaussian with mean K,)¢ and

covariance matrix %ZIn. The marginal P%%, marginalized with respect to u?, is still

gaussian with mean K)o and with covariance matrix o%C, = UQ(K(n)QoKEkn) + %In)
that is positive-definite and of full rank n.

From a classical point of view, there exists a true value of the regression function that has
generated data y(,) through model (4.4). We denote this value with ¢, and we assume
that

Assumption 16 (p. — @) € H(), i.e. there exists 5, € L%(Z) such that p. — oo =
1
Q0.

This assumption is only a regularity condition and it will be exploited for proving asymp-
totic results with a convergence analyzed in the sampling sense. In reality, the gaussian
prior measure 17 is not able to generate trajectories in this space since u?{y; ¢ € H()} =
1, but u{p; o € H(Qo)} = 0. However, if Q is injective, H(£2) is dense in L% (Z) and u
is able to generate trajectories as close as possible to the true one. The incapability of the
prior to generate the true parameter characterizing the data generating process is known
in literature as prior inconsistency. This problem is present only for infinite dimensional
parameter sets since it is difficult to be sure about a prior on an infinite dimensional pa-
rameter space and so it can happen that the true value of the parameter is not in the
support of the prior, see e.g. [34] or [37].

The elements in K,y and K (*n) depends on the density f(Z, W) and its marginaliza-
tions. For the moment we take these densities as known, but this is not always true in real
applications. When they are unknown they can be seen as nuisance parameters affecting
both distributions P%%"Y and P?%. In Section 4.4 we will analyze the unknown density
case and we will index these two probabilities with f: P/%®W and PfHow,

Summarizing, we have

o? ~ TID(v,s3)

Q QoK
¥ 2 %0 2 0 08 (n)
~ P 9y ?
( Yn) > ‘U I << K)o > 7 ( Ky 31+ KooK, ))

so that (¢, y(n)) is a jointly gaussian process conditionally on o?.

The posterior distribution of o2 is easily computable and does not rise any relevant prob-
lem; we will handle it in the next subsection.

More problems are found concerning the posterior distribution of . We start by consid-
ering the conditional posterior distribution of ¢, conditional on 2. The main theoretical
question concerns the existence of conditional gaussian processes in Hilbert spaces, namely



64

the existence of a transition probability characterizing the posterior distribution of ¢ condi-
tional on o2. The existence of a well-defined posterior distribution is guaranteed by Jirina
theorem, see Neveu (1965) [62] since the spaces we are working in are Polish spaces*. We
refer to Chapter 2 of this essay, to Franklin (1970) [33] and Mandelbaum (1984) [60] for a
complete discussion about this point.

The conditional posterior distribution of ¢, given ¢, is gaussian; this follows from the
form assumed by the characteristic function of ¢ given (y(n), 0?). We characterize this
distribution in the following Theorem. The conditional expectation of ¢, given (y(,), a?)
exists, since |p|? is integrable, and it is an affine transformation of Y(n)- We remark again
that all the posterior probability have to be meant computed for a given w.

2

Theorem 13 Let ¢ and y(,) be two conditionally jointly distributed gaussian random
elements, conditional on o2, in L%(Z) and RN, respectively. Then, the conditional distri-
bution of ¢ gven y,) and o2 is gaussian with mean Ayny + b, where

A=K}, C, b= (I — AK@))p0 (4.6)

and covariance given by
O'QQy = O'Q(Qo - AK(n)Q())

Proof of this theorem can be found in Mandelbaum (1984) [60]. Then E((p]y(n),UZ) =
wo + QOK(*R)C’,Il(y(n) — Kmy9o), if (Ym) — Kmypo) € R(Cp) that is always satisfied in
finite dimension. The variance parameter o2 affects the posterior of ¢ only through the
posterior covariance operator, so that E(¢[y), o) = E(¢lym))-

For small samples, the posterior distribution u®% is well defined in the sense the opera-
tors in its mean and variance are bounded due to the fact that C,, is an invertible n X n
matrix because its n eigenvalues are all different than zero. On the contrary, as n — oo,
the inverse C,; I that appears in operator A converges towards a noncontinuous operator
and then A converges to a non-continuous linear operator defined in the set of (y;)ien
This prevents the posterior mean from being consistent in a sampling sense even if it is
consistent in a Bayesian sense, i.e. with respect to the joint distribution of observations
and parameters.

For different reasons explained just below, we want that our Bayesian estimator be con-
sistent in the sampling sense, namely with respect to the sampling probability. In the
following, terms like frequentist consistency, classical consistency or posterior consistency
will be equally used for referring to this convergence. The pair (p, u®7) is consistent,in
the classical sense if for P7%%-almost all sequences y(,), the posterior 7 converges
weakly to point mass at ¢. Moreover, u®7 is consistent in the classical sense if (¢, u”7)
is consistent for all ¢. This concept of frequentist consistency is extensively developed in
Diaconis and Freedman (1986) [16] among others, where Bayesians are separated into two
groups: ”classical” and ”subjectivist”. Classical bayesians believe there exists a true value
of the parameter that has generated the data, therefore they care for, as data set becomes
large, the posterior converging to a point mass at the true parameter. In point of fact,
posterior consistency is interesting also for subjective Bayesian for different reasons (e.g.
”intersubjective agreement” or to check if the posterior is a correct representation of the
updated prior, see [16] and [27]).

Furthermore, having a posterior distribution (and hence a bayesian estimator) that is con-
sistent justifies, also from a classical point of view, the estimator obtained with a bayesian

4A Polish space is a separable completely metrizable topological space. Both L% (Z) and R are Polish
spaces, see for instance [45].
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approach. On the basis of this argument we are persuaded about the importance to find
an estimator that is consistent in the sampling sense. The following lemma states the non
consistency of the posterior u®7%.

Lemma 6 Let ¢, be the true value of the parameter having characterized the data gen-
erating process P%?+%. The pair (p., p®7’) is inconsistent, i.e. pu®” does not weakly
converge to a point mass d,, N Px.

Proof: See Appendix 4.7. [

The intuition of this lemma is that, when n becomes large, even if (11, + KyQoK, (*n))

looks like a Ridge regularization, % goes to 0 too fast to control the ill-posedness of the
limit of the inverse of K,)Q0K (*n). The number of eigenvalues of C),, grows with n up
to form a decreasing sequence having 0 as the only accumulating point. Contrarily to
finite dimensional cases, where the Ridge regression has a Bayesian interpretation and a
regularization effect, the prior specification does not solve the problem of ill-posedness in
infinite dimensional problems because of compacity of ().

For solving the lack of continuity we propose to apply a Tikhonov regularization scheme
to the inverse of Cj,: Cg}X = (apIy + %In + K(n)QoK{n))_l, where «,, is a regularization
parameter. In practice, this consists in translating the eigenvalues of C,, far from 0 by a
factor a,, > 0. As n — oo, o, — 0 at a suitable rate to ensure operator C,, stays well
defined asymptotically.

We call Regularized (conditional) Posterior Distribution, denoted with ,ug’]:, the condi-
tional distribution on &, given (y(,),0?), defined in Theorem 13 in which operator A has
been substituted by the Tikhonov regularized operator A, = QoK E‘n)Cg’ L. This object
has been introduced in Chapter 2 and defined as the Bayesian solution to a functional
equation in Hilbert spaces.

The instrumental variables model we are treating describes an equation in finite dimen-
sional spaces, but the parameter of interest is of infinite dimension, so that the reduced
form model can be seen as a projection of ¢ on a space of smaller dimension. Even if the
problem we are considering is substantially different with respect to that one considered
in Chapter 2, asymptotic arguments motivates us to adopt the regularized posterior dis-
tribution ug’f as solution for our inference problem. On the other side, if we wanted to
solve (4.4) in a classical way, we would realize that some regularization scheme would be
necessary also in the finite sample case since ¢ = (K Eﬁn) K (n))*lK E“n)y(n), but K (*n) K is
not full rank and than non invertible.

Summarizing, the regularized (conditional) posterior distribution ug’f is a gaussian mea-
sure defining a mean element and a covariance operator

A

Pa = Ea(@’meQ) = AaY(n) + ba
0*Qya Vara(elyn, 0%) = 0*(Q0 — Aok (1)), (4.7)

with

A, = QK*(aHlHK QoK >_1
o = 0 p | Cn n (n)>40483 ()
bo = (I_ AaK(n))QOO-
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We will take the regularized posterior mean as punctual estimator for the instrumental
regression, as suggested for a quadratic loss function. In section 4.3.2 we will state con-
sistency of this solution.

4.3.1 The Student ¢ Process

We proceed now to computation of the posterior distribution of o2. Then, this distribution
will be exploited in order to marginalize the regularized conditional posterior distribution
13" of o, given o2, with respect to o2

A conjugate model allows to integrate out ¢ from the sampling probability PZ%% to
obtain P7Y :=P(y(,|0?, w) and then to use the two probabilities

o? ~ TII(1,s?)

1
2 2 "
Ymlo™ ~ N(Kpo,o (EIn + KKy )

to make inference on o2. The posterior distribution of ¢ has the kernel:

F ( 1 )1/0/2+n/2+1 1
2

1 L\l
7 exp{_i[(y(n)_K(n)SDO)/( In+K(n)QOK(n)) (V)= K (n)0) 551}

o 202 n

that identifies an ZT' distribution °. Then

02]y(n) ~ ID(v,s2), with
Ve = 1Vg+n
1 « \ !
s = s (Ym) — K(n)@OY(EIn + K(n)QoK(n)> (Yn) = Emypo)-

Obviously the posterior distribution of 02 does not depend on ¢ and then it can be used for
marginalizing the regularized conditional posterior distribution of ¢ by directly integrating
out 02. When the model is conjugate we do not necessitate of a Gibbs sampling, as in the
case with independent priors.

Analogy with the finite dimensional case, where integration of a gaussian density with
respect to an Inverse Gamma gives a Student t distribution, suggests that we should find
a similar result in infinite dimension: |y, should be a Student t Process in L%(Z). We
introduce a new process called Student t Process. In the next definition, we define it in a
general Hilbert space through the scalar product in this space.

Definition 2 Let X be an Hilbert space with inner product < -,- >x and x € X. x
is a Student t Process with parameters xg € X, Qy : X — X and v € Ry, denoted
x ~ StP(xg,Qo,v), if and only if V6 € X,

<z, 0 >x~ (< x0,0 >x,< Q06,0 >x,v),

i.e. <x,0 >x has a density proportional to

®There exist different specifications of the Inverse Gamma distribution; we use in our study an ZT'(v, s3)

vo/2+1 $2
with density: f(o?) o (ﬁ) exp{ — %U—‘;} The corresponding mean and variance are E(o?) =

55/2 55 2 sd/4 .
o/2—1 = gz and Var(c®) = Wo/a=D)2(vg/2=2)" respectively.
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[V+ (< 2,6 >x — < x0,0 >x)21- 5"
< 00,0 >x ’
with mean and variance
E(<z,0 >x) = <x0,0 >x, ifv>1
Var(< z,0 >x) = Y 5 < Q08,0 >, if v>2.
V_

At the best of our knowledge, this kind of process has never been encountered in the
existing literature.

We admit the following Lemma, concerning the marginalization of a Gaussian Process
with respect to a variable distributed as an Inverse Gamma.

Lemma 7 Let 02 ~ IT(v,s%) and x|o? ~ GP (w0, 0%, with 0? € Ry and v € X. Then,
2
T~ StP(:Uo,—QO,V>.
v

Proof of this lemma is trivial and follows immediately if we consider the scalar product
<z, 0>,V e X, so that it has a normal distribution on R.

We apply this result to the instrumental variable process ¢ for integrating out o2 in the
regularized posterior distribution. Hence,

s

90|y(n) ~ Stp(@avay,a’V*)’

*

2
with marginal mean ¢, and marginal variance %Qy,a. We call this distribution regu-
larized posterior distribution and denote it with .

4.3.2 Asymptotic Analysis

We focus, in this section, on asymptotic frequentist properties of the posterior distributions
of 02 and ¢. As it has already been pointed out, our study can be classified among
classical bayesian studies in the sense that we believe in the existence of a true value for
the parameters having generated the data. This fact gives more generality to our analysis
since the bayesian philosophy moving it is less binding.

The regularized posterior distribution /LZ’F is consistent if the probability, taken with
respect to this distribution, of any complement of a neighborhood of ¢, converges to zero.
Posterior consistency of Mg’f is stated in the following theorem.

Theorem 14 Let ¢, be the true value having generated the data and ,ug’]: a gaussian
measure on L%.(Z) with mean AaY(n) + ba and covariance operator 02Qy o defined in 4.7.
Under Assumption 24, if a, — 0 and o2n — oo, then:

(i) ugj}— weakly converges to a point mass 6y, N Pi;

1

_1 1 1
(1) if moreover Qy * (¢« — o) € R(€25 K*KQ@)g for some 3 > 0, then

8 1 8 1
B o lle = oull 2 el ~ Op(ad + ——zad + ).
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The condition required for the second part of the theorem is only a regularity condition
that is necessary for having convergence at a certain speed. The hypothesis that really
matters for having posterior consistency is the fact that (p. — ¢g) € H(Q).

A corollary provides the necessary results for Theorem 14, it concerns consistency of the
regularized posterior mean and convergence to zero of the regularized posterior variance.

Corollary 3 Under Assumption 24, if an, — 0 and a?n — oo,
1 1
(1) ||¢a — @«l| — 0 in P7=¥*-probability and if 6, € R(] K*Kﬂg)g for some 3 >0,
1

1
180 = ul 2 ~ Op(af + ——all + ——);
“ azn “n azn

v

1 1 1
(ii) ||Qy.all — 0 in P7%*-probability and V¢ € L%(Z) such that Q¢ € R(QEK*KQZ)
for some 3 >0,

190a0l> ~ Oy (0 + ).

n

The rates governing the bias are the first and the third one in brackets, being the second
one the product of the two. While the first rate ag requires a regularization parameter
an going to zero as fast as possible, the third rate requires an «, going to zero as slow as
possible Hence, the optimal rate for «,, will be obtained when the two rates are equated:

ol = This gives an optimal regularization parameter proportional to

a2n

1
oy xn B2
and a global rate of convergence of the regularized posterior mean and variance (in squared
__B_
norm) proportional to n~ #+2 that is the fastest one. The regularized posterior distribution

__8
converges at the slower rate n 20+2),
Now we concentrate on the posterior consistency of v. We denote with g(Z,w;) the

1

transformation of the kernel of K (* ) by operator Qg, i.e. if wy(s,Z) denotes the ker-
1

nel of Q2, g(Z,w;) = 92 g wl) = Jwo(s, 2) féfS i) f(s)ds. In particular, we have

F(s)f(ws) flw;)
Q2K2kn) ) = = > €i9(Z,wy).

Theorem 15 Let o2 be the true value of o2 having generated the data and v” the posterior
Inverse Gamma distribution on Ry described in subsectz’on 4 3.1. Under Assumption 24,

if there exists a v > 1 such that Vw, g(Z,w) € R(QQK*KQQ) then:

Vanl(E(02|y(n)) - Uf) ~ O,(1).
It follows that v {c? : |0® — 02| > €,} — 0,2, where 6,2 is the point mass in o2.

We conclude this section by giving a result of joint posterior consistency, that is the
joint measure v7 x u®7 degenerate towards a Dirac measure in (02, y).

Lemma 8 Under condition of Theorems 14 and 15, the joint measure

VT 5 i {(0% ) € Ry x LH(Z): (0% 9) — (0% 00l 12 = en)

converges to zero in P7*¥*-probability.
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4.3.3 Independent Priors

We adopt in this section an alternative specification of the joint prior measure on the
parameter space: we asstme that the prior for ¢ does not depend on 2. Then, we denote
with 4 the prior on L% (Z) and the joint prior distribution on Ry x L%(Z) is equal to the
product of the two marginal v and u. Hence,

02 ~ IF(V(%S%)
© ~ GP(po, )

2
g
y(n)|§0502 ~ Nn(K(n)QOv;In)

In this case it is not allowed to integrate out ¢ from the sampling distribution of y,
since we do not have a conditional measure for ¢ given o2. This particular structure
of the problem makes computation of the marginal posterior distributions of ¢ and o?
unfeasible, nevertheless it is possible to obtain closed form for the posterior distribution
of ¢ conditional on o2, u7 and for the posterior distribution of ¢ conditional on ¢,
denoted with v#%. Then, a Gibbs sampling algorithm will allow, for a large number of
iterations, to get a good approximation of the stationary laws represented by the desired
regularized marginal posterior distributions pZ and 7.6
We start by computing the conditional posterior distribution of ¢. Conditionally on o

(y(n), ©) are jointly normally distributed with mean and variance

2

B( Yo ) = (Koo )y ) - ( B K, )
¥ wo ¢ Ko (51 + KyQoKf,)
and the parameter o2 only affects the variance of Y(n)- The conditional posterior of ¢
still suffers of a problem of inconsistency since it demands the inversion of the covariance
operator of y(n)|02 that, as n — o0, converges towards an operator with non continuous
inverse. Hence, we use the Tikhonov regularization scheme already introduced and the
regularized conditional posterior distribution of ¢, still denoted with ug’f is a gaussian
measure:

§0|y(n)7 o’ ~ gP(Agy + bU? Qg)
2
o * * g —1
A = Q()K(n)(an[n + K(n)QoK(n) + ;In)

«

bW = (In— ALK @m))¢o
2
* * o -
Q;a = Qp— Q()K(n) (Odnfn + K(n)QOK(n) + ?In) IK(TL)Q())

It should be remarked the difference between operators A7 and A, and operators f
and €, , defined in the conjugate case.

For computing the posterior distribution of o2 given ¢, we use the homoskedastic model

2

specified in Assumption 15 for the reduced form error terms: E(n)’UZ id.d. ~N(0,%-1I,),
with €(,) = y(n) — K(n)p. Computation of this posterior distribution demands to know ¢

and this means, in a Gibbs sampling algorithm, that we have to draw ¢ from ,ugjf before
to use it for constructing £(,). This makes clear the fact that the regularization scheme

5The meaning of the index a will be clarified below.
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plays a role also in the conditional posterior distribution for o2 through ¢, so that we
also index the conditional posterior distribution of o2 with a: v& o+ Then, we talk about
reqularized error term for €;, = y; — K(Zn)go, with ¢ ~ ug’f and K (ln denoting the i-th
component of the vector. Trivial computations provide us with the conditional posterior

veF ~ IT(, )
Ve = Vg + 1, —80+Z E(p|w;)).

The associated Gibbs sampling algorithm is the following:

(i) fix an initial value for o: 0(20);

(ii) draw o from pe(@|F, U(Z 1))'

(117) draw cr( ) from Vo (0% F, oW);

(iv) iterate (ii) - (i) for i =1,...,2J;

(v) discard the first J values and use the other ones to estimate the posterior distributions
pl and v7 .

Implementation of this algorithm requires to determine two elements: the starting value

0(20) and the number of iterations J necessary to get the stationary distribution. We

propose to draw the starting value 0(20) from an ZI' distribution with parameters chosen

in such a way that some feature of the sample are reproduced. First, we estimate o2

through a nonparametric estimation of &;: & = y; — E(y|lw;). For instance, E(y|w;) is
obtained by using a kernel smoothing estimator. Therefore, 2 = Var(é;) and we set the

first theoretical moment of o2 equal to 62. Since o ~ ZT' (D, 53), E(c?) = DOS§2 and then
5 = 62( — 2). Lastly, i will be fixed such that the degree of freedom associated to
the distribution will be smaller than the sample size, i.e. 7y < n, in order to make the
distribution more dispersed. At the end, we draw the starting value 0(20) from ZT (v, 53)
In order to determine the number of iterations J we propose a method that is an adaptation
of the technique proposed in Gelman and Rubin (1992) [35]. This strategy consists in
using several independent sequences, with starting points sampled from an overdispersed
distribution, and in analyzing the multiple sequences by computing estimates of quantities
of the target distribution to see how close the simulation process is to convergence.

We simulate M independent sequences, each one with length 2J, with different starting
points drawn from ZT'(%, 32), with 79 and 32 determined as described above:

ij ~ p2t, =1, M;j=1,...,2J
2 o F 1=1,...,M; j=1,...,2J.

~

Ui] a

The target distribution of each parameter can be estimated in two ways. First, a distri-
butional estimate is formed by using between-sequence and within-sequence information;
this is more variable than the target distribution, because of the use of overdispersed
starting values. Second, a pooled within-sequence estimate is formed and used to monitor
the convergence of the simulation process. In principle, when the simulations are far from
convergence, the individual sequences will be less variable than the target distribution,
but as the individual sequences converge to the target distribution, the variability within
each sequence will grow to be as large as the variability of the target distribution.

The first J iterations of each sequence are discarded and the last J are used to compute
the following quantities:
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i=1 j=1 i=1
1 & 1 <
_ 2 2 _ 2 TIN\2
Ww = M;‘Sia S = H;(Uzj —07)
— J—1 1
Var(o?) = “——WW + =B.
ar(o®) 7 + 7

B is the between-sequence variance and WW is the within-sequence variance of o?.
@“(02) is an estimate of the variance that would be unbiased if the starting points of
the simulation were really drawn from the target distribution, and it is an overestimation
under the more realistic assumption that the starting values are overdispersed. Mean-
while, for J finite, quantity W underestimates the variance of o2 since the individual
sequences have not had time to range over all the support of the target distribution and
then will have less variability.

For the parameter ¢ we compute the same quantities, but due to the fact that the tra-
jectory ¢(+) is a function on R, all the corresponding quantities will be functions on R.
Therefore, we have an uncountable number of these quantities: one for every point in the
domain of the realization ¢.

J M 1 J M
BP() = o7 @0 -9 ()% wil) jZ Z

M

W) = 22360, DR = 51 Yoleu() - i)
i=1 j=1

Vare()) = 2 J1WW¢<>+§B¢<->.

To monitor convergence of the iterative simulation, it is suggested in Gelman and
Rubin (1992) [35] to compute the potential scale reduction, denoted with R (respectively
R“"). This quantity estimates the factor by which the scale of the current distribution for
the parameter o2 (respectively ¢) might be reduced if the iterations were continued /111 the
limit J — oo. The potential scale reduction for ¢ is computed as the ratio R= V%%‘f)
and then its square root is taken. The idea is to compare something that overestimates
with a quantity that underestimates the variance in the target distribution (v7)=!.

It will be selected a number of iterations for which the potential scale reduction is near
1 for all parameters of interest. The target distribution will be summarized by using the
simulated values from the last halves of the simulated sequences. The strategy described
in [35] is adapted only for scalar parameters. In particular, a problem arises in determining
the potential scale reduction for an infinite dimensional parameter. Indeed, we have an
uncountable number of R¥ for the parameter o and check for all of them will be unfeasible.

Our suggestion is to consider the uniform norm of this quantity:

VEL = 1189,

where ||R?||o = sup, |[R?(s)| and R?(s) = %‘is)). In practice, with numerical simula-
tions we shall have only a finite number of points s because of discretization of function
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. Therefore, our method can be seen as equivalent to a Gibbs sampling for a large, but
finite, number of parameters where we are checking that the potential scale reduction is
near 1 for all the parameters.

Alternatively, because of the finite number of discretization points s used in a numerical
simulation, instead of computing variance for each fixed point s we suggest to compute the
covariance matrix of ¢(s) for the vector of all discretization points of ¢. Then, quantities
B WW¥, I7a\r(<p) become matrices and we can compute the maximum eigenvalues A\pqz

and AWV of 17(;“(90) and WW?¥, respectively. We propose to estimate the potential scale

reduction as the ratio between these two eigenvalues: \/E =, /i\"v’%,J and again to check
that it is near 1.

4.4 The Unknown Operator Case

In the previous section we have developed Bayesian analysis by supposing that the joint
density f(Z,W) was known. Though this hypothesis considerably simplifies inference, it
is not always realistic. In most of the cases it is more appropriate to consider that it is
partially or completely unknown.

In this section, first we develop inference when the joint density f(Z, W) is known up to a
parameter 0 of finite dimension and then when f(Z, W) is totally unknown. In the latter
case, nonparametric estimation methods require to be considered.

4.4.1 Unknown Finite Dimensional Parameter

When F(Z, W) is known up to a finite dimensional parameter 6 a further Bayesian exper-
iment, different than =, has to be specified. This is due to the fact that the instrumental
variable model that we use to characterize =, and in particular the sampling probability
in it, does not specifies any characteristic of the distribution of (Z,W'). The parameter
space will be denoted with © C R!, A is the associated o-field and p is the probability
measure defined on it.

Let consider an i.i.d. sampling from F(Z, W), the Bayesian experiment is

Ezw = (0 X Vow, A® Fzw,p x F?),

with Yz w = RPTON the sampling space for the sample (z,w) and Fzw its associated
o-field. F? represents the sampling distribution on F. zw-. The instrumental variable
approach does not provide any way to rely together the two Bayesian experiments Zz
and =, actually it only defines = and, when # is unknown, a Bayesian inference on it is
possible only by specifying a new experiment Zzyr and by considering a sample different
than that one used to make inference on ¢. This means that we have two completely
separated model: the first one, =z, will be used to estimate ¢ and the second one,
=2, will be used to estimate ¢ given the previously obtained estimate for #. To make
this concept operational we need two samples: one on (Z, W) of size n, denoted with

sy = (2,W) = (S2,1,...,52,3) and a different one on (Y, W) of size n, denoted with s; =
(y,w) = (s1,1,--.,51,n) as specified in the following assumption:
Assumption 17 s1; = (y;,w;), ¢ = 1,...,n and s2; = (Z, W), i =1,....7 are two

i.i.d. samples of observations on S1 = (Y,W) and Sy = (Z, W), respectively. Moreover,
we assume that the samples (wi)izlj,_,n and (’lI)j)j:17_._7ﬁ have been generated by the same
distribution F(W') characterized by the true value of parameter 0.
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To simplify things we suppose the variance parameter o2 to be known and we use the
notation =y, instead of = as before, for the Bayesian experiment for ¢. Hence, Bayesian
model =g results to be

Zp = (L3(Z) x Y,E @ F,II% = p x PP#W),

The sampling and marginal probabilities in =y depends on the realized value of 6, this
justifies the notation P%#Y, P%W for the sampling and marginal distribution and p”¢ for
the posterior probability. As already stressed, Bayesian experiment in Section 4.3 can be
seen as a particular case of =, in the sense that it is the conditional model in the case in
which 6 is known. In this case, © and A degenerate in a point 6, and p degenerates into
a point mass in 0,.

Bayesian analysis is separated into two steps. In the first one, the parameter 6 is esti-
mated by only using the sample (z, w). The second step performs posterior analysis of ¢
conditionally on a 6 drawn from the posterior p(#|z, w) and it only demands the use of
the sample (y, w) and model Zy.

We assume that the subvector So = (Z, W) induces a gaussian measure on RP™? with mean
vector m € RPTY and covariance matrix V' € Cpq, where Cpq is the cone of (p+q) x (p+q)
positive definite matrices. Therefore § = (m,V) € © = RP? x Cpy, and

82¢|9N i.i.d.Np+q(m,V), 1= 1,...,T~L

and FY is the product of # multidimensional normal distributions. In order to simplify
simulations, we consider the precision matrix ¥ = V~! instead of V, hence parameter ¢
becomes: 0 = (m,Y). We specify a conjugate prior for 6:

Y o~ W(EO"UO), Eo € Cp+q, vy > (p—i— (]) +1

1
m|Y ~ Npiq(mo, U—E_l), mo € RPTY, yy € Ry,
0

where W(Xg,v9) stands for a Wishart distribution with parameters a matrix ¥y of con-
formable dimensions and a scalar vg. Standard Bayesian computations give the posterior
of (m, %)

v —( ) 1
p(m. Sl (s2,)ic1,. ) oc S35 exp {5 fus(m — ) S(m —m) +r5 5] |

and its decomposition

p(X](s2:i)i=1,...a) ~ W(Zs, v4) (4.8)
P(m|2§(82,z‘)z‘:1,..,,ﬁ) ~ N(p+q)(m*,u*2_1)a (4.9)

*

with
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Uy = N+ ug
1
my = *(Z S24 + uomo)
Usx =
(2
Ve = N+ g
1 1 2 n ud
— — ’ ’ ' ~ _ _ ’
X, o= X, 4+ E 82,i8,i T UoMoMy — 5285 — nu—(SQmo + mpSy) — LMoy
. * * *

)
n
_ 1
S22 = Tg 524
n -
=1

Once the posterior distribution p(6|(s2;)i=1,...,5) has been obtained, we draw from it
a value of @ that will characterize the sampling measure P%#"W in Zy and the regularized
posterior distribution ,u,f’e, conditional on 0, is computed as usual. The dependence of ,uf’e
on the particular value 6 extracted from p(6|(s2,i)i=1,... ») will be eliminated by integrating
out 0:

Ea(@’y(n)uw) = /Ea(@|97y(n)7w727w)p(9y(n)awai7€v)d9 (410)

Vara(90|y(n)aw) = /Vara(g0|9,y(n),w,i,€v)p(9|y(n),w, N,\X/’)d@ +
Var(Ea(el0,ym), W, 2, W)|Y(n), W, 2, W) (4.11)

where the last variance is taken with respect to p(9|y(n), w,z, w). For statistical coherence,
we write all the conditioning variables, but we could simplify things by eliminating the
variable with respect to which there is conditional independence:

Ea(@’a Yn), W, z, V~V) = E(@W? Y(n)> W)
Vara(pl0, ymy, w,2, W) = Vara(¢l0,ym), w).

Quantities (4.10) and (4.11) completely characterize ;7 and integrals in them, with
respect to p, can be approximated thanks to Monte Carlo integration, after a number J
of 0 have been drawn from p(6|(s2,)i=1,..a). In practice, p will be obtained by running
the following iterative algorithm. This algorithm assumes 0 = Var(g;|W) known.

(i) to draw 0\9) from the posterior p(m,¥|(s2,)i=1...7);
(ii) to compute fU)(Z|W) and fY)(Z) in order to compute the kernel of operators K
and K7

(n)* We will denote the corresponding operators with KU and K*0), respec-
tively;

(11i) to compute the regularized posterior distribution ,uf’e(j ) given 1) characterized by
the mean function @23 ) — AE{ )y(n) + bg ) and the covariance operator Qz(f,)l =y —
ADEODQy, with AY = QuK*@ (oI, + KWQK*0) + 221,)~1 and bY) = (I —
AP RO go;

(iv) to iterate (i) - (4ii) up to obtain a large number J of estimations @&Z ) and Qz%,
i=1,....J;
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(v) to compute the sample average of the J regularized posterior means: Ea(wly(n), W) =
%Zj g?),(lj ) and of the J regularized posterior variances, Qy,a = %Z] Qz(fzx, to ap-
proximate the first term in the RHS of (4.11). Approximate the second term in the
RHS of (4.11) by 1 5°.(69)2 — (132, ¢9)% Let denote ¢a = Ea(ply(, w) and
Qyo = Vara(¢|ym), w) the estimated regularized posterior mean and variance char-
acterizing uf .

The sample counterparts @, Qy,a of the mean and variance of u characterize the
estimated reqularized posterior distribution [i’ that is the solution to the inference problem
for ¢ when f(Z,W) is known up to a parameter. The estimation errors caused by an
unknown 6 are shown to be negligible with respect to the error due to approximation
of . by uZ. More precisely, for the estimated regularized posterior mean we have the
decomposition:

H@O& - (p*H2 < H@a - Ea((p‘y(n)aw)"z + HEa(goly(n),w) - Ea((p‘éay(n)aw)"Z

+||E0¢(Qp‘é7y(n)aw) - EO&(30|0*’ y(n),W)H2 + ||E&(§0|0*7 y(n)aw) - SO*HQ

We have denoted with 6, the true value of 6 having generated the data (z,w) and 6 the
posterior mean of 6, i.e. 0 = J 0p(0](s2,i)i=1,..7)d0. The first term is the error due to
Monte Carlo integration, then it declines to 0 as fast as more discretization points are
considered. Since the second and third error terms are (’)p(%), they are negligible with
respect to the last term which has the speed of convergence given in Theorem 4.

The following theorem shows consistency of the estimated posterior mean under some
minor hypothesis.

1

7 apn - 0;

Theorem 16 Let ¢, = Ea(¢|y(n),w). Under Assumption 24, if a, — 0

ﬁ ~ Op(1), and W € L%(Z) for 0 =0, and 0 = 0, then

(i) |$a — 4,0*"%% —0in F? x Pe#’,w;

1 1
(1) if moreover 0, € R(§ K*KQ@)g for some 3 >0, then

1 1
5 2 ~ B _— By~
||‘pa_90*”L% Op(an+a%nan+a%n)'

We implicitly assume in Theorem 16 that all the conditions necessary to guarantee
consistency of the posterior mean 0 of a finite dimensional parameter are satisfied, see
Bernstein (1934) [5], Gosh and Ramamoorthi (2003) [36] or Von Mises (1964) [79] for
technical details.

Let study convergence to zero of the regularized posterior variance Qy’a:

Qad = 3 300810 + 5

Jj=1 J

J J . 1 J 9
@) = (5 %a) (©) (4.12)
=1 j=1

with ¢ € L3(2), Q.a(09)) = Vara(¢l09), i, w) = Q.

Theorem 17 Let Qo : L%(Z) — L3(Z) be computed as in (4.12). If o — 0, ai—n — 0,

L~ 0,(1), W € L%(Z) and %an(ﬂ) € LA(Z) for 6 =6, and 6 = 0 then

3,2
agn

(Z) HQy,aﬁﬁHi% — 0 FY9 x Pe,go,'w,,
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1 1 1
(ii) moreover, V¢ € L%(Z) such that Q¢ ¢ € R(Q K*KQg)g for some 3 >0

R 1
2
19padliFy ~ Op -0l +af).
n
Chebyshev’s Inequality allows to show that, under conditions given for point (i) of

Theorems (16) and (17), posterior consistency is preserved also in the case with unknown
0:

N Lo A
fiode s lle = @ell = en} < —(lléa = @el* + [IQyall)
n

Moreover, under conditions given in point (ii) of Theorems 16 and 17, with optimal
regularization parameter o, ,&f degenerates towards a point mass in ¢, at the optimal

__ 8
speed of n= 2(6+2) | This means that the optimal speed of convergence does not change with
respect to the better case in which F'is completely known.

4.4.2 Unknown Infinite Dimensional Parameter

When the joint density f(Z, W) is totally unknown we have to deal with a nonparametric
problem that presents complex difficulties. Pioneer Bayesian nonparametric estimation
was based on Dirichlet processes (introduced by Ferguson (1973) [23]) that has the draw-
back of producing discrete random probabilities measures with probability one. In alter-
native, Polya tree priors, initially considered by Ferguson (1974) [24] and then by Lavine
(1992) [52], can be chosen to generate only absolutely continuous distributions. We refer
to Choudhuri et al. (2005) [13] for a complete review on Bayesian nonparametric methods.
The technique that we propose in this paper for dealing with this case is essentially dif-
ferent and it does not appear among Bayesian methods. We propose to substitute the
true f(Z, W) in operators K,y and K *n) with a nonparametric classical estimator and to
redefine the structural function ¢ as the solution of the estimated reduced form equation

Yy = K@ + ) + £(n): (4.13)

We use the notation K(n) and K Eﬁn) for the corresponding operators with the density
f(Z, W) substituted by a nonparametric estimator. We have two error terms: E(n) 18
the classical error term of the reduced form and 7,) accounts for the estimation error of

operator K, i.e. 1; = ﬁ(E(gp\w,) — E(p|w;)) and Ny = (M1, ,mn)" 7. The estimated

operator K (n) 18 seen as the true operator characterizing a functional equation and it must
not be considered as an element of the Bayesian experiment in the sense that we do not
specify a probability measure on the space of absolutely continuous probability measure
of (Z,W). Equation (4.13) defines a new Bayesian experiment that results to be a slightly
modification of Z in Section 4.3 primarily for the fact that o2 is known and then it no more
enters the Bayesian experiment, and secondly for the fact that the sampling distribution
depends on f(Z, W) instead of on f(Z, W) (we will see this below):

Ef:(L%’(Z) Xy,s@f,HW:MXP%W)'

Nonparametric estimation of f(Z, W) is performed by kernel smoothing; we stress the
fact that here, contrarily to the previous case where f was known up to a parameter 6, we
use the same sample for getting an estimate of f and the posterior distribution of ¢. Let

It should be noted that properties of 7; are not affected by the function ¢ at which operator K(n) is
applied.
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L be a kernel function satisfying the usual properties and p be the minimum between the
order of L and the order of differentiability of f. We use the notation L(u) for L(3) where
h is the bandwidth used for kernel estimation such that h — 0 as n — oo (for lightening
notation we have eliminated the dependence on n from h). The estimated density function
is

R 1 n
fW.2) = —0 > Lu(wi = W)L(2i — 2),
=1

where we have used different subscripts in the kernel for W and for Z, L,, and L. respec-
tively. Estimate of K(,) and K Eﬁn) are obtained by plugging in the estimate f:

Loy (w1 —w;
2. ‘P<ZJ>ZZLEU(11—QZ)
Kn Y =—= 5 p e L2
" v Lw(wn w;j) ’
> @(%)m
k* Z zj)Lw(wi — U)j)
CEND (2 — zl) S L (w; — wy)

, x€R"

and

K o= Z ng . w]) ZjLz<Z_Zj)Lw(wi_wj)
" : Zl wr) ) 32 La(Z = )5 32y Lo (wi — wn)
The element in brackets in the last expression converges to E((p\wl) the last ratio converges
to % and hence by the Law of Large Number K( )K(n)<p — E(E(p|w;)|2).
Asymptotic properties for kernel estimation of regression function justifies the following

hypothesis:
Assumption 18 7,y ~ Ny (0, thq D), where D,y = diag(ﬁ [ L2 (u)du),i=1,...,n.

The fact that the covariance matrix is diagonal follows from the asymptotic independence
of kernel estimator of the regression function at different points: E(p|w;) || E(¢|w;), Vi # j.
The covariance operator of the sampling measure induced on R"™ by y(nﬁs determined by
the covariance of error term 7,) + €(,). As in the case with f known, £(,) has variance
%QIR so that the variance of 7, is negligible with respect to it, since, by definition, the
bandwidth A satisfies nh? — oco. The same can be said for the covariance between 7,
and €(,,); therefore we are content to simply write Var(y,le) = ( + 0p(1))I,, and we
denote this matrix with X,,. At this point we are able to specify the prior and sampling
probabilities 1 and pew.

© ~ 97’(%00»90)
Yymyle ~ Nu(Kmye, Bn).

The sampling probability depends on the sample size and, as n becomes large, pew
weakly converges to P#%W. As in the basic case, the factor % in ¥, dose not stabilize the
inverse of the covariance operator: it converges to zero too fast to compensate the decline
towards 0 of the spectrum of operator K, (n)QOK (*n). Therefore, to guarantee consistency
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of the posterior distribution it rnust be introduced a regularization parameter «,, > 0 that
goes to 0 slower than + and Hence, we need to consider a regularized posterior

th
distribution that, since in this case it employs K, instead of K,), we will call estimated
regularized posterior distribution. It will be denoted with 7 while the predictive will be
denoted with P% and they are given respectively by:

elymy ~ GPEalelym): Uy.a)
Yy ~ NalKmyeo, Zn + KwyQK(,)
with
Aq
Ea(elym) = @0+ QK (anln + Tn + Ky QK () ™ 0wy — Kmyvo)

Qy@ = Qp— QQKE';L)(Q{nIn + X, + K(n)QofA(Ekn))flff(n)Qo.

Asymptotic properties of the posterior distribution for the case with unknown f are
very similar to that one shown in Theorem 14 and in Corollary 4. In fact, the estimation
error associated to K(n) is negligible with respect to the other terms in the bias and
variance.

Theorem 18 Let Px be the true value of the parameter and ua a gaussian measure on
L2(Z) with mean A, (Yn) — K( )%0) + o and covariance operator Qo If (9x — @0) €
H(Qo) and if a, — 0, a?n — oo, then

(i) ik weakly converges to a point mass 6., in <p*;
_1 1 i
(i) if moreover €y * (¢x )ER(QSK*KQQ) for some 3 > 0, HK Ky — K*K|]? ~
Op(L5 + h?) and HQ?( - K — K*K)QgHZ ~ Op(L + %) |, then

nhpP

)

atn’'n

1 _
e ille—pdl Z e} ~ Op((af+— + (a2 +
azn
If the bandwidth A is chosen in such a way to guarantee that the last factor rate is

negligible with respect to the first two, the optimal speed of convergence is obtained by

B _

equating oy = that provides the optimal regularizatlon parameter o, xX n A and

a2n’
the optimal speed of convergence proportional to niﬁ exactly as for f known. The last

factor is negligible if %(% + h?f) ~ Op(1), that implies a choice of the bandwidth such
that

_1
hy, xn 2r.

4.5 Numerical Implementation

In this section we investigate the goodness of fit of the regularized posterior distribution
in all the considered cases. A large-sample simulation study of asymptotic properties of
the estimator is performed. Only results for two different specifications for the prior dis-
tribution of ¢ are reported here. All the simulations have been performed with Matlab®.
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We simulate a model where there is only one covariate, that is endogenous, and a
bivariate vector of instruments is available. Our design uses a simple specification for the
true value of the structural function: ¢.(Z) = Z2 and the structural model for generating
the y;s and z;s is

yi = ealz) tw
pulzi) = 2
up = —0.5v;+¢&

g ~ N(0,(0.27)%)
& ~ N(0,(0.05)%)
Z; = 0.1wi,1 + O.lw@g + v;

()= ((5) (a5 )

This mechanism of generation entails that w;, v; and &; are mutually independent for every
i; moreover it entails the joint density f is

2

w;

Z 0 0.0989 0.13 0.13
wy | ~N; (o], 013 1 03 ]).
Wo 0 013 03 1

Endogeneity is caused by correlation between u; and the error term v; affecting the

covariates. The simulation is made for n = 1000 and «, = 0.3. The fixed value for o,
has been determined by letting this parameter vary in a very large range of values and
selecting that one producing a better estimation. We present in the next section a data-
driven method to select a,.
We have performed simulations for the conjugate model with known f(Z, W) (CAsE I)
and for the case with completely unknown f(Z, W) and known o2 (Casg II). The most
important step in bayesian estimation is a correct specification of the prior distribution.
It summarizes our prior knowledge about the parameter we desire to estimate. We chose
an Inverse Gamma - Gaussian distribution for CASE 1 and a Gaussian distribution for
the only parameter ¢ that we have in CASE II.

Cask 1. Conjugate Model with f(Z, W) known.
In this simulation we choose a conjugate prior:

o? ~ 1II(5,0.12)
w o~ g/P(QO(MUQQO)

with covariance operator (200)(2) = o¢ [ exp{—(s—2)*}d(s)f(s,-)ds, where f(s,-) is the
marginal density of Z and ¢ is any function in L%.(Z). We have performed simulations for
several choices for ¢o and o¢ in order to see the impact of different prior distributions on
our estimator.

The results are reported in Figure 4.1. The first three graphs are drawn for ¢o(Z) =
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0.95Z2 +0.25 and o = 0.5 and the last three for ¢o(Z) = {22 — 7 + § and o¢ = 200.
Panels (4.1b) - (4.1c) and (4.1e) - (4.1f) represent drawn from the prior and posterior
distribution of . In Figure 4.2 we show the histogram of a sample of observations drawn
from the prior and the posterior distribution of o2.

True curve

Prior Mean

[Regularized
Posterior
Mean

True curve
observed y
= true curve fi
— Prior Mean
== Posterior mean

L L L L L L ,
-1 -05 [ 05 1 15 -1 -05 0 05 1 15

(a) ¢o(Z) =0.9522% + 0.25, (b) Sample drawn from the prior of ¢

(Q09)(Z2) = 0.5 [ exp(—(s — Z)?)¢(s) f=(s)ds,
an = 0.3, N = 1000

observedy
— true curve i
—— Prior Mean
= Posterior mean

Regularized
Posterior Mean

True Curve

True curve

Regularized
[ Posterior Mean

(¢) Sample drawn from the regularized (d) wo(2) = %ZZ _ %Z + %7
posterior of 7 (€209)(2) = 200 [ exp(—(s — Z)*)¢(s) f=(s)ds,
ay = 0.3, N = 1000

Regularized
Posterior Mean

_*1 *0"5 l‘] 0‘5 ‘1 ]‘5 -1 *0‘5 (; 0‘5 ‘1 115
(e) Sample drawn from the prior of ¢ (f) Sample drawn from the regularized
posterior of ¢

Figure 4.1: CASE 1. Conjugate Model with f(Z,W') known. Graphs (4.1a) - (4.1c) are for
¢o(Z) = 0.952% + 0.25 and 0¢ = 0.5; graphs (4.1d) - (4.1f) are for gZQ - %Z + % and
oo = 200

Case II. f(Z,W) unknown and ® known.

In this simulation we have specified a prior only on ¢ since o

is supposed to be known:
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2501

W posterior mean of o
true o= 0.04

sample from the posterior

0

(a) Histogram of a sample drawn from the

0.05

0.1

L
0.15 0.2 0.25 0.3 0.35 0.4 0.036 0.038 0.04 0.042 0.044 0.046 0.048

(b) Histogram of a sample drawn from the
prior of o2 posterior of a2, for wo(Z) = 0.95Z2 + 0.25 and
o9 = 0.5

80

60
50
40

30

0
0.034 0.036 0.038 0.04 0.042 0.044 0.046

(c) Histogram of a sample drawn from the
posterior of o2, for ¢o(Z) = gZQ — %ZJr %
and o9 = 200

Figure 4.2: CASE 1. Conjugate Model with f(Z,W) known.
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¢ ~ GP (o, )

with g and Qg specified as in CASE I. We show in Figure 4.3 only the results for the prior
distribution with ¢o(Z) = %ZQ — IZ + 5 and 0¢ = 200. Panels 4.3a shows the estimated
regularized posterior mean, together with the true curve and the prior mean; panel 4.3b
reports a sample drawn from the estimated posterior distribution.

Regularized
Posterior Mean

(a) Regularized Posterior Mean of ¢ for (b) Sample drawn from the regularized
vo(Z) = %ZQ — %Z + %, oo = 200 posterior of ¢

Figure 4.3: CASE I1. f(Z,W) unknown and o® known

4.5.1 Data driven method for choosing «

In regularization of inverse problems theory there exist several a-posteriori parameter
choice rules for choosing a, which depend on the noise level ¢ in the observed data y,),
with ¢ such that |[y(,) — Kn)¢[| < d. In the real world, such noise level information is not
always available, therefore it is often advisable to consider alternative parameter choice
rules that does not require knowledge of §. The idea is to select «, only on the basis of
the performance of the regularization method under consideration. This parameter choice
technique is widely known and developed in literature and is called error free, see for
instance Engl et al. (2000) [19].

The data-driven method that we apply in this section rests upon a slightly modification
of the estimated residuals derived when the regularized posterior mean of ¢ is used as a
punctual estimator of the instrumental regression. This choice for the estimator is dictated
by the use of a quadratic loss function. The use of residuals instead of the estimation error
[|Pa — @«|| is justified only if the residuals are adjusted in order to preserve the same speed
of convergence as the estimation error. In particular, as it is noted in Engl et al. (2000)
[19], there exists a relation between the estimation error and the residuals re-scaled by a
convenient power of i Let v, denote the residual we are considering, we have to find
the value d such that asymptotically

HVO&H ~ || ~
ad 9001_90*”'

. v, . .
Therefore, it seems to make sense to take II(;;II as a measure of the estimation error and

to select the optimal «,, as the one which minimizes the ratio:

|[Vall
ad -

n

*
n=

o arg min
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In the light of this argument, while the classical residual y(,) — K(;)Pa would seem the
natural choice, it is not acceptable since it does not converge to zero at the good rate. On
the contrary, convergence is satisfied by the projected residuals defined as

1 1
Vo — QSK* )y(n) — QQQKEkn)K(n)(Pa

that for simplicity we rewrite as v, = T(n)y(n) — T(";L)K (n)Pa, using notation T(* ) = 92 K an)

1

and T(n) = K(n)ﬂg

Nevertheless, even if the ratio is constructed through projected residuals, there is no value
of d for which it achieves the same speed of convergence as the estimation error. This is
due to the undesirable fact that Tikhonov regularization (that has been used to construct
$a) can allow to achieve a speed of convergence of at most a?. Thus, we solve this problem
by substituting the Tikhonov regularization scheme with an iterated Tikhonov that results
in better convergence rate. In our case, it is sufficient to iterate only two times, so that

(2)

the resulting operator Ag’, for the conjugate case described in Section 4.3, takes the form:

(2)

We denote with @&2) the regularized posterior mean obtained by using operator Ay’ and

(2)

with vy’ the corresponding projected residuals.

Lemma 9 Let @&2) be the regularized posterior mean obtained through a two-times-iterated
Tikhonov scheme in the conjugate case and 1/&2) = T(";L)(y(n) — K(n)gég)). If a, — 0,

1 1 1
a2n — 00, (px — o) € H() and Qq 2 (¢« — ¢o) € R(QE K*KQ@)g for some 3 > 0, then
1
212 ~ B+2 4
@R ~ Op (a2 + ).

The rate of convergence given in Lemma 9 can be made equivalent, up to negligible
terms, to the rate given in Corollary 4 (i) by dividing the squared norm of the residual by
o2,

He(n)ce once we have performed estimation for a given sample, we construct the curve
ol

”V , as a function of oy, and we select the value for the regularization parameter which

m1n1m1zes it. The minimization program does not change if we take an increasing trans-
formation of this ratio, for instance we have considered the logarithmic transformation.
This simplifies representation of the curve.

Figure 4.4 shows the performance of the data-driven method for the simulation scheme

applied to CASE I. In Panels (4.4a) and (4.4c) the log-ratio curve log|| o) is plotted

against a range of values for ay, in the interval [0, 1], for two different ch01ces of the prior
specification. For the first specification of the prior it is selected a value «;, = 0.0285,
while for the second prior a larger value of a,, = 0.1233 is selected. In Panels (4.4b) and
(4.4d) we show the goodness of our estimation method when the data-driven selected value
for a, is used. We see that the regularized posterior mean is more affected by the data
than by the prior mean; this is due to the smaller value selected for «,, with respect to
the value we had previously chosen.

A result similar to Lemma 9 can be derived when the density f(Z, W) is unknown
and the nonparametrlc method descrlbed in subsection 4.4.2 is applied. In this case we

denote T(n) =K, )92 and T( )= QQK Ek ) the corresponding estimator for 7}, and T(n)
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a selection with lterated Tikhonov

a selected = 0.0285

Tog(IvI°fe®)

-1

0 01 02 03 04 05 06 07 08 0.9 1
o

(a) o(Z) = 0.95Z% +0.25 and o = 0.5.

a selection with Iterated Tikhonov

a selected = 0.1233

S

og(Iv°fe’)

w

True curve

Prior Mean

Regularized
Posterior Mean

(b) »0(Z) =0.9522 4+ 0.25 and o¢ = 0.5,
selected with the data-driven method

True Curve

Prior Mean

05
Regularized
Posterior Mean
of observed y
— true curve fi
~— Prior Mean
== Posterior mean
05 . . . I .
-1 -0.5 0 05 1 15

7 7 4
(d) wo(2)= 52> —-1Z+ 5 and 59 = 20,
selected with the data-driven method

Figure 4.4: Known Operator. Logarithm of the norm of the ratio of the Projected Resid-

uals and o?: 10g””&$2H2 for two different prior specification for ¢. In Panel (4.4a) it is
selected an a = 0.0285; in Panel (4.4c) it is selected an o = 0.1233.
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We define the estimated projected residual, obtained with a two times iterated Tikhonov,

as: 1) = TA(’Z) (Y(n) — K (n)Ea(¢]y(n))). We obtain the following result.

-1
Lemma 10 If a,, — 0, aZn — o0, (¢« — o) € H(Q0), O (go* wo) € R(QQK*KQQ)
for some 8 € (0,2], HIA((*H)IA((,%)—K*KHQ ~ Op(+5+h?!) and HQQ(K* () A(n) )(22 |2 ~
Op(L + h??) then

nhp

1 1.1 1 1
~(2)]12 B+2 2 B 2
ID2IP ~ Ol + () + W)l + 5 G+ + o)+ ).
It is necessary to re-scale the residual by to reach the same speed of convergence given

Za ] aH

in Theorem 18. Figures 4.5a and 4.5¢ represent the curve log against different values
for a € [0,1], for two different prior mean specifications. It is indicated the value of a
for which the curve reach its minimum and the in Figures 4.5b and 4.5d it is drawn the
regularized posterior mean obtained with these selected as.

a selection with Iterated Tikhonov

05 a selected = 015199

)

Tog(Iv
\

,
0 0.1 0.2 03 0.4 05 0.6 0.7 08 0.9 1 04 L L L L ,
a -1 -05 0 05 1 15

(a) ¢o(Z) = 0.95Z% + 0.25 and o9 = 20. (b) »0(Z) =0.9522 +0.25 and 09 = 20, «
selected with the data-driven method

a selection with Iterated Tikhonov

a selected = 023101

log(IIv*|I°fa)

(¢) po(2) = %ZQ — %Z+ %, oo = 20. (d) ¢o(2) = gZQ — ngL % and o¢ = 20, «
selected with the data-driven method

Figure 4.5: Unknown Operator - Kernel estimation. Logarithm of the norm of the ratio
of the Projected Residuals and a2: log ”VaH for two different prior specification for . In

Panel (4.5a) it is selected an a = 0. 15199 in Panel (4.5¢) it is selected an o = 0.23101.

4.6 Conclusions

We have proposed in this chapter a new method to make bayesian inference on an in-
strumental regression ¢ defined through a structural econometric model. The peculiarity
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of our method is that it does not require any specification of the functional form for ¢,
though it allows to incorporate all the prior information available. However, a deeper
analysis of the role played by the prior distribution seems to be advisable.

Several possible extensions of our model can be developed. First of all, it would be inter-
esting to consider other regularization methods, different from Tikhonov scheme, and to
analyze the way in which the regularized posterior mean is affected. We could also con-
sider Sobolev spaces, instead of general Hilbert spaces, and regularization methods using
differential norms.

Lastly, a fully nonparametric Bayesian approach, that uses some kind of Polya tree or
Bernstein polynomials prior on density functions, it is noteworthy as an alternative to the
classical nonparametric model that we propose.

4.7 Appendix A

In all the proofs that follow the notation will be the following:
2

- (px,0%) is the true parameter having generated the data;
1
- If (s — o) € H(Q), we write (0. — @) = Q2v, ¥ € L4(2);
-T=KQ, T:L%2)— LL(W);
1
- Ty = K3, Tty : L3(Z) — R™
- T =QK*, T*: L2(W) — L%4(Z);
1
- Tiy = QU K(,), Thy R — L3(2);
= QG K, Try R — L3(2);
- Q4 = [wo(s, 2)f(s)ds
- 9(27 wz) = fWO(SaZ) fj(cs(;}léz)l)f(s)ds

- T(*n

Proof of Lemma 6

To clarify the discussion in the following, we will index the posterior distribution with the sample
size n, so that u27 will substitute the usual notation p°%. The limits are taken for n — oo.
Definition of weak convergence of probability measures says that a sequence of probability measures
u27 on an Hilbert space L% (Z), endowed with the Borel o-field £, converges weakly to a probability
measure d,, if

W/M@%fM@*/QWﬁWMWHH&

for every bounded and continuous functional a : L%(Z) — L%(Z).

We prove that this convergence is not satisfied at least for one functional a. We consider the
identity functional a : ¢ — ¢, V¢ € L%(Z), so that we have to check convergence of the posterior
mean. Let take, for brevity, null prior mean, ¢g = 0, the posterior mean estimator for ¢ is

« (1 L\
E(elym)) = QoK (ﬁ“‘ K(n)QOK(n)> Yn)-

We are interested in the L% norm:
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I

* 1 * -1
[E(plym)) —esll < (10K, (51 + K(n)QOK(n)) Knyps — pul|

* 1 * -1
+HQ()K(")(EI+K(”)Q()K(")> E(n)H.

11

If we assume ¢, € H(Qo) 8, term I can be rewritten as

i Lo 1 . \— 3
1126 [I_QgK(n)(ﬁI‘FK(n)QOK(n)) 'K Q3 1,

and it has the same eigenvalues as

3 1 * — 1
1925 [1 - (ﬁf + T Tin)) ™ Ty T |

obtained by permuting the operators. The term in squared brackets is the regularization bias of
the equation T{,)y = r with regularization parameter % However this regularization scheme does
not regularize properly since the regularization parameter goes to 0 at a faster rate than the speed
at which T(*n)T(,,L) degenerates towards an infinite rank operator T*7T with unbounded inverse. In
particular, by Kolmogorov’s Theorem ||T{;, Tin) = T*T|[* ~ Op(8) if E(||T(;,) T(n) —T*T[?) ~ Op(9),
where the expectation is taken with respect to the distribution of w;. This is the usual MISE and
it can be decomposed into the sum of the squared bias and the variance. The bias is zero since
IE(T(";L)T(”)) — T*T = 0, while the variance goes to zero at the speed of %, so that ||T(*H)T(n)|\ ~
Op(ﬁ)' Therefore this regularization scheme is not well defined and so term I is not convergent.

A similar argument proves that also I term does not go to 0 and this complete the proof.

Proof of Corollary 4

To prove the first point we develop the bias in two terms:

I

R . 1 . N—
Pa—px = == QKpy(anl + I+ KoK, YK m)) (0x — #0)

* 1 * O\ —
+ QoK () (and + ﬁf + Ko Q0K () e -

11

We start by term I:

IA

17 < 11U = QoK) (ond + Ky Q0K ()™ K (ex — o)

. 1 e 11 £ \—
+ ||QOK(n)(anI+ EI+K(")QOK(n)) 151(04,1[—‘,—]((")90[((”)) 1K(n))<tp* - Lp())

1B

and by permuting operators, ||[TA||? is shown to be equivalent to

1926 [on (@l + T*T) ™1 + (o (and + T Ti)) ™1 — am(and +T*T) " 9)]|?

that is less than or equal to

3 * — * — * * * —
198112 (Hlan e +T*T) 1912+ [[(@nd +T50y Ton) 1Ty Teny = T T1 Pl +T°T) "9 ?).

8We notice that this condition becomes (¢. — ¢o) € H(Q0) in the case with non null prior mean.
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In particular, if 1) € R(T*T)P/? then Han(anf +T*T)7|? ~ O,(al), see Carrasco et al. (2007)
[10]. Therefore, ||IA||2 ~ Op(af a2n

Term IB = Q} T(n)(oznf + [ + Tin) (n)) 1( 1) (and + Ty (n)) 1T(n)1/; is negligible with re-
spect to IA, in fact, by permutlng operators in a similar way as above, we get that |[IB|*> ~
Op(ztz (0l + = ag)) that goes to zero if ||[TA[|*> — 0.

Let consider now term II. An analogous decomposition as for I gives

1 o
I < IIQSHQ(HT&)(anl+T(n)T(n)) Yo |7

ITA

* * 1 — 1 * —
1 Ty Ty Ty + @l + 1) (D) (T Ty + @) ey 1)

IIB
ITAIP < l(and + T Tin) PTG e P

where T7e(n) = ﬁ ﬁ > €9(Z,w;)|. By Central Limit Theorem (CLT) the term into squared

brackets is bounded because it converges toward a normal random variable; then \|T*5(n)\|2 ~
Op(L) and |[ITA|> ~ O ( ) since |[(and + T Tin)) ™ Y12~ Op(- —) because T(;, T(,,) converges
faster than «,.

Term IIB accounts for the covariance operator %I of the sampling probability and, due to the
fact that % converges to zero faster than «,,, it is negligible with respect to ITA. Its squared norm

is equivalent to

* 1 - 1 * * - *
||(T(n)T(n) +ond + *I) I(EI)(T(W,)T(H) + anl) 1T(n)€(n)”2

that goes to zero at the speed of (a2 ).

n? a2

Summarizing, ||@a — @«||> ~ Op((al a1+

term that are negligible becomes O, (a2 —|— agnag +

a4 L)+ -1+ ag 5)) that, simplifying the

)
arzn

Derivation of the speed of convergence of the covariance operator €2,  is essentially similar. We
apply this operator to an element ¢ € L%(Z) and we decompose it into two terms (one including
%I and an other one not including it):

A

1 1
Vot = o ( [ — QT3 (and + Ty Tl) " Ty 23 16

1 « * _ ]- * — %
+ QTG [(and + T Ti) ™ = (@nd + —1 + T T 1T 236 )

B

We have to consider the squared norm in L% of Qy, o¢: [|Qy,09[> < |0%2(||A]|*> +||B||?). B
Kolmogorov’s theorem |02|* ~ O, (4) if and only if E[(6%)?|y(n)] ~ Op(1). Since the second moment
of 0% is E[(62)?|y(n)] = Var(o®ym)) + E*(6|y(n)), it follows from Theorem 15 that [02[* ~ O, (1).
Concerning term A we have
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AR < IQFIPI = gy (@l + Ty T) ™ T )2 6112
< QPN = (nd + Tf Tin) ™ T7 Tin)) Q% 612
< 11928 1B llan (@l + T Tiny) 24 11
< 192817 (llaw(anT +T*T) Q61 + [l (] + T Tin) ™" = anlanl +T*T) 1124 61

1 1
19612 (o (@l +T*T) 7205 612

Hl@nd + Ty Tawy) (T Tiny — T*T)an(cn +T*T) 105 6] \2)

1 1
and ||an (o + T*T) 7102 6|12 ~ O,(af) if Q2 ¢ € R(T*T)%. Moreover, the second term in

1
1-af) and [|QZ||> ~ O,(1) since Q is a compact operator. So, we get ||A||> ~

brackets is an (’)p(%

Op(af + F-ab).

azn
Lastly, term B is equivalent to term IB in the mean decomposition above, except that 1 is

1
substituted by QZ ¢, but this does not alter the speed of convergence. Hence, ||B||? ~ Op( =i (o +

ain?
a%ﬂaﬁ)). To sum up, [[Qy.ql> ~ Op((1 + ﬁ)(ag + a%nag)) that, once the fastest terms are
neglected, becomes O, (af + —1—af).

Proof of Theorem 14

Both points (i) and (i) in the Theorem are consequences of Corollary 4 and Chebishev’s Inequality.
More clearly, we have

Ea(lle — @«l*lo®, yn))

p e llo—gull 2 e} < .
en
1
< g(\IVGT@IJQ,y(n))H+||]Ea(90\02,y(n>)—80*|l2)
and the result follows.
Proof of Theorem 15
The posterior mean E(02|y(n)) = ”S—; is asymptotically equal to

| 1 N\t
E(0®lym) =~ =Um) — Kmwo) (=In + Km Q0K ) Ym) — Km¥o)
n n
I

1 1
(K ) (P — wo))'(ﬁfn + K(n)QOK(n)) (K(n) (s — w0)) +

S|Io3 |-

1 e 1, /1 N\l
(K (n) (5 — @o))'(ﬁfn + K(n)QoK(n)) Em) + € (5171 + K(n)QoK(n)) (K(n)&(n) -

11 II1

Under the assumption that (¢, — ¢o) € H(Qo) = R(Qé), there exists a 1 € L4(Z) such that
1
(px — o) = Q¢ Y, then
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I = Xok,,0 (11 VK, QK*) K Q2 >
= — <K@, (I + KmQKf,)) K

3w (1 -\ 3
= < QFK}, (ﬁln + K(n)QOK(n)) Ky Q3 >
1 * 1 * -1
< AWl 1Ty (2o + T T) Tz e
1

~ o)
since || (n)(nl + Ty T(y) " Tyl 22 = (X1, + (0 Tiny)) ™M1,y Ty || and it is bounded.
Let notice that |[e(,)|| = 1/ 3, €2 converges to the true value o, and that || 1 (1 I,+T,, Ti)~ Tyl =

*

f” f< Iy + T T(,) ™ Tyl = ﬁ(%(l) and then it converges to 0 as n — oo. Therefore,

1 1 )
I = o < E(n), (ﬁln + T(n)T(n)) T(n)i/J >

IN

1,1 L\l
el 5 (51 + T i) Tow 1151

< o)

Third term requireb a little bit more computations. First, we recall that, by Binomial Inverse
Theorem, (L1, +T(,T, )~ V=, —n*T(, (I +nT(2)T(n))*1T(’;l), where I72 denotes the identity

operator in L2 . Hence,

11 = El(n)E(n) — nE/(n)T(n)(ILz + nT(Z)T(n))_lT(Z)E(n) (4.14)

Moreover, it is easy to see that

E/(,”)E(n) — (Tf

- 1
Tewy = > eig(Z,wi)
* — 1 1 1 * —1
n(Ilpz +nT T(n)) T(n)é‘(n) = o Zéi ((ﬁle + T(n)T(n)) 9(Z, wﬂ)

The second term in (4.14) becomes

1 -1
* — 1% * * *
(T Lz + 010 To) ™ Tiem = < T(ewm): (gfw + Ty Tim)  Timem) >
* 1 * -1 *
< ||T(n)5(n)||H(EIL2 + T(n)T(n)) T()Em)
The first norm is an Op(ﬁ) since |[T(;, el = ﬁ(ﬁ >ieillg(Z, wi)|\Lz) and the factor in

brackets is bounded in probability because it converges to a normal random variable (by the CLT).
If g(Z,w;) € R(T*T)?, for some v > 0, then there exists a function h(Z,w;) € L% such that
= (T*T)2 h(Z,w;) and hence

l
2

1 * -1 * 1 1 * — *
1(5 e+ TinTen) - Tieenll = Il Do eo((Clue + 1) D) R(Z0w) )| (4.15)

1 1 . 1 o
D e (16 e+ Ty T ™ = G I+ TT) g (Zw)) |
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The first norm in the left hand side is

1.1 ¥
—(=Ip +T*T)"Y(T*T)=
| (L + 1) (1)

||%Z&((%IL2+T*T)*1(T*T)%h(Z,wi)>|| < %ZM 1h(Z,w;)|]

%

~Oy(n" )

_a 1
= O, ) Y Jaillln(Zw)

that is bounded since ¢; is absolutely integrable.
The second norm in (4.15), [|= >, Ei([(%IIﬂ + T(*n)T(n))—l — (£ + TT) Mg(Z, wl)>||7 can be
developed as

1 1 . _ " . 1 o — I}

%

n(Z,w)|

that is an O,(n'~%). Finally, ns’(n)T(ILz + nT(*;l)T(n))’lT*

(m)En) ™~ Op(nl_Tw) and it goes to 0 if
~ > 1. Therefore, by eliminating negligible terms,

B )~ o2 ~ Ol = (1) T )

Proof of Theorem 8

Note that
||(‘72a90)_(Ufasp*)\|R+xL§(z) = ||<02—037@—90*)||R+XL§(Z)
= \/<(02*037<P*<P*)>R+xL§(Z)
= <@ =02, =02 >k + < (v —9.), (0 —¢:) >1202)
2 2112 2 i
= (0% = 2R, + Il — ullZ )
1
< (10 = a2llry + [l — @ullrz(2)?)?
= 0% = olg, + Il — el cz.
Then,

v7 x p”{(0%, ¢) € Ry x LE(Z), (0%, ¢) = (0%, )k, x12.(2) > €}

< v xpm (0%, ¢) € Ry x Lip(Z), |lo® = ofllr, + ll¢ — ¢ulliaz) > €}
F
= E” (0 {lle = eelliz(z) > e~ llo® = 0¥z, });
where E¥” denotes the mean taken with respect to the posterior distribution of o2, Since p% is a

bounded and continuous function of o2, by definition of weak convergence of a probability measure
and by Theorem 15, this expectation converges in R-norm toward

p7 I {lle = @ullizz) > €}

that in turn converges to 0 by Theorem 14.
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Proof of Theorem 16

We start by decomposing the estimation error in four parts:

1%,

180 = @l < 160 = Bal@lyiny, W + [[Bal@lyeny, w) = G312 + 16 s

where ¢? = Ea(@m,y(n),w) and ¢% = Eq(¢|0s,y(n), w). For brevity, we have suppressed the
subscript L% (Z) in the norm, being implied that it is the norm in this space. The first term is the
error due to Monte Carlo approximation of (4.10) and it is negligible as J — oo. The second error
term is due to having integrated out 6 instead of to set it equal to the posterior mean. The third
one accounts for the estimation error of # and the last term is the usual regularization bias due to
the fact that we approximate parameter ¢ with a regularized version of the posterior mean and
it converges to 0 at the speed given in Theorem 14. We shall show that the other two terms are
converging at a faster speed and then are negligible.

We start with the second term. Note that E (¢[y(n), W) = f@gp(0|(52,7;),;:17.__,,3,)d0, then

Eaelyw) = 62IP = [ ([ @(2) = E2p00l(s2)imr...0)0) F(2.:10.)d2
[ (202~ 42)) 0l61(520)im1...00 12,1102

IN

Q

wVar®lss i, o) [ (292 (2)5(2.0.0z
~ o)

if Bg’g‘* € L? (Z) The approximated equality has been obtained through a first order Taylor

expansion of @Y, around the posterior mean 6.
Consider now the third error term. A first order Taylor expansion around the true value 0, gives:

5 0P’
NI
R Qo 0 — 0.
Pa N P’ T - o ( )-
Classical results in Bayesian statistic (see e.g. Bernstein (1934) [5], Gosh and Ramamoorthi (2003)

[36] or Von Mises (1964) [79]) show that, under some regularity condition that we assume to be
satisfied, VN||6 — 0,]| ~ Op(1). This implies

E < 22D 0D ey g
~ Op(%)

if 852‘* € L%(Z). The result follows.

Proof of Theorem 17

In order to show convergence to 0 of an we decompose it in different terms and study each of
them separately. Let ¢ € L%(Z) be such that Q2 ¢ € R(QZ K*KQE)g for some [ > 0, then

12007 < [1Qy,00 — Vara(elym, w)o||?
Jr||[/ Vara (910, ym), W)p(0l(s2,0)i=1,...n) — Vara(@l0, yey, w)le||>

H[Vara(@l0: (Y, w))d = Vara(@lbe: (Y, W)@l +112y,q(0:)0] 1
J

DS (%Z 2) @I (116)

Jj=1 Jj=1
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with o (6,) the covariance operator of the regularized posterior distribution x” when F is known.
The first term is the error due to Monte Carlo integration, therefore it is negligible assuming that
we are taking a large number of discretization points drawn from p(60|(s2,;)i=1,....n). For simplicity,
we rewrite Vary (0|0, ym), w) as Qy o(0), thus the second error term becomes:

I 19006 = 20 @)p6] (52051001

that is equal to

[ ([190(6)6 = 2,0 0)61C)p(61521)im1...5)0) £(6.16.)d¢

< / / 12 0 (0)6 — Q0 (D)B2(O)p(0] (52.0)im1. )0 F(C,-10.)dC
= Varlisen.o) [ SRR G0
~ op(%) faan%WEL%(Z).

Using the same notation as before the third error term is

19,0(0)¢ — Qy.a(0.)0]* = / [(2,0(0)9)(C) = (2y.a(02)) ()2 F(C, |0.)dC

~ tr(é _ 9*)(é _ 9*)// 8(9%04(890*)(;5)(() a(an[gZT)(b)(g) f(C7 |6‘*)
~ O”(%) W € L%(2).

It should be noticed that all the approximated equalities in previous terms are obtained thanks to
a first order Taylor expansion.
Consider the last norm of (4.16):

Var(Ea (210, yiny, w, 2, %2 < [[Var(Ea (9]0, Yoy, W, 2, W)) — Var(Ea (9]0, Yy, w, 2, ))||?

||VGT(EQ((‘0|97 Yn), W, iv V~V))||2

where the first term of the decomposition is the Monte Carlo approximation error and it is
negligible. By using the notation: ¢f := Eo(0]0,ym), W, 2, W) = Eo(0]0,ym), w) and ¢, =
J 82 p(0)2,W)df, we can rewrite the last norm as

2
[ (= @) pOl(s2)imr...)d61
o 2
S RGN W U

=1,...,

IA
L
—~
>
o
I
\6)
o>
S~—"
[ V)
_|_
—~
)
S
Q
S~—"
—_
—~
]
—
w
N
~
S~—"
—_
T
~—
QU
=
T

~0

since 2(¢? — @%)(p? — — Qo). Therefore,

Q s
‘6)
\_/
I

|
no
—
>
o>

IVar(Ba(el0, yn), w, 2, W))[[* < H/ p(O)(s2,0)i=1,...)d0I* + [|(@a — £0)*II%.

Proof of Theorem 16 shows that these norms are O, ().
Therefore, all the error terms in (4.16) are negligible with respect to || o (64)

O,(af + ﬁa%ﬁl)/\z) as is shown in Theorem 14 and this proves the result.

[|> which is an
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Proof of Theorem 18

The proof is analogous to that one for Theorem 14 with the regularized posterior distribution re-
placed by its estimated version. Therefore, we limit ourselves to recover the speed of convergence of
the estimated regularized posterior mean and variance. First, we use the following decomposition:

1

Eo(lym) — e = — I = QK (anl + KQK() " Ky (@x — @o)
+ Qof((n)[(anf +X,+ Kﬂokﬁkn))_l — (and + onk{n))_l]f((n)(% — o)

II
+ QoK (ond + Sn KQK () ™ (0n) + £n))

117

1
As usual, we assume (¢, — @o) € H(Qo), then (¢. — po) = Q2. Hence,

3 ] 7 1% 2
112 196 (11 = T35y (and + Ty I ) =1Ly 12101

IA

312 Sk B =L P )12 2
QG = (and 4+ T(5)Tiny) ™ Ty Tim 1P 11|

A

3 — sk — * Pk * —
||QOQHQ(HO‘n(anI+T T) 1H2+||O‘n(anI+T(n)T(n)) 1(T T_T(n)T(n))(anI+T T) 1H2 ‘WHQ

~Op(1 ~ 8 =2\ *
p(1) Op(ah ~Op (2T Ty =T+ T112)

52
2

1
where the power § is found under the assumption Q¢ (p. — o) € R(T*T)=. Let consider term I1:

: % 02 2 k| — 02 a Pk \— 1
7 < I\Q§||2||T<n)(an1+;I+T<7L>T(n>) 1(—;1)(anI+T(n)T(n)) My P[00
512 o? e A 112110 g2 S e L P 120112
< QG IFIand + =T+ T Ty I TP and + Ty 1) ™ T T [P 1141
1, o? e —1 o? R P S * 2022
o (195 Pl + ST+ T°T) ™ + (and + T 1+ T*T) (T Ty = T 1) 1|
(I +T*T) ' T*T + [(and + T*T) ™ + (I + T*T) T TN (T L1y — TP
1 1 2L s * 2 1 2L e * 2
~ Op((w +w||T(TL)T(n) =TT )(1+OT%||T(n)T(n) =TT )>7

where the third approximated equality follows from a first order Taylor expansion around the true
value of operator T*T'. Lastly, term III can be rewritten as

IITA

1 - .
11> < ||902|\2(||T(2>(04n1+T(n)T(n)) Y0y + e IIP +
|77 (e O B ) = DD and + Ty ) 2);
(y(@nd + — T+ T T() ™ (== D) (@nd + Tty T()) ™ (Mm) + )1 )i

I1IB

IITAI? = [[(an +T°T) " = (and + T°T) (15 Tty = TDIPNG PGy (1) + )P
1 1 Tk * 2
~ Op(a%in + %HT@)TM) = TTI])

1

212
anmn

1

2
ay,

1 Pk * 1 Tk *
B ~ Op(( + WHT(TL)T(”) — T*T|]*)( + TnHT(n)T(n) =T T||2))~

«
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The rates of II1IA and I11B have been obtained through a first order Taylor expansion. The
last thing we need to prove is that ||, T() — T*T|* ~ Op(+ + hQ’)). This is an easy task if
we note that K7 o )K (n) has the same asymptotic behavior of [ [ ¢(z (z|w;)dzL fz( Lz gy, that is
the operator T 1% defined in Darolles et al. (2006) [15]. We use thelr result (that they prove in

the Appendix B): ||T: Ty — TiTr||* = Op(55 + h*?) and it follows that K( )K(n) is of the same

nhT’

order. Then, we smooth by applying the integral operator Qg to the first order Taylor expansion
TiTp —TpTp = (T;, —T)T +T*(T — T). We compute the squared bias and the variance of the
last two terms as described in Darolles et al. (2006) [15]; the smoothing effect acts only on the
variance (that is now of order 1) and not on the squared bias (that remains equal to th)
Henceforth, after having deleting the negligible terms we get: ||I[|? ~ O,(af + af72(L + p?7)),
|| IT]|? ~ Op(a2n2 + a4n2( + k%)) and ||[III]* ~ Op(aTln + ain(n h2”)) since term IIIB is
negligible with" respect to IITA. Finally, simplification of the redundant and negligible terms in
|[I]|? establishes the result.

Proof of Lemma 9

Let R™ = (Ck.[n + T(n)T

()t and R = (al, + ir+ T T{;,)) " We decompose the residual as

I
Vo2 = T(*n) [I — (OzK(n)QoK( R” + K Q()K( ))RQ]K(n)(QD* - QO())
11

+ T (K () QK [y B + Ky QoK () )R = (0K () Q0K () By 4 K ) Q0K (o)) R K () (05 —

III
+ T(n) [I - (aK(n)QOKEkn)Ra + K(n)QoK{n))Ra]E(n)

v
+T(2)[(QK(TL)QOKE<”)RQ + K(n)QOKEFn))RD‘ — (QK(H)QOK(*H)R?;L) + K(n)QoKZ;L))R?n)}S(n) .

Standard computations similar to those one used in previous proof allows to show that [11]]? ~
2
0,(0#2 4 1), T ~ Oyl + b + %), TP ~ Opld + s, ITVIZ ~ Opl s + ).

Proof of Lemma 10

The same as the Proof of Lemma 9 with T(,,, T(*n), K, and KZ‘n) replaced by T(n), (n) K(n)
and IA((*n) Then we have the same decomposition and we get: ||I[|? ~ O,(a’T2? + (1 + h?7)),
LI < 0y 4+ (& + 12)a8), I ~ Op( b (3 +20)), [TV ~ Op(d + 22 (G + 120)).

®o)



Chapter 5

Bayesian Nonparametric
Estimation of Asset Pricing
Functionals!

Abstract

We recover the posterior distribution of the equilibrium asset pricing functional p in a completely
nonparametric way. We consider rational expectation models for assets pricing as in Lucas (1978),
where the pricing functional p is a function of a vector of n state variables and is characterized as
the solution of an integral equation of second kind, stated in an Hilbert space. We adopt a Bayesian
procedure since it allows to incorporate all the prior information we have and this is particular
useful in nonparametric estimation. Moreover, a Bayesian estimation mimics the Bayesian learning
process of economic agents that leads to form rational expectations.

Integral equations of second kind are well posed inverse problems, but the use of a Bayesian
approach for solving them introduces ill-posedness. Therefore, the posterior distribution of p
is inconsistent, due to non-continuity of its posterior mean. The contribution of this paper is
to propose two consistent estimators for the pricing functionals. The first one is a regularized
posterior distribution and the second estimator is the posterior distribution obtained through a
prior distribution of the g-prior type, like in Zellner (1986), that we show is able to get rid of the
ill-posedness in the posterior distribution.

These two estimators allow to benefit from the advantages of being Bayesian without suffering of
the drawbacks that we had with the usual posterior distribution.

5.1 Introduction

In this chapter we propose a new nonparametric Bayesian estimator for the solution of
an Euler equation. In particular, we focus on the Euler equation defined in consumption-
based asset pricing model.

We link two ingredients. The first one is the bayesian nonparametric approach we have
proposed in Chapters 2 and 3 to solve integral equations of first kind, stated in infinite
dimensional Hilbert spaces. In this paper we develop a similar bayesian procedure for
solving integral equations of second kind, whose Euler Equations are a well-known exam-
ple in economics. The second ingredient is the consumption-based asset pricing model in
the style of the Lucas’(1978) tree model.

We have introduced the nonparametric bayesian approach in a general setting where the

!This chapter is adapted from: Simoni, A. (2008), Bayesian Nonparametric Estimation of Asset Pricing
Functionals, mimeo.
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object of interest was the solution of an integral equation of first kind. Several estima-
tion problems in econometrics can be restated as problems of recovering the solution of a
functional equation (i.e. as an inverse problem) and there exist numerous techniques to
solve them, see Carrasco et al. (2007). Our contribution is the development of a Bayesian
approach that is new both as solution technique of inverse problem and as bayesian non-
parametric estimation method. The main Bayesian solution of a functional equation, that
we propose, is the regularized posterior distribution of the parameter of interest. It is
a regularized version of the ”classical” posterior distribution where the regularization is
performed through alternative techniques, like Tikhonov scheme or Hilbert Scale regular-
ization, and it is necessary in order to guarantee posterior consistency.

The application of these bayesian techniques to dynamic rational expectation models is
a first attempt to illustrate the usefulness in economics and econometrics of our new
Bayesian approach.

Dynamic rational expectation models have been extensively studied in economic and
econometric theory. In these models economic agents are supposed to face an intertem-
poral choice problem in which they have to determine their consumption and investment
plans through a maximization of an infinite horizon expected utility function under bud-
get and positivity constraints. The result is a model for general equilibrium assets pricing
where the assumption of rational expectations is fundamental. In fact, it is assumed that
the market clearing price, implied by consumer behavior, is the same as the price on which
consumer decisions are based.

This paper exploits the equilibrium characterization provided by such kind of models in
order to analyze the performance of the Bayesian nonparametric approach for estimating
the equilibrium asset pricing functional. In dynamic rational expectation models, such
a functional is characterized as the solution of a functional equation. The aim of this
paper is to recover the stochastic character of the price process {p;} of a financial asset.
Consumption-based asset pricing models assume that at each time ¢, the price of a finan-
cial asset is equal to a fixed function of the state of the economy Y;, namely Vt, p; = p(Y3).
Our idea is to estimate both p(-) and the dynamic of the state of the economy in a non-
parametric way and to combine them for obtaining {p:}.

Having a nonparametric estimation of {p;} is useful for many reasons. First, it allow to
test parametric specifications on the price process. If we take as the state of the economy
the aggregate consumption, the price series that we obtain can be interpreted as a measure
of the market portfolio and this is very useful since usually we observe it only through
proxies. Moreover, {p;} can be used in order to empirically study the implications of the
consumption-based asset pricing model for explaining observed data on asset returns and
dividends, that is for trying to explain the equity premium puzzle. Lastly, we can use it
for analyzing if a financial asset is over- or under-priced.

The Bayesian approach is appropriate to analyze rational expectation models since the
way in which economic agents form rational expectations is driven by a Bayesian learning
process. The theory of rational expectations was introduced by Muth (1961) and applied
to the economy as a whole by Lucas during the 1970s, see Lucas (1976) and Lucas (1978).
This theory revolutionized macroeconomics and economic thinking. It is based on the
belief that economic agents make their economic choices by taking into account their pre-
vious experiences and their rational expectations of the result of those choices. So, as
Lucas (1978) points out, the hypothesis of rational expectation ”is not behavioral: it does
not describe the way agents think about their environment, how they learn...It is rather a
properly likely to be (approximately) possessed by the outcome of this unspecified process
of learning and adapting”.
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Furthermore, a bayesian analysis is interesting, from an econometric point of view, for
many other reasons. (i), in computing the estimator of the pricing functional, it allows
to exploit the prior information we could have. This is very important for nonparametric
estimation since it is difficult to estimate infinite dimensional objects with a finite number
of data and parameters that are identified from a mathematical point of view are usu-
ally partially identified by the data. Hence, any kind of prior information can helps in
restoring identification. In financial markets it is usual to possess this kind of information
and it is efficient to use it for improving forecasting. (ii), the Bayesian method that we
propose for recovering solution of integral equations broadens the nonparametric estima-
tion techniques in the background of the bayesian statisticians. In fact, we consider a
prior different than the Dirichlet process, or its transformations, that is the usual prior for
nonparametric estimation. In this paper we are able to stay completely nonparametric by
using a gaussian process prior. (i), the fact that we get the whole posterior distribution
of the pricing functional represents a big advantage with respect to the classical estimation
procedure that provides only a punctual estimator. The posterior distribution has good
small sample properties and so it can be used for recovering every quantity linked to it
(as quantiles and confidence intervals) and for implementing testing procedures.

The econometric analysis of dynamic rational expectation models is widely developed.

Lucas (1976) and Hansen et al. (1980) observed that, instead of estimating the parameter
of agents’ decision rules, we should estimate the parameters of agents’ objective functions
and the random process they face as decision makers. This is enough for enabling the
econometricians to predict how agents’ decision rules change over time across alterations
in their stochastic environment.
Dynamic rational expectation models have been exploited by econometricians in order to
pursue two different aims. The first scope, that has motivated the literature on GMM, has
been to estimate parameters of economic agents’ preferences. The dynamic optimization
problem of economic agents provides a set of stochastic Euler equations that must be
satisfied in equilibrium. These Euler equations, in turn, imply a set of population orthog-
onality conditions that can be exploited to estimate the parameters of interest. Several
authors have proposed to use Euler equations to estimate parameters, see Hayashi (1980)
[44], Fair and Taylor (1980) [22], Hansen and Sargent (1980) [39], Hansen and Sargent
(1981) [40], Sargent (1981) [71], Hansen and Singleton (1982) [41].

An other branch of econometric literature concerning dynamic rational expectation
models, is interested in directly recovering the equilibrium asset pricing functional by
solving the FEuler equation that characterize it. Our paper gets into this literature. In the
simple Lucas’ tree model (1978) [59], characterized by a one-good, pure exchange economy
with identical consumers, the equilibrium asset vector price is described as a functional
p(+), of the Markov state of the economy, solution of an integral equation of second kind.
The functional equation is of the form (I — K)p = d, where I and K are two operators (the
identity and an integral operator, respectively) onto an infinite dimensional Hilbert space
and d is a known element of this Hilbert space 2. Such characterization is particularly
useful since it allows to recover equilibrium asset prices without imposing any parametric
restriction on them and by using the theory of inverse problems. Only regularity and
smoothness conditions will be imposed.

2An integral equation of second kind is a particular type of inverse problem and it can be ill-posed
or well-posed according to the fact that the integral operator K in it has an eigenvalue equal to one or
not. Methods for treating integral equations of second kind are extensively treated in Kress (1999) and
Carrasco et al. (2007).
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Literature dealing with determination of equilibrium asset pricing functionals by solving
Euler equations can be split in three veins. (i) The literature that proposes an exact solu-
tion to the Euler equation. This requires strong parametric assumptions on the stochastic
discount factor and on the dynamic of the state of the economy. Not only a parametric
specification is necessary, but the methodology works uniquely for a specific parametric
form, see for instance Burnside (1998) [8], Tsionas (2003) [76], Bidarkota and McCul-
loch (2003) [6] and Calin et al. (2005) [9]. (i) The literature proposing numerical solution
methods for the Euler equation, see Hussey and Tauchen (1991) [75] and Rust et al. (2002)
[70]. These methodologies require to specify a parametric form for both the stochastic dis-
count factor and the dynamic of the state of the economy, but they works for whatever
parametric specification. Hussey and Tauchen (1991) compute a discrete state space so-
lution method for the pricing functional based on numerical quadrature approximation of
the integral operator K. Rust et al. (2002) use the observation that operator K + r is a
quasi linear contraction and compute a pointwise e-approximation of its fixed point. This
approximation is shown to converge at a rate close to T~!. (i) The econometric methods
proposing to estimate the solution of the Euler equation, see Carrasco et al. (2007) [10].
In this literature whatever parametric specification for the stochastic discount factor is
required but the dynamic of the state of the economy does not need to be specified and it
is estimated nonparametrically. Henceforth, more flexibility is admitted.

Our methodology belongs to this third vein and it will be compared with the methodol-
ogy proposed by Carrasco et al. (2007). In the following, we refer to this methodology
as the classical approach since they propose a classical method for estimating the asset
price in Lucas’ model based on an estimation of d and K and on the simple inversion of
operator (I — K). The inverse problem is well-posed so that no regularization technique
is demanded for solving it.

A particular feature of the method that we propose in this chapter is that we stay non-
parametric also in the dynamic of the state of the economy. This choice is motivated by
the fact that we want to stay as general as possible and, in particular, by the result of
Bansal and Yaron (2004) that it is empirically ”difficult to distinguish an 4.i.d. consump-
tion growth model and a long-run risk model.

The new approach that we propose to estimate the asset pricing functional is different
from the previous ones first of all because it is bayesian. Our approach restates the integral
equation in a larger space of probability distributions so that each quantity in it (p and d
in our case) are re-interpreted as random functions. Hence, from a Bayesian point of view,
the solution to an Euler equation is the posterior distribution of the quantity of interest
P.

Some element of the integral equation defining the asset pricing functional is unknown and
requires to be estimated, so that finally we obtain an Euler equation that is only approx-
imately true: d ~ (I — K )p. In particular, what is unknown is the transition density of
the Markov state of the economy and it is estimated nonparametrically. The asymptotic
properties of such estimator define the sampling probability associated to this functional
equation. In fact, the exact sampling distribution is not computable. Moreover, in order
to derive a suitable asymptotic distribution, the original model must be transformed as
K*d = K*(I— K)p, where K* denotes the estimation of the adjoint of K. We end up with
an integral equation of first kind that is solvable through the technique we have proposed
in Chapter 2. Hence, even if both the classical and the bayesian approaches start with
the same functional equation, they finally solve two substantially different, though linked,
functional equations.

The infinite dimension of the pricing functional inverse problem makes the posterior dis-
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tribution not well defined due to lack of continuity of its mean function. Hence, the
posterior mean, and consequently the posterior distribution, is prevented from being con-
sistent in the frequentist sense. This is an interesting example of frequentist inconsistency
in Bayesian nonparametric estimation, see Diaconis and Freedman (1986) [16]. If p, de-
notes the true value of the pricing functional having generated the data, the posterior
distribution is said to be consistent in the frequentist sense if it degenerates, with respect
to the sampling distribution, towards a point mass in p, as more and more observations
are collected.

The strategy that we use consists in getting rid of the lack of continuity by applying a
regularization scheme in the computation of the posterior distribution. We propose two
alternative regularization schemes: a classical Tikhonov scheme and a Tikhonov regu-
larization in the Hilbert scale induced by the prior covariance operator. The posterior
distribution that we get is slightly modified and it is called Regularized Posterior distri-
bution to highlight the role played by the regularization scheme. We take as punctual
Bayesian estimator the mean of this distribution. Under some regularity condition on the
true pricing functional p,, our bayesian estimator converges towards p, faster, in L?-norm
and in the sampling probability, than the classical estimator proposed in Carrasco et al.
(2007).

Finally, we study a particular prior distribution that is able by itself to introduce the reg-
ularization scheme necessary for making the posterior distribution consistent. This prior
is an extended version of the g-prior proposed by Zellner (1986).

The chapter is organized as follows. In Section 5.2 we briefly remind the rational expecta-
tion general equilibrium model of Lucas (1978) and we explicit the functional equation in
the equilibrium asset price as an integral equation of second kind. We properly define the
Hilbert space we are working in and the integral operator K. The Bayesian approach will
be explained and adapted to this particular inverse problem in Section 5.3. In this section
we compute the regularized posterior distribution by using the two alternative regulariza-
tion schemes. In Section 5.4, posterior consistency of the regularized posterior distribution
of the asset price p is proved. Section 5.5 presents the particular g-prior distribution for
the pricing functional that is able to regularize. We develop an extension of our model in
Section 5.6 where the variance parameter in the sampling covariance operator is unknown.
Section 5.7 concludes. All the proofs and some numerical simulation can be found in the
Appendix.

5.2 Rational Expectations Asset Pricing Model

Our Bayesian estimator does not require any particular assumption about preferences to be
satisfied in the asset pricing model. It is general and it can be applied to every asset pricing
model that characterizes the asset pricing functional as solution of the Euler Equation.
In order to stay as general as possible in this paper we take the asset pricing model of
Lucas (1978) since it represents the basis for all the subsequent models. Every extension to
more specific models with, for instance, non-separable utility functions, habit preferences
or Epstein and Zin (1991) utility function is possible with only minor modifications.

5.2.1 Lucas’ (1978) Model

Lucas (1978) [59] constructed the equilibrium in an exchange economy under the assump-
tion of rational expectations. The first-order conditions for attaining the optimum define
a functional equation in the vector of equilibrium prices of financial assets which is solved
for price as a function of the physical state of the economy.
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We consider a one-good pure exchange economy with a single consumer interpreted as
representative of a large number of identical consumers. The consumer faces the intertem-
poral choice problem between consumption and trading in financial assets and she/he
maximizes the expectation of a time-separable utility function:

o
Ee| > #U(Cury)] (5.1)
§=0

where E; denotes the conditional expectation operator conditional on the information set
Fi available in t, 5 € (0,1) is the time discount factor, U(-) is a current period strictly
concave utility function and Cy; is a stochastic process representing the consumption of
a single good at time ¢t + j. Since expectations are supposed to be formed rationally, E,
denotes both the mathematical conditional expectation and the agents’ subjective expec-
tations at time t.
In this economy there exist n distinct productive units (denoted with ¢ = 1,...,n) each
one producing a quantity Yj; of the consumption good in period t. The production
Y: = (Yit,...,Yn) is assumed to be entirely ezogenous and to follow a Markov pro-
cess defined by its transition distribution function F'(yiy1|y:) = P{Yi+1 < yit1|Y: = wi}-
Moreover, since the produced output is perishable, feasible consumption levels are those
which satisfy 0 < Cy < > | V;;. Each productive unit has outstanding one perfectly
divisible equity share held by the representative consumer and traded at a competitively
determined price vector p; = (pit,...,pnt). We denote with z; = (214,...,2n) the con-
sumer’s share holding at the beginning of period %, i.e. z;; is the period ¢ share holding in
the ¢-th productive unit.
Definition of the equilibrium of this economy requires to determine the equilibrium quan-
tities of consumption and asset holdings and the equilibrium price vector p. As Lucas
stresses, the equilibrium quantities of consumption and asset holdings are easily deter-
mined since all output will be consumed and all shares will be held, then

Co=> Yy, zm=(1,...,1), ¥ (5.2)
=1

The feasible equilibrium consumption and investment plans must satisfy, at each period
t, the budget constraint

Cit1 +peziy1 < Yz + 0z, Ci >0 2 > 0. (5.3)

The important economic variable whose equilibrium value remains to be determined is
the asset price. Equilibrium prices are set by the asset market by solving a problem of the
same form each period, so that it seems natural to express them as some fixed function
p(+) of the state of the economy: p; = p(Y;), where the i-th coordinate p;(Y;) is the price
of a share of unit ¢ when the economy is in the state Y;.

The first order conditions for maximizing (5.1) subject to (5.3), once equilibrium conditions
(5.2) have been incorporated, gives a functional equation in the equilibrium price vector,
or equivalently, n functional equations:

U3 Yiem
p9) = [ SR (Wi 4 0i00) dF Ol 6.4
for i = 1,...,n, where the conditional expectation E; in (5.1) has been explicited. This

equilibrium asset-pricing relation is the classical Euler equation that equates current price
of the i-th security to its expected discounted future payoff, discounted using the stochastic
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discount factor My41(Y:,Yiq1) = 0 U,%:Zyg,”)l ) The stochastic discount factor is expressed
as a function of the vectorial Markov state {Y;} instead of consumption process {C;}. In
the following of the paper, sometimes we shall denote it, at time t 4+ 1, simply by M1,
by neglecting its arguments.

Two remarks are in order. First, we choose to use the Lucas’ model and a separable
utility function because this represents the most general setting and it allows to explain
in a clear way our bayesian estimation approach. In any case, our bayesian procedure
does not require them and it perfectly works with every other specification of the utility
function (e.g. non-separable utility function over time and goods, habit utility function,
Epstein-Zin utility function, etc...) or with a model in continuous time as Cox, Ingersoll
and Ross (1985). A different kind of utility function only affects the stochastic discount
factor M1, but it does not change the characterization of the asset pricing functional p
as the solution of an integral equation.

Second, it is possible to note that the validity of equation (5.4) implies the validity of the
projected model

Epi(Y:)[Viq1] = E[Mtﬂ(yt, Y/;f-&-l)E(Mt-&-l(Y;fa Yit1) (Vi1 +pz‘(Yt+1))‘Yt> ’fftﬂ} (5.5)

fori =1,...,n, where we re-project the Euler equation through a conditional expectation
operator conditioned on the future state of the economy. This more complicated integral
equation will be required in order to compute the sampling distribution in the Bayesian
experiment. This is the price to pay for being bayesian.

The object of interest of this paper will be the determination of the vector of pricing
functionals p(-). Since equilibrium prices are a fixed function of the state of the economy,
once the transition function F'(y;4+1|y:) is known or estimated, this will be sufficient to
determine the stochastic process of prices p;.

5.2.2 Martingale Property

The equilibrium asset-pricing relation (5.4) says that p;(Y;) = E[M;11(Yii+1 + pie+1)|Ye)-
Therefore, we can write:

My 1(Yigr1 + pigr1) = pi(Ye) + €11 (5.6)

The variable €41 is a noise satisfying the following assumption that will turn out use-
ful in determining the covariance operator of the sampling distribution in the Bayesian
experiment.

Assumption 19 {g;11} is a weak white noise with variance o that is constant for each
time t.

The fact that error terms are serially uncorrelated prevents problems of endogeneity of
the regressors.

Lucas (1978) [59] stresses that “asset prices themselves do not possess the Martingale
property”, but that asset prices properly corrected for dividends and for the stochastic
discount factor [ possess this property, how can be seen from equation (5.4). This obser-
vation confirms the finding of Leroy (1973) [56] that the martingale property is neither
a necessary nor sufficient condition for rationally determined asset prices. However, it
is possible to show that there exists a probability, known as risk-neutral probability (or
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equivalent martingale measure - EMM) under which the discounted price process corrected
for dividends is a martingale. To show this, note that relation (5.4), divided by the value
of the function p;(Y}), gives for a risk-free security

L= (1+7p)Ep(Mp1|Y2),

where 7 denotes the risk-free rate compounded once in period [t,¢ 4 1]. We make the
following assumption concerning the transition distribution function of the Markov state

Assumption 20 The transition distribution function F(yi+1ly:) is absolutely continu-
ous with respect to the Lebesgue measure and there exists a positive function f such that

dF
AEaln) — £ (g |yr).
Hence, under this hypothesis, we have Vi =1,...,n

Yitr1 +0i(Yigs1) Mypr(Ys, YZ+1)

() = [ R et vy
Yitr1 +pi(Yier1)
= [ (Yi1|Yy)dY,
/ T4 S (Y| Ye)dYiqga,

where f*(YVi41|Y:) = % f(Yi41]Yy) is the equivalent martingale measure. In the
following we denote with E* the expectation taken with respect to this probability.

5.2.3 Integral Equations of Second Kind and Characterization of the
Operator

In this subsection, we study mathematical properties of functional equations (5.4) and
(5.5), meant as a functional equations in p;(+), and we properly characterize all the elements
appearing in it. If Assumption 20 holds, we can restate equation (5.4) in a more general
form:

pi(Y;t)_/Mt-&-l(Y;fvY;t—i-l)pi(n—&-l)f(y;f-i-l‘n)dn-i-l = /Mt+1(Yt71@+1)bz’(Yt+1)f(Kt+1m>dn+1,

(5.7)
for ¢ = 1,...,n. Function b; is the coordinate function associating vector Y;y1 to its i-th
component. {Y;} is an n-dimensional stationary stochastic process that satisfies Markov
property with stationary distribution II, i.e. II is the unique solution to

(Vi) = [ (YY),

We denote with 7 the density function associated to II.

Let X be the space of square integrable functions of one realization of {Y;} with respect
to the stationary distribution II endowed with the scalar product < -,- > inducing the
norm || -], i.e. X = L2(Y). We assume that p € X 3 and we define an operator K acting
on this space as:

Vo € X, Ko(Yy) = Ep(Mip1(Ys, Yig1)0(Yige1)|Y2),

3This assumption is simply an assumption on the distribution of the state of the economy Y;.
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where the conditional expectation is taken with respect to the transition distribution
F(Y;+1]Y:). Operator K is a contraction operator with norm strictly less then 1. The
contraction property can be easily proved by using Theorem 5 in Blackwell (1965) [7] or di-
rectly through the definition of contraction operator. In particular, [|K|| := supg, 4 <1 [[K¢[| <

ﬁ SUPg:(g/<1 [[E*(¢[¥2)|| < 1 since the conditional operator has norm equal to 1 and
T _H < 1.

The adjoint K* of this operator is defined through the equality < K¢, v >=< ¢, K*¢ >,
Vo,¢ € X, so that K™ = Ep(Mi11(Y:, Yir1)(Ye)|Yes1) fﬁ UYt+1 U(ye) f(ye|yes1)dye
and it is the operator characterizing the projected model (5.5). Although F(\Y4|Yis1) =
F(Y;+1]Y:), the two operators K and K* are substantially different due to the fact that
M1 is not symmetric in its arguments. Thus, K¢ coincides, up to a constant, with the
conditional expectation of the product of ¢ and the marginal utility function whereas K*¢

is proportional to the conditional expectation of the ratio %

We call d;(Y}), or simply d;, the right hand side of equation (5.7), so that we rewrite
the equilibrium model as

di(Yy) = Ep(Miy1(Ys,Yig1)bi(Yes1)|Ye), t=1,...,n

where [ is the identity operator onto X'. In the following we eliminate the subscript ¢ in the
price, b; and d; functions and it will be implied that the functional equation (I — K)p = d
refers to a single security.

We will now introduce an assumption, that is only a regularity assumption but that is
useful to guarantee compacity of operator K.

Assumption 21 The Equivalent Martingale Measure f*(Yi11|Y:) is dominated by the
marginal distribution of Yir1 and its density is square integrable with respect to the product
of margins of Y111 and Y;.

Exploiting this assumption it is possible to show that K is an Hilbert-Schmidt operator.
Let k(Y:, Yiq1) = My % be the kernel characterizing operator K. K is an Hilbert-
Schmidt operator if the Hilbert-Schmidt norm || - || s is finite:

1K |7

/ (Y2, Yian) 2 (V) (Vi1 )AYid Yo

fe|Ye)
T(Yit1)

= My f(Ya|Y2)
N /(E(Mt+1|Yt) m(Yet1) )2 (Ye)m (Yeg1)dYed Ve

- / (0" (Veur[Ye) 7 (Yo m (Yo )dYd Y < oo

< (4 / (M1 (V) (Vi) dYd Vi

where the second line follows from the fact that (14 r;)? > 1 and g* is the density of the

EMM f* with respect to m(Y41), i.e. % = *(Y;:Jrlm)-

Hilbert-Schmidt operators are compact; this is a very attractive property since every
compact operator is the limit of a sequence of operators with finite dimensional range.
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Hence, when operator K has to be estimated it can be approached by a sequence of finite
dimensional operators. Furthermore, a compact operator has peculiar spectral properties.
The eigenvectors of a self-adjoint compact operator can be orthonormalized, the set of
its eigenvalues {)\]2} is at most countable and if there are infinitely many eigenvalues
they accumulate only at 0. For a compact operator that is non self-adjoint, like K, we
consider its singular values that are defined to be the square roots of the eigenvalues of the
nonnegative self-adjoint compact operator K* K. Then, there exist orthonormal sequences
{¢;} and {9;} of X such that

Kej =Ny, K™ = Ajg;.

Assumption 21 also implies that r(Y;) € X, R(K) C X and R(K*) C X, then K :
X —->Xand K*: X — X.
Functional equation (5.7) is an integral equation of second kind and its properties are
well known in the literature (see Kress (1999) [50]). While K is compact, (I — K) is not
compact. Moreover, 1 is not an eigenvalue of K so that (I — K) is one-to-one and its
inverse is bounded. Therefore, the inverse problem defined by (5.7) is well-posed in the
sense that it satisfies Hadamard’s conditions, see Engl et al. [19]. Unfortunately, when
we consider the projected model (5.5) we loose the well-posed character of the inverse
problem. The projection operation transforms a well-posed inverse problem in an ill-
posed one since operator K*(I — K) is compact and its inverse is not continuous on X, so
that the recovered pricing functional p is very sensitive to small measurement errors in r.

5.3 Bayesian Econometric Analysis

The aim moving our econometric analysis is the characterization and estimation of the
price process {p;}. The price process can be expressed at each period t as a fixed function
p(+) of the state of the economy: p; = p(Y;). Therefore, once function p(-) is known,
knowledge of the transition function F'(y;+1|y¢) is enough to determine the stochastic
character of the price process. While the transition function will be approximated in a
classical nonparametric way (e.g. with a kernel method) the whole pricing function p(-)
will be the object of a Bayesian analysis.

The rationalization for our estimation choice is that prices are economic variables that
economic agents have to take into consideration when they make their economic decisions
and on which they performs a Bayesian learning through a continuous updating of the
prior distribution. Hence, it seems natural to consider a similar learning process for the
econometrician. On the contrary, the transition probability of the state of the economy
is exogenous to the learning process of the economic agents and so it does not seem
suitable to treat it in a Bayesian way. Roughly speaking, we could consider F'(y;1+1]y:) as
a nuisance parameter. This approach has nothing of strange since it is the same as in the
classical linear model, where the parameters are estimated in a bayesian way while the
second moment of covariates and the second cross moment are estimated with a classical
procedure, see Zellner (1986) [82].

The stochastic discount factor M; will be considered as known. In the case in which it is
unknown we can calibrate it.

5.3.1 Nonparametric Estimation of the Transition Density

The transition density function f(Y;41|Y:) is usually unknown. In this subsection, it
will be briefly reviewed the construction and properties of the kernel density estimation
considered in Roussas (1967) [68].
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With abuse of notation, we use f to denote both the transition density and the two-
dimensional joint density of the Markov process {Y;} with respect to Lebeasgue measure.
It is assumed that m is strictly positive on R;. Then, the transition density of the process
is written as % We state the following assumption where small letters denote

realizations of the random variable Y;.

Assumption 22 We dispose of a (T'+1) sample (y1,...,yr+1) from the weakly stationary
Markov process {Y;}.

As already stated we want to stay as general as possible, hence we follow the original setup
of Lucas (1978) [59] which assumes stationarity of dividends levels, so we take Y; as the
aggregate consumption process.

In some case, data may not confirm the hypothesis of stationarity of the consumption
process. When this is the case, it is sufficient to rewrite the basic asset pricing equation
(5.4) to express it in terms of consumption growth rates, which is shown to be stationary
and Markov by empirical evidence. Then, Y; will denote either the consumption growth
rate process or a stationary state variable whose the consumption growth rate is a trans-
formation, see Chen et al. (2008) [12]. The slightly modified asset pricing equation can
be rewritten as

Yin1
Y,

vi(Yy) = E(m(Yeqr, Vi) [1 + 0i(Yes1)] <—V) (5.9)

where v; denotes the i-th asset’s price-dividend ratio, m(Y;11,Y;) = ﬂU[l](,?a)l), under the

hypothesis of homogeneous utility function, and YtTtl is the dividend growth variable.

In the following, this specification is not used and for clarity and simplicity of exposition
we consider the basic Lucas setting. All the results in the following can be trivially adapted
to the functional equation (5.9) with only minor modifications.

Let L : (R™) — R be a measurable function satisfying properties:

L(w)| < Mi(< o), ueR™ /]K(u)\du < 0,
[l [ | ()| — 0, as ||ul| — oc; / K (u)du = 1,

h = h(T') be a function of T" such that h — 0 as 7" — oo and Ly (u) stands for L(z%).
Then, the kernel transition density estimation is obtained as the ratio of the kernel density

estimation of the joint f and of m, f(Yi41|V;) = %

i 2 ye1 In (Y = 95) Ln(Yier — 1)
77 Yot Ln(Ye — )
We plug this estimator in the operator K and in d:

(Y |Y:) =
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Kp(Y:) = E(Mp1(Ys, Yir1)p(Yi1)|Y)
= /Mt+1(Yt,Y%+1)P(Yt+1)f(yi+1!5®d3@+1

T

1 Ln(Y: — ;) /
= M1 (Y, Yie1)p(Yig1) L (Yeer — yj+1)dYi
Th?n jz:l Th™ Zl 1 Lh(}/; yl

d(Y;) = E(Mps1(Ys, Yigr)b(Yis1)[YVy)

= / M1 (Ye, Yir1)b(Yig1) f (Vi1 |Ye)d Vi

T

1 Lyp(Y: — /
= M1 (Y, Y1) 0(Yeg1) L (Yier — yj4+1)dYe41.
Than ; Thn Zz 1 Lh<Yt i)

The expression for K* can be easily deduced from that one for K. We assume that K
and K* define operators from X into X and d is an element of X'. These assumptions are
actually integrability assumptions on the kernel function L. Hence, both K and K* are
degenerate operators with range of dimension 7', they are compact and have at most T
nonzero eigenvalues 5\]- that implies they have not continuous inverses.

For numerical simulations and asymptotic properties it is useful to approximate K and d
through a change of variable %y]“ = u and a Taylor expansion at the first order:

. " ZJ 1 Mt+1(Yta Yi+1)P(Yj+1) Ln(Ye — v5)
Kp =
" S Lu(Ye — i)
d = h Z] 1 Mt+1(Y;€7 y]+1)b(yj+l) (Y;f - yj)
" Sl Ln(Ye — )

Asymptotic properties of this kernel estimator will affect the asymptotic properties of
the Bayesian estimator for p. Note that the use of these estimated quantities implies
that the Euler Equation defining the pricing functional is now only approximately true:
d~ (I — K )D-

5.3.2 Construction of the Bayesian experiment

We concentrate in this paragraph on the characterization of the Bayesian experiment as-
sociated to (5.8). Given the reasons discussed at the beginning of Section 5.3, preference
parameters and (3 are assumed as known and the transition density is substituted with
the kernel estimator previously described.

Prior Distribution

The first step in order to well define the Bayesian experiment is the characterization of a
prior probability p induced by the pricing functional p on the parameter space X 4. We
endow the parameter space with the o-field £ and we assume that p is a gaussian measure.

4Note that the distribution g has nothing to do with the stochastic character of p;. The latter only
depends on the state of the economy once a pricing functional has been drawn from p
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Assumption 23 Let u be a probability measure on (X,E) such that E(||p||*) < oo, with
E the expectation taken with respect to p. w is a Gaussian measure that defines a mean
element pg € X and a covariance operator Qg : X — X.

w is gaussian if the probability distribution on the Borel sets of R induced from p by
every bounded linear functional on X is gaussian. More clearly, p gaussian means that
VB € B(R)

P(B) = u{p; < p,¢ >€ B}
is gaussian for all ¢ € X, see Baker (1973) [3]. The mean element pg in X is defined by

< po,p >—/ < p, > du(p)
X

and the operator )y by

< Qop1, P2 >=/ < p—po,p1 ><Dp—po,p2 > du(p)
X

for every ¢1,p2 € X. Let S(X') denote the set of all linear, bounded, self-adjoint, positive
semi-definite and trace-class operators onto X. In particular, S(X) is the set of all covari-
ance operators of Gaussian measure on X. On the basis of Assumption 23, ) is correctly
specified as a covariance operator in the sense that it belongs to S(X). A covariance oper-
ator needs to be trace-class in order the associated measure be able to generate trajectories
in the well suited space. Indeed, by Kolmogorov’s inequality a realization of the random
function p is in X if E(||p||?) is finite®. Since E(||p||?) = > )\?0, this is guaranteed if
is trace-class, that is if ) )\?0 < oo, with {)\?0} the eigenvalues associated to ©y and E(-)
the expectation taken Withlrespect to u.

Since the eigenvalues of Qg are the square roots of the eigenvalues of €}y the fact to be
1
trace-class entails that €3 is Hilbert-Schmidt. Hilbert-Schmidt operators are compact and

the adjoint is still Hilbert-Schmidt. Compacity of Qé implies compacity of €.

This specification for the prior measure is suitable in the sense that its support is the clo-
sure of the Reproducing Kernel Hilbert Space associated to o, (H(€2) in the following),
that is dense in X if ) is one to one. Let {)\?0, go?o} be the eigensystem of Q5. We define

the space H () embedded in X as

oo

H(Q) ={p:pe X and Z
j=1

Q
| < ,0° > ?

G < oo} (5.10)
j

and, following Proposition 3.6 in Carrasco et al. (2007), we have the relation H(Qp) =

1

R(QZ). Tt results evident how the choice of the covariance operator can modify the sup-
port of a gaussian measure. In particular, if €y is injective then the support of u is the
whole space X, otherwise, the support is any subset of X’; henceforth, a particular choice
of the covariance operator allows to incorporate in the prior distribution constraints on
the parameter of interest.

An other way to incorporate constraints on the functional form of p consists in specify-
ing a prior mean satisfying them. The trajectories drawn from the corresponding prior
distribution will almost surely satisfy the constraints. Let p, denote the true value of the
pricing functional having generated the data d, we assume that

®Namely, following Kolmogorov’s inequality P(||p|| > €n) ~ Op(1) if and only if E(||p||?) is finite.
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1
Assumption 24 (p, —po) € H(S), i.e. there exists §, € X such that (p. — po) = 5 ..

In other words, we are supposing there exists a function J, € X such that the centered true

1
value of the pricing functional is the image of it through operator €}5. This assumption is
only a regularity condition on p, and will be exploited for proving asymptotic results.

Sampling Distribution

In our model, both the parameter and the sample space coincide with X'. We denote with
QP the sampling probability on X, namely the conditional probability of the observations
given p, and it can be inferred from the conditional distribution of the measurement error
process d— (1 K )p given p. An exact conditional distribution of this process is impossible,
or at least too complicate, to compute due to nonparametric estimation. Hence, we need
to compute its asymptotic distribution. However, the nonparametrlc estimator used for
obtaining K and d prevents us to find convergence of d — (I — K )p to a well defined
process with continuous trajectories,like a gaussian process. In fact, it converges towards
a process with trajectories that are discontinuous. In order to obtain weak convergence of
this process it is necessary to smooth its trajectories. For this, we consider the projected
model (5.5) instead of the original one (5.4) and we redefine p as the solution of the
estimated integral equation of type one

K'd=K*I-K)p+U (5.11)

that is the estimated counterpart of (5.5). We introduce the notation R for denoting K*d
and H for denoting K (I — K ) so that

R=Hp+U (5.12)

and H is the estimator of H = K*(I — K) that is a compact operator onto X. Hereinafter
we denote with H* the adjoint of H and H* = (I — K*)K. In this new model the estimated
operator H becomes the true operator defining the functional equation for p and p is now
solution of an integral equation of first kind. The compacity of H makes this inverse
problem ill-posed.

The error term process can be rewritten as U = K*((d+Kp) — (d+ Kp)) and the following
theorem shows that it is asymptotically gaussian.

Theoren} 19 Under Assumption 22, there exists a random element ¥ € X such that
VTK*((d+ Kp) — (d + Kp)) is asymptotically equivalent to

VT

a Z M1 (yj, Yer1) [Mev1 (5, yj+1) (0(yj+1) + p(yj41)) — p(y5)]

f(y]’ }/t+1) + hPy.
m(y;)m(Yey1)
Moreover, VTK*((d+ Kp) — (d + Kp)) = GP(0,0°K*K) (weak convergence in X) and
K*K is a trace-class operator.

It will be proved in the Appendix that the first term of the above equality and ¢ weakly
converge to a gaussian element in X', but that the second term becomes negligible after
having been scaled by h — 0.

Assumption 22, concerning the weakly stationarity of the sample, is necessary only for hav-
ing a speed of convergence of v/T, but it does not matter for having weakly convergence
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towards a gaussian process. Our guess is that without the weakly stationarity assumption
we would get a slower speed of convergence equal to §(7'), for some function §(-).

The sampling distribution QP of R given p is characterized by the transition probability
P(-|p) that associates to each p a probability measure on (X, F): QP = P(R € Blp), for all
B € F, where F is the o-field associated to the sample space. This probability is deduced
from the above theorem, thus QP is approximately gaussian with mean H p and covariance
operator X = %2K *K. Because K is unknown, operator Y is replaced by the estimator

S = %Qf( *K when we want to compute the posterior distribution (under the assumption
that o2 is known, the case with o2 unknown will be considered in Section 5.6).

Some remarks are in order. First, the fact that the sampling probability is only asymp-
totically gaussian does not affect properties of our estimator. Indeed, we need normality
only to construct the estimator of p and it is not used at all to prove consistency (that is
the argument that justifies the proposed estimator).

Second, in order to recover the sampling probability, we have considered the estimated
projected model (that is an ill-posed inverse problem) instead of the more natural one
d= (I — K )p+ U (that is a well-posed inverse problem). This is because such error term
does not weakly converge to any well-defined stochastic process since kernel estimation
produces an empirical process converging to a process with discontinuous trajectories.
Projecting the model through a further application of operator K* allows to smooth tra-
jectories and to increase the speed of convergence. We loose the well-posedness of the
initial inverse problem (5.4), but this is the price to pay in order to be bayesian.

Third, X7 € S(X), thus it possesses all the properties that characterize a covariance op-
erator.

Fourth, the sampling model (5.12) is different than standard econometric models since
the sample is represented by only one variable of infinite dimension, that plays the role
of the observation, instead of by several finite dimensional observations as usual. The
variable R, playing the role of the sample, is a mathematical object obtained through a
transformation of a sample of finite dimensional observations. Therefore, its distribution
(in particular its covariance operator) depends on the way the data are generated.

Identification

In our estimation, we are interested in frequentist consistency of the posterior distribution,
i.e. convergence with respect to the sampling distribution. We will give in Section 5.4
the definition of frequentist consistency, also called posterior consistency or consistency
in the sampling sense. In order this type of consistency be verified we need the following
assumption for identification.

1 1
Assumption 25 The operator HQ§ = K*(I — K)Qg : X — X is one-to-one on X.

This assumption guarantees continuity of the regularized posterior mean that we shall
define below, so that posterior consistency is satisfied.

Some comments about this hypothesis are in order. If we use the classical model d =
(I — K)p and a classical (non bayesian) procedure to recover p then no further identifica-
tion condition would be required since operator (I — K) is one-to-one (due to the fact that 1
is not an eigenvalue of K). In reality, we are using the projected model K*d = K*(I—K)p,
so that, if a classical resolution method is used, the identification of p would require in-
jectivity of K*(I — K) that is not guaranteed by injectivity of (I — K). If we compare

1

Assumption 25 to this last one, we see that it is weaker in the sense that if Qg is one-to-one
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1
then K*(I — K)$§ injective does not imply K*(I — K) injective while the reverse is true.

Joint Probability Distribution

With relevant space we refer to the product of the sample and parameter space, associated
to model (5.11), endowed with the associated o-field &€ ® F and with the joint measure
determined by recomposing the prior and sampling distributions. We define the product
space X X X as the set

X x X :={(¢,¥); 0,9 € X}

with addition and scalar multiplication defined by (¢1,%1) + (¢2,¥2) = (d1 + d2, 11 + 2)
and h(¢1,11) = (he1,hh1), Yh € R. X x X is a separable Hilbert space under the norm
induced by the scalar product defined as

< (P1,Y1), (P2, 02) >:=< ¢1, 02 >+ < (V1,92) >, V(i 1hi) € X x X, i=1,2.

The joint probability measure on X x X', denoted with A, is constructed by recomposing
the prior u and the sampling distribution Q? in the following way:

A(A x B) /Qp u(dp),  A,Be€X.

After that, function A is extended to £ ® F. Following discussion in Chapter 2, it is trivial
to prove that (R, p) are (asymptotically) jointly distributed as a gaussian process:

(R) ~ gp(((Mo),(Br e H ) 519

The marginal distribution induced by R on X, denoted with @, is gaussian with mean
H po and covariance Cp := Xp + HQoH* that is trace class. We shall denote with C’T =
Sr+ HQoH* the estimated marginal covariance operator. It should be noted that H and
H are compact operators since they are the product of a bounded and a compact operator,
see Theorem 2.16 in Kress [50]. While H has a finite number of non-zero singular values,
H has a countable number of singular values only accumulating at 0.

Summarizing, the bayesian experiment associated to model (5.5) can be written as

==X XxX,EQF,A=pnpxQP).

Bayesian inference consists in finding the inverse decomposition of A in the product of the
posterior distribution, denoted with ;7 , and the predictive measure Q.

5.3.3 Analysis of the Posterior Distribution

The infinite dimension of the Bayesian experiment makes application of Bayes theorem
not evident, so that in defining and computing the posterior distribution we should care
about three points: (i) existence of a regular version of the conditional probability on £
given F, (ii) the fact that it is a gaussian measure and (74) its continuity. The conditional
probability p”, given R, is said reqular if a transition probablhty characterizing it exists,
i.e. there exists a probability P(-|F) such that P(A|F) = p”(A), VA € £. The next
theorem answers to the first two questions:
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Theorem 20

(i) Let (X x X,E®F, ) be a probability space that is Polish ©, then there exists at least
one regular conditional probability P(-|F) such that P(A|F) = u” (A), VA € £.

(ii) The probability u” is characterized by the characteristic function

E(e!<Ph>|V) = 6i<AR+b,h>—%<(QO—AHQO)h,h>’ heX,

where i is the imaginary unit, A: X — X and b € X. Then p” is gaussian with mean
AR+ b and covariance operator (o — AHS).

The first point of the theorem is an application of Jirina theorem, see Neveu (1965). We
find that the space X we are considering, defined as the space L2(Y) of square integrable
functions with respect to m, is Polish, see Hiroshi et al. (1975). Concerning the second part
of the theorem, a proof of this part can be found in Mandelbaum [60]. The characteristic
function takes the form of the characteristic function of a gaussian random variable. The
posterior mean is AR + b and the posterior variance is )y — AHSy. The deterministic
function b has the following form: b= (I — AH)py and operator A is determined through
the equality between the two expressions for the covariance operator:

Vo, e X, Cov(<p,¢d><Rap>) = Cov(<EQpR),¢> < R1p>)
= Cov(< AR, ¢ >,< R, >)
= Cov(< R,A*¢ > < R, >)
= < (Sp+ HQoH*)A* ¢, ¢ >),

where A* denotes the adjoint of A, and from (5.13)

Cov(<p,¢p><Rv>) = <HQp1)>.

Therefore, by equating these two terms, A is defined as the solution of the functional
equation:

(Sr + HQH"A* G = HQpp Vo € X. (5.14)

In reality, Y7 is unknown and replaced by its estimated version. Therefore, it is more
appropriate to define A as the solution of

(Sp + HQoH*A* ¢ = HQpp Vo € X. (5.15)

With the transition distribution F' replaced by the estimator F', which is of finite rank, the
null set of operators H , H* and 27 is not reduced to zero. Furthermore, f]T, H and H* are
operators from X in X', so that they have an infinite number of eigenvalues equal to zero.
Hence, Cr has not an inverse continuously defined on X and A* is unbounded. This causes
A to be unbounded and the posterior mean to be not continuous in R. This is a huge
problem because it entails that small measurement errors in R will have a severe impact
on the posterior mean of p that consequently will be prevented from being a consistent
estimator (in the sampling sense). Then, the posterior distribution is not consistent in the
sampling sense when we are considering the whole space X. Nevertheless, the posterior
mean remain a consistent estimator in the Bayesian sense, i.e. with respect to the joint

SA Polish space is a separable completely metrizable topological space.
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distribution A.

In practice, the computation of the posterior distribution in infinite dimensional spaces
requires to solve the further inverse problem (5.15) that is ill-posed. Henceforth, the
degree of ill-posedness of the Bayesian problem is different than the degree of ill-posedness
of the classical problem. In the following two subsections we propose two solutions to deal
with this lack of consistency. These solutions are based on two different regularization
techniques of the inverse of operator (37 + HQoH*) in (5.15); the first one uses a classical
Tikhonov regularization scheme and the second one uses a Tikhonov regularization in the
Hilbert scale induced by the inverse of the prior covariance operator.

5.3.4 Tikhonov Regularized Posterior Distribution

We solve the problem of unboundedness of operator A in the posterior mean function by
applying a Tikhonov regularization scheme, see Kress (1999), to the inverse of operator
(X7 4+ HQoH™). We define the regularized operator A4, as:

Angp = QoH* ( + X7 + HQoH*) ' (5.16)

where o > 0 is a regularization parameter that is function of the sample size T', o = «(T),
and it is such that « — 0 as T — oo. This parameter must be chosen in order to
balance the trade-off between the bias due to the regularization and the variance due
to the instability of the inversion. Operator (al + Sr+ HQoH *) is surjective and then
injective and it has a bounded inverse.

The regularized operator A, is used to construct a new posterior distribution that we
denote with p and that we guess is the solution of the projected Euler equation (5.12).
Asymptotic arguments will justify this choice as far as it is proved, in Section 5.4, that
pl weakly converges, with respect to the sampling probability, to the Dirac measure
concentrated in p,, where p, is the true value of the pricing functional.

The regularized posterior distribution uZ is a conditional gaussian measure on the o-field
& given F, with mean and variance

Eo(p|R) = Aa(R_ﬁpO)+PO
Qar = Qo— AHQ.

This probability measure is characterized by the estimated operator K, therefore it must
be meant as an estimation of the corresponding regularized posterior distribution with
true K. We select as punctual estimator of the equilibrium price function the regularized
posterior mean E,, (p[f%), as it is suggested by a quadratic loss function. This estimator is
a continuous function of R and then it is consistent.

Tikhonov regularization is a stabilization procedure and it is the equivalent, in inverse
problem theory, of shrinkage estimators in statistics and econometrics. These estimators
are defined through the addition of a bias in order to stabilize the inversion. One example
of shrinkage estimator is the well-known ridge regression. In particular, in finite dimen-
sional Bayesian inverse problem, for particular choices of the prior and sampling variance,
the posterior mean and the Tikhonov regularized solution coincides.

Tikhonov regularization is easy to implement but in certain situations the rate of conver-
gence of the regularized solution, toward the true value p,, is not optimal. More properly,
when the true pricing functional p, is highly regular, Tikhonov regularization does not
permit to exploit all its regularity to reach a faster rate of convergence. This is what is
called saturation or qualification effect.
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5.3.5 Tikhonov regularization in the Prior Variance Hilbert scale

Different methods for better exploiting the regularity of function p, have been proposed in
literature. Among these, we find the iterative methods, as the iterated Tikhonov reqular-
ization, and the Tikhonov regularization in Hilbert Scale, see Engl et al.(2000) for general
theory of regularization in Hilbert scale.

In this subsection, we recover A by applying a Tikhonov regularization 1m the Hilbert scale

induced by the inverse of the prior covariance operator. Let L = Q, 2 be a densely de-
fined, unbounded, self-adjoint, strictly positive operator in the Hilbert space X 7. The
norm || - ||s is defined as ||z||s := ||L®z||. We define the Hilbert Scale X5 induced by L
as the completion of the domain of L*, D(L?), with respect to the norm || - ||s previously
defined; moreover X, C Xy if s < s, Vs € R. Usually, when a regularization scheme in
Hilbert Scale is adopted, the operator L, and consequently the Hilbert Scale, is created ad
hoc. The operator L is in general a differential operator. In the Bayesian case this regular-
ization scheme results to be very interesting since the Hilbert Scale is not created ad-hoc
but is suggested by the prior information we have and this represents a big difference
and advantage with respect to the standard methods. Hence, the regularization scheme
is strictly linked to the prior distribution. The following assumption is necessary in order
the theory of regularization in Hilbert scale works and gives suitable rates of convergence.

1 a
Assumption 26 (i) [|HQ || ~ ||Q5z]|, Vo € X;
Bt1
(71) (px — po) € Xgq1, i.e. Ips € X such that (p. —po) = Q> p«

(iii) a,s,0 ERy anda<s<[F+1<2s+a.

This Assumption is the analogous of Assumption 5 in Chapter 2. Therefore, we refer to
section 2.3.2 for comments on this assumption.
Under such the regularized solution in X5 to equation (5.15) is:

Ay = QoH*(aL*® + Sr + HQoH*) L. (5.17)

The regularized posterior distribution is thus defined similarly as in Section 5.3.4 with A,,
substituted by A and is denoted with 7. The regularized posterior mean and variance
are

Es(p|R) = AR+ (I — AH)po (5.18)
Qr = Qo — AHQ.

A classical Tikhonov regularization method allows to obtain a rate of convergence to zero
of the regularization bias that is at most of order 2; on the contrary with a Tikhonov
scheme in an Hilbert Scale the smoother the function p, is, the faster the rate of conver-
gence to zero of the regularization bias will be.

5.4 Asymptotic Analysis

A very important result, due to Doob (1949), see Doob (1949) and Florens et al. (1990),
states that for any prior, the posterior distribution is consistent in the sense that it con-
verges to a point mass at the unknown parameter that is outside a set of prior mass zero.

_1
"More clearly, L = 2 is a closed operator in X satisfying: D(L) = D(L*) is dense in X, < Lz,y >=<
x, Ly > for all z,y € D(L), and there exists v > 0 such that < Lz,z > > «||z||* for all x € D(L).
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Actually, no one can be so certain about the prior, above all when the parameter is of
infinite dimension, and values of the parameter for which consistency is not verified may
be obtained. To move around this problem it is customary to use a frequentist notion of
consistency. The idea of this consistency lies in thinking the data as generated from a
distribution characterized by the true value of the parameter and in checking the accumu-
lation of the posterior distribution in a neighborhood of this true value.

This is the so-called ”classical bayesian” point of view and, in according to it, we assume
there exists a true value of the pricing functional, already denoted with p,, and we check
that the regularized posterior distribution becomes more and more accurate and precise,
around p,, as the number of observed data increases indefinitely. Thus, it is a convergence
in the sampling probability sense and it is known as consistency of the posterior distribu-
tion.

Following Diaconis et al. (1986) we give the following definition of posterior consistency
(or consistency in the sampling sense):

Definition 3 The pair (p, u”) is consistent if u” converges weakly to 0p as T'— oo under
QP-probability or QP-a.s., where 6, is the Dirac measure in p.
The posterior probability u” is consistent if (p, u”) is consistent for all p.

If (p, ") is consistent in the previous sense, the Bayes estimate for p, for instance the
posterior mean for a quadratic loss function, is consistent too.

The meaning of this definition is that, for any neighborhood U of the true parameter p,
the posterior probability of the complement of ¢/ converges toward zero when T — oo:
u” (U°) — 0 in QP-probability, or QP-a.s. Therefore, since distribution expresses one’s
knowledge about the parameter, consistency stands for convergence of knowledge towards
the perfect knowledge with increasing amount of data.

We refer to Section 2.4 of Chapter 2 for a discussion on this definition. We are persuaded
about the importance of studying posterior consistency and in this section we study this
concept of consistency for the regularized posterior distribution. By Chebyshev’s Inequality
in L? spaces we have, for any sequence M,, — 00:

Eo(|lp — p:|*|R)
(Mngn)z
1

= mk Qu,r1,1 > +[|Ea(p|R) — pu|*]

|120,R

pi{p |lp— pil| > Magn} <

| + [[Ea(p|R) — plf?
(Mpen)? '

IN

(5.19)
The same inequality is valid for 7.

5.4.1 Speed of convergence with classical Tikhonov regularization

We begins by checking posterior consistency of the regularized posterior p computed
with the classical Tikhonov, namely we check accumulation of x to the point mass J,,.
The main results are contained in the following theorem.

Theorem 21 Let p, be the true value of the asset pricing functional and ,u{f a gaus-
sian measure on X with mean Ay(R — Hpo) + po and covariance operator Qo r. Under
Assumptions 24 and 25, and if « — 0, 2T — o0,

(i) ul weakly converges towards a point mass 6y, in ps;
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1

1 1
(1) if moreover 0, € R(U5 H Hﬂg)g for some 3 >0, then for p > 2

s 1 1/1 3 B 1 1/ 1 i
pi{pllp—pol| > er} ~ Op(Oéf+7+*<*+h2p>20ﬁ+a27Ta(7+h2p)2

The parameter p is the minimum between the order of the kernel and the order of differ-
entiability of the density function f.

It should be noted that the condition for the second part of the theorem is only a regularity
condition that is necessary for having convergence at a certain speed. The condition that
really matters is the fact that the centered true parameter must belong to the Reproducing
Kernel Hilbert Space associated to g, i.e. (px —po) € H(Qo).

The support of a centered gaussian process, taking its value in an Hilbert space X, is
the closure in X of the Reproducing Kernel Hilbert Space associated with the covariance
operator of this process, see VanDerVaart et al. (2000). Then, for p drawn from the prior
distribution p, (p —po) € H(Q) with p-probability 1, but with pu-probability 1, (p — pg) is
not in H(€p). Hence, the prior distribution is not able to generate trajectories that satisfy
Assumption 24 or, in other words, the true value of the price functional p, cannot be
generated by the prior p specified in Assumption 23. This concept is known in literature
as prior inconsistency and it refers to a prior that is unable to generate the true parameter
having characterized the data generating process. This problem is present only for infinite
dimensional parameter sets and it is due to the fact that it is difficult to be sure about
a prior on an infinite dimensional parameter space so that it can happen that the true
value of the parameter is not in the support of the prior, see e.g. Freedman (1965) [34] or
Ghoshal (1998) [37].

Anyway, if Qp is one-to-one, H () is dense in X’ and since the support of y is the closure
H (), this measure is able to generate trajectories as close as possible to the true one.
The next corollary states consistency of the regularized posterior mean and convergence
to zero of the regularized posterior variance; it provides the necessary results for having
Theorem 21.

Corollary 4 Under Assumptions 24 and 25, and if o« — 0, o*T — oo, p > 2 then:

R R 1 1 1
(1) ||Ea(p|R) — p«|| — 0 in QP*-probability and if Q> (p« — po) € R( H*HQ@)g for
some 3 >0,

N A 1 1
_ 2 o B -  _(B+DA2
[|Ea(p|R) — pal| Op(a” + (aQT)Za + T +

1,1 1 11
— (= h2p) B 777( h2p>
a2(T+ AT T 2\ Thn

1
(i1) ||Qa.r|| — 0 in PP+-probability and V¢ € X such that Q » € R(Q g HQS)g for
some 3> 0,

1 /1 1 1 1 1
Q 2 B 2 B 2 +1)A2
[|Qa,rP||" ~ 0P<O‘ o2 (T h p)O‘ (042T)2?(Th” +h p) + (@ )204(5 ) )

The parameter 3 denotes the regularity of the true p, and, in the previous rate of conver-
gence, it must be meant as 3 A 2 since 2 is the qualification for Tikhonov regularization.
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Then, the rate of convergence cannot exceed a?.

The rate of convergence to zero of the posterior variance is negligible with respect to the
rate in the bias, so that the optimal parameter of regularization will be chosen by taking
into account the rate of the squared norm of the bias. Concerning this rate, only the first
and third terms matter, being the other three terms negligible for particular choices of 3
and of the bandwidth h. While the first rate o’ requires a regularization parameter o
going to zero as fast as possible, the third one requires an « going to zero as slow as pos-
sible. In choosing the regularization parameter we should take into account this trade-off,
so that the optimal regularization parameter «, will be obtained when the two rates are
made equal: o = O%T This implies

1
O < T B+,
The optimal rate of convergence of the squared norm of the regularized posterior mean

__B_
and variance is 7" #+1, while the optimal rate of the regularized posterior distribution is

__B8 . . B .
T 26+D gince, when the optimal « is used, a2 dominates all the other rates.
Let us analyze conditions on 3 and h to guarantee convergence to zero of the other rates in
the bias. A sufficient condition for (a21:p)2 aP#TDA2 converging to zero is that ( ~ Op(1),

1
a2T)
ie. a? ~ (’)p<%). With « replaced by its optimal value, this condition is met for g > 1.

For % (% + th) ag being negligible we have to choose h in such a way that h? ~ (’)p(%),
i.e.

13
ho ()"
A7
To guarantee that the last rate ﬁ(T}m + h?P) converges to zero we simply have to check
that

~ Op(1) since the second term is op(1 ) due to the choice of h and to the fact
that ﬁ 0p(1). Then, - vl = = (F)" A5 and it goes to zero if 3 > 2p—+z when
2p—n>0andif g < 3

2p +Z when 2p —n < 0. This constraint is binding with respect to

the constraint § > 1, previously introduced, when 2p —n > 0. Summarizing, if 20 —n > 0
the only constraint is 3 > 2p . otherwise, we have two constraints: 1 < 8 < gztz

Lastly, it should be notlced that the second, third and fourth rates of the squared norm
of the regularized variance operator goes to zero if conditions for ensuring convergence to

zero of the terms in the bias are satisfied.

_ 1
a?Thn

5.4.2 Speed of convergence with Tikhonov regularization in the Prior
Variance Hilbert Scale

We compute in this subsection the speed of convergence for u?. The speed obtained in
this case is faster than that one obtained with a simple Tikhonov regularization scheme.
In this section we suppose Assumption 26 holds, the attainable speed of convergence is
given in the following theorem, the proof of which can be found in Appendix 5.8.

Theorem 22 Let Ey(z|Y) and Vi be as in (5.18). Under Assumptions 24, 25 and 26

~ Bl 1-a ] 1 1 atB+2s s+1 1 /1 11
||E5(p|R)*p*||2 ~ Op(aa+s+a“+éT+74ﬁOé ats +aa+5$<f+h )Jrfsﬁ)

Moreover, if the covariance operator Qg r is applied to any element ¢ € X such that

1 B
Q3o € R(23), then
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9 B+1 1 2otats 811 1 /1 2 1
105rel ~ Op(@55 + a5 afsr 5 (W) o+ ).
The optimal « is obtained by equating the first two rates of convergence of the posterior
B+1 l—a
mean: qats = aa+s%

and is proportional to

1\ &5
o (1)
1
The optimal bandwidth is determined in the same way as before, hence h = ¢1(%)?, for
some given constant ¢;. With this optimal choice of the regularization parameter, in order
to guarantee the other rates in the bias and variance are of order o,(1), we have to restrict

the values of . In particular, if 2a + s > 1 then the regularity parameter must satisfy
% < B < 2s+a — 1; otherwise *5% < 3 < 2s +a — 1. The corresponding optimal

BF1L
speed of the squared bias and variance is proportional to (%)GW , while the regularized

B+1
posterior distribution p is of order Op((4)2@ ). It should be remarked that parame-
ter s characterizing the norm in the Hilbert scale does not play any role on the speed of

convergence.
An advantage of the Tikhonov regularization in Hilbert Scale is that we can even obtain a
rate of convergence for other norms, namely || - ||, for —a <7 < G+ 1 < a+ 2s. Actually,

the speed of convergence of these norms gives the speed of convergence of the estimate of
the r-th derivative of the parameter of interest p.

Tikhonov regularization in Hilbert scale improves the speed of convergence of the
regularized posterior distribution with respect to the classical Tikhonov regularization.
Let us call v, instead of (3, the regularity parameter of function (p. — pg) used in the

1 1

source condition of subsection 5.4.1, namely &, € R(QZH*HQZ)z. This is for differen-
tiating with respect to the regularity parameter in the Hilbert scale regularization that
will continue to be denoted with . If Assumption 26 (i) holds, it implies the equivalence

X
2

1 1 ay
(g H*HQg )20|| ~ 12> v||, for some v € X. Then, equivalence of the source conditions

8 ay
in the two regularized solutions implies ||Q2Fv|| ~ [|Q,* v|| that is verified if § = av. In

terms of v, the optimal bayesian speed of convergence with an Hilbert scale regulariza-
ay+1

tion is (%) “U* that is fastest than the bayesian speed of convergence with a classical

Jiie
Tikhonov: (4) 77", vy > 0.

5.4.3 Comparison with the classical estimation of the pricing functional

We develop in this paragraph a comparison between the bayesian method we have proposed
in this paper for recovering the asset pricing functional and the classical solution to the
integral equation (5.7) computed in Carrasco et al. (2007) [10]. The classical solution does
not require the use of any regularization scheme since the operator (I — K) is continuously
invertible. Since K is unknown it is substituted by K as defined in subsection 5.3.1, the
estimated pricing functional p is

ﬁ = (I - f()_ldv

with d defined in subsection 5.3.1. By applying Theorem 7.2 in Carrasco et al. [10], the
squared norm of the asymptotic bias is of order
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1
A 2 2p
1P — |l Op(Tthrh )

1
The optimal speed of convergence is obtained when Thn = h?’, that is when h = ¢; (%) 2p+n
With this optimal choice of bandvvldth the classical estimator p converges at the rate of
2p
(2)757: [P — pul[2 ~ Op((2)757).
We compare this rate of convergence with the rate of the estimated regularized pos-
terior mean obtained when a classical Tikhonov scheme and the optimal a are used:

5
|[Ea(p|R) — pu||2 ~ O »((F)7+7).  The Comparlson will be posmble only 1n the subset

5 € X of the pricing functionals p such that €, (p po) € R(QQH*HQQ)2, since we
are able to compute the Bayesian speed of convergence for true value p, belonging to this
set. In this subspace, our solution converges faster if G > %. This condition is more likely
to be satisfied when the parameter p (that is a measure of regularity of the transition
density function) is small or equivalently, for a given value of p, when the dimension of Y;,
i.e. the number of conditioning variables in the transition probability, increases.
Anyway, with Tikhonov regularization the qualification matters, so that we can only ex-
ploit a regularity 8 of the function p that is less or equal than 2. Therefore, in order
condition 8 > 2—np is satisfied, it must be %p < 2, that holds when p < n.

Let us consider the regularized posterior mean obtained through a Tikhonov scheme in
Hilbert scale. In this case the comparison will be possible only on the subspace Xz 1. With

the optimal regularization parameter o, the rate of convergence is |[Es(p|R) — pi|2 ~

b+1
Op((7)#) and it is faster than the rate of convergence with classical solution if 3 >
20 (Z;l) 1. When a > 2 and p < 2( 5 this condition is less stringent than condition

B > %, demanded for Tikhonov regularized posterior mean converging faster than the
classical estimator p. When the degree of ﬂl—posedness a is less than 2, then the condition
B> 2’)(?1_1) 1 is less stringent than condition 8 > 22 if p > ( 5

Summarizing, under some condition on the regularlty of the function p,, in particular if
the price function is highly smooth, or if n is high or p is small, our Bayesian estimator
converges faster than the classical one. The price to pay for having this fastest speed of
convergence is to impose a regularity assumption on the price functional that we do not
impose with the classical resolution method.

5.5 A g-prior with Regularizing Power

We have shown in preceding sections that, in general, the prior distribution does not
regularize and we need to artificially introduce a regularization scheme in order to obtain
consistency of the posterior distribution.

Nevertheless, there exists a particular specification of the prior distribution that has a
regularizing power in the sense that the prior-to-posterior transformation has the same
effect as the application of a regularization scheme so that the recovered posterior mean
is consistent. This type of prior distribution is suggested by the Zellner’ (1986) g-prior
but it extends the latter because it is linked to a slightly modified sampling mechanism.
More precisely, it is linked to the sampling mechanism of the non-projected model d=
(I—K)p+ error. This extended g-prior was introduced in Chapter 3 where its regularizing
power was shown.

Let suppose that the prior measure specified in 5.3.2 is replaced by the extended g-prior
with a covariance operator related to operator K in the sampling mechanism:
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o2
P~ g7D<p0, ;(K*K)S>, for some s > 0 (5.20)

with ¢ = g(T) a function of the sample size T such that g — oo with 7. We use the
notation Qy = (K*K)®. Let a = %g be the parameter playing the role of regularization
parameter. For that, it must go to zero with 7" and it must be such that o7 — co. These
conditions imply that g must go to infinity faster than v/7T and slower than 7.

Equation (5.14) implies an operator A = (K*K)*H*(a(K*K) + H(K*K)*H*)~! that, as
T — o0, is well-defined if it is applied to (R H po). The fact that (K*K) multiplying «
can be factorlzed out allows to directly obtain a regularization of the inverse of the limit
of (K*K)fEH(K*K) H*(K*K)2 7 Using equation (5.15) for defining A we have

o? NI o? . A
A = —(K*K)Y*H*(Sp+ —H(K*K)*H*)™!
g g

D=

= (K*K) H(K*K)*)*(al + (K*K) "2 H(K*K)*H*(K*K)"2) " (K*K)~
that is a continuous operator. This is due to the fact that R(K*K) C R(K) =D(K 1) C
D(K*K )_%), so that (K*K)~ 2H is well defined. The posterior mean and variance are
E9(p|R) = A(R — Hpo) + po and Vard(p|R) = (K*K)* — AH(K*K)*. Because operators
K and K* are unknown, it follows that they must be substituted by their consistent esti-
mators in the prior covariance. We denote with £9(p|R) and Var’ (p|R) the corresponding
estimated mean and variance.
Study of asymptotic behavior of the posterior distribution is based on the decompositions:

EY(p|R) —p. = [E9(p|R) —EI(p|R)] + [EY(p|R) — E9(p|R)] + [EY (p|R) — p.]
Var’(p|R) = [Var’ (p|R) — Var’ (p|R)] + [Var’ (| R) — Varf (p|R)] + Vard(p|R).

The only difference between E9(p|R) and E9(p|R) is that in the first one the prior covari-
ance operator is estimated while in the latter it is known. The same difference characterizes
Var’ (p|R) and Var® (p|R). Hence, the first square brackets term of both the two decom-
positions above is due to estimation of €y, the second error is due to estimation of all
the other operators and the last one is the bias and the variance, respectively, for known
operators.

We show in the following theorems that the posterior distribution corresponding to the g-
prior is consistent. This is guaranteed by convergence to zero of the bias and the posterior
variance.

Theorem 23 Let (5.20) be the prior distribution for the functional p in the sampling

B
equation (5.12). If, for some v > 0, (K*K)*V is trace class and if (px —po) € R(23*) then
[|E9(p|R) — p«||? converges to zero with respect to the sampling probability at the speed

3s—=6 1
+ h2p) (Oé BFs + TQ_V)

~ S 2 B8 _
B IR) pull? ~ Op(a® + ”+*(Thn
+aa(p ) el ™).
a?
Furthermore, if o = c1(7) vas), h = ca(% )2P for some constants c¢; and ca,

_B_ A
T7[|E(p|R) — psl|* ~ Op(1)

if s >2, 5 <P (2 —q)s << 3s.
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B
It should be remarked that the condition (p. — pg) € R(€3°) in the theorem implies
Assumption 24 if § > 1.

__B
The fastest speed of convergence of the posterior mean is of order T #+vs. It is faster than
the rate in the classical resolution method (illustrated in subsection 5.4.3) if 8 > 271—’)73.

Theorem 24 Let (5.20) be the prior distribution for the functional p in the sampling
equation (5.12). If s > 2 then ||Va7“ (p|R)H2 converges to zero with respect to the sampling

probability. Moreover, Vo € X such that Q2¢ € R( % ), the posterior variance converges
at the speed

WV’ GRI? ~ Op(a% + (s +17)at).

Th™
When « is set equal to the optimal one, i.e. a = cl(%)ﬂﬂg the posterior variance
converges to zero if 2% 35 < %‘i{fs

_ Btys—s
The value of g corresponding to the optimal « is: g = (%) T Tt converges at infinite
faster than /T and slower than T if 3 > (2 — 7)s. In particular, convergence at a slower
rate than T is always guaranteed.

5.6 Prior on the Variance Parameter

Until now we have considered the variance parameter o2 in the covariance operator of
the sampling measure as known. This parameter is the variance of the white noise in the
regression model (5.6) defined by the Lucas’ equilibrium model. In reality this parameter
is often unknown and needs to be estimated. In this section, we redefine the Bayesian
experiment in order to incorporate the parameter space of definition of the variance pa-
rameter o2: (R, B,v), with B the Borel o-field and v a measure on it.

There exist two possibilities to specify the probability measure on the parameter space.
The traditional approach calls for a conjugate model with a joint distributions on the
parameter space that is separable in a marginal on R, and a conditional p?, given B,
on X. New developments in Bayesian literature propose more and more models in which
the prior distribution on the parameter space is the product of two marginal independent
distributions. In this paper we only consider the traditional approach since in this case
it is possible to define a closed form for the marginal posterior distribution of both the
parameters without demanding the implementation of some MCMC procedure as a Gibbs
sampling.

5.6.1 Conjugate model

The modified Bayesian experiment is

Ee =Ry x XXX, BRIEQF, I=vxp’ xQ7P).

u? represents the conditional prior distribution for p conditioned on o?: u® ~ GP(pg, 728).
Q°P denotes the sampling distribution conditional on both the parameters and it is char-
acterized by the covariance operator %K K.

We take, as prior distribution for the variance parameter o=, an Inverse Gamma distribu-
tion: 02 ~ T~ Y(vp, s3), with vy and s? two known parameters.

2
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A conjugate model allows to easily integrate out p from the sampling distribution by using
the prior u° so that we obtain a sampling measure Q° depending only on o2:

o ~ F_l(vo, 5(2))

~ N 1 ~. - N N
Rlo? ~ gP(HpO,a2(TK*K+HQOH*)).

Anyway, computation of the posterior of o2 is not trivial due to the fact that, because R
is finite dimensional, we do not have a likelihood function. We make up for this lack by
using the projected observations R projected by using the eigenfunctions associated to the
covariance operator (%f(*f( + fIQOFI*). Let {5‘]'7@]'}3']:1 be the eigensystem associated
to this operator; this eigensystem is actually an estimation of the eigensystem associated
to the true covariance operator (+K*K + HQoH*) that we would have if K was known.
Moreover, the convergence H(%K*K + HOoH*) — (+K*K + HQoH*)|| — 0 implies that
the eigensystem {S\j, ¢;} converges uniformly to the {\;, ¢;}. Thus, when the sample size
is finite, we only have a finite number of eigenvalues 5\j different than 0. The projected
observation < R, ¢; > is normally distributed with mean and variance

E(< R, ¢j > [0%) = <E(Rlo?),¢;>
= < Hp()?()b] >
Var(< R,¢; > [0%) = < Var(R|o?),$; >

1 ~. - N N
= o‘2 < (TK*K—FHQ()H*)@]',@]' >
_ 2,

and < R, ¢; > is independent of < R, p; >, Vj # i due to orthogonality between eigenfunc-
tions. It should be noted that if operator K was known we would know all its eigensystem
- 5
2 <R—Hpop;>" Hf_o’gop |02 ~ 02x? with
J

and then we would know the variance parameter o<, in fact

D_ ~N2

mean equal to o2. Then, % Z}-le <RH+%> — 02 and we know the limit since we know
J

all the eigenvalues.

From classical computations we obtain the posterior distribution v of o2 given the sample

<R,p1>,...,< R,p5 >:

2 I J 1y 5=+ Lo L1 B FI 2
o< Ropy >Ya) o () 7 e = gl + 30 (< R Hpo. gy >)))
j=1 "\
then
U< R, ¢ >V ~ T (v, sd),
T o1
Ve =g+ J, si=s5+ > —(< R— Hpo,$; >)
j=1 Aj
2 st
E(0?{< R,; >}_) = —=* Var(c?l{< R, ; >}_,) = 4 .
(U ’{ y Pj }]_1) U0+J—2’ ar(a ’{ y P }j—l) (%_1)2(%_2)

In order to compute the posterior distribution for p we first need to compute the con-
ditional posterior distribution of p given o2, denoted with ”*? and then to integrate out
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o by using its posterior distribution.

Also in this case, problems of continuity of ;7 require some technique of regularization.
For simplicity, we consider only a classical Tikhonov regularization scheme. Extension to
other regularization schemes is immediate. The regularized conditional posterior distribu-
tion, denoted with ,uf’a is a gaussian process with mean function and covariance operator
given by:

N A 1 -, 4 A A N A
Ea(p|R,0%) = QoH™(al + Z K"K + HQoH) ™ (R~ Hpo) + po
A A 1 ., 4 N A A
Vara(plR,o*) = o*[Q — QH" (ol + K"K + HQH") ™" HSu,

where « still denotes the regularization parameter. While the regularized conditional
posterior mean does not depend on o2, so that Ea(p|R, o?) = Ea(p\R), the regularized
conditional posterior variance does and then we need to integrate out o with respect to
v”. With analogy to the finite dimensional case, this integration transform the posterior
of p in a Student process. We refer to Chapter 4 for a definition of this process. Thus
the marginal regularized posterior distribution pZ for p is Student with parameters v,,

Eo(p|R) and —2-[Qg — Ao HQ):

vo+J
A . g2 N
it~ StP(Ea(plR), [0 — AaH ], v.)
EalplR) = Qo*(al + K"K + HQ0H") (R~ Hpo) + po
Vara(p|R) = U*S% 512 — Qo (al + %KK + HOoH*) " HQy).

Analysis of posterior consistency of the regularized posterior distribution for p is
equal to analysis performed in Section 5.4.1 and Corollary 4 holds with €, r replaced
by Vars(p|R, o?). R
Concerning the posterior distribution of o, its posterior mean E(c?|{< R,; >}3]:1)
Lt
ance is asymptotically equivalent to l(%)2. As T — oo, K — K and the number

J of eigenfunctions becomes large. Then, Var(o?|{< R,®; >}3]:1) converges to 0 and
%Z}Izl )\i(< R — Hpo,pj >)* — E()\i(< R — Hpo,$j >)?) = o? at the parametric rate.
J J

Chebyshev’s inequality implies consistency of 7.

Computation of eigenvalues and eigenfunction is not an easy task but it can be consider-
ably simplified by noting that for computing posterior distribution we need to know the
quantities < R,¢; >, j =1,...,J instead of the eigenfunctions {¢;}. Kernel estimation
provide us with the following approximations:

is asymptotically equivalent to %Z (< R—H Dos Pj >)? and its posterior vari-

%

~ Ln(yi — y5)Ln(Yer1 — Yig1)

R Y > M (ys, Vi) M (yi, y01)y511

A noe B Zth(yi_yl)Zth(Y;H—l_yl+1)
Ly(Yig1 — yiv1)

Yo Ln(Yie1 — yi1)

3
L (yi — y5) Lo (Yie1 — Yit1)
- M (yi, Yir1) M (yi, Yj+1)po(yj+1) :
zljz]: v vt T Iy — ) Xy L (Yot — yi)

Hpo =~ > M(ys, Yie1)po(vi)
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where, for simplicity, we have eliminated the index ¢ + 1 in function M. Then,

<R-Hpoy,p; > = /(R — Hpo)(Yer1) @5 (Yir1)m(Yir1)dYisn

Z Z (Y Yj+1) (Y1 + pO(QJ—&—l))% —po(yi)]

Lp(Yeq1 — vig1) .
M (y;, Y (Ys (Y, dY;

- Z Z &5 (Yi> Yir 1) [M (Yi, Yj+1) (Yj+1 + po(yj4+1))

%

Li(yi — vj)

S Ln(i— ) — po(yi)]

with 6y, Yis1) = [ M (g, Yier) 540 G065 (Vg1 ) (Vi1 )d Y. Finally, by explic-

iting the stochastic discount function we get

1 -
&5 (Vi vig1) = ﬁm%(yiﬂ),

. - Lp(Yi1 — i R
with G = [ U’(Yzmzlh;h&lﬂf’;fl)soﬂmwr(ml)dm.

Henceforth, we only need to compute (A;, Q_Sj), j=1,...,J that is an easier task. gEj isa
T dimensional vector and it is the jth eigenvector of the T" x T matrix A with (k,t)-th
element

A(k,t) = /M (Wi, Y)9(Y, Y1) L(zs, 24, Y, yig1 )7 (Y )dY +
Z( / By, Y, 00)9 (Y w1 L,y Yo i) (V)Y +

ZZ/ (s Y Y) Ly, Yo, Yoy 4) (Y, yrer )7 (Y)Y W (Y, Yo, Yie1, Yin) —

T Ln(yi —yt) / 7
SO b(yme Ymesr, i) S (i — ) M (Y s Y)g (Y Y1) LY s 96, Y Y1) w(Y)dY

Lp(Y — yrr41)
Ty WY, Yts Yit1, Yk +1 /M Yk 1, Y)g(Y, yry1)
2 + + 1S S gy

m m/

w(Y)dY] ,

with b(yy, Y, y:) = M(yyr,Y)w(Y, y;), w(-,-) is the kernel of the prior covariance operator

Qo, C(yl’a Yi+1, Y) = M(yl’v yl—i—l)M(yl’) Y)v g(Y) yl) = U/(Y)%a (ylv Y, Y, yl+1)

Lp(yi—yt)Ln (Y —yit1)
Y Ln(yi—ye) > Ln(Y —ye11) and

W(yi7ytayi+17yl+1) :/b(yiﬂY?yl+1)'z(yi7yt7Kyi'i‘l)ﬂ-(y)dy'

Proof for obtaining this matrix are provided in the Appendix.

5.7 Conclusions

In this paper we have proposed a new bayesian nonparametric approach for estimating the
solution of Euler equations. In particular, we consider the consumption-based asset pricing
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model in the style of the Lucas’(1978) tree model. The aim was to estimate the equilibrium
asset pricing functional and the dynamic of the state of the economy. Then, by combining
these estimations, it is possible to infer the stochastic character of the equilibrium price
process of a financial asset. The bayesian procedure is suitable since it offers a tractable
way to introduce structural economic constraints and prior information on the estimation
procedure by staying at the same time nonparametric. Moreover, it provides us with
the whole posterior distribution of the pricing function. This distribution has good finite
sample properties and then it can be used to construct whatever quantity, like quantiles,
confidence intervals and tests.

An asset pricing model provides a characterization of the pricing functional as the solution
of an integral equation of second kind that is well-posed. The bayesian approach allows
to exploit the prior information on the price that we have and allows to obtain faster
speed of convergence. The price to pay is the increasing of the degree of ill-posedness and
the necessity of applying a regularization scheme. Substantially, the bayesian technique
transforms a problem that is well-posed in a new one that is ill-posed. This is due to the
compacity of the prior covariance operator.

Nevertheless, we have shown that there exists a class of prior distribution, in particular,
a class of prior covariance operators, that preserves the well-posedness of the problem. In
this case no further regularization technique is required and the speed of convergence of
the posterior distribution towards the true value p, is faster if p, is highly smooth.

In order to be as general as possible, our study is based on the Lucas’(1978) model,
but it can be extended to other dynamic rational expectation models with some minor
modifications. Indeed, our bayesian methodology can easily treat every type of preferences
as Epstein-Zin or habit preferences.

5.8 Appendix A: Proofs

Proof of Theorem 19

Let T'(F) denote the functional in the estimated transition distribution function F'(y;4+1|y:) of the
Markov process {Y }:

T(F) = /Mt-&-l(yhyt-i-l)[Mt-&-l(ytayt+1)(b(yt+1) + p(ye+1)) — PY)AE (yesr|ye)dE (ye| Yisr).

Note that T(F) coincides with the error term U since r + Kp = p and that T(F") = 0. We make a
first order Taylor expansion of T'(F") around the true value F: T(F)—=T(F) = diT(F; F'—F)+ R1r,
where d; denotes the Gateaux differential of T' at F' in the direction of F' and Ry7 is the rest. Let

A be a scalar and &(ye, Ye41, Yer1) = M1 (Yes Y1) [Met1 (e, Ye41) (0(Ye41) +0(Ye41)) — p(ye)], then

. d .
OWT(FF—F) = ZT(F+NF-F)|

/f(yt, Yir1, Yir1)F(dYi1|Y2) F(dYi|yer) +

/ W veer, Year)F (Y [Y) E(dYiyrs)

=2 [ €y, Yo F @Yo VO F(@Yilyera).
Since the last two terms are null and T'(F) = 0, we obtain that T(F'), and then U, is asymptotically

equivalent to [ Myy1(ye, Y1) [[Mes1(ye, Y1) 0+ 1)+P(Yer1) — W) f W1 [Ye) dyesr f (ye Y1) dye.
The central integral can be approximated through a first order Taylor expansion around the true
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value of F' as: ﬁ[f Mt+1(yt7yt+1)(b(yt+1) +p(yt+1))f(yt+17yt)dyt+l - P(yt) fﬁ(yt)dyt]- Then,
by substituting f and 7 with the expression for their kernel estimations we obtain:

T
1 Y,
U m [ Mot Yor) g DM 3500 (o) + L) — plul o — ) LD 1) g
j=1

m(ye) v
T
1Y
~ %ZMt+1(yju Yir1) [Mes1 (Y5, yj+1) (0(y541) + p(y+1)) — p(yj)]f(ijgyt;rl) i
j=1 ]
Yi|Y:
! Z/Z 8Y1Mt+1 E7K+1)Mt+1(n’y3+l)(7r(|y;jl) Yt:yj(b(yjﬂ) +p(Yj+1))

i F(YyYit1) i
aY;i M1 (Ye, Yig1)p (E)W Yt:yj:|h v

The second equality is obtained by making the change of variable % = u and a Taylor expan-
sion at order p around y;, where p is the minimum among the order of the kernel, the order of
differentiability of the utility function, of the transition and of the stationary density. By denoting
with 1 the second term in the previous expression, we get

ﬂ\a

T
i Y
VTU (Vi) ZMtH l/37Yt+1)[Mt+1(yy,y;+1)(b(yj+1)+P(yj+1))*M%‘)]M+hﬂ:ﬂ9,

m(y;)

that is the expression in the theorem. Note that all the terms corresponding to h’, with i < p are
null since they integrate to 0. When 7" — oo, h — 0 then we can neglect the second term in vTU
and rewrite the scaled error term as TU = T~ 2 ZJ 10 (Yiq1), with

f(y;[Yitr)
m(y;) .

where 6;(Y;41) is a sequence of stationary Hilbert random element such that ||6;(Y;41)|| is bounded
with probability 1 since

0;(Yer1) = Myt (ys, Yer1) [Me1 (Y5, ¥i+1) (0(Ys41) + p(yj+1)) — p(y;)]

Ello. (Y Y, M Y, NAYor 1 dus
110;(Yer)l] = MZ (Y, Y1) —; vy T(Yera)m(y;)dYeady; < oo
72 (Yi41)

This guarantees that +/7TU weakly converges toward a Gaussian process, see Theorem 2.46 in
Carrasco et al. (2007) [10]. Its expectation is equal to 0 since

Yy
VIBU ) = [ MiaaCp Yeon) ess (5570 0l02) + 00050) = o)l 2T 10500 g
J
S (y;] Y
= [ Mg Ve BV 05,00 001 + play0)) — pla ] L2,
-0
and the kernel w(Y;11, YQH) of its covariance operator is computed as
. 1 T T .
(Y1, Yip1) = TCOU(; 0;(Yes1), ;%(Ytﬂ))
. 2 .
= Cov(0;(Yit1),0;(Yes1)) + T Z Cov(8;(Yit1), 01(Yes1)).-
1>

By exploiting equality (5.7), the second term is null. Then,
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@(Yig1,Yip1) = /Mt+1(yj7Y;5+1)Mt+1(yjaYt-&-l)[Mt+1(yj7yj+1)(b(yj+1)+p(yj+1))_p(yj)]Q

F; Vo) f (i Yesr)
7 (y;)

= /Mt+1(yj7Yt+1)Mt+1(yj,17t+1)VaT[Mt+1(yj,yj+1)(b(l/j+1) +p(yi+1)) — p(yi)ly;)

f(yj|Yi+1();()yj|Y;f+1) (s, yj+1)dy;

FWjsyie1)dy;dy;i1

S Ye) f(;1Yer)
m(y;)

= 02/Mt+1(yj7Yt+1)Mt+1(yj7f’t+1) (i, yj1)dy;-

The factor scaled by o2 is the kernel of the operator K*K. Then, the asymptotic covariance
operator associated to TU is asymptotically equal to 02K*K. Then, VTU = GP(0,02K*K).

Proof of Corollary 4

The bias associated to p can be decomposed in two terms:

Ea(p|R) = px = (Ea(plR) — Ea(p|R)) + (Ea(p|R) - p2),

where Eq (p|R) = QoH*(arl + X1 + HQH*)" (R — Hpo) + po and R = Hp, + U. The first
term represent the estimation error of the operators and the second one stands for the error due
to approximate the true value p, of the asset price with the regularized posterior mean. We begin
the analysis from the second term that we rewrite as:

I
Eo(p|R) — pe = —[I — QH*(arl + X7 + HQoH*) " H](p. — po)
+ QoH*(arl +Sr + HQoH*) U .

17

The first term can still be decomposed into two terms, in order to isolate the effect of the covariance
operator Xp:

IA
I = [I—-QH"(al +HQoH*)""H](ps — po)
+ [QoH* (ol + %7 + HQoH*) ' H — QoH* (ol + HQoH*) " H](p. — po)

1B

and term IA looks very similar to the regularization bias of the solution of a functional equation.
More properly, to obtain such a kind of object we use the assumption that (p. — po) € H(0),
1

1 1
i.e. there exists a d, belonging to the domain of 2 such that we can write (p. — po) = QF ..
Therefore,

IA = [I—QoH*(al + HQoH") 'HIQZ 0,
= [ — QoH*(al + HOGH*) HOZ)S.
= QF[I - OZH*(al + HQH*) L HOZ)S,,

where in the last equality we have used the fact that, smce Qo is positive definite and self-adjoint,

it can be rewritten as 0y = Q 92 Let B = HQS we take the norm in X of IA and after
commutation of operators:
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1
ITA[[? < |95 [IPI|( = (ol + B*B) ™' B*B)é.||*.

The second norm in the right hand side of the previous expression is equal to ||a(al + B*B)~14,||?
and it appears as the regularization bias associated to the regularized solution of the ill-posed
inverse problem B§, = v computed using Tikhonov regularization scheme. It converges to zero
when the regularization parameter o goes to zero and therefore also ||[IA||? converges to zero. This

1
way to rewrite the above operator justifies the identification condition. Injectivity of H{}; ensures

that the solution of Bd, = v is identified and therefore, if Qé is injective, that (p. —po) is identified
and that the convergence of the regularized posterior mean is towards the right true value.

The speed of convergence to zero of ||(I — (al + B*B)~'B*B)||*> depends on the regularity of
d., and consequently of (p. — po). If the true solution ¢, lies in the G-regularity space @3 of the

operator B, i.e. 0, € R(Qé H*HQ%)Q7 the squared regularization bias is at most of order o and
then ||[IA||? = O, (a?). We refer to Carrasco et al. (2007) [10] and Kress (1999) [50] for a proof of
it.

The larger (3 is, the smoother the function 6, € ®g will be and the faster the regularization bias
will converge to zero. However, since for Tikhonov regularization scheme, 8 cannot be grater than
2 we implicitly assume that d, € ®3 for 5 < 2.

Now, let us consider term IB:

IBIP < |IRH" (0l + Sz + HOH") | 2/[SrlPll(al + HQoH") ™ H(p. - po)?
1 o\
~ Op(5lISrIRl @l + HOOH) ™ H(p, - po)]?)-

Since L = #K*K, its squared norm is ||S7|[* ~ Op(75). Moreover, by using the regularity
1 1
condition 6, € R((QZ H*HQZ)%) = R((B*B)*)

(ol + HQH*) " H(p. —po)|> ~ /(o + B*B) 'Bs.|?
~ (ol + B*B)" (B*B)"F p.|?

B+1

1 * — * 2
~ —slla(al+B*B) 7 (BB) % pu

~ @p(%a(ﬁﬂ)w}
«

atT?

To find speed of convergence of term 11 we decompose it in the following equivalent way:

since ||B|| = ||(B*B)z||. Thus ||[IB]|? ~ (’)p( L qB+DA2)

ITA
II = QZB*(al +BB*)"\U
+ QoH*[(al + Xy + HQoH*) ™! — (al + HQoH*) U
IIB
IITAI? < [19817lI(f + B*B)~"B*|P||U]
IIIBI? < |198112l1B* (oI + BB*)!|PI[S1lll(al + 1 + BB*) | 2||U] 2.

By Kolmogorov theorem, ||U||? is bounded in probability if E||U||> < oo and E||U||? = tr3r.
Then, |[ITA]|? ~ Op(itrS7) and |[IIB]|? ~ O,(%||Sr|[*trSr). Since tr¥7 ~ O,(+) and
272 ~ Op(7z) we conclude that ||I1]|2 ~ Op(Z5 + =575) ~ Op(7) because the second rate is
negligible with respect to the first one.

Let consider now the term (Eo(p|R) — Eq(p|R)) due to the estimation error. We make a
decomposition similar to that done before:
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A
Eo(p|R) —Eo(plR) = QolH*(al +Xp + HQH*) "' H — H*(al + X1 + HQoH*) " H](p. — po)
+ Qo[H* (ol + Sp + HQH*) ™t — H* (ol + Sp + HQoH*) U,
B
Al
A = QF[B*(al + BB*)"'B - B*(al + BB*)"'B)s,
YOQZ[B*(al + S¢ + BB) 1B — [B*(al + BB*) "' B3,
A2
—QZ[B*(al + £r + BB*)"'B — B*(al + BB*)"'Bls.,
A3
B = QF[B*(al +BB*)"' — B*(al + BB*)" U
QI [B*(al + B¢ + BB*)"' — [B*(al + BB*)"YU
—QZ[B*(al + S + BB*)"! — B*(al + BB*)"U.

The norm ||A3||? is equal to || B||?. Note that || B* B—B*B||? ~ O,(%+h?) and || BB*~BB*||> ~
Op(75= + h?), see Darolles et al. (2007) [15]. By using methods similar to those one used before

and a Taylor expansion of (alf + B*B) around the true operator B, we get

i oGl s () ) )

a T
: a7 ¢ (e + 1))+ 2 (g 7))

T204

1+

1422~ o,

02((he +17))

In a similar way we obtain

1
Th»

1
o373 )

18I ~ Ol (123 (7t )+ (g +7 )+ o

1 1 1
: )b )
T3 a2 \Th" Th» + ( o + o3 + )+

Thr

Elimination of the negligible terms allows to conclude.
The procedure to obtain the rate of convergence of €1, g is equivalent, hence in this proof we only
show the fundamental decomposition that we have to perform:

Qur = —OF[B*(al+Sr+BB*)"'B— B*(al + Sr + BB*)"'B|QZ
—Q2B*(al + S + BB*)"'BJO;.

Proof of Theorem 21

Point (i) follows from Chebyshev’s Inequality (5.19) and results in Corollary 4.

Point (%) can be obtained by Chebishev’s Inequality (5.19) and by keeping the non negligible rates
in [|Ea(p|R) — p.l[* and in ||Qa, k|-

Proof of Theorem 22

Write the bias (Eq(p|R) — p,) as
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Es(plR) —p. = (Es(plR) —Es(p|R)) + (Es(p|R) — pa),
Eo(p|R) —Es(p|R) = [QoH*(aL® + Sp+ HQoH*)"'H — QoH*(aL?® + X + HQoH*) " H](p. — po)
+[QoH* (0L + Sp + HQoH*) ™' — QoH* (aL?* + X + HQoH*) "1 |U,
Eo(p|R) —p. = —[I—QoH*(aL® + X+ HQoH*) " H](p. — po)

+QoH* (L + X + HQoH*)"'U.

We omit computation of the rate of convergence of (E4(p|R) — p.) since it is given in the proof of
Theorem 4 in Chapter 2. The obtained rate is:

B o Dy 4 || S Pt 4 2
(6%

5 1-a
IEs(p|R) — pul |* ~ Op(ex IID| P+ trEy).

a?

. 1
Consider the estimation error (Es(p|R) — Es(p|R)), denote T' = HQZ, the first term in it can be
rewritten as:

Al

Qé ([T*(anS + TT*)~'T — T*(af2y® + TT*)~'T)s,
+ [T*(aQ5° + Sp + TT*) VT — T (aQy  + TT*) 116,
A2

— [T+ 2 + TT T — T*(aQ5° + TT*) ' T6, ) .
0 0

A3

s s+1 EX
Let B=T9Q; = HQ,*> By commuting operators and factorizing 2§ we get

sl L L B=s
A1 = |97 [(al + B*B)"'B'B — (al + B*B)"'B'BIQ," p.||

@

B—s

+1 A ~ A ~
ST (—[I—(aI+B*B)-1B*B]+[I—(aI+B*B)—1B*B])902 pil|

s+1

1€

A o~ B=s
(—a(aI+B*B)—1 +a(a1+B*B)—1)QO2 pal|
s+1 ALA ALA B—s
= |97 alal + B*B)"Y(B*B — B*B)(al + B*B)"'Q,* p.||
LS PN B=s
< |l(ed + B*B)7Y|_(ssp||B*B - B*B)||||(al + B*B)~'Qy” p.|l.

The last norm is an (’)p(aic:s) ); moreover (ol + B*B)~! = (al + B*B)~' — (al + B*B)"}(B*B —
B*B)(al + B*B)~'. Then, by using the Corollary 8.22 in Engl et al. (2000) [19]
@l + B B) M|_oeny < [I(B*B)%59 (ol + B'B) || +
|(B*B)*@ (al + B*B)"Y(B*B — B*B)(al + B*B)™Y||

s

1—2a—
~  Op(a2@F).

since the second norm is negligible once multiplied by the remaining terms of || A1||. It follows that

[|A1]]? ~ (’)p(a%ﬁHB*B — B*B||?). Following the same logic, term A2 is rewritten as

OF B (al + QF (57 + P70 ' Sr(al + BBY) ' BIs.
that has norm of order O,(Zz||S7|[?). Lastly,
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198 B*(al + 94 Sz + TT)08) Q4 I[Z1lll| (@5 + TT*) "' To. |
IT(a05* + T°T) "0 p.|

= TR (ol + QT TOH T

= (B*B)}(al + B*B)'0y* p.||

= H(B*B)%(OJ+B*B)*(B*B)%U”

B—a
~ Op(a 2(ats) )7

143
(@0 + TT*) 76|

IN

Bts _Bts . . .
for some v such that Q% p, = (B*B)?@F v. Such v exists since, under Assumption 26, R(Q5%) =
at+B+2s

R(B*B). Then, ||A3|]? ~ O, (X ||Sr|Pa™aF ).
The second term of (E,(p|R) — E4(p|R)) is rewritten

A4

0 (7" (a5 + T1*)! = T* (a5 + TT*) U
+ [T (e +Sp +TT*) ™ = T*(aQy® + TT*) YU
A5
— [T*(eQg " + Sr + TT) ™ — T* (a9 * + TT*)*I]U) .

A6

Then,
1 I
144] = 198 (aQg™ + T™T) '™ — (a2 + T°T) "' T*|U||?
541 A L . .
< (197 (OJJrB*B)*lHQ(HB*B — B*B|?||(al + B*B) "' B*||* + || B* — B*Il2>IIU|\2

l1-2a—s =~ & N 21 l-2a—s =~ w112
~ O, || BB — B*B|P~trSr + a6 ||B* — BY||*trSr)
«

1457 < [1Q8117/1(ad + B*B)" B*QE |PIIS1] 21105 (af + QF (51 + TT%)08) |||V 2
~ (Il Persy)

14617 < 10577 (g + TT%)|PIIZe|? /(@ + Sz + TT)||||U]]?
~ Oy(lISr|PrSrat).

Elimination of negligible terms allows to get the result.
The rate of convergence of || g||? is based on specular methods and on the decomposition

Qur = —QH (aL* + 3¢ + HQH")YH — H*(al + X7 + HQoH*) " H|Q
—QoH*(al + X7 + HQoH*) L H]Qo.

Proof of Theorem 23
Consider the decomposition
I IT IIT

EY(p|R) — p. = [B9(p|R) — B (p|R)] + [E?(p|R) — E* (p|R)] + [E(p|R) — p.].

Sy 1

Let W = (K*K) 2 H(K*K)? and W = (K*K)~ 2 H(K*K)%. Then,
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IA

[y f()% V(al + WW*) "N K" K)™% — (K*K)2W*(al + WW*) "' W (K*K) 2] H(p. — po)||”
B R)EW* (ol + WW*) T (K K) ™% — (K*K)EW* (ol + WW*)"'W(K*K)~3U
IB

IR RS (@f + W)~ (lla( = W)l + W20 - WI[2|w*||2)

174]1*

IN

* — * B=s A* Als % s "
W (ad +W*W) LK) 2 pul [P+ [|(K*K) S — (K*K) 3|2 [W* (ol + WW*) W (K K) = p. |

1 1 26-8 1 2(s—8)
~ h2p _ BFs [3 BFs )
Op((Th"+ )(aa +oza ta )

1 1 opy  3s=8
~ O”(?(Thfrhp)a =),

since the second and third rates are neghglble with respect to the first one. To get this result we
have used the assumption (px — pg) € R(st ), i-e. Ip. € X such that (p. —po) = (K*K) 2 Py

1IBIP < [[(K* A)g[W*(OJJrWW) — W*(al + WW*) (K" K) "2 U]

HI(KK)? = (K*K)3|P|[W*(al + WW*) " (K*K) ™2 U]’

1,1 1
Oy (o (e + 1) 707"
Hence,
& (6l 2) ~ B QIR ~ Oy (5 (e + W) (0 F57) 4 7))
PNa2 Thn T

Let B= (K*K) 2H(K*K)? and B = (K*K) 2 H(K*K)%, the second error is rewritten as:

ITA
1P < |[(K*K)3[B*(al + BB*)"'B — B*(al + BB*) ' B|(K*K) "= p.|]
+ |(K*K)3[B*(od + BB*)™' — B*(al + BB*)"'|(K*K) 2 U|?
IIB
IA|? = ||[(K*K)(al +B*B)"Y(BB* — BB")a(al + B*B) Y (K*K)"= p,||?

~ O (o + W),

IIIB|? < ||(K*K)?[B*(al +BB*)™! B*(0J+BB) K R)=U|!?
+H|(K*K)? B (OJ+BB*)_ [(K*K)™> — (K*K)~2U]|?
- (bt h)

Then, [|E9(p|R) — E9(p|R)||> ~ Op(z(F + h**)(a R #a'™7)) that is of the same order as
Op(Zz (5 + h?)7a'™7). Lastly,
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IITA
1B (pIR) = po||> < ||[I = (K*K)*H*(a(K*K) + H(K*K)*H*)"" H(p. — po)]|*
+I(K*K)* H* (o( K*K) + H(K*K)*H*)"'U||?
IIIB
AZTE(1 - \))2 >
ITTA|? = (sup(), — J !
Al = (sup0y M(IAJ,)(A?SA?SH)))
oz)\ﬁ 2
<
< (w0 %)
B
- a(x!)
IITIB|)> < tr(Var(K*K)*H*(a(K*K) + H(K*K)*H*)"'U))
_ sz Ads(1 = )))?
T o (a+ (1= X)225%)?
2(2s—~s)
— 72 >\ )\275
a‘+, 1‘7 2A25)2 J
o2 A25=78)
< 2 J 2vs
= T(Sl}pa+,\§s) ;AJ
1
~ — a7
Op<Ta )
:%OFV if

ﬁ+7<,

The optimal « is obtaining by equating the two rates of ||[E9(p|R) — p.||?. Then, a=
(

| NS

a X (%) @79 . The corresponding optimal speed of convergence is proportional to

)
When « is set equal to the optimal one, the terms I and IT go to zero if 8 < 3s, 8 > (2 —v)s and
< B+ys—2s
2p = Brs . .
Moreover, ||(K*K)% — (K*K)2|[?> ~ Op(m) if s > 2.

Proof of Theorem 24

We consider the posterior variance applied to an element ¢ € X and its decomposition

I IT 111

Var’ (p|R)p = [Var’ (p|R) — Var’ (p|R)]¢ + [Var’ (p|R) — Var?(p|R)]¢ + Var? (p|R)¢

Let W = (K*K) 2 H(K*K)? and W = (K*K) 2 H(K*K)2. Then, for any v € X such that
(K*K)3¢ = (K*K)™> v

AL S

117 = [(K"K)*¢ — (K*K)FW* (ol + WW*) ' W (K" K)# ¢
(K" K)*6 4 (K K)$W* (0 + WW*) ™ W (K* K)o
= |[(K*K)3[I —W*(adl + WW*)'W](K*K)? ¢

—(K*K)3[I - W* (al +WW™*)~ 1W](K* )2 9|
(K*K)2a(al + WW*)TH(K*K)? — (K*K)?]¢||?
HI(E*K)3 [a(al + W*W) ™ — alad + W*W)~ ](K K) 7 ol]?
H[(K*K)E — (K*K)3alal + W*W) " L(K*K) = v|2

Fh2)(1+ a5 ))

IN
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Let B= (K*K) 2H(K*K)? and B = (K*K) 2 H(K*K)%, term II is:

11> < |(K*K)*¢— (K*K)2B(al + BB*) 'B(K*K)2¢|?
H(K*K)*¢ — (K*K)% B(al + BB*) 'B(K*K)3 ¢|?

~ Op(é(% +h2p)aﬂzs).

Lastly, |[I11||? = ||[(K*K)%a(al + B*B)~}(K*K)“z" v|? that is of order O, ().

Computation of the Eigensystem for Section 5.6

In this appendix we prove that the eigensystem {)\j,cz;j}, necessary for obtaining the poste-
rior distribution in Section 5.6, can be computed as the eigensystem associated to matrix A.
We start by explicitating the estimated elements of (%KK* + HQoH*). Note that K¢; ~

S M(y:,Y)p; Mﬂ'(Y)dY. By remembering the definition of ¢;, we have:

7 (y:),m(Y)
5 Ln(yi — yt)
Ko = T) oj(iyri)/ =5 ———
J Z ]( t+ )ZtLh(yi_yt)
K*'Kg; = TZZM Yis )05 (Yis Y1) L(ir ye, Y, yi1)
HOQH* = K* QOK+K KQOK K- K'KQK — K*QoK*K
K*QoK¢; = TZZZM (irs V) (i, V)05 (Yir Yer 1) L, Yo, Yo yirp1) 0 (y)dy

K*KQoK'K = ZZZZM (s v+ 0) My, Y)L(yrr, Yo, Yo yr41) 85 (Ui Y1)
T

/M(yhy)w(y,yl+1)i(yi7yt,y,yi+1)7f(y)dy

P Lin(yi — ye)
K KQoK = ZZZZM ym 7ym+1 (ym+17yi)zm Lh(yl — ynl)M(ymHY)

L(ym/aytaYaym’+1)¢j(yiayt+1)
ok =7 Lh(y Yk’ 1)
Rk = 33D M I ot pst)

L(Yis v ¥, Yig )™ (V) Ay (i, Yes1)-

Then, (5 KK*+HQH*)$; = \j¢;. By taking the integral [ U’(Y %W(Y)dy on both

sides of this equality, and developing ¢; (v, yy+1) = ﬁU, q[)J (Ye41), we get App; = qugj (Yrt1),
where Ay, denotes the (k + 1)-th row of A, for kK =0,. T -1

5.9 Appendix B: Numerical Implementation

We present in this subsection a numerical simulation able to show the good properties of our
estimator. For simplicity, we take n = 1, so that only 1 consumption good is present in the
economy. The law of motion for the relevant state variable Y; is

InY; =a+blnY;_ 1 +e¢,
where € is a normal random variable with variance 0.01. The agent’s per-period utility function

is of CRR type: U(Y;) = Y*‘l(%;), with v = 0.30. We chose the agent’s subjective discount factor
6 =0.97.

The true value of the pricing functional is taken as the function satisfying equation (5.8) and it is
obtained through the classical method described in subsection 5.4.3. This choice is motivated by
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the small dimension n. In this situation the classical solution is likely to converge faster than the
bayesian solution.

The transition density of the state variable is estimated through a kernel smoothing with a gaussian
kernel function and a bandwidth h = 0.1. The prior distribution is specified as a gaussian measure
with mean set alternatively equal to py = 525Y;? — 857.5Y; + 373 or to po = 160Y; — 108. The prior
covariance operator is Qg = [ exp{—[Y — AY;|}7(Y)dY. We show the results of the simulation in
Figure 5.1 for two values of the regularization parameter a: o = 0.3 and o = 1. The magenta
curve is the prior mean. The blue curve is the classical solution p = (I — K )7, the red one is
the regularized posterior mean, regularized through the classical Tikhonov scheme. The difference
between this two curves gives a measure of how the bayesian method fit well.
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Figure 5.1: Asset Pricing functional estimation.

In Figure 5.2 we have used the extended g-prior distribution with ¢ = T, T = 1000 and

different values of « are alternatively specified. The covariance operator is Qg = (K*K)*, with
s=1.
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Figure 5.2: Asset Pricing functional estimation with an extended g-prior specification.
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