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Abstract

Drug discovery is a time-consuming and expensive process, often spanning over a

decade and costing billions of dollars. This thesis advances graph-based machine

learning approaches to accelerate this process, making three main contributions.

First, we provide a comprehensive review of graph neural networks for conditional

molecular generation, establishing a framework for understanding and compar-

ing different methods. Building on these insights, we introduce AMCG (Atomic-

Molecular Conditional Generator), a novel generative framework that achieves

state-of-the-art performance while offering one-shot generation capability and ef-

fective property optimization via gradient ascent. Motivated by the heterophilic

nature of molecular graphs — where connected atoms often have dissimilar features

— we then develop MaxCutPool, a differentiable graph pooling technique based on

the MAXCUT problem. By combining graph-theoretical principles with deep learn-

ing, MaxCutPool demonstrates superior performance on heterophilic graphs while

remaining competitive on standard benchmarks and maintaining computational

efficiency. Together, these contributions advance both the theoretical foundations

of graph representation learning and provide practical tools for accelerating drug

discovery.
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Chapter 1

Introduction

1.1 The landscape of drug discovery

Drug discovery is a complex, multidisciplinary task aimed at identifying and de-

veloping new therapeutic compounds. This process is characterized by its resource

requirements in terms of time and money, often spanning over a decade and costing

billions of dollars from initial concept to market approval [1, 2]. One of the key

challenges the pharmaceutical industry faces is to reduce such costs. The difficulty

of this operation is to be found in the inherent complexity of disease mechanisms,

the necessity to meet regulatory requirements, and the need to develop drugs for in-

creasingly specific patient populations [3]. The traditional drug discovery pipeline

consists of several key stages [4]: the initial step consists of identifying a biological

target that is believed to play a central role in a disease when modulated by a drug.

This target can be a protein, a gene, RNA, or any biological molecule. Once a target

is validated, the following step is to find initial hits, i.e. compounds that interact

with the target in a desirable way. This process traditionally involves screening

techniques – in vitro (see Section 1.2.1) or in silico (see Section 1.2.2) – of large

chemical libraries. Following hit discovery, the identified compounds are optimized

to improve their efficacy, selectivity, and pharmacokinetic properties. This phase is

called lead optimization and involves cycles of synthesis and testing. Once a lead

compound has been optimized, it enters preclinical development, where its safety,
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efficacy, and pharmacokinetics are tested in vitro (in cell cultures) and in vivo (in

animal models). The resulting compounds undergo a clinical trials stage, which is

one of the most critical phases of drug development since it involves testing the

drug on humans and where, often, potential drugs fail for lack of efficacy and/or

side effects. Upon successful clinical trials, an NDA is submitted to regulatory

bodies such as the FDA (U.S. Food and Drug Administration) or EMA (European

Medicines Agency). This application includes all data from preclinical and clinical

studies, as well as information on manufacturing, labeling, and proposed marketing

strategies.

During this long and complex development process a significant amount of infor-

mation is produced, additionally there are many stages at which the pipeline can

fail. Due to the complexity of the process and the wealth of produced information

[5], computational methods, including deep learning based ones, can support the

discovery process.

1.2 Classical approaches in hit discovery

Over the years, several approaches have been developed to reduce the costs of the

initial phases of the drug discovery pipeline.

1.2.1 High-throughput screening

High-throughput screening (HTS) has been a cornerstone of drug discovery for

decades [6]. It typically utilizes automated equipment to perform testing on thou-

sands or even millions of compounds in a relatively short time. The advantages

of HTS include the ability to quickly test a large number of compounds and to

identify good potential drug candidates. Furthermore, as a by-product, it gener-

ates extensive structure-activity relationship (SAR) data that can be of relevant

interest. The disadvantages, on the other hand, include the high costs associated

with the necessary equipment and compound libraries, often induced by low hit

rates – typically less than 0.1% [7]. Another problem is given by the limited ability

that this technique has in exploring the full chemical space. Despite these chal-
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lenges, HTS has led to the discovery of numerous drugs and continues to be an

important tool in many drug discovery programs [8, 9]. Recent advancements in

miniaturization, robotics, and data analysis have further improved the efficiency

and effectiveness of HTS [10].

1.2.2 Virtual screening

Virtual screening (VS) emerged as a computational alternative to HTS, allow-

ing researchers to evaluate large libraries of compounds in silico [11]. This ap-

proach leverages computational power to predict the likelihood of compounds bind-

ing to a target or exhibiting desired properties, thereby prioritizing specific com-

pounds for experimental testing. VS can be broadly categorized into two main

approaches: structure-based and ligand-based. Structure-based VS utilizes the

three-dimensional structure of the target protein to dock and score potential lig-

ands [12, 13], and has been particularly successful in identifying hits for targets

with well-characterized binding sites, such as enzymes and receptors [14]. Ligand-

based VS relies on the principle that molecules with similar structures or properties

are likely to have similar biological activities [15]. This approach is particularly

useful when the three-dimensional structure of the target is unknown. Common

ligand-based VS techniques include:

• pharmacophore modeling [16];

• quantitative structure-activity relationship (QSAR) analysis [17, 18];

• shape-based similarity searching [19, 20];

• machine learning (ML) models trained on known active compounds [21].

VS has proven to be a cost-effective method for identifying promising lead com-

pounds, often complementing and enhancing traditional HTS approaches [22].
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1.3 The emergence of deep learning in drug dis-

covery

In recent years, the field of drug discovery has experienced a transformative shift

with the emergence of deep learning (DL) techniques [23]. Such techniques can

be utilized to accelerate many stages of the drug discovery process, ranging from

target identification and hit discovery to lead optimization and preclinical test-

ing [24], by leveraging vast amounts of data and increasingly complex algorithms.

DL offers several key advantages in drug discovery: the ability to learn complex,

non-linear relationships from large datasets [25, 26], automated feature extraction,

reducing the need for manual feature engineering [23, 27], potential for end-to-end

learning, integrating multiple steps of the drug discovery process [5, 24], capability

to generate novel molecular structures [28, 29], and improved predictive power for

molecular properties and activities [30, 31]. These capabilities have led to applica-

tions across the drug discovery pipeline. For instance, deep learning models have

been used to analyze large-scale genomic and proteomic data to identify potential

drug targets [32], and DL-based VS methods have shown improved performance in

identifying active compounds compared to traditional approaches [33].

Another important aspect of molecular modeling in drug discovery is the accurate

representation of potential energy. The potential energy of a molecular system

describes the energy landscape that governs molecular interactions and conforma-

tions. DL approaches have shown promise in predicting and modeling potential

energy surfaces more accurately and efficiently than traditional methods [34, 35].

For instance, neural network potentials can capture complex many-body interac-

tions that are challenging for classical force fields [36]. These potentials can be

trained on high-level quantum mechanical calculations and then used to predict en-

ergies and forces for larger systems or longer timescales, bridging the gap between

quantum accuracy and classical efficiency [37]. This capability is particularly valu-

able in drug discovery for tasks such as protein-ligand binding affinity prediction,

conformational analysis, and molecular dynamics (MD) simulations [38].

9



1.3.1 Graph neural networks in drug discovery

Graph neural networks (GNNs) are a class of neural networks that operate directly

on graph-structured data. Their peculiar mechanism of action, message-passing,

makes them particularly well-suited for representing and analyzing molecules. The

use of GNNs in drug discovery offers several key advantages over traditional meth-

ods and other DL approaches: first and foremost, molecules are inherently graph-

based entities, where atoms are nodes and bonds are edges. GNNs naturally align

with this representation, allowing the model to directly learn from the structural

and relational information encoded in molecular graphs. Unlike traditional vector-

based methods, which may lose some of this relational context, GNNs preserve the

molecular topology, capturing both the connectivity and the nature of the inter-

actions between different parts of a molecule [39]. Unlike fixed-dimensional input

methods, GNNs can adapt to varying graph sizes and can process molecules with

different numbers of atoms and bonds without the need of extensive preprocessing

[40]. Furthermore, the features learnt by GNNs can often be directly interpreted

in terms of molecular substructures or motifs, such as functional groups or spe-

cific bonding patterns. This interpretability is a significant advantage, as it allows

researchers to gain insights into which parts of a molecule contribute most to its

predicted properties or activities [41]. Another promising aspect of GNNs is their

potential for transfer learning. In drug discovery, the ability to transfer knowledge

from one task to another – such as from predicting molecular properties to predict-

ing biological activity – can save significant time and resources. GNNs, trained on

large datasets to learn generalizable chemical features, can be fine-tuned for spe-

cific tasks, enhancing performance on related problems and enabling more efficient

drug discovery processes [42, 43].

The versatility of GNNs has led to their application across a wide range of tasks in

drug discovery: they have been successfully employed to predict various molecular

properties, such as solubility, toxicity, and bioavailability [44], becoming the de

facto standard architecture utilized for such task. Another significant application

of GNNs is in predicting the binding affinity between proteins and potential lig-

ands [45]. Accurately predicting binding affinity is crucial for identifying promising
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drug candidates, and GNNs have shown promise in this area by effectively modeling

the interactions between molecules and target proteins. In addition to molecular

property and activity prediction, GNNs have been applied to predict chemical re-

actions and assist in retrosynthetic analysis [46]. These applications help chemists

understand how to synthesize target molecules, further accelerating the drug devel-

opment process. GNNs are also being used to generate new molecular structures

from scratch, a process known as de novo molecular design [47]. By learning the

principles of chemical bonding and molecular stability, GNNs can suggest novel

compounds that are likely to exhibit desired behaviours, thus expanding the chem-

ical space available for drug discovery. A graph-based AI model [48] demonstrated

its effectiveness in de novo drug design by creating a JAK1 inhibitor that was

later independently patented (WO2020182159A1), underscoring the model’s abil-

ity to generate novel and biologically active molecules. Lastly, GNN approaches

have been successfully applied to drug repurposing efforts, leveraging large-scale

biomedical data to identify new indications for existing drugs [49, 50]. These models

can integrate diverse data types, including drug structures, gene expression profiles,

and clinical data, to find novel therapeutic applications for known compounds.

Despite these advances, several key challenges remain in the application of GNNs

to drug discovery. First, many existing generative models lack explicit control

over molecular properties and atomic composition, limiting their practical utility

in targeted drug design. Second, current approaches often struggle with the inher-

ent heterophilic nature of molecular graphs, where connected atoms typically have

different properties. Third, the interpretability of these models remains a signif-

icant challenge, particularly in understanding how structural modifications affect

molecular properties.

1.4 Thesis structure

This thesis contributes to both the theoretical foundations of GNNs and their

practical applications in de novo molecular design. The content of this work is

largely based on the works [P1, P4, P2, P3] and is organized as follows:
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Table 1.1: Works that form the basis of this thesis

Chapter Publication Description Status

2 [P1] Comprehensive review of GNNs for
conditional molecular design

Published

3 [P2] AMCG: A novel GNN-based generative
model for molecular graphs

Published

4 [P3] MaxCutPool: A new graph pooling
technique for heterophilic graphs

Accepted

5 [P4] Review of ligandability and druggabil-
ity assessment methods

Published

• Chapter 2 presents a comprehensive literature review of GNNs for conditional

molecular design. It provides an overview of the current state-of-the-art in

graph-based approaches to address this task. The chapter also sets the math-

ematical foundation for the subsequent technical contributions. This chapter

is based on our comprehensive review of GNNs for conditional molecular

design [P1].

• Chapter 3 introduces AMCG (Atomic-Molecular Conditional Generator), a

novel GNN-based generative model for molecular graphs. Here, we detail

the theoretical foundations of the model, its architectural features and train-

ing process, and present comprehensive experimental results demonstrating

its effectiveness in both unconditional and conditional molecular generation

tasks. The model presented in this chapter was originally introduced in our

publication [P2].

• Chapter 4 introduces MaxCutPool, a new graph pooling technique. This

chapter is more theoretical, addressing the need for specialized pooling meth-

ods when dealing with heterophilic graphs. It covers the mathematical foun-

dations of the MAXCUT problem at the basis of our method, describes the Max-

CutPool pooling layer in detail, and provides extensive experimental evalua-

tions. MaxCutPool technique discussed in this chapter was first proposed in

our work [P3].

• Chapter 5 explores complementary projects in drug discovery. This chapter

begins with a review of ligandability and druggability assessment methods,
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covering various machine learning approaches, datasets, and benchmarks used

in this field [P4]. It also describes the ongoing development of a web server

for protein pocket detection.

• Chapter 6 synthesizes the thesis contributions and discusses future directions

for integrating these components into a comprehensive de novo drug design

pipeline. It explores the potential integration of MaxCutPool into the AMCG

framework and outlines a vision for a more holistic approach to drug discovery.
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Chapter 2

Graph neural networks for

molecular design: a literature

review

2.1 Introduction

The field of machine learning has witnessed a significant advancement since the

advent of GNNs. These powerful models have shown great capability for handling

structured data, making them a valuable tool in drug discovery and molecular

design [47]. GNNs extend the concept of traditional, feed-forward neural networks

to graph domains, allowing for the processing of data that can be represented as

nodes connected by edges.

Introduced in 2005 [51] and further developed in 2009 [52], the original Graph

Neural Network (GNN) model laid the foundation for processing graph-structured

data using neural networks. However, it wasn’t until the mid-2010s that GNNs be-

came well established in the machine learning community. This surge in popularity

coincided with the increasing availability of graph-structured datasets and compu-

tational resources, marking a new era in the analysis of complex, interconnected

data.
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Being the main focus of this thesis on generative models for molecular graphs,

we will direct our attention specifically to the development and application of

this family of methodologies. As the field has evolved, in fact, a diverse set of

approaches has emerged, each with its own strengths and challenges. To provide

a comprehensive overview of this landscape, we present a taxonomical forest of

generative models for drug design (Figure 2.1).

Figure 2.1: Taxonomy of generative models for de novo drug design, from general
choices such as the employed learning framework, the conditioning technique and the
generation process modeling to domain-specific ones, such as the validity enforcement
techniques and the granularity level.

In this chapter we provide a comprehensive review of GNNs for molecular design,

structured as follows:

• we begin Section 2.2 by discussing the fundamentals of graphs and the graph

generation problem, establishing the mathematical foundation for molecular

representation using GNNs. Here, we compare graph-based approaches to

traditional SMILES-based methods, highlighting the advantages and chal-

lenges of each representation;
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• we then provide an overview of GNN architectures in Section 2.3, describing

the structure and role of their main components – i.e. propagation modules

(Section 2.3.1) and pooling modules (Section 2.3.4);

• in Section 2.4 we describe the most utilized learning frameworks, which form

the foundational architecture of generative models. Choosing the learning

framework is common to every deep learning application design. This oper-

ation is interconnected with the other task-specific modeling decisions, each

influencing the other;

• in Section 2.5 we deeply investigate such choices. In particular, in Section

2.5.1 we focus on the various ways to model the generation process. This can

range from one-shot approaches that produce entire molecules simultaneously

to sequential methods that build molecules step-by-step. The generation can

be carried out at different granularity levels, which depend on the utilized

molecular dictionary. This aspect is discussed in Section 2.5.2. Another crit-

ical aspect of molecular generation is ensuring that the produced structures

adhere to chemical rules. We describe them in Section 2.5.3. In conclusion,

in Section 2.5.4 we discuss conditioning techniques allowing for targeted gen-

eration of molecules with specific properties;

• finally, in Section 2.6 we review key datasets and benchmarks used in the field,

discussing evaluation metrics and challenges in assessing model performance.

2.2 Foundations of molecular graph learning

2.2.1 Graph fundamentals and graph generation problem

A graph is a mathematical structure defined as a pair G = (V , E), where V =

{v1, ..., vN} is a set of N nodes and E = {ε1, ..., εM} is a set of M edges. Each

edge ε = (vi, vj) connects two nodes vi and vj. The connectivity of a graph is

represented by its adjacency matrix A ∈ {0, 1}N×N , where its element aij is 1

if nodes vi and vj are adjacent (connected by an edge), and 0 otherwise. If the

adjacency matrix is symmetric, the graph is said to be undirected, otherwise it
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is said to be directed. In this context, we primarily focus on undirected graphs.

The neighborhood of a node vi, denoted as N (vi), is the set of all nodes adjacent

to it, and the degree of vi is |N (vi)|. The Laplacian matrix is another important

matrix representation of a graph. For an undirected graph, the Laplacian matrix

L ∈ RN×N is defined as L = D − A, where D is the degree matrix (a diagonal

matrix with dii = |N (vi)|) and A is the adjacency matrix. The Laplacian matrix

plays a crucial role in various graph-theoretic analyses and algorithms, including

spectral clustering, graph partitioning, and the study of graph dynamics [53].

Graphs have proven to be versatile structures for describing complex data in various

fields, including chemistry, software engineering, and image processing [54, 55].

Their ability to represent relational information makes them particularly valuable

in domains such as drug design and network science [56, 57].

The graph generation problem has attracted significant attention as well due to its

wide-ranging applications [58]. Historically, several algorithms have been developed

to generate graphs with specific properties:

• the Erdős–Rényi model [59] for random graphs with a constant probability

of edge connection;

• the Watts–Strogatz model [60] for random social networks with high edge

density;

• the Barabási–Albert model [61] for scale-free graphs with power law degree

distribution.

These models primarily focus on generating adjacency matrices based on structural

properties, treating nodes and edges as indistinguishable. However, to represent

molecules and other complex structures, richer graph representations are needed.

Annotated graphs extend the basic graph structure by associating additional in-

formation with nodes and edges. They are the main data structure used in this

thesis. Let us consider a graph (V , E) with N nodes and M edges. The corre-

sponding annotated graph is a 5-ple (V , E ,X,A,E) where: X ∈ RN×c is the node

feature matrix having c as the node feature dimension; A ∈ RN×N is the adjacency
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matrix, now allowing for continuous edge weights; E ∈ RM×d is the edge feature

matrix having d as the edge feature dimensions. In this notation, xi represents

the feature vector of node vi, while aij and eij represent the scalar weight and

the feature vector of edge (vi, vj), respectively. In the following, we will refer to

annotated graphs as G = (X,A,E). We will refer to annotated graphs with no

edge features as G = (X,A), and we will refer to annotated graphs with a binary

adjacency matrix as G = (X,E).

Using this enhanced structure, a molecule can be fully represented as an annotated

graph where nodes correspond to atoms, edges to bonds, and the feature matrices

contain relevant information such as atom types, bond types, Cartesian coordinates,

and chemical properties.

2.2.2 Graphs vs SMILES representations

In the field of drug discovery and molecular design, the choice of molecular repre-

sentation plays a crucial role in the effectiveness of ML models. Two prominent

approaches have emerged: SMILES strings and graph-based representations. Each

has its strengths and limitations, which have significant implications for model

design and performance.

SMILES-based Approaches

SMILES (Simplified Molecular-Input Line-Entry System) strings [62] are a linear

textual representation of molecular structures, encoding the connectivity and atom

types of a molecule as a sequence of characters. This representation allowed the first

wave of deep learning approaches in drug discovery to leverage powerful existing

sequence learning architectures from natural language processing. These models,

primarily including recurrent neural networkss (RNNs) (such as LSTM networks

[63]) and attention-based networks (like Transformers [64]), were quickly adapted

to the domain of drug discovery [65, 66, 67, 68, 69, 70, 71, 72, 73, 74].

While SMILES-based models have demonstrated the ability to generate realistic

molecules, they face several limitations: these models, in fact, must learn both
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chemistry and SMILES grammar, potentially wasting representational power on

rules that are not the true target of the learning process. Moreover, SMILES

strings have both canonical and non-canonical representations, which may lead

to imprecise learning [75]. Additionally, there’s a lack of continuity in SMILES

representation: small perturbations in a SMILES string can result in significant

changes to the corresponding molecular entity and, conversely, similar chemical

entities can have vastly different SMILES representations.

Efforts have been made to address some limitations of SMILES-based approaches,

such as the SELFIES (SELF-referencing Embedded Strings) representation [76]

which ensures that every grammatically correct string corresponds to a chemically

valid molecule. However, these approaches still require the model to learn a gram-

mar.

Advanced techniques: LLMs. Despite the above mentioned inherent limita-

tions of SMILES representations, recent breakthroughs in Large Language Models

(LLMs) [77] have revitalized interest in sequence-based approaches to molecular

design. The remarkable ability of transformer architectures to capture long-range

dependencies and complex patterns has enabled new possibilities in molecular gen-

eration and property prediction. Recent work has shown that LLMs can serve as

foundation models for Chemical Language Models (CLMs) that perform at or above

the level of models trained solely on chemical SMILES string data [78]. Building on

this foundation, approaches like ChemBERTa-2 [79] have demonstrated the poten-

tial of chemical foundation models by leveraging self-supervised learning on massive

datasets of up to 77M compounds from PubChem. These models can effectively

learn salient molecular representations that transfer well to downstream tasks.

Nevertheless, these approaches still face some of the fundamental challenges inher-

ent to sequence-based representations, leading researchers to explore alternative

approaches that might better capture the inherent structure of molecular data.
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Graph-based Approaches

Graph-based representations address many of the limitations of SMILES strings,

offering several key advantages in molecular modeling. Unlike SMILES-based ap-

proaches, graph-based models focus entirely on chemical properties and structures,

eliminating the need to learn grammar rules. This allows the network to concen-

trate its representational power on the underlying chemistry. Furthermore, graph

representations are naturally invariant to node ordering, a critical feature in molec-

ular modeling that ensures consistent representation of a molecule regardless of how

its atoms are numbered, thus simplifying the learning process.

The interpretability of graph-based approaches is another significant advantage.

Sub-graphs can be directly interpreted as molecular fragments, providing more

intuitive representations. Additionally, chemical structural constraints, such as

molecular validity, can be more easily enforced on both full molecules and frag-

ments in graph representations compared to SMILES representations. Graph rep-

resentations also provide a more robust space of molecular structures, where similar

graphs generally correspond to similar molecules. This stability is particularly ben-

eficial for tasks like molecular optimization and property prediction, as it allows

for smoother navigation of the chemical space.

Advanced techniques: Geometric and equivariant models. While molec-

ular graphs effectively capture the topological structure, they can be naturally

extended to include spatial information by equipping nodes with 3D coordinates.

This geometric representation becomes crucial when dealing with tasks that depend

on the spatial arrangement of atoms, such as protein-ligand binding free energy or

conformer generation. Similarly, molecules can be represented as point clouds,

where each atom is a point in 3D space with associated features.

These spatial representations introduce new challenges in model design, as predic-

tions should remain consistent regardless of the molecule’s orientation or position in

space. Recent developments in geometric deep learning have addressed this aspect

through equivariant architectures. While traditional GNNs already ensure equiv-

ariance to node permutations - meaning predictions remain unchanged when atoms
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are reordered - modern architectures extend this to include spatial transformations.

The E(n)-equivariant GNNs [80] pioneered this approach by designing neural net-

works that respect both permutation and Euclidean space symmetries. This ensures

that molecular predictions remain consistent regardless of the molecule’s orienta-

tion or position.

The key insight of these approaches lies in their ability to maintain both permu-

tational and geometric equivariance, eliminating the need for extensive data aug-

mentation and at the same time ensuring more robust predictions across different

molecular conformations. This has proven particularly valuable in tasks involving

protein-ligand interactions, conformer generation, and molecular dynamics, where

both topological and spatial relationships play crucial roles.

These advantages have led to a growing interest in using GNN models for molec-

ular representation and generation. However, the task of generating a molecular

graph remains challenging, as it requires generating both the adjacency matrix and

the feature matrices. This complexity is further amplified by the vast size of the

drug-like chemical space, estimated at 1033 [81]. Nonetheless, the ability of graph

representations to naturally capture molecular structures continues to drive new

developments in the field, motivating researchers to address these challenges.

2.3 Graph neural networks: an overview

A typical GNN architecture consists of a sequence of graph processing modules

[57], which can be categorized into three main types:

• propagation modules : they maintain the graph structure while propagating

information between nodes following the graph topology. Most of the prop-

agation modules can be ascribed to the Message-Passing Neural Networks

framework (see Section 2.3.1);

• pooling modules : they modify the graph structure, usually generating a coars-

ened version, trying to keep the relevant information. Most of the pooling

layers can be ascribed to the Select-Reduce-Connect framework (see Section
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2.3.4);

• sampling modules : less common, they determine a subset of nodes from which

to collect information when dealing with large graphs.

2.3.1 Message-passing neural networks

Figure 2.2: A visual representation of message-passing step to a generic node (in red)
from its neighbor nodes.

A peculiarity of graph data structures is that they do not possess a specific node

ordering for each neighbourhood. This means that the functions implemented by

graph processing modules need to be invariant with respect to permutations of the

nodes belonging to the same neighbourhood. The Message-Passing Neural Network

(MPNN) [40] is a general GNN framework that gives an abstract structure to most

standard permutation-invariant graph propagation modules.

Let us consider a graph G = (X,A,E) and let us equip each node vi with an

additional, hidden representation hi. What the MPNN module does is to collect

information from the node’s neighborhood to update its hidden representation.

This is generally defined as a Message-Passing (MP) step, an iterative process that

enables the network to learn representations of nodes, edges, and entire graphs.
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Through this mechanism, GNNs can capture both local and global structural in-

formation. For each MP step l, depicted in Figure 2.2, a MPNN module updates

the hidden representation hl
i as follows:

ml
ji = Ml(xi,xj, aij, eij,h

l
i,h

l
j)

ml
i = Al(m

l
ji, vj ∈ N (vi))

hl+1
i = Ul(xi,h

l
i,m

l
i)

(2.1)

Here, Ml is a message function, Al is a permutation-invariant aggregator function,

and Ul is an update function. A readout function R can be used to compute a

graph-level feature vector.

Propagation modules can be categorized into two main approaches: recurrent and

convolutional.

2.3.2 Recurrent approaches

Recurrent approaches view message propagation as a dynamical system. The origi-

nal GNN and Gated Graph Neural Networks (GG-NNs) [82] fall into this category.

In these models, the symbol l represents the current time step of the state dynam-

ical system.

The GNN message-passing scheme is the following:

ml
ji = MLP(xi,xj, aij, eij,h

l
j) (2.2)

ml
i =

∑
vj∈N (vi)

ml
ji (2.3)

hl+1
i = ml

i (2.4)

Here, Ml is implemented as a multilayer perceptron (MLP) with shared weights

across all iterations. GNNs are based on an iterative process that must converge

to a fixed point. GG-NNs address this by stopping iterations after a set number of

steps, without guaranteeing convergence.
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2.3.3 Convolutional approaches

Convolutional approaches, here represented by Graph Convolutional Networks (GCNs)

[83] and Graph Attention Networks (GATs) [84], extend the concept of convolution

to the graph domain. Unlike recurrent approaches, each convolutional module cor-

responds to a single message-passing step, with consecutive steps using independent

sets of weights.

The GCN message-passing scheme is:

ml
ji =

1√
didj

W lhl
j (2.5)

ml
i =

∑
vj∈N (vi)∪{vi}

ml
ji (2.6)

hl+1
i = σ(ml

i) (2.7)

where di and dj are the degrees of nodes vi and vj, σ is an activation function, and

W l is the learnt weight matrix.

GAT generalizes this further by introducing learnt attention weights. The GAT

message-passing scheme thus becomes:

ml
ji = αijW

lhl
j (2.8)

ml
i =

∑
vj∈N (vi)∪{vi}

ml
ji (2.9)

hl+1
i = σ(ml

i) (2.10)

where αij = α(xi,xj) with α any node features-dependent function.

GCNs have been extensively improved and adapted to various graph subdomains,

including molecular data. Notable variants include Relational Graph Convolu-

tional Networks (R-GCN) [85], Edge-Conditioned Graph Convolutional Networks
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(EC-GCN) [86] and Spatial Graph Convolutional Networks (Spatial-GCN) [87].

R-GCN and EC-GCN learn separate message-passing functions for different edge

types, while Spatial-GCN equips each node with a vector of coordinates. These ad-

vancements have significantly enhanced our ability to model and generate complex

molecular structures.

It’s worth noting that the challenge of molecular representation learning con-

tributed to the early development of GCNs. Models like Molecular Graph Convolu-

tions [88] and Neural Fingerprints [39] were specifically designed for the molecular

domain.

2.3.4 Graph pooling

Graph pooling is a crucial operation in GNNs, allowing the network to hierarchi-

cally learn graph representations. Analogous to pooling operations in convolutional

neural networks (CNNs), graph pooling aims to reduce the size of the graph while

retaining important structural and feature information. This process is key to

building deep GNNs capable of capturing both local and global graph properties,

which is essential for tasks for graph classification [89], node classification [90, 91],

graph matching [92], and spatio-temporal forecasting [93, 94].

Designing effective pooling layers for GNNs presents several unique challenges.

Unlike grid-structured data where pooling operations are well-defined (e.g., max

pooling in CNNs), graphs lack a regular structure, making it difficult to deter-

mine which nodes should be grouped together. Additionally, the pooling operation

must preserve both local and global graph properties while being invariant to node

permutations. Another significant challenge is maintaining the balance between in-

formation preservation and dimensionality reduction - aggressive pooling can lead

to loss of critical structural information, while insufficient pooling may not effec-

tively capture hierarchical patterns. Furthermore, in molecular graphs specifically,

the pooling operation must respect chemical constraints and preserve important

substructures that determine molecular properties.

Most pooling methods can be expressed through the Select-Reduce-Connect (SRC)
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framework [95]. In its original formulation, the SRC framework takes also into

account edge features. Here, we present a slightly simplified version that fits better

to the scope of this thesis.

This framework decomposes the pooling operation POOL : G = (X,A) 7→ G ′ =

(X ′,A′) into three key steps: SELECT, REDUCE and CONNECT.

• SEL (selection): G 7→ S ∈ RN×K , a selection operator that maps the N

original nodes to K pooled nodes, often referred to as supernodes. The entries

in S represent the assignment of original nodes to supernodes;

• RED (reduction): (G,S) 7→ X ′ ∈ RK×F , a reduction operator that computes

the features of the supernodes. A common way to implement RED is X ′ =

S⊤X. This operation computes the features of each supernode by summing

the features of all nodes assigned to it;

• CON (connection): (G,S) 7→ A′ ∈ RK×K , a connection operator that gen-

erates the new adjacency matrix for the pooled graph. Typically, CON is

implemented as A′ = S⊤AS. This operation creates the adjacency matrix

of the pooled graph, where a′ij represents the edge weight between supern-

odes i and j. This weight is the sum of all edge weights in the original graph

between nodes assigned to supernode i and nodes assigned to supernode j.

The design of SEL, RED, and CON operations leads to a classification of pooling

operators, categorized as trainable if all three operations are learnt end-to-end,

non-trainable otherwise.

Most pooling methods can be ascribed to three main families: soft-clustering meth-

ods, scoring-based methods, and one-every-K methods.

Soft-clustering methods, also known as dense pooling [95], allow nodes to belong

to multiple supernodes via soft memberships – i.e. each row in S can have multi-

ple non-zero values. Examples include DiffPool [96], MinCutPool [97], StructPool

[98], HoscPool [99], and Deep Modularity Networks (DMoN) [100]. These methods

typically use an MLP or MPNN to process node features, followed by a softmax

operation, resulting in a soft cluster assignment matrix. Each method incorpo-
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rates unsupervised auxiliary loss functions to shape cluster formation. Trainable

soft-clustering methods offer flexibility and expressive power, preserving all infor-

mative content from the original graph [101]. However, they face challenges such

as memory constraints for large graphs, interpretability issues due to dense, less

interpretable pooled graphs, and potential generalization problems when mapping

each graph to a fixed number of supernodes.

Scoring-based methods select supernodes based on a scoring vector, choosing the

top K scoring nodes. Examples include Top-k Pooling (Top-k) [90, 102], ASAPool

[103], SAGPool [104], PanPool [91], TAPool [105], CGIPool [106], and IPool [107].

These methods differ in their scoring computation techniques and auxiliary tasks

used to enhance pooled graph quality. The value of K can be set as a propor-

tion of the original node count, allowing adaptability to graph size. However, the

scores are generally obtained by node features that become locally similar after

MP operations. This can lead to clustered selection, incomplete representation of

the graph, and reduced performance in downstream tasks due to diminished ex-

pressiveness [108]. Some attempts have been made to promote diversity in node

selection [109, 110], but challenges remain.

One-every-K methods employ graph-theoretical properties to uniformly subsam-

ple the graph for supernode selection. Examples include k-Maximal Independent

Sets Pooling (k-MIS) [111], Graclus [112, 113], SEP [114], and Node Decimation

Pooling (NDP) [115]. These methods use various approaches such as maximal K-

independent sets, merging connected node pairs, or partitioning based on graph

structural entropy. While these methods are adaptive and produce clear cluster as-

signments, they lack fine control over pooled graph size, are non-trainable as they

precompute the pooled graph based solely on topology, and have limited scope as

they don’t account for node features or downstream task requirements.

Recent research has focused on developing methods that combine the strengths of

these different approaches. For example, the MaxCutPool method [P3], which

will be introduced in Chapter 4, aims to leverage graph-theoretical principles

(inspired by one-every-K methods) while maintaining trainability and feature-

awareness (similar to scoring-based and soft-clustering methods).
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2.4 Learning frameworks

While in the past single GNNs were mainly used alone to learn molecular represen-

tations – e.g. for property prediction [44], nowadays they act as core component of

complex learning frameworks. These frameworks form the foundational architec-

ture of generative models, defining how the model learns to represent and generate

molecular structures. Many of these approaches build upon the concept of hier-

archical neural networks [116], where the overall model can be split into subnets,

each focused on a specific task. In this section, we will explore the most prominent

learning frameworks used in molecular generation.

2.4.1 Variational autoencoders

Variational Autoencoders (VAEs) [117] have become one of the most popular gen-

erative architectures in molecular design. They are particularly attractive due to

their ability to learn a continuous latent space of molecules, which can be sampled

to generate new structures.

The VAE architecture consists of two main components: an encoder network that,

during training, compresses the input examples into the parameters of a latent

probability distribution; a decoder network whose goal is to reconstruct the original

input from samples drawn from the latent distribution [118]. The objective function

of a VAE is the variational lower bound of the log-likelihood of the data, also known

as the Evidence Lower BOund (ELBO):

LV AE = Eq(z|x)[log p(x|z)]−KL(q(z|x)||p(z)) (2.11)

where q(z|x) is the approximate posterior learnt by the encoder, p(x|z) is the

likelihood of the data given the latent representation (learnt by the decoder), and

p(z) is the prior distribution of the latent space (typically a standard Gaussian).

The first term in the ELBO is the reconstruction loss, which measures how well

the model can reconstruct the input data. The second term is the Kullback-Leibler

(KL) divergence, which encourages the learnt latent distribution to be close to
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the prior distribution; this promotes a well-structured latent space that facilitates

meaningful interpolation and sampling.

The application of VAEs to molecular generation offers several advantages. Per-

haps most significantly, VAEs induce the encodings of the elements of the training

dataset to belong to a continuous, latent manifold. This representation allows for

smooth interpolation between different molecular structures, providing a power-

ful tool for exploring chemical space [119]. One can navigate this latent space to

discover new molecules with desired properties, effectively steering the generation

process towards specific objectives. By sampling from the learnt latent distribu-

tion, VAEs can generate diverse sets of molecules, potentially uncovering novel

structures that might be overlooked by more deterministic approaches. On the

other hand, when dealing with VAEs one can face several problems. One signifi-

cant issue is the phenomenon known as posterior collapse [120]. This occurs when

the model learns to ignore part of the latent space, effectively reducing the diver-

sity of molecules it can generate. The inherent trade-off between reconstruction

accuracy and latent space regularity in VAEs also presents challenges [121]. If the

model prioritizes reconstruction too heavily, it may learn a latent space that is

highly irregular and difficult to sample from meaningfully. Conversely, if the KL

divergence term is weighted too strongly, the model may learn an overly simplified

latent space that fails to capture the complexity of molecular structures. Finding

the right balance is often problem-dependent and can require significant tuning.

Despite these facts, researchers have made significant progress in adapting VAEs

to solve such problems [122, 123, 124]. As a result, VAEs remain one of the most

widely used generative models today.

2.4.2 Generative adversarial networks

Generative Adversarial Networks (GANs) [125], represent another powerful ap-

proach to molecular generation. GANs consist of two competing neural networks:

a generator and a discriminator. The generator produces artificial samples and has

to fool the discriminator. The discriminator is fed with real and generated data,

and must recognize if a given sample is original or artificial.
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The two networks are trained simultaneously in a minimax game, formalized as:

min
G

max
D

Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] (2.12)

where G is the generator, D is the discriminator, pdata(x) is the true data distri-

bution, and pz(z) is a prior distribution on the input noise variables.

In molecular generation, GANs are well-known for producing high-quality sam-

ples, with the adversarial framework pushing the generator to create increasingly

realistic molecular structures. Unlike VAEs, GANs do not require explicit density

estimation of the data, which simplifies certain aspects of the generative process.

Nevertheless, GANs notably suffer from training instability, which can be particu-

larly problematic for discrete data such as molecular graphs [126]. GANs are also

susceptible to mode collapse [127], where the generator produces a limited variety

of molecules, failing to capture the full diversity of the underlying data distribu-

tion. Additionally, standard GANs do not offer an explicit latent space, which can

make tasks like property optimization more difficult.

CycleGAN

The CycleGAN [128] is an extension of the GAN framework designed for unpaired

image-to-image translation.

The CycleGAN architecture consists of two GANs trained jointly:

• generator G : X → Y and discriminator DY ;

• generator F : Y → X and discriminator DX ,

where X and Y are two different molecular domains.

The key innovation of CycleGAN is the introduction of a cycle consistency loss:

Lcyc(G,F) = Ex∼pdata(x)[||F(G(x))− x||1] + Ey∼pdata(y)[||G(F(y))− y||1]. (2.13)

This loss ensures that the transformations are reversible, i.e., F(G(x)) ≈ x and

G(F(y)) ≈ y.
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In molecular generation, the CycleGAN is particularly advantageous for tasks such

as transforming molecules between different property regimes (e.g., low to high

solubility), generating analogs of existing drugs, and translating between molecular

representations. However, challenges again arise due to the discrete nature of

molecular graphs, difficulties in ensuring cycle consistency for graphs with different

node orderings, and the need to maintain the chemical validity of transformed

molecules.

2.4.3 Normalizing flows

Normalizing flows [129] are a powerful class of generative models that allow for

both efficient inference and sampling. At their core, they are maximum likelihood

methods that define a bijective mapping between z belonging to a latent space and

x belonging to the data space.

More specifically, we define:

x = f(z) (2.14)

where z is drawn from a simple prior distribution (typically a standard Gaus-

sian), and f is an invertible, differentiable function parameterized by some θ.

The function f is constructed as a composition of simpler bijective functions

f = f1 ◦ f2 ◦ · · · ◦ fK :

x
f1←−→ h1

f2←−→ h2 · · ·
fK←−→ z (2.15)

Under this change of variables, the log-density of the data can be expressed as:

log p(x) = log p(z) +
K∑
i=1

log

∣∣∣∣det

(
∂fi

∂hi−1

)∣∣∣∣ (2.16)

The clever design of the component functions fi allows for efficient computation

of this log-likelihood. Typically, these functions are constructed to have triangular

Jacobians, making the log-determinant term computationally tractable. This en-

ables the use of standard optimization techniques to train the model by minimizing

the negative log-likelihood of the observed data.

In the context of molecular generation, the invertibility of normalizing flows is a
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particularly useful feature. The ability to move between data space (molecular

structures) and latent space in both directions allows for interesting applications,

such as molecular optimization through latent space manipulation or the analy-

sis of how changes in latent space correspond to structural changes in molecules

[130]. However, normalizing flows are designed for continuous data while molecules

are inherently discrete objects, with atoms and bonds forming a graph structure.

This mismatch requires careful considerations and often necessitates the develop-

ment of specialized techniques to bridge the gap between continuous and discrete

representations [131].

2.4.4 Score-based models

Score-based models, introduced in [132], offer a novel approach to generative mod-

eling. The essential idea, inspired by non-equilibrium statistical physics, is to

systematically and slowly destroy structure in a data distribution through an iter-

ative forward diffusion process. The model then learns a reverse diffusion process

that restores structure in data, yielding a highly flexible and tractable generative

model.

Let us consider a process that gradually transforms data into noise described by

the following stochastic differential equation (SDE):

dx = f(x, t)dt + g(t)dw (2.17)

where f(x, t) is the drift coefficient, g(t) is the diffusion coefficient, and w is a

standard Wiener process [133].

The reverse process is also described by a SDE:

dx = [f(x, t)− g(t)2∇x log pt(x)]dt + g(t)dw̄ (2.18)

where pt(x) is the probability density at time t, and w̄ is a standard Wiener process

running backwards in time.

The crucial term in this reverse SDE is the gradient of the log-density with respect
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to the data ∇x log pt(x), that is called score function; incidentally in physics this

is just a force.

Once the score function is known, it is possible to use Langevin dynamics [134, 135]

sampling process, a Markov chain Monte Carlo (MCMC) method that solely relies

on the score function. Discretizing Langevin dynamics via a first integrator one

can obtain the associated sampling process. The resulting update rule is:

xt+1 = xt + ϵ∇x log p(xt) +
√

2ϵzt (2.19)

where ϵ is a small step size, and zt ∼ N (0, I) is standard Gaussian noise.

In the context of score-based models, the true, unknown, gradient ∇x log p(xt) is

replaced with a learnt score function sθ(x, t):

xt+1 = xt + ϵsθ(xt) +
√

2ϵzt. (2.20)

This process is iterated for a number of steps, gradually transforming random noise

into samples from the target distribution. The noise term
√

2ϵzt allows the sampler

to explore the distribution and avoid getting stuck in local modes.

A key strength of score-based models is their training stability compared to ad-

versarial approaches like GANs [136]. This stability has been leveraged in various

domains, including image generation [137] and molecular design [138] . However,

the computational cost associated with the reverse process and Langevin dynam-

ics sampling [134] can result problematic. This cost can be a limiting factor in

high-throughput virtual screening scenarios. Despite these challenges, score-based

models continue to advance, with recent work exploring their application in 3D

structure generation [139] and conditional generation tasks [140].

2.4.5 Reinforcement learning

Reinforcement learning (RL) provides a framework for learning to make decisions

in complex environments. In molecular generation, RL can be used to optimize

molecules for specific properties or objectives.
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The RL framework typically consists of:

• an agent (the generative model);

• an environment (the chemical space);

• a state space (molecular representations);

• an action space (modifications to molecules);

• a reward function (based on desired molecular properties).

The goal is to learn a policy π(a|s) that maximizes the expected cumulative reward:

J(θ) = Eπθ

[
T∑
t=0

γtrt

]
(2.21)

where θ are the policy parameters, γ is a discount factor, and rt is the reward at

time step t [141].

RL offers significant advantages for molecular generation: the model can be trained

to directly optimize desired molecular properties (such as solubility or binding affin-

ity) and handle complex, non-differentiable reward functions, which are common in

molecular tasks [142]. Additionally, RL enables effective exploration of the chemi-

cal space, allowing the model to discover novel molecular structures by balancing

exploration (trying new structures) with exploitation (refining known structures).

The design of reward functions, however, can be a complex task [143]. Moreover,

learning in high-dimensional action spaces can be unstable, making it difficult to

converge to a solution [144, 145].

2.5 Guided generation of molecular graphs

Formally speaking, the most common approach to molecular generation and con-

ditioning involves creating a dataset of molecular graphs Dself = {G1,G2, ...,GM}
and devising a self-supervised model to learn from this data. Less frequently, the

task is framed as a supervised problem, where the input dataset comprises pairs

of molecules Dsup = {(G1, Ĝ1), ..., (GM , ĜM)}, and the model learns to map from a
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known unoptimized molecule Gi to an optimized target molecule Ĝi [146, 147, 148,

149, 150].

Figure 2.3: Overview of a GNN-based molecular design framework. The process in-
tegrates structural information from input molecules, desired molecular properties, and
GNN-based deep learning to generate optimized compounds with potential biological ac-
tivity.

Beyond generating molecular structures that reasonably belong to the training

dataset, a crucial objective in practical applications is to guide the generation pro-

cess towards molecules with specific desired properties (Figure 2.3). This involves

skewing the distribution of generated molecules towards structures optimized for

a set of prescribed (numerical) properties. The methods used to achieve this con-

ditioning are varied and depend on both the underlying generation approach and

the specific deep learning models employed.

Table 2.1 provides a comprehensive overview of recent approaches in the literature,

highlighting their key characteristics. In the following subsections, we will explore

them in detail, examining how different approaches address the challenges of gener-

ating valid, diverse, and property-optimized molecular structures. We will discuss

how the molecular graph generation process is modeled (Section 2.5.1), its granu-

larity level (Section 2.5.2), the techniques for enforcing chemical validity (Section
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Ref
Learning

Framework GNN Model Conditioning Validity Constraint Generation Process Granularity Level
Code

Availability

[151] VAE GGNN gradient ascent
action-based
constraints sequential atom-wise link

[152] VAE MPNN
gradient ascent

bayesian optimization learnt sequential fragment-based link

[153] VAE EC-GCN conditional vector learnt one-shot - link

[154] GAN R-GCN RL learnt one-shot - link

[155] Hierarchical R-GCN conditional vector learnt sequential atom-wise link

[156] GAN GCN RL rejection sampling sequential hybrid link

[157] Hierarchical GraphRNN RL rejection sampling sequential atom-wise -

[158] Normalizing Flow R-GCN RL rejection sampling sequential atom-wise link

[159] Normalizing Flow R-GCN RL
action-based
constraints sequential atom-wise -

[147] VAE + GAN MPNN conditional vector learnt sequential fragment-based -

[160] VAE + Attention MPNN conditional vector learnt sequential fragment-based link

[161] Hierarchical GGNN RL learnt sequential atom-wise link

[162] Hierarchical MPNN conditional vector learnt sequential atom-wise link

[163] GAN GCN RL rejection sampling sequential hybrid link

[164] VAE MPNN bayesian optimization
action-based
constraints sequential atom-wise link

[165] Hierarchical MPNN conditional vector learnt masked - link

[166] VAE MPNN conditional vector
action-based

learning one-shot - link

[167] Hierarchical GCN conditional vector learnt sequential atom-wise link

[168] Normalizing Flow R-GCN gradient ascent
post hoc

correction one-shot - link

[169] VAE + Normalizing Flow R-GCN gradient ascent
post hoc

correction one-shot - link

[130] Normalizing Flow R-GCN gradient ascent learnt one-shot - link

[170] VAE GAT conditional vector learnt one-shot - -

[171] Normalizing Flow GAT gradient ascent learnt sequential atom-wise -

[148] Normalizing Flow R-GCN supervised learnt one-shot - -

[149] CycleGAN JT-VAE supervised learnt one-shot - link

[172] Hierarchical GGNN gradient ascent learnt reaction-based - link

[48] Hierarchical MPNN supervised learnt
sequential
(SMILES) - -

[173] Hierarchical MPNN markov chain learnt sequential fragment-based link

[174] VAE GGNN structural embedding
action-based
constraints sequential atom-wise link

[175] VAE MPNN structural embedding learnt sequential atom-wise link

Table 2.1: Literature methods and their main features: core learning framework, GNN
model, the molecular properties conditioning technique, the validity constraint technique,
the generation process of new entities, the granularity level (e.g. atomic, fragment, motif)
and the code availability
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2.5.3) and the methods for conditioning the generation on desired molecular prop-

erties (Section 2.5.4). Through this analysis, we aim to provide a comprehensive

understanding of the current state of the art in guided molecular graph generation

and highlight promising directions for future research in this rapidly evolving field.

2.5.1 Generation process

In molecular graph generation, the primary goal is to learn the characteristics

of a given dataset Dself = {G1,G2, ...,GM}. The underlying assumption is that

this dataset is sampled from an unknown distribution p∗(G), which we aim to

model with an explicit distribution pθ(G). During training, the network learns the

parameters θ of a function fθ(G) that approximates pθ(G). After training, new

molecules are generated by sampling from fθ.

The generation process can be conducted in different ways, as illustrated in Figure

2.4. The main approaches are:

• one-shot models, where a molecule is produced in a single inference step;

• sequential models, where a molecule is built via several inference steps of the

same model;

• masked graph modeling, inspired by masked language models like BERT

[176].

One-shot generation

In one-shot generation, we typically assume that pθ(G) = pθ(G|z), where z =

z1, ..., zn is a vector of latent variables with a known prior distribution. The gen-

eration process involves sampling these latent variables and generating the entire

graph based on the sampled vectors.

Early models like MolGAN [154] and GraphVAE [153] employed this strategy. Mol-

GAN uses a GAN framework where the generator is an MLP that directly samples

the adjacency matrix of the molecular graph, while the discriminator is based on R-

GCN. GraphVAE, on the other hand, models molecules using a probabilistic graph
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Figure 2.4: a. One-shot generation. b. (Fragment-based) Sequential generation.

where node/edge existence is represented by Bernoulli variables, and node/edge

attributes are multinomial variables. It uses an EC-GCN as the encoder and a

deterministic MLP as the decoder.

Another approach, MPGVAE [170], models the bond/atom joint latent distribution

as:

pθ(G|z) = pθ(X,E|z) =
∏
vi∈V

pθ(xi|z)
∏
εij∈E

pθ(eij|z) (2.22)

where xi and eij are categorical distributions over atom and bond types, respec-

tively. Here, the absence of a bond is seen as one of the edge categories. The

generation is a three-step process. First, an initial graph structure is generated

from latent variables in a one-shot fashion. Second, a MPNN iteratively refines

node and edge representations. Third, the final molecular graph is sampled from

the node/edge distributions xi and eij.

Alternative formulations introduce dependencies between bonds and atoms:

pθ(G|z) = pθ(X,E|z) = pθ(X|E, zX)pθ(E|zE) (2.23)

or:

pθ(G|z) = pθ(X,E|z) = pθ(E|X, zE)pθ(V |zV ) (2.24)
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where zV and zE are latent variables for vertices and edges, respectively. Here,

the models first focus on one of the two sets and then use that information to

complete the generation. In [177], for example, the VAE decoder’s first step is to

generate a molecular formula in a ”bag-of-atoms” representation. Then, a fully

connected graph with the generated set of atoms is fed into a GCN-based network

to properly learn the bond structure. In [168], the first step is to generate the

adjacency matrix, which is then fed into the atom feature generator together with

the latent variables of the nodes.

In the context of score-based models for graph generation [178], the diffusion process

is modeled as a system of two coupled SDEs:dXt =
[
f1,t(Xt)− g21,t∇Xt log pt(Xt,At)

]
dt̃ + g1,tdw̃1

dAt =
[
f2,t(At)− g22,t∇At log pt(Xt,At)

]
dt̃ + g2,tdw̃2

(2.25)

Here, two GNNs learn the gradients ∇Xt log pt(Xt,At) and ∇At log pt(Xt,At).

New samples are generated by using these learnt gradients in the SDEs and solving

them with standard SDE integrators.

Sequential generation

Sequential generation addresses the limitation of one-shot methods that require a

maximum size for the output molecule. In this approach, generation is modeled as

a sequence of graph transition actions. A typical action set includes vertex and edge

addition and removal [155, 179]. Although some sequential models still require an

upper bound on the number of nodes in the generated molecule [151], this approach

is generally more flexible than one-shot generation.

The most common way to model sequential generation is to decompose pθ(G) into

a product of conditional distributions:

pθ(G) =
∏
t

pθ(at|Gt, ...,G0) (2.26)

where at ∈ T (Gt, ...,G0), that is the action set available on graph Gt at step t.
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In practice, each graph G is transformed into a sequence of operations SG, and the

learning framework must learn how to replicate these sequences in an autoregressive

fashion.

Since the number of sequences for each graph can increase rapidly, different strate-

gies are adopted to address this issue. To reduce the number of generative se-

quences, a graph node ordering must be defined a priori. Typical orderings are

based on breadth-first search (BFS) and depth-first search (DFS) graph visit algo-

rithms, although any custom ordering can be used. Finding a canonical ordering

for molecular graphs is an old problem [180]. For the generative task, there is cur-

rently no theoretically grounded preferred ordering. The most effective approach

is architecture-dependent and chiefly determined by empirical evidence.

Sequential generation methods can be categorized into non-Markovian and Marko-

vian approaches. For Markovian strategies, one restricts T to depend only on the

latest graph, namely T = T (Gt). These approaches will be detailed in the following

subsections.

Non-Markovian methods JT-VAE [152] was one of the first sequential ap-

proaches. In this method, each molecule is assembled by linking chemical frag-

ments from a predefined dictionary, which is derived in a chemically principled

way from the training set without a learning process. Specifically, a VAE-based

model generates a junction tree for each molecule. The junction tree is the basic

tree-structured scaffold representing connections among nodes, where each node

represents a set of candidate fragments. The action set for the junction tree is the

sequential addition of nodes while maintaining the tree topology. To assemble the

final molecule, a single fragment is chosen for each node.

Other methods, such as those presented in [155] and [157], can be ascribed to

hierarchical neural network frameworks. In [155], a stack of R-GCN blocks with

a BN-ReLU-Conv structure [181] is used to extract representations. An MLP then

estimates the probability distribution of all possible actions. A variant of this

architecture includes a recurrent unit, in which the molecule representation is stored

and updated during the generation. This approach employs a DFS graph visit,
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enhanced by the additional move of going to a random node, thus generating several

building paths for the same molecule. Due to the non-uniqueness of the sequence,

a sampling strategy is also adopted. The GraphRNN framework [182] uses a BFS

ordering together with classical RNN networks to directly generate the adjacency

matrix. This approach was extended to molecular graphs in [157], where external

MLPs predict node and edge labels. Strictly speaking, this model is never directly

aware of a graph topology and does not use GNNs, but it remains relevant to the

field of molecular graph generation. Non-Markovian approaches offer flexibility

in capturing long-range dependencies in the graph generation process, potentially

leading to more coherent and diverse molecular structures. However, they may also

be more computationally intensive and challenging to train compared to Markovian

methods.

Markov-process-based methods These methods simplify the generation pro-

cess by assuming pθ(at|Gt, ...,G0) = pθ(at|Gt). This assumption is reasonable be-

cause the generation history that led to a specific graph should not influence sub-

sequent decisions. Examples include GCPN [156], MG2N2 [183], and GraphAF

[158].

MG2N2 is based on three GNNs arranged in a hierarchical fashion. Each network

focuses on a specific decision:

• the first network is a classifier that decides whether to add a new node to the

graph and whether this new node is bound to the node added in the previous

step;

• if the decision is positive, the second network determines the edge label;

• the third network determines the existence of other edges connecting the new

node to preexisting nodes.

GraphAF is based on normalizing flows [129]. It adapts to the graph domain a

variant called autoregressive flows [184], which scale linearly with respect to the

length of the sequence to be learnt. Within the GraphAF framework an R-GCN

calculates the embedding for the current graph at each step, while two separate
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MLPs learn the parameters of the distributions from which the next node and

its edges are sampled. A recent addition to Markov-based methods is MolGrow

[171], which uses a graph normalizing flow for hierarchical molecular generation.

This model generates molecular graphs by progressively adding atoms and bonds,

allowing for the generation of larger and more complex molecules.

Markov-process-based methods offer a balance between computational efficiency

and the ability to capture local dependencies in the graph generation process.

Masked graph modeling

This approach, introduced in [165], uses graph masking for generation. Instead of

learning p(G), the model learns p(η|G\η), where η is a subset of G and G\η is G with

that subset masked out.

Generation starts from an initial graph. At each step, a part of the graph is masked

and resampled according to the learnt conditional distribution. This method of-

fers a unique approach to molecular graph generation, drawing inspiration from

successful masked language models in natural language processing [176].

Each of these generation processes offers distinct advantages and challenges in the

context of molecular design. One-shot methods can be faster but may struggle

with larger molecules, while sequential methods offer more control but can be

computationally intensive. Masked graph modeling provides a novel middle ground,

potentially offering benefits of both approaches.

2.5.2 Granularity level

The granularity level in molecular generation refers to the size of the building blocks

used in the generation process. This choice can impact the model’s flexibility,

validity, and exploration capabilities. Two main approaches dominate the field:

atom-based and fragment-based methods.

Atom-based methods In atom-based approaches, molecules are generated one

atom at a time. This fine-grained approach offers maximum flexibility, allowing
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for the exploration of the entire chemical space. Models like GraphAF [158] and

MolDQN [185] exemplify this approach, generating molecules atom by atom and

bond by bond. The advantage of atom-based methods lies in their ability to poten-

tially create novel molecular structures that might not be easily accessible through

fragment-based approaches. However, atom-based methods can struggle with gen-

erating larger molecules efficiently and may require additional constraints to ensure

chemical validity. To address this, one might rely on fragment dictionaries.

Fragment-based methods These methods generate molecules by combining

predefined molecular fragments, typically consisting of up to six atoms. This ap-

proach, exemplified by JT-VAE [152], offers several advantages. Firstly, it inher-

ently ensures a higher degree of chemical validity, as the fragments themselves are

chemically valid structures. Secondly, it can lead to more efficient generation of

drug-like molecules, as many common molecular substructures are directly incor-

porated. JT-VAE learns its fragment dictionary from the training set, which allows

for adaptation to specific chemical spaces but may limit reconstruction accuracy

on unseen molecules. The authors extended this approach in [160], incorporating

larger subgraphs (structural motifs) to achieve higher reconstruction accuracy.

Hybrid and adaptive approaches Recent research has explored hybrid and

adaptive approaches that aim to combine the strengths of both atom-based and

fragment-based methods. For example, GCPN [156] provides a flexible framework

that can adapt to different granularity levels, from atoms to larger fragments,

depending on the task at hand. CORE [146] introduces an interesting compromise

by using a hierarchical approach. It first generates a molecular scaffold using larger

fragments and then refines the molecule at the atomic level, combining the efficiency

of fragment-based methods with the flexibility of atom-based approaches.

2.5.3 Validity constraints enforcement

Ensuring the validity of generated molecules is crucial in molecular graph gen-

eration. While some models can learn chemical validity implicitly from data

[155, 154, 153, 152, 147, 160, 165, 167, 149, 172, 48], many approaches incorporate
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explicit strategies to enforce validity constraints. These strategies can be broadly

categorized into learnable and non-learnable methods.

Learnable methods

Learnable methods incorporate validity constraints into the model’s architecture

or learning process, allowing the model to improve its ability to generate valid

structures over time.

Action-based learning These methods enforce validity by penalizing incorrect

actions during training, and preventing them from being taken during generation.

CGVAE [151] learns to implement valency checks, preventing the addition of bonds

when an atom has reached its maximum valency. An extension in [186] adapts the

CGVAE decoder to learn to use valency histograms as additional inputs to guide the

generation process. RL based methods, such as those in [156], [157], and [158], learn

to incorporate validity checks as part of their reward structure. These methods use

valency checks as intermediate feedback signals during training and learn to employ

validity-constrained sampling during inference. The approach in [187] learns state

transition dynamics where each possible action leads to valid substructures. These

action-based methods allow full control of the model’s tolerance for invalid actions,

with the potential to produce 100% valid molecules. They can be configured to

allow intermediate invalid steps to increase exploration abilities or to strictly forbid

any invalid actions.

Penalty-based learning These techniques, differently from the action-based

ones, allow incorrect actions during generation while still learning to penalize them.

This trades the structural difficulty of enforcing correct moves for the relative ease

of optimization. The Regularized Graph VAE [188] employs a penalty technique

[189] to transform the constrained problem into an unconstrained one. The model

learns to minimize constraint violations through a tunable hyperparameter in the

cost function. A similar approach is used in [190]. In [166], validity is encouraged

through a reinforcement learning framework. The model learns a reward function

for valid samples, and the GraphVAE decoder acts as a learnt policy network.
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While these approaches may not always generate 100% valid molecules, they are

often easier to implement and can approximate constraint enforcement as a learnt

restraint.

Non-learnable methods

Non-learnable methods enforce validity through fixed rules or post-processing steps

that do not adapt or improve over time.

Action-based constraints These methods use fixed rules to prevent invalid

actions during generation. Valency checks are used to avoid adding bonds when

an atom has reached its maximum valency. If atoms have missing bonds after

generation, a fixed number of hydrogen atoms is added [177].

Post-hoc correction These methods apply fixed corrections to the generated

molecules after the generation process. The generated graph is modified according

to predetermined valency rules, preserving a maximal valid subgraph from the orig-

inal output. This approach is used in flow-based models such as MoFlow [168] and

GF-VAE [169]. While these methods may lead to some undesirable modifications,

they are widely applicable across different generation approaches.

Validity rejection sampling This method involves generating molecules and

then discarding those that fail validity checks. It is particularly effective for mod-

els with fast inference times which can quickly generate and filter a large number of

candidates. The models that utilize this approach include MolGAN [154], Graph-

NVP [130], JTVAE [152], and MoFlow [168]. The main advantage of validity

rejection sampling is its simplicity and effectiveness, especially for models with fast

generation times. It allows the generative model to explore a wider range of struc-

tures without being constrained by explicit validity rules during the generation

process. This can potentially lead to more diverse and novel molecular structures.

However, this method has limitations in terms of efficiency for models with slower

generation times, potential bias if the model tends to produce certain types of

invalid structures, and scalability issues for very large or complex molecules.
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2.5.4 Conditioning

Conditioning the graph generation is a powerful way to skew the learnt distribution

towards a desired bias. This approach is crucial for targeted molecular design,

allowing the creation of molecules with specific properties or characteristics. In this

section, we first introduce a novel framework for categorizing conditioning tasks,

then detail such tasks, and finally describe the associated conditioning techniques.

Conditioning tasks

We propose a comprehensive framework that encapsulates the various conditioning

tasks found in the literature. Any conditional task can be represented as one or a

subset of the following quadruplet:

( R
1)

, p ≷ p0

2)

, p = p0

3)

, min(p)

4)

) (2.27)

where:

1) R represents a set of additional entities given as input to the model, such as

drugs, proteins, or any relevant biological information;

2) p ≷ p0 denotes a set of constraints, where p is a set of numerical properties

and p0 is the corresponding vector of thresholds;

3) p = p0 encodes numerical equality between desired and actual properties;

4) min(p) represents a set of desired optimal values.

This framework provides a unified way to categorize and understand the various

conditioning tasks in molecular generation:

Property optimization This task involves generating new molecules to opti-

mize the value of one or more numerical properties. Typical properties include:

• Quantitative Estimate of Drug-likeness (QED, introduced in [191]) [164, 168,

169, 130, 151, 154, 156, 157, 158, 147, 160, 161];
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• Synthetic Accessibility Score (SAS, introduced in [192]) [154, 155];

• penalized logP [164, 177, 169, 171, 152, 156, 157, 158, 160], defined as the

octanol-water partition coefficient minus the synthetic accessibility score and

the number of cycles of length bigger than 6. This metric balances lipophilic-

ity with synthetic feasibility and structural complexity;

• biological activity [162, 163, 147, 160, 161].

This task can be ascribed to component 4) in our framework.

Property targeting Instead of optimizing a given property, one can give the

model a target value for the output molecule. With property targeting, the gener-

ation is guided towards molecules with a specified set of attributes, which can be

numerical or categorical values for molecular properties. For example, [153] and

[170] provide the desired histogram of atom types of the output molecule, while

[162, 165, 166, 156] condition the generation towards molecules with a specific

weight. This task can be ascribed to component 3) in our framework.

Constrained property optimization This task involves perturbing a molecule

while optimizing one or more numerical properties. More formally, the generator

is fed with a molecule G, and the goal is to maintain the similarity sym(G, Ĝ) ≥
δ, where Ĝ is the generated molecule and δ is a predefined similarity threshold.

The most common choice for the property to be optimized is the penalized logP

[177, 168, 169, 167, 171, 152, 156, 157, 158, 160]. This task is a combination of

components 1) and 2).

Scaffold hopping In scaffold hopping, the goal is to minimize a chemical simi-

larity and maximize a physical (field effects) similarity with respect to a given drug

[193, 48, 174]. This task is a combination of components 1) and 3).

Conditioning methods

Conditioning techniques in molecular graph generation can be broadly categorized

into two main approaches: training time conditioning and ex post conditioning.
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Training time conditioning Training time conditioning methods incorporate

property objectives directly into the model’s learning process, allowing the gen-

erative model to inherently understand and produce molecules with desired char-

acteristics. One of the most prevalent approaches in this category is the use of

conditional vectors [153, 155, 162, 165, 166, 167, 147, 160]. In this method, the

model learns to generate molecules conditioned on a vector of desired property

values, effectively learning a conditional distribution p(G|c), where c is a vector

containing the values of the properties of interest. For each molecular graph G in

the dataset, the ground-truth value for the vector c is calculated. During training,

the model is fed with input couples (G, c). During inference, the desired values

for c are given to the model to guide the generation. This approach allows for

fine-grained control over multiple molecular properties simultaneously.

Another powerful training time technique is substructure-based conditioning, em-

ployed by [174] and [175]. Here, the model learns to generate molecules that incor-

porate specific substructures, which is particularly useful for tasks like generating

molecular linkers or multi-objective optimization.

Gradient ascent in the latent space of VAEs is another effective strategy for property

optimization [151, 152, 177]. This method jointly trains an additional regressor to

predict property values from latent space points. As a consequence, the latent

space is modeled and regularized taking account of the additional information.

During inference, the latent representation and its property value are calculated,

optimized through gradient ascent with respect to the property predictor model,

and then decoded from the local optimum (see Figure 2.5).

RL approaches are interesting for conditional (and task-oriented) generation. RL

is particularly suitable for molecular generation because one can estimate molecu-

lar properties with external tools, transform these estimates into feedback for the

model, and combine this with RL algorithms to deal with discrete structures. One

of the first, prominent examples of RL approaches for molecular graph generation

is GCPN [156]. The authors modeled the generation as a Markov process (see

Section 2.5.1). At each step, a GCN extracts a representation of the partially

generated molecule, and then four MLP models decide the next action. By mod-
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elling the generation as a sequence of decisions one can define short-term (based

on the single action) and long-term (based on the final result) rewards. In GCPN

the short-term rewards are a combination of validity rewards (see 2.5.3) and ad-

versarial rewards (in a GAN fashion). In contrast, long-term rewards are used to

condition the generation towards the desired property. A similar approach is used

in [157, 158, 161, 163].

Finally, some researchers have also explored supervised learning approaches, treat-

ing property optimization as a direct mapping problem from input molecules to

optimized output molecules [149, 193].

Figure 2.5: Properties of interest can modify the latent space at learning time (a.). Red
arrows represent the steering force of the properties predictors in optimizing the latent
space during training. Alternatively properties predictors can be used just to navigate
the latent space a posteriori via gradient ascent (b.); this time the distortion force is
absent.

Ex post conditioning Ex post conditioning methods, on the other hand, sep-

arate the generation and optimization processes. These techniques first train a

general molecular generation model and then navigate the learnt space to find

molecules with desired properties. A common approach in this category is to per-
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form gradient ascent on a fixed latent space [169, 130, 168, 172]. This is done by

first training a VAE to learn a general latent space of molecules, then train a sepa-

rate regressor on this fixed space to predict properties of interest. During inference,

gradient ascent is used to navigate the latent space towards regions corresponding

to desired properties. This process provides flexibility, allowing for optimization

of properties not considered during the initial training phase, but the latent space

navigation might be more difficult.

For scenarios where property evaluation is computationally expensive, Bayesian

optimization (BO) [194] techniques have proven valuable [152, 164] used BO to

efficiently explore the latent space of their models, employing surrogate functions

(often sparse Gaussian processes [195]) to approximate complex property land-

scapes. The BO approach is particularly useful when dealing with properties that

are expensive to compute or require experimental validation, as it can efficiently

guide the search towards promising regions of the chemical space with fewer eval-

uations.

2.6 Datasets and benchmarks

The development and evaluation of GNN-based molecular generation models rely

heavily on appropriate datasets and benchmarks. These resources play a crucial

role in training models, assessing their performance, and enabling fair comparisons

between different approaches.

Several large-scale datasets have become standard resources for training and eval-

uating generative models:

• the QM9 dataset [196] contains approximately 134,000 small organic molecules

with up to nine heavy atoms (C, O, N, F), along with their associated quan-

tum mechanical properties calculated at the DFT level of theory. This dataset

is particularly useful for tasks involving quantum chemical properties and has

been instrumental in developing models that can generate molecules with spe-

cific quantum properties or predict these properties for novel structures;
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Table 2.2: Details of the most common benchmark molecular datasets.

Dataset Size Molecule Types Typical Use Cases

ZINC Millions Drug-like
Molecular generation
Property prediction

QM9 ∼134,000 Small organics
Quantum property prediction
Molecular generation

ChEMBL ∼2 million Bioactive
Bioactivity prediction
Target-specific generation

DrugBank ∼14,000 Approved drugs
Experimental drugs

Drug repurposing
Drug-target interaction

PubChem >100 million Diverse
Large-scale molecular analysis
Data mining

• the ZINC database [197] is a free resource of commercially-available com-

pounds for virtual screening. ZINC contains millions of drug-like molecules,

making it an excellent resource for training generative models aimed at drug

discovery applications. A commonly used subset is ZINC250k, containing

about 250,000 molecules with atom types including C, O, N, F, P, S, Cl, I,

and Br;

• the ChEMBL database [198] contains manually curated bioactive molecules

with drug-like properties. ChEMBL is particularly useful for tasks involving

property prediction or generation of molecules with specific bioactivities, as

it includes detailed information about the biological activities of compounds

against various targets;

• DrugBank [199] is a comprehensive database containing detailed information

about approved drugs, experimental drugs, and drug targets. It includes

chemical, pharmacological, and pharmaceutical data, making it valuable for

tasks related to drug repurposing, drug-target interaction prediction, and

generating drug-like molecules.

When evaluating molecular generation models, several key metrics have become

standard in the field:

• validity, the proportion of generated molecules that are chemically valid;
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• uniqueness, the proportion of unique molecules in a set of generated struc-

tures;

• novelty, the proportion of generated molecules not present in the training set;

• diversity, often defined as the average pairwise Tanimoto distance between

Morgan fingerprints [200].

The product of validity, uniqueness, and novelty, often referred to as VUN, serves

as a global aggregated metric for model performance. However, it’s crucial to

recognize that the VUN metric may not fully capture the genuine task objective

of reproducing the data distribution. Some trivial models can achieve near-perfect

VUN scores without truly capturing the complexity of molecular space [201].

One significant challenge in evaluating novelty is the copy problem where generated

molecules differ from original ones by only minor changes, such as a single bond

type, atom, or SMILES string symbol. This can artificially inflate novelty scores

[157]. Additionally, issues with molecular representation and processing can affect

these metrics. For instance, inconsistencies in handling aromaticity between the

training data and generated molecules can lead to artificially increased novelty

scores.

To address these limitations, researchers have developed more sophisticated eval-

uation approaches. The Fréchet ChemNet Distance (FCD) [202] provides a more

holistic assessment of the similarity between generated and reference molecular dis-

tributions. In general, in addition to VUN, an inspection of the molecular property

distribution can give a hint of the soundness of a model. Some researchers have

also proposed task-specific metrics, such as measures of synthetic accessibility or

drug-likeness, and benchmarking suites like GuacaMol [203] and MOSES [204] have

been developed.

In conclusion, while current datasets, benchmarks, and evaluation suites have been

instrumental in advancing the field of molecular generation, there is still room for

improvement. Future efforts should focus on developing more comprehensive and

unbiased datasets, more sophisticated evaluation metrics that capture practical

relevance, and benchmarks that can assess performance on increasingly complex
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and realistic molecular design tasks.

Building upon these foundations and addressing the challenges identified in the

current state of molecular generation models, the next chapter introduces Atomic-

Molecular Conditional Generator (AMCG), a VAE-like graph-based conditional

generative model for molecular design. AMCG represents an initial step in address-

ing some of the key limitations of existing approaches, offering improved flexibility,

control, and performance in generating drug-like molecules.

53



Chapter 3

AMCG: a graph dual

Atomic-Molecular Conditional

Generator

3.1 Introduction

Building on the foundations of GNNs and generative models discussed in Chapter

2, this chapter introduces AMCG (Atomic-Molecular Conditional Generator), a

novel framework for molecular graph generation. AMCG addresses several key

challenges in the field of de novo drug design:

• it provides a flexible, one-shot generation process that allows for rapid sam-

pling of molecular structures;

• unlike many existing methods, it imposes no upper limit on the number of

atoms in generated molecules;

• it incorporates an explicit atomic type histogram assignation, enabling fine-

grained control over the generated molecules’ composition;

• it offers multiple sampling strategies to balance between diversity and adher-

ence to the training distribution;
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Figure 3.1: The design choices made for AMCG.

• it allows for property optimization through gradient ascent in the latent space;

• it achieves state-of-the-art performance on benchmark datasets while main-

taining computational efficiency.

AMCG architecture employs a dual atomic-molecular representation, leveraging

a distillation strategy during training to enhance the model’s performance. This

chapter will detail the structure of AMCG framework, its implementation, and its

performance. The content of this chapter, the tables and most of the figures are

taken from [P2]. The code to reproduce the experiments presented in this chapter

is available at https://github.com/carloabate/amcg.
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3.2 Model architecture

3.2.1 Overview of AMCG

AMCG is designed as a VAE-like framework that supports both unconditional and

conditional generation of molecular graphs. While VAE-based approaches have

been quite applied to molecular generation, they face a fundamental challenge in

balancing reconstruction ability with latent space regularization. A model able

to reconstruct very well the input data often creates a sparse latent space where

empty regions may not correspond to meaningful molecular structures. On the

other hand, overweighting the regularization term can help compact the space [122]

but may also lead to an overly constrained mapping due to the shape of the prior

distribution. To address these limitations, various approaches have been proposed.

Score-based methods in the latent space [205, 206] offer a rigorous solution but can

be computationally expensive. At the other extreme, graphical tools for manual la-

tent space navigation [207] provide intuitive control but lack algorithmic rigor and

automation. AMCG proposes a reasonable middle ground: instead of sampling

from the standard normal prior, it samples from a modified Gaussian distribution

N (µ,σ), where µ is the mean of the latent embeddings and σ is empirically opti-

mized. Furthermore, AMCG refines this strategy by employing Gaussian Mixture

Models (GMMs) [208] to better capture the learnt prior distribution. By incor-

porating these sampling strategies, AMCG aims to overcome the limitations of

traditional VAE approaches while maintaining computational efficiency. In Figure

3.1 we highlighted the main design choices made for our model, in relationship to

the generative framework taxonomy introduced in Chapter 2.

AMCG comprises two main branches: an atomic branch and a molecular branch,

as illustrated in Figure 3.2. Its key components are:

• an encoder : it processes the input molecular graph to generate atomic and

molecular representations;

• a combiner : it merges the atomic and molecular representations;

• a molecular decoder : it generates a surrogate atom-wise representation from
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Figure 3.2: High-level representation of the AMCG framework. White blocks represent
data objects, while blue blocks represent network components. The upper and lower
branches are the atomic and molecular branches, respectively.

the molecular embedding;

• a shared decoder : it reconstructs the original molecule from the atom-wise

representations, either coming from the atomic or the molecular branch.

During training, both branches aim to reconstruct the input molecular graph. How-

ever, during generation, only the molecular branch is used, sampling from the learnt

latent space to produce new molecules.

3.2.2 Encoder

The encoder consists of two parts: an atomic encoder and a molecular encoder.

Atomic encoder

The atomic encoder uses GAT layers [84] with HeteroLinear (HL) activation func-

tions, that is each atom type has its own linear activation. Formally, for an input

x and atom type t, a HL function is defined as:

HLt(x) = Wtx + bt (3.1)

where Wt and bt are learnable parameters specific to atom type t. This allows the

network to learn different transformations for different atom types, enhancing its

ability to capture type-specific chemical properties.

It generates two feature vectors per atom, µA and σA, which parameterize a mul-
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tivariate Gaussian distribution N (µA, diag(σA)). The output is sampled as:

xA = µA + ε⊙ σA (3.2)

where ε ∼ N (0, I) and ⊙ denotes the Hadamard product.

This is done to increase the robustness of the downstream network (i.e. the decoder

part) [209] and to break the symmetry in reconstructing the original graph [210].

The atomic encoder has an input size of 54 plus the number of atom types of the

dataset. It then has embedding size of 512, with two GAT heads, a hidden size

and an output size of 1024.

Molecular encoder

The molecular encoder transforms the atomic features using an MLP and then ag-

gregates them using a global sum operator. The resulting molecular embedding is

used to parameterize another multivariate Gaussian distributionN (µM , diag(σM)).

The final molecular representation is sampled as:

xM = µM + ε⊙ σM (3.3)

A KL divergence term is added to the loss function to encourage the learnt distri-

bution to adhere to a standard Gaussian prior:

LKL(µM ,σM ) =
1

2

[
−

m∑
i=1

(log(σM
i )2 + 1) +

m∑
i=1

(σM
i )2 +

m∑
i=1

(µM
i )2

]
. (3.4)

The molecular encoder has an input size and a first hidden channels number of

1024, while a second hidden channels number and an output size of 1536.

3.2.3 Combiner

The combiner merges the atomic and molecular representations by concatenating

the molecular representation xM after each atomic embedding vector xA. This

combined representation is then processed by a four-layer MLP with HL activation
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Figure 3.3: Architectural details of the molecular decoder.

(HMLP):

xA
F = N(xA ∥ xM) (3.5)

where ∥ denotes the concatenation operation. This combination operator proved

to be more flexible than a sum or averaging operator, allowing also for different

atomic and molecular embedding size.

The combiner has an input size, a hidden size and an output size of 2560, 1024 and

1024 respectively.

Let us then denote with XF the resulting atomic feature matrix.

3.2.4 Molecular decoder

The molecular decoder, illustrated in Figure 3.3, is a crucial component of AMCG

that generates new atomic representations from the molecular embedding. It con-

sists of several key components:

1. Histogram predictor: this is an MLP regressor that predicts the histogram

H of atom types in the molecule. The loss function for this component is

the mean squared error (MSE), denoted as LH . This histogram prediction

allows for explicit control over the atomic composition of generated molecules,

providing a built-in conditioning mechanism. The histogram predictor has

an input size of 1536, a hidden size of 1024 and an output size that is equal

to the number of atom types present in the dataset;

2. Atom type-specific MLPs: for each atom type AT present in the dataset,

the molecular representation is passed through a separate 2-layer MLP. Every

MLP outputs the parameters of a normal distribution N (µAT , diag(σAT )).
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The atom-type specific MLPs have an input size, a hidden size and an output

size of 1536, 2048 and 2048, respectively;

3. Sampling step: the atom type-specific distributions are sampled according

to the predicted histogram. To ensure diversity in the output, a positional

bias constant term (based on the sampling order) is added to each atom. This

step produces a matrix X where the number of rows equals the number of

atoms;

4. Post-processor: the atomic embeddings are refined through an HMLP, re-

sulting in a matrix X̂F . The post-processor has an input size, a hidden size

and an output size of 2048, 1024 and 1024, respectively.

During training, the atomic branch guides the alignment of X̂F with its counterpart

XF from the atomic branch. This alignment is necessary because the sampling

process in the molecular branch does not preserve the original atom ordering. The

alignment is achieved using the Hungarian algorithm [211], which matches atoms

of the same type between XF and X̂F . This process reduces the computational

complexity from O(n3) to O((maxk nk)3), where nk is the number of atoms of type

k. An alignment loss LAL is added to the global loss function, defined as the MSE

between the original atom-wise representation and the surrogate one. Importantly,

backpropagation through the Hungarian algorithm is not necessary, as the same

graph is obtained regardless of the atom order due to the design of the shared

decoder.

3.2.5 Shared decoder

The shared decoder, illustrated in Figure 3.4, is responsible for reconstructing the

molecular graph from either the atomic or molecular representations. It performs

the following steps:

1. First, the input X (either the atomic or surrogate embedding) is passed to

an MLP regressor that predicts the number of hydrogen atoms connected to

each heavy atom (i.e., each row of matrix X). A hydrogen prediction loss

LHY is added to the global loss function. The hydrogen atoms predictor has
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Figure 3.4: Architectural details of the shared decoder.

an input size of 1024, followed by a pyramidal structure of sizes 1024-512-1;

2. Next, X is fed to an adjacency matrix decoder, originally introduced in [212],

that reconstructs the adjacency matrix of the molecular graph:

A = σ(αXXT + β) (3.6)

where α and β are learnable scalar parameters, and σ is the sigmoid activation

function. A reconstruction loss term is added to the global loss:

LA(A,A) =

∑
i,j l(aij, aij)

N2
(3.7)

where N is the number of atoms and l is defined as:

l(aij, aij) =

log(aij), if aij = 1

1− log(aij), if aij = 0.

3. The decoder then uses X and A to generate new atomic features via a com-

position of two linear transformations (XA embedder in Figure 3.4):

X ′ = ReLU(H0AZ + b0)

X ′′ = H1AZ ′ + b1
(3.8)

where H0,H1, b0, b1 are learnable parameters.

4. Finally, an MLP classifier C is used to predict the bond types. For each edge

εij predicted by the adjacency matrix decoder, with x′′
i and x′′

j being the i-th
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and j-th rows of X ′′ respectively, the bond type is defined as:

B(i, j) = argmaxC(x′′
i ,x

′′
j ) (3.9)

A bond reconstruction loss term LB, defined as the cross-entropy between the

predicted and target bond types, is added to the global loss. The bond type

classifier has an input size of 2048 for QM9 dataset, 4096 for ZINC dataset, a

hidden size of 2048 and an output size of 4. For the QM9 dataset, the bond

classifier takes as input x′′
i +x′′

j , while for the ZINC dataset, it takes as input

x′′
i ||x′′

j .

The output of the shared decoder consists of an adjacency matrix, bond types, atom

types, and hydrogen atom counts for each heavy atom. This information is used

to attempt the generation of a valid molecule. The process involves first adding

all bonds and hydrogen atoms, then validating the consistency of the resulting

structure. If inconsistencies are found, the model retains only the hydrogen atoms

associated with aromatic bonds and makes another attempt. If issues persist, the

hydrogen atoms are disregarded, and only bond information is used.

This process ultimately generates a reconstructed molecular graph G = (XG,AG,EG),

where XG represents the atom features, AG is the adjacency matrix, and EG con-

tains the edge (bond) features.

3.3 Training and loss functions

AMCG model is trained using a weighted sum of several loss components:

LUNC = wKLLKL + wALLAL + wHLH+

+ wA
HYLA

HY + wM
HYLM

HY + wA
ALA

A + wA
BLA

B + wM
A LM

A + wA
BLM

B (3.10)

where the superscripts A and M denote losses associated with the atomic and

molecular branches, respectively.

To manage the complexity of this multi-component loss, a curriculum learning
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approach is employed. The training process focuses first on the atomic branch,

then shifts to the molecular branch, and finally promotes latent space compaction

by increasing the weight of the KL divergence term. The specific weight schedules

used for the QM9 and ZINC datasets are provided in Table 3.1.

Table 3.1: The weights schedule used to train AMCG. (a) was utilized to train the
model on QM9 dataset, while (b) was utilized to train the model on ZINC dataset.

(a)

Epoch wA
A wM

A wKL Other w

0 20 5 0 1
50 5 20 0 1

100 5 20 1/5 1
150 5 20 1 1
200 5 20 5 1

(b)

Epoch wA
A wM

A wKL Other w

0 20 5 0 1
50 5 20 0 1

150 5 20 1/5 1
200 5 20 1 1
250 5 20 2 1

3.4 Molecular generation and sampling strate-

gies

3.4.1 Unconditional generation

For unconditional generation, AMCG employs various sampling strategies from the

learnt latent space. These strategies aim to balance between generating diverse,

novel molecules and maintaining chemical validity. The following approaches were

investigated:

• VAE: sampling from a standard VAE Gaussian prior N (0, I);

• VAE-like: sampling from a Gaussian prior N (µ, diag(α · σ)), where µ and

σ are the mean and standard deviation of the latent representations of the

dataset, respectively. α is a scalar hyperparameter;

• GMM-F: training a full covariance matrix GMM in the latent space;

• GMM-D1/D2: training a GMM in the latent space with diagonal covariance

matrices scaled by a hyperparameter β.
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Figure 3.5: Visual representation of the different prior distributions in the latent space.

Figure 3.5 illustrates the different prior distributions in a 2D projection of the latent

space. These sampling strategies offer different trade-offs between exploration of

the latent space and adherence to the training set distribution.

3.4.2 Conditional generation

AMCG supports two main approaches for conditional generation:

Structural conditioning

Our model allows for explicit control over the atom type histogram of the generated

molecules. This feature is particularly useful for targeted molecule design, where

specific atomic compositions are desired.

One significant application of this flexibility is in the realm of patent evasion and

chemical space exploration. For instance, the substitution of one atom with an

electronically similar atom (e.g., replacing an oxygen with a sulfur) can lead to

molecules with similar properties but distinct enough to escape existing patents

[213, 214, 215]. This capability allows for greater freedom in molecular design and

can be crucial in developing new drug candidates that don’t infringe on existing

intellectual property.

Furthermore, the ability to perturb the histogram brings to light the role of activity

cliffs in molecular design [216]. Activity cliffs refer to instances where relatively

small changes in the atomic composition of a molecule lead to significant changes

in its potency profile. By allowing controlled modifications to the atom type his-

togram, AMCG can potentially explore these activity cliffs, enabling the discov-

ery of molecules with dramatically improved properties through minor structural
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changes.

Property-based conditioning

AMCG employs gradient ascent in the latent space to optimize for specific molecu-

lar properties (see Section 2.5.4). This is achieved by training an additional prop-

erty predictor alongside the main model. Upon training the predictor the property

optimization process described in Algorithm 1 takes place. This strategy allows for

the generation of molecules with optimized properties while maintaining chemical

validity through a rejection sampling approach (see Section 2.5.3).

Algorithm 1 Property optimization strategy

Input: N ≥ 0, V ≥ 0, S ≥ 0
Input: The molecule to optimize x.
Output: A molecular optimization path M .
M ← [ ]
x0 ← x
for i← 1 to N do ▷ N steps of gradient ascent

xi ← ascend(xi−1)
if i mod S == 0 then ▷ Sampling each S steps

for j ← 1 to V do ▷ V validity rejection trials
y ← sample(xi)
if y is valid then

Add y to M and exit the loop.
end if

end for
end if

end for
return M

3.5 Experimental results

3.5.1 Datasets and preprocessing

AMCG was evaluated on QM9 and ZINC, two widely used benchmark datasets for

molecular generation (see Section 2.6).

The preprocessing of molecular data for AMCG is an extensive process that gen-
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erates a rich set of chemical, topological, and physical descriptors for both atoms

and bonds, detailed in the following:

• chemical descriptors: generated using RDKit v.2023.03.3 [217]. These

include standard chemical features such as atom type, degree, formal charge,

and bond type;

• physical descriptors: generated using AmberTools suite (version 22.3) and

BiKi Life Sciences [218]. This process involves:

– converting .pdb files to .mol2 format using the antechamber tool to

obtain Generalized Amber Force Field (GAFF) atom types;

– for the ZINC dataset, where 3D coordinates are not available, SMILES

strings are first converted to 3D structures using the method of Riniker

and Landrum [219], followed by minimization using UFF force field pa-

rameters [220];

– matching atoms to GAFF atom types to recover equilibrium distance

and spring constant for each bond;

– when exact GAFF parameters are not available, the parmchk2 tool is

used to generate missing bond parameters by chemical analogy;

• topological descriptors: a graph positional embedding is computed to

capture the positional information of each node in the graph, as done in

[221]. This feature is extracted using a torch-geometric built-in function.

The full list of descriptors used is provided in Table 3.2, while the preprocessed

datasets are available at https://doi.org/10.5281/zenodo.11109939.

3.5.2 Unconditional generation results

As a first evaluation of our model, we sampled 10000 molecules and assessed their

validity, uniqueness, novelty, and VUN (see Section 2.6). We compared our frame-

work to other state-of-the-art latent variable generators. Results are presented in

Table 3.3, while molecular graphs sampled from our model can be seen in Figure
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Table 3.2: The descriptors used to train AMCG.

Feature Obtained from # descriptors Type

atom type Atom.GetSymbol()
4 (QM9)
9 (ZINC) one-hot

degree Atom.GetDegree() 6 one-hot
formal charge Atom.GetFormalCharge() 1 integer
radical electrons Atom.GetNumRadicalElectrons() 1 integer
hybridization Atom.GetHybridization() 6 one-hot
hydrogens Atom.GetTotalNumHs() 5 one-hot
aromaticity Atom.GetIsAromatic() 1 boolean

chirality type try: Atom.GetProp(’ CIPCode’) 2
one-hot [’R’,’S’]
else [0,0]

has property of chiral center Atom.HasProp(’ ChiralityPossible’) 1 boolean
possible chiral center Atom.GetProp(’ ChiralityPossible’) 1 boolean
graph positional encoding transforms.AddRandomWalkPE 30 real

Node descriptors

Feature Obtained from # descriptors Type

bond type Bond.Get.BondType() 4 one-hot
conjugation Bond.GetIsConjugated() 1 bool
wether bond is in ring Bond.IsInRing() 1 bool
stereochemistry Bond.GetStereo() 4 one-hot
equilibrium distance see Section 3.5.1 1 real
spring constant see Section 3.5.1 1 real
geometric distance see Section 3.5.1 1 real

Edge descriptors
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3.6.

Table 3.3: Comparison of AMCG models with competing latent variable methodologies
on QM9 dataset. The size of the generated sample set was 104. The VAE model employs
a regular Gaussian prior N (0, 1) and collapses in terms of uniqueness. The VAE-like

uses a Gaussian prior N (µ, σ) and improves uniqueness significantly. GMM models employ
various flavors of mixture models and obtain the best results.

Model Validity Validity w/o check Uniqueness Novelty VUN

MPG-VAE [170] - 0.9100 0.6800 0.540 0.3340
GraphNVP [130] - 0.8310 0.9920 0.582 0.4797

GRF [222] - 0.8450 0.6600 0.586 0.3268
GraphAF [158] 1.000 0.6700 0.9451 0.8883 0.8395
MoFlow [168] 1.000 0.8896 0.9853 0.9604 0.9462
GraphDF [159] 1.000 0.8267 0.9762 0.9810 0.9576

Ours - VAE 1.000 0.4006 0.1293 0.8987 0.1162
Ours - VAE-like 1.000 0.5803 0.7756 0.8829 0.6848

Ours - GMM-F 1.000 0.4075 0.9428 0.8001 0.7543
Ours - GMM-D1 1.000 0.1653 0.9693 0.9640 0.9344
Ours - GMM-D2 1.000 0.0555 0.9982 0.9964 0.9946

The results show that AMCG achieves competitive or superior performance com-

pared to existing methods. Notably, the GMM-D2 variant achieves near-perfect VUN

scores, indicating its ability to generate valid, unique, and novel molecules.

Figure 3.6: Randomly generated molecules from the GMM-F prior.

To provide a more comprehensive evaluation of the model’s performance, we in-

troduced the concept of a UN persistence plot (Figure 3.7). This plot shows how

the product of uniqueness and novelty (UN) changes as more valid molecules are

generated. The UN persistence plot reveals that the GMM-based sampling strate-

gies (GMM-D1, GMM-D2, and GMM-F) maintain high UN values even as the number of

generated molecules K increases (up to K = 200000), indicating their ability to

produce diverse and novel molecules consistently.
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Figure 3.7: UN persistence plot on QM9 dataset. The x-axis shows the number of valid
generated molecules, and the y-axis shows the product of uniqueness and novelty (UN).

To further assess the quality of the generated molecules, we compared the distribu-

tion of various molecular properties (logP, QED, Synthetic Accessibility Score, and

molecular weight) between the generated molecules and the original dataset (Fig-

ure 3.8). These results demonstrate that the GMM-F and GMM-D1 variants of AMCG

produce molecular property distributions that closely match those of the original

dataset, indicating the model’s ability to capture and reproduce the underlying

chemical space effectively.

Means and standard deviations of the properties of interest are summarized in Ta-

ble 3.4, together with the evaluation of internal diversity of the generated samples.

Again, the less explorative approach(es) better capture the behaviour of the prop-

erties of the dataset, whereas the others produce different results. Accordingly to

the nature of the chosen priors, the diversity value also increases when moving to

the less conservative ones.
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Figure 3.8: Molecular property distributions for 10,000 valid, novel, and unique gen-
erated molecules trained on the QM9 dataset. The dashed line represents the original
dataset, and continuous lines represent the developed models.

Table 3.4: Mean values and standard deviations (in brackets) for molecular properties
of 10000 valid, novel and unique generated samples by training on the QM9 dataset.
The first line, named QM9, shows reference values. In terms of mimicking the original
manifold the GMM-F model is the best one.

Model logP QED SA Score Mol. weight Diversity

QM9 0.15 (1.16) 0.46 (0.08) 4.50 (1.21) 123.12 (7.60) 0.1038

Ours - VAE-like -0.23 (0.68) 0.45 (0.06) 5.04 (1.12) 119.41 (11.34) 0.1695
Ours - GMM-F -0.09 (0.83) 0.46 (0.07) 4.98 (1.13) 123.13 (12.25) 0.1511
Ours - GMM-D1 -0.14 (0.79) 0.47 (0.08) 5.41 (1.12) 141.43 (12.77) 0.2159
Ours - GMM-D2 -0.23 (0.82) 0.47 (0.08) 5.74 (1.13) 149.65 (13.81) 0.2561
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3.5.3 Conditional generation results

Structural conditioning

To evaluate AMCG’s ability to perform structural conditioning and its robustness

to histogram modifications, we conducted an experiment with perturbed atom type

histograms.

We applied four different types of perturbations to the predicted histograms when

sampling from the most conservative priors (VAE-like and GMM-F):

• ±1: the predicted histogram was modified by randomly adding or subtracting

1 to each atom type count;

• ±2: the predicted histogram was modified by randomly adding or subtracting

2 to each atom type count;

• random-p: a new histogram was generated randomly according to the atom

type probabilities observed in the dataset;

• random-u: a new histogram was generated randomly with uniform probability

across atom types.

Table 3.5 presents the results of this experiment, showing the impact of these

perturbations on validity, uniqueness, novelty, and the combined VUN score. The

results demonstrate that AMCG can generate valid, unique, and novel molecules

even when the atom type histograms are significantly perturbed. As we move

from minor perturbations (±1) to more drastic changes (random-u), we observe a

trade-off between validity and novelty/uniqueness. The validity w/o check column

shows that the initial validity of the generated molecules decreases as perturbations

become more extreme, especially for the random uniform perturbation.

Interestingly, as we depart further from the original manifold through random

perturbations of the histogram, we see a general trend of decreasing validity (before

checks) but increasing uniqueness and novelty. This suggests that while more

extreme perturbations lead to a higher proportion of initially invalid molecules,

they also push the model to explore new regions of chemical space, resulting in
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Table 3.5: VUN evaluation for histogram perturbation. Here we perturb the histogram
step of the method with several random techniques. The more we depart from the original
manifold through random perturbation of the histogram the more we lose in validity and
gain in uniqueness and novelty.

Perturbation Validity Validity w/o check Uniqueness Novelty VUN

None 1.000 0.5803 0.7756 0.8829 0.6848

±1 1.000 0.3811 0.7533 0.8877 0.6686
±2 1.000 0.2521 0.6528 0.8759 0.5717

random-p 1.000 0.3653 0.7794 0.8361 0.6514
random-u 1.000 0.0333 0.7047 0.9833 0.6929

VAE-like prior

Perturbation Validity Validity w/o check Uniqueness Novelty VUN

None 1.000 0.4075 0.9428 0.8001 0.7543

±1 1.000 0.2827 0.8733 0.8555 0.7471
±2 1.000 0.1932 0.7438 0.8546 0.6353

random-p 1.000 0.1973 0.9086 0.8243 0.7486
random-u 1.000 0.0279 0.8356 0.9844 0.8225

GMM-F prior
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Figure 3.9: Property optimization path example. The optimization progresses from left
to right, leading to the opening of the ring system and an increase in the dipole moment.

more unique and novel structures.

These findings highlight the robustness and flexibility of AMCG in handling struc-

tural conditioning. The model’s ability to generate chemically sound molecules

even with significantly altered atom type distributions demonstrates its potential

for targeted molecular design and exploration of diverse chemical spaces.

Property-based conditioning

AMCG employs gradient ascent in the latent space to optimize for specific molec-

ular properties. We evaluated its performance in optimizing two commonly used

properties in literature: penalized logP and QED (see Section 2.5.4).

The experiment was conducted by attempting to maximize the value of the de-

sired property for 10000 random molecules from the training set. To determine

the optimal gradient ascent hyperparameters (learning rate, number of steps, and

decoding step size), we first optimized 1000 molecules from the training set and

recorded the maximum number of steps that could be taken without encountering

a failed decoding.

Using these optimized hyperparameters, we then generated the complete set of

molecules along the optimization path for each of the 10000 test molecules. The

final output for each molecule was determined to be the molecule along its path

with the best property value.

Figure 3.9 shows an example of an optimization path for penalized logP: in this

example, we can observe that the optimization process first opens the ring system

and then increases the dipole moment of the molecule, also rendering it more
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Figure 3.10: Property optimization results on QM9 dataset. V: validity, O: optimiza-
tion rate, S: success rate, D: diversity. Blue: original distribution, Orange: optimized
distribution.

linear. This demonstrates AMCG’s ability to make significant structural changes

while optimizing for a specific property.

Figure 3.10 presents the overall results of property optimization for both penalized

logP and QED:

In this figure, we report several key metrics:

• V (validity): the percentage of decoded samples along the optimization path

that are chemically valid;

• O (optimization rate): the ratio of molecules for which we found a molecule

with an improved property value;

• S (success rate): the ratio of optimized molecules that are also novel (not

present in the training set);

• D (diversity): the Tanimoto distance between the initial molecule and the

optimized one, measuring the structural diversity introduced by the opti-

mization process.

The blue distributions represent the original property values in the dataset, while

the orange distributions show the values after optimization. We can observe a

clear shift towards higher values for both penalized logP and QED, demonstrating
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AMCG’s ability to effectively optimize these properties. The high success rates and

diversity scores indicate that AMCG is not simply memorizing known molecules

but is able to explore novel chemical space guided by the property optimization

objective.

3.5.4 Results on ZINC Dataset

To assess AMCG’s performance on a more diverse and challenging dataset, we eval-

uated it on the ZINC250k dataset. This evaluation revealed interesting challenges,

particularly in compacting the latent space, which proved significantly more diffi-

cult than with QM9. Due to this issue, we were unable to fit the Gaussian mixture

of the GMM-F model during training. Consequently, in addition to the previously

described VAE, VAE-like, and GMM-D priors, we introduced a GMM-PW (pointwise)

prior, defined as a normalized sum of Gaussians centered on the embedding vec-

tors of the training data. Table 3.6 presents our evaluation results, comparing

AMCG with other state-of-the-art methods. Despite the overall latent space not

Table 3.6: Comparison of AMCG models with competing latent variable methodologies
on the ZINC dataset. The size of the generated sample set was 104. The more we depart
from the manifold the more we reduce validity. The GMM-PW model, as it samples in the
close vicinity of the training points, is the most conservative model.

Model Validity Validity w/o check Uniqueness Novelty VUN

GraphNVP - 0.426 0.948 1.000 0.4038
GRF - 0.734 0.537 1.000 0.3942

GraphAF 1.000 0.68 0.991 1.000 0.9910
MoFlow 1.000 0.5030 0.9999 1.000 0.9999
GraphDF 1.000 0.8903 0.9916 1.000 0.9916

Ours - VAE 1.000 0.2323 0.0437 0.8902 0.0389
Ours - VAE-like 1.000 0.0262 0.7054 1.000 0.7054

Ours - GMM-D 1.000 0.0144 0.9900 1.000 0.9900
Ours - GMM-PW 1.000 0.2630 0.9190 0.7636 0.7017

being well-structured, we found that sampling could occur safely in the vicinity

of the learnt embedded training molecules. Consistent with our QM9 findings,

the VAE-like prior showed clear benefits over the standard VAE approach. Inter-

estingly, the GMM-D prior exhibited poor validity without resampling but achieved

excellent results when validity rejection was applied. Figure 3.11 showcases ran-
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Figure 3.11: Randomly generated molecules from the GMM-PW prior.

Figure 3.12: UN persistence plot on the ZINC dataset. The x-axis shows the number
of valid generated molecules, and the y-axis shows the product of uniqueness and novelty.
The GMM-PW and VAE-like lead to quick degradation, whereas GMM-D is able to sustain
generation more effectively.

domly generated samples from the GMM-PW model, demonstrating AMCG’s ability

to generate diverse and realistic molecular structures. To improve molecular qual-

ity, we applied a post-hoc algorithm to remove chords from our generated graphs.

To further validate our findings, we generated a UN persistence plot for the ZINC

dataset (Figure 3.12), evaluating uniqueness and novelty for 400000 valid samples.

We omitted results for the VAE prior due to its poor performance in the small-sized

sample set regime. The plot revealed that the GMM-D prior is remarkably robust,

showing no degradation even with extensive use of the validity rejection strategy.

Our comprehensive evaluation of the generated molecules’ properties (Table 3.7

and Figure 3.13) revealed several key insights. Sampling from the VAE-like prior

76



Figure 3.13: Molecular property distributions for 10,000 valid, novel, and unique gener-
ated molecules by training on the ZINC dataset. The dashed line represents the original
dataset, while continuous lines represent our models. GMM-PW is the most conservative
model, whereas GMM-D tends to produce smaller molecules.
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resulted in overly concentrated property distributions, likely due to sampling from

a reduced portion of a hard-to-compact latent space. The GMM-PW model provided

the best performance in mimicking the original dataset’s behavior, confirming its

conservative nature. Conversely, molecules generated by the GMM-D model tended

to be slightly smaller than those in the training distribution, attributed to the

inherent difficulty in building larger molecules when departing from the embed-

ding. In conclusion, our experiments on the ZINC dataset demonstrate AMCG’s

Table 3.7: Mean values and standard deviations (in brackets) for molecular properties
of 10000 valid, novel and unique generated samples by training on the ZINC dataset.
GMM-PW confirms to be the most conservative model whereas GMM-D produces systemati-
cally smaller molecules.

Model logP QED SA Score Mol. weight Diversity

ZINC 2.47 (1.43) 0.73 (0.14) 3.04 (0.83) 331.97 (61.53) 0.2396

VAE-like 1.55 (0.62) 0.71 (0.11) 5.23 (0.96) 265.18 (21.12) 0.3705
GMM-D 1.33 (1.03) 0.69 (0.13) 5.04 (1.30) 245.51 (39.82) 0.2684

GMM-PW 2.20 (1.15) 0.77 (0.11) 4.59 (1.42) 313.11 (57.23) 0.3093

flexibility and effectiveness on complex and diverse molecular datasets. For appli-

cations requiring limited fantasy and tight adherence to the dataset, the GMM-PW

model performs best. However, for better fantasy and sustained UN persistence,

the GMM-D model is more suitable. It’s worth noting that to achieve converging

models, we used logP as a property to guide the training process. These results

highlight areas for potential future improvement, particularly in generating larger

molecules consistently.

3.6 Conclusions

The AMCG framework introduced in this chapter represents a significant advance-

ment in molecular graph generation, offering a flexible and powerful approach for

de novo drug design. By combining a dual atomic-molecular representation with

innovative sampling strategies, AMCG achieves state-of-the-art performance on

standard benchmarks while providing several key advantages over existing meth-

ods. AMCG’s primary strength lies in its one-shot generation capability, allowing
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Figure 3.14: Training loss comparison for different global aggregators. The multi-
aggregator approach combines global sum, mean, and max operations. The loss curve
shape reflects the curriculum learning strategy used (see Table 3.1).

for rapid sampling and efficient exploration of chemical space. This approach, cou-

pled with flexible conditioning mechanisms - both structural and property-based -

provides a versatile tool for targeted molecular design. The explicit control over

atom type histograms and the gradient-based property optimization demonstrate

AMCG’s potential for fine-tuned molecular generation. Our comprehensive evalu-

ation, including the novel UN persistence plots, reveals that AMCG, particularly

with GMM-based sampling, can maintain high uniqueness and novelty over ex-

tended generation runs. This feature is crucial for practical applications in drug

discovery, where exploring a wide range of chemical possibilities is often necessary.

An important aspect of AMCG’s architecture that contributed to its performance

is the choice of global aggregator used to extract the molecular representation. Our

ablation study, comparing different aggregator types including global sum, global

mean, global max, and a multi-aggregator approach, demonstrated that the global

sum aggregator consistently outperformed other options. Figure 3.14 illustrates

the training loss for each aggregator type. The global sum aggregator exhibited

more stable behavior and achieved lower overall loss, supporting our architectural

choice and highlighting the importance of carefully selecting each component in the
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model design. Its superior performance may be attributed to its ability to preserve

more information about the overall molecular structure, which is crucial for accu-

rate reconstruction and generation of molecules. However, our experiments also

revealed some limitations, particularly when dealing with more complex datasets

like ZINC. The latent space for ZINC molecules was not compact enough to allow

for consistent gradient ascent during property optimization, likely due to the model

keeping embeddings too well-distanced to ensure accurate reconstruction during

training. Additionally, generated ZINC molecules tended to be smaller than the

original ones, which can be attributed to our one-shot generation and decoding

strategy, which tends to produce hyperconnected (and thus often invalid) graphs

when attempting to generate larger molecules. These limitations, combined with

our ablation study results, point to several promising directions for future research.

These include exploring more expressive encoders that can compress information

from larger molecules into smaller latent spaces without losing critical structural

information, investigating different decoding approaches that can better handle the

generation of larger molecules without sacrificing validity, developing advanced ag-

gregation strategies that can better handle the complexity of larger molecules while

maintaining stability, and exploring more advanced optimization techniques or in-

corporating multi-objective optimization to balance different molecular properties

simultaneously during conditional generation.

The insights gained from working with molecular graphs, particularly their het-

erophilic nature, sparked a broader investigation into fundamental graph neural

network operations. Molecules are inherently heterophilic structures: connected

atoms are often of different types with varying properties, forming diverse bonds

that are crucial to the molecule’s overall characteristics and function. This het-

erophily poses unique challenges for traditional graph-based machine learning mod-

els, which often assume some degree of homophily in graph data. Our ablation

study on AMCG once again confirmed the importance of a powerful encoder, par-

ticularly in capturing and preserving this complex heterophilic information. These

observations led us to develop MaxCutPool, a novel graph pooling method based on

the MAXCUT problem. While initially motivated by the challenges posed by molecular
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data, MaxCutPool is a general-purpose theoretical advancement in graph neural

networks. It aims to identify diverse subsets of nodes in any graph structure,

making it applicable far beyond just molecular graphs. The following chapter in-

troduces MaxCutPool in detail, presenting it as a significant contribution to the

fundamental theory of graph neural networks, with potential applications across

various domains where graph-structured data exhibits heterophilic properties.
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Chapter 4

MaxCutPool: differentiable

feature-aware MAXCUT for pooling

in graph neural networks

4.1 Introduction

Building upon the foundations of graph pooling discussed in Chapter 2 and the

insights given from Chapter 3, we now introduce MaxCutPool, a novel graph pool-

ing technique that addresses key limitations of existing approaches. While previous

methods have focused on either trainable feature-based pooling or graph-theoretical

objectives, MaxCutPool uniquely combines these aspects to create a powerful and

flexible pooling solution.

Our contributions in this chapter are the following:

1. We present a robust, GNN-based method for computing MAXCUT partitions in

attributed graphs. This approach not only works with feature-rich graphs but

also demonstrates improved performance on non-attributed graphs compared

to traditional MAXCUT algorithms.

2. We present a new benchmark dataset specifically designed to test the perfor-

mance of graph neural networks on heterophilic graphs. This dataset fills a
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gap in existing benchmarks and provides a valuable resource for evaluating

GNN performance on complex, heterophilic graph structures.

3. We apply this MAXCUT optimization to create a new graph pooling layer. Max-

CutPool represents the first pooling method which combines graph-theoretical

MAXCUT objectives with differentiable, feature-aware operations. This results

in a pooling layer that can adapt to both graph structure and node features,

leading to improved performance in downstream tasks.

In the following sections, we will expand on the theoretical background of Max-

CutPool, detail its architecture, and present comprehensive experimental results.

These experiments demonstrate MaxCutPool’s effectiveness across various graph

types and learning tasks, highlighting its potential to advance the state-of-the-art

in graph neural network architectures. The content of this chapter, its figures, and

its tables, are taken from [P3]. Our implementation of MaxCutPool layer can be

found at https://github.com/NGMLGroup/MaxCutPool.

4.2 Background

4.2.1 The MAXCUT problem and its continuous relaxations

The MAXCUT problem is a fundamental concept in graph theory and combinatorial

optimization. Given an undirected graph G = (V , E) with N nodes and non-

negative weights on the edges – i.e. the adjacency matrix A ∈ RN×N
≥0 , the objective

of MAXCUT is to find a cut – a partition of nodes (S,V \ S) where S ⊂ V – that

maximizes the total volume of edges connecting nodes in S with those in V \ S.

Mathematically, the MAXCUT problem can be expressed as an integer quadratic prob-

lem:

max
z

∑
i,j∈V

aij(1− zizj) s.t. zi ∈ {−1, 1} (4.1)

where z ∈ {−1, 1}N is an assignment vector indicating to which side of the partition

each node is assigned, and wij is the weight of the edge connecting nodes i and j.

The MAXCUT problem is known to be NP-hard, making it computationally intractable
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for large graphs. To address this challenge, several continuous relaxations have been

proposed. One of the most notable is the Goemans-Williamson (GW) algorithm

[223], which provides a semidefinite relaxation of the integer quadratic problem:

max
X

∑
i,j∈V

aij(1− xi · xj) s.t. ∥xi∥ = 1 (4.2)

where X ∈ RN×d is a matrix whose rows xi are continuous embeddings of size d of

the nodes in G. The GW algorithm guarantees an expected cut size of .868 of the

maximum cut. Another effective continuous relaxation is the Largest Eigenvector

Vertex Selection (LEVS) method [224]. This approach uses the eigenvector umax

associated with the largest eigenvalue λmax of the graph Laplacian matrix L. A

cut in G can then be found based on the polarity of the components of umax, for

instance by letting S = {i : umax[i] ≥ 0}.

However, these continuous relaxations face significant challenges when applied to

complex graph structures. While a MAXCUT partition that cuts every edge exists

for bipartite graphs, in fully connected graphs no more than half of the edges can

be cut. As graph topologies depart from the bipartite case, algorithms relying on

continuous relaxations tend to become unstable and perform poorly [225]. Figure

(a) (b) (c) (d)
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Figure 4.1: Top row: partitions induced by the sign of the elements in umax. The
nodes are colored based on the partition and the red edges are those not cut (the less,
the better). Bottom row: histograms of umax inducing the partitions above. While
in bipartite graphs the separation is sharp, the more a graph is irregular and dense the
more the values are clustered around zero, making it difficult to find the optimal MAXCUT.
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4.1 illustrates this challenge, showing the performance of the LEVS method on

bipartite and non-bipartite graphs. As graphs become more dense and irregular,

the values in umax cluster around zero, making it increasingly difficult to identify

the optimal MAXCUT solution.

It’s worth noting that the MAXCUT problem is closely related to graph coloring, par-

ticularly the 2-color approximate coloring problem [226]. This problem aims to

identify subsets of nodes such that the connections within each subset are mini-

mized. The resulting coloring represents a high-frequency graph signal and induces

a partition that is orthogonal to spectral clustering [227].

4.2.2 Heterophilic message-passing

Message-passing (MP) is a fundamental operation in GNNs, allowing for the propa-

gation of information across the graph structure (see Section 2.3.1). Let us consider

a graph G = (X,A) with X ∈ RN×F and A ∈ RN×N its node feature matrix and

its adjacency matrix, respectively. A message-passing operator can be described in

a compact way as:

X ′ = σ(PXΘ) (4.3)

where σ is a non-linear activation function, Θ are the trainable parameters, and

P is a propagation operator matching the sparsity pattern of A. Different GNN

architectures employ various propagation operators. For instance, in GCNs the

propagation operator is defined as P = D̂− 1
2 ÂD̂− 1

2 , where Â = A + I and d̂ii =∑
j=0 âij.

A key challenge with traditional message-passing operators is the tendency towards

oversmoothing. With repeated application of the operator P , which is usually non-

negative, node features can become increasingly similar, compromising the ability

to learn and represent diverse graph structures [228, 229]. This is particularly

problematic when dealing with heterophilic graphs, where connected nodes often

have different properties.

In contrast, by using a sharpening propagation operator, any kind of graph signal
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Figure 4.2: Schematic representation of MaxCutPool layer highlighting the SELECT,
REDUCE, and CONNECT operations

can be learnt [230]. In this context, a sharpening operator is defined by an operator

P = I − δ
(
I −D

1
2AD

1
2

)
= I − δLsym (4.4)

where δ is a smoothness hyperparameter and Lsym is the symmetrically normalized

Laplacian of G. As observed by [231], when δ = 0 the MP behaves like an MLP.

Instead, when δ = 1 the behavior is close to that of a GCN. Finally, as noted by

[230], when δ > 1 the operator P favors the realization of non-smooth signals on

the graph. We refer to this variant as a Heterophilic Message Passing (HetMP)

operator. We note that this can be seen as a graph-equivalent of the Laplacian

sharpening kernels for images, mapping connected nodes to different values [232].

4.3 MaxCutPool overview

MaxCutPool can be described using the SRC framework (see Section 2.3.4), which

provides a unified way to understand and compare different pooling methods. Fig-

ure 4.2 provides a schematic overview of the MaxCutPool layer, illustrating how

these components work together to perform graph pooling.
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Figure 4.3: Schematic representation of the ScoreNet

4.3.1 SELECT operation

The SEL operation in MaxCutPool is the core of its novelty, leveraging a MAXCUT-

inspired approach to choose supernodes. It consists of the following steps:

Node scoring

MaxCutPool can be ascribed to the family of scoring-based pooling methods (see

Section 2.3.4). In this approach, a scoring vector assigning a score to each node is

calculated, and the nodes with the highest scores are selected.

In our method, the scoring vector s ∈ [−1, 1]N is computed via a ScoreNet, illus-

trated in Figure 4.3, that is an auxiliary GNN consisting of:

• a linear layer that maps the input features to a desired hidden dimension;

• a stack of HetMP layers that gradually transform the node features;

• an MLP that produces the final score vector.

The use of HetMP layers is crucial in overcoming the tension between standard

message-passing (which tends to smooth features across adjacent nodes) and the

MAXCUT objective (which aims to make adjacent nodes as different as possible). By

setting δ > 1 in the HetMP operation, we effectively create a high-pass filter on

the graph, amplifying differences between adjacent nodes.
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Supernode selection

The K nodes with the highest scores in s are selected as supernodes, forming one

side of the MAXCUT partition S. This is achieved through a top-K operation:

i = topK(s) (4.5)

where i are the indices of the selected supernodes.

Nearest neighbor aggregation

Once the K supernodes are selected, the remaining N −K nodes are assigned to

one of the supernodes via a nearest neighbor aggregation scheme. This process

creates an assignment matrix S, where [S]ij = 1 if and only if node i is assigned

to supernode j. Formally:

SEL : [S]ij = 1 ⇐⇒ j = ϕ(S,A, i) (4.6)

where ϕ(S,A, i) returns the nearest supernode of node i. Figure 4.4 illustrates

(a) (b) (c) (d) (e)

Figure 4.4: (a) The nodes with the K = 9 highest scores are selected. (b-c) Their ID
is propagated to the unselected nodes until all are covered or until a maximum number
of iterations (2 here) is reached. (d) The 4 remaining nodes are assigned randomly. (e)
The pooled graph is obtained by aggregating the nodes with the same ID and coalescing
the edges connecting nodes from different groups.

this process. The assignment is implemented through a breadth-first search of the

graph, starting from the selected supernodes. This aggregation scheme aims at

preserving local graph structure while achieving the desired graph coarsening.

The nearest neighbor association procedure is designed to be efficient and paral-
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lelizable on GPUs and is described in Algorithm 2: the input consists of the graph

G (in particular, its topology described by the adjacency matrix A), the set of K

supernodes S identified by the SEL operation, and a maximum number of iterations

(MaxIter), which represent the maximum number of steps a node can traverse the

graph to reach its closest supernode before being assigned at random.

Algorithm 2 Pseudo-code for the assignment scheme to the supernodes

1: procedure AssignNodesToSupernodes(G,S,MaxIter)
2: E ← InitializeEncodings(G,S) ▷ One-hot encoding
3: m← InitializeMask(G,S)
4: Assignments← InitializeEmptyList()
5: for i = 1 to MaxIter do
6: if AllNodesAssigned(m) then
7: break
8: end if
9: E′ ← ParallelMessagePassing(G,E) ▷ E′ = AE
10: Assignments← ParallelAssignment(E′,S,m)
11: m← UpdateMask(m, Assignments)
12: E ← E′

13: end for
14: if not AllNodesAssigned(m) then
15: RndAssignmentss← ParallelRandomAssignment(UnassignedNodes,S)

16: end if
17: FinalAssignments← GetFinalAssignments(Assignments, RndAssignments)

18: return FinalAssignments
19: end procedure

In line 2, an encoding matrix E of size N ×K + 1 is initialized so that row i is a

one-hot vector with the non-zero entry in position k+1, if the node i of the original

graph is the k-th supernode. Otherwise, row i in a zero-vector of size K + 1. This

matrix will be gradually populated when supernodes are encountered during the

BFS. It’s important to note that the 0-th column in matrix E (and subsequently

in E′) serves a special purpose. This column represents a “fake” supernode, which

plays a crucial role in the assignment process.

A Boolean mask m ∈ {0, 1}N indicating whether a node already encountered the

closest supernode is initialized in line 3 with 1 in position i is nodes i is a supernode
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and 0 otherwise. Finally, an empty list indicating to which supernode each node is

assigned is initialized (line 4).

Until the maximum number of iterations is reached or until all nodes are assigned

(line 6), the encoding matrix E is propagated with an efficient message-passing

operation (line 9) that can be parallelized on a GPU. As soon as a 1 appears

in position k within a line i of E previously full of zeros, node i is assigned to

supernode k and the assignments and mask m are updated accordingly (lines 10

and 11). The ParallelAssignment function (line 10), in particular, takes the rows of

the newly generated embeddings E′ that have not yet been assigned and performs

an argmax operation on the last dimension. If the argmax doesn’t find any valid

supernode for a node (i.e., all values in the row are zero), it returns 0, effectively

assigning the node to the “fake” supernode represented by the 0-th column. This

allows to filter out the unassigned nodes in line 11.

If there are still unassigned nodes at the end of the iterations, the remaining nodes

are randomly assigned to one of the K supernodes (line 15). Finally, all the as-

signments are merged (line 17).

4.3.2 REDUCE operation

MaxCutPool offers two variants for the RED operation:

1. MaxCutPool: [X ′]i : = si ⊙ [X]i :

2. MaxCutPool-E: X ′ = s⊙ STX

The first variant (standard MaxCutPool) only uses the features of the selected su-

pernodes, while the second variant (MaxCutPool-E) combines information from all

nodes assigned to each supernode. The ”-E” suffix indicates that this variant satis-

fies the sufficient conditions for expressiveness as defined in [101]. The Hadamard

product ⊙ with the score vector s plays a crucial role in the learning process, as

it ensures that gradients can flow back through the ScoreNet during backpropaga-

tion. This allows the model to learn an effective scoring function that is directly

influenced by the downstream task.
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4.3.3 CONNECT operation

For both variants, the CON operation, which determines the adjacency matrix of

the pooled graph, is implemented as:

CON : A′ = STAS (4.7)

where S is the assignment matrix produced in the SEL operation (see Section 2.3.4).

4.3.4 Auxiliary loss

One of the central features of MaxCutPool is the presence of an auxiliary loss based

on the MAXCUT objective

Lcut =
sTAs

W
(4.8)

where W =
∑

ij aij is the total edge weight of the graph. This loss encourages the

selected nodes to belong to opposite sides of the MAXCUT partition. By minimizing

Lcut, we push the model to assign nodes to different partitions if and only if they

are connected, effectively maximizing the number of cut edges. The total loss for

a GNN model incorporating MaxCutPool layers is then defined as:

L = Ltask +
∑
l

βL
(l)
cut (4.9)

where Ltask is the task-specific loss (e.g., classification loss), and β is a scalar

weighting each auxiliary loss L
(l)
cut associated with the l-th MaxCutPool layer. The

auxiliary loss can be derived from the original MAXCUT objective as follows.

Let us consider the MAXCUT objective in Equation 4.1. It can be rewritten as

max
z

(∑
i,j∈V

aij −
∑
i,j∈V

zizjaij

)
= max

z

(
W −

∑
i,j∈V

zizjaij

)
,
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which is equivalent to

max
z

(
1−

∑
i,j∈V

zizjaij
W

)
.

The solution z∗ for the original objective is thus the solution for

min
z

z⊤Az

W
,

leading to our auxiliary loss Lcut.

4.3.5 Hyperparameters and optimization

MaxCutPool and its ScoreNet component have several hyperparameters that can

be tuned to optimize performance for specific tasks and datasets. We use the

notation [a, b, c] to indicate a model with three layers with hidden sizes a, b, and

c, respectively. We also use the notation [a] × L to indicate L layers with a units

each. The main hyperparameters are:

• the structure of ScoreNet HetMP block: the default configuration is

[32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8];

• the activation function of the HetMP layers: By default, we use TanH;

• the structure of ScoreNet MLP block: the default configuration is [16, 16];

• the activation function of the MLP layers: by default, we use ReLU;

• the smoothness hyperparameter δ: this controls the degree of heterophilic

message-passing. The default value is 2;

• the auxiliary loss weight β: this balances the influence of the MAXCUT objective

against the task-specific loss. The default value is 1.

In our experiments, we employ different grid search strategies to find the optimal

hyperparameter configurations for each task and dataset. The specific hyperpa-

rameters optimized and their search ranges vary depending on the experiment and

the GNN architecture used, and are detailed in the next sections.
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4.4 Experimental evaluation

To demonstrate the effectiveness of MaxCutPool, we conducted extensive exper-

iments on three main tasks: MAXCUT partition computation, graph classification,

and node classification. These experiments were designed to evaluate MaxCut-

Pool’s performance on a variety of graph types, including heterophilic graphs.

4.4.1 Computation of the MAXCUT partition

Our first experiment focused on computing a MAXCUT partition by training a simple

GNN consisting of an MP layer followed by the ScoreNet, which returns the score

vector s, as illustrated in Figure 4.5. We used a Graph Isomorphism Network

(GIN) layer [233] as the MP layer with 32 units and ELU activation function. The

model was trained by minimizing only the auxiliary loss Lcut defined in Equation

4.8, for 2000 epochs, using the Adam optimizer with an initial learning rate of 8e-4.

We used a learning rate scheduler that reduces the learning rate by 0.8 when the

auxiliary loss does not improve for 100 epochs. The MAXCUT partition is obtained

by rounding the values in the score vector as follows;

yi =

1 if si > 0,

−1 otherwise.

The best configuration was found via a grid search on the following set of hyper-

parameters:

• smoothness hyperparameter δ: {2, 3, 5};

• ScoreNet HetMP structure:

– [32]× 4,

– [4]× 32,

– [8]× 16,

– [16]× 8,

– [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8];

• HetMP layers activation: {ReLU, TanH}
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Figure 4.5: Schematic representation of the architecture used for MAXCUT evaluation.

In Table 4.1 we report the configurations of the ScoreNet used for the different

graphs in the MAXCUT experiment. The performance of MaxCutPool was compared

Table 4.1: Hyperparameters configurations of the ScoreNet for the MAXCUT task.

Dataset MP units MP Act δ

G14 [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] ReLU 2.0
G15 [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] ReLU 2.0
G22 [4]× 32 TanH 2.0
G49 [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] TanH 2.0
G50 [8]× 16 ReLU 2.0
G55 [4]× 32 ReLU 2.0
G70 [8]× 16 ReLU 2.0
BarabasiAlbert [4]× 32 TanH 2.0
Community [4]× 32 TanH 2.0
ErdősRenyi [4]× 32 TanH 2.0
Grid2d (10×10) [4]× 32 TanH 2.0
Grid2d (60×40) [4]× 32 ReLU 2.0
Minnesota [4]× 32 TanH 2.0
RandRegular [4]× 32 TanH 2.0
Ring [4]× 32 ReLU 2.0
Sensor [4]× 32 TanH 2.0

against the LEVS approach based on umax and the GW algorithm, introduced

in Section 4.2.1, and a GNN with GCN propagation operator that minimizes a

MAXCUT loss, as proposed in [234]. To ensure a fair comparison, our MaxCutPool-

based model and the GCN-based model were designed with a comparable number

of learnable parameters.

94



We evaluated these methods on two sets of graphs:

• 9 graphs generated via the PyGSP library [235], including bipartite graphs

such as Grid2D and Ring, as well as more complex structures;

• 7 graphs from the GSet dataset [236], including random, planar, and toroidal

graphs, which are typically used as benchmarks for evaluating MAXCUT algo-

rithms.

Table 4.2: Size of the graph cuts obtained with MaxCutPool, a GNN with GCN layers,
and two common algorithms to compute the MAXCUT. GW results are absent for some
entries of the PyGSP datasets and for GSet because the solver failed to converge.

(a) PyGSP datasets

Dataset GW LEVS GCN MaxCutPool

BarabasiAlbert 0.6875 0.6589 0.7240 0.7292
Community 0.6767 0.6429 0.6805 0.6814
ErdősRenyi 0.6920 0.6858 0.6797 0.7105
Grid (10×10) 1.0000 1.0000 0.9222 1.0000
Grid (60×40) - 0.9787 0.1862 0.9815
Minnesota - 0.9104 0.8904 0.9130
RandRegular 0.4827 0.8760 0.8733 0.9040
Ring 1.0000 1.0000 0.4200 1.0000
Sensor 0.6000 0.5719 0.6281 0.6406

(b) GSet datasets

Dataset LEVS GCN MaxCutPool

G14 0.6155 0.6323 0.6412
G15 0.5945 0.6288 0.6424
G22 0.6441 0.6409 0.6577
G49 1.0000 0.9683 1.0000
G50 0.9800 0.9610 0.9750
G55 0.7568 0.7865 0.8068
G70 0.8803 0.8945 0.9086

Table 4.2 presents the results of this experiment. The performance is measured in

terms of the ratio of cut edges, with higher values indicating better performance. As

we can see, MaxCutPool consistently outperforms the baselines, finding the best

cut in almost all cases. The use of heterophilic message-passing, in fact, allows

the model to effectively capture and amplify differences between adjacent nodes,

which is crucial for finding good MAXCUT partitions. These results demonstrate the

effectiveness of our approach in solving the MAXCUT problem, even on complex and

heterogeneous graph structures.

4.4.2 Multipartite dataset

As part of our contributions, we introduce a novel dataset for graph classification

that specifically targets heterophilic graph structures. The Multipartite dataset is,

to our knowledge, the first benchmark dataset of this kind.
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The Multipartite dataset consists complete C-partite graphs. Each graph in the

dataset is constructed such that its nodes can be partitioned into C groups, where

nodes within each group are disconnected, but are connected to all nodes in every

other group, as shown in Figure 4.6. This structure creates a highly heterophilic

environment, challenging traditional GNN approaches that often rely on the as-

sumption of homophily.

Algorithm 3 Multipartite graph dataset generation

Input: num clusters, max nodes per cluster, graphs per class
Output: dataset
1: cluster centers ← GeneratePolygonVertices(num clusters) ▷ Initial arrangement of

centers
2: dataset ← {}
3: for class label ← 0 to num clusters - 1 do
4: for 1 to graphs per class do
5: graph ← GenerateMultipartiteGraph(cluster centers, max nodes per cluster)
6: graph.label ← class label ▷ Label based on current rotation
7: Add graph to dataset
8: end for
9: cluster centers ← RotateClockwise(cluster centers) ▷ Rotate for next class

10: end for
11: return dataset

12: function GenerateMultipartiteGraph(cluster centers, max nodes per cluster)
13: for each center in cluster centers do
14: num nodes ← RandomInt(1, max nodes per cluster)
15: node positions ← GenerateNodesAroundCenter(center, num nodes)
16: node color ← GetColorForCluster(center) ▷ Each cluster has a unique color
17: AddNodesToGraph(node positions, node color)
18: end for
19: ConnectNodesAcrossClusters() ▷ Create complete multipartite graph
20: return graph
21: end function

22: function RotateClockwise(centers)
23: return [centers[-1]] + centers[:-1] ▷ Move last center to front
24: end function

The generation procedure is described in Algorithm 3 and is detailed in the follow-

ing:

1. A set of C cluster centers with 2D coordinates (x, y) is initially arranged in
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Class 0 (red) Class 1 (blue) Class 2 (green)

Figure 4.6: Examples of multipartite graphs with 3 cluster centers. The graph class
corresponds to the color of the nodes from the group on the right.

a polygon shape. Each center is associated with a label, i.e., a color.

2. The graph class is determined by the position and the color of the cluster

centers. Specifically, the graph class is given by the color of the cluster whose

center is on the positive x-axis.

3. For each class, we generate multiple graphs using these cluster centers. A

graph is created by drawing at random the position of the nodes around each

cluster center. The number of nodes per cluster varies randomly up to a

maximum. Nodes within a cluster share the same color, which is determined

by the cluster center.

4. The topology of each graph is obtained by connecting nodes from one cluster

to the nodes of all the other clusters, but not to the nodes of the same cluster.

Therefore, a node is connected only to nodes with different colors, making

the graphs highly heterophilic.

5. After generating graphs for one class, the cluster centers are rotated, and this

rotated configuration is used for the next class. Indeed, each rotation brings

a different cluster to the positive x-axis.

6. The rotation process continues until the graphs for all the C different classes,

whose number is equal to the number of clusters, are generated.

Most interestingly, the Multipartite dataset is designed in a way that the graph

classification label does not depend on the graph topology and can, in principle, be

inferred by a standard MLP. This makes the dataset particularly valuable for eval-
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Figure 4.7: Schematic representation of the architecture used for graph classification.

uating GNNs because it challenges models to distinguish between relevant node

features (color and position) and potentially misleading topological information,

providing a controlled environment to assess how well GNNs can isolate and lever-

age relevant information in complex graph structures.

The specific instance of the Multipartite dataset used in our experiments, consisting

of 5000 graphs with 10 centers, 500 graphs per center, and a maximum of 20 nodes

per cluster, is available online at: https://zenodo.org/doi/10.5281/zenodo.

11616515.

4.4.3 Graph classification

Building upon the promising results in MAXCUT partition computation, we next

evaluated MaxCutPool’s performance on the more practical task of graph clas-

sification. This experiment aims to assess how well the MAXCUT-inspired pooling

operation translates to improved performance on downstream tasks.

For this experiment, we used a GNN classifier with the following architecture:

MP(32)-POOL-MP(32)-READOUT (Figure 4.7). Here, MP represents GIN layer, chosen

for its expressive power in capturing graph structures. The POOL operation is where

we apply MaxCutPool or one of the competing pooling methods for comparison.

In our experiments, we evaluated three variants of MaxCutPool:

• MaxCutPool and MaxCutPool-E, described in Section 4.3.2;

• MaxCutPool-NL: a version without the MAXCUT auxiliary loss, serving as an
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ablation study to assess its importance.

We tested our model against a range of state-of-the-art pooling methods:

• DiffPool [96], DMoN [100], MinCutPool [97] from the soft-clustering pooling

family (see Section 2.3.4);

• Top-k [90] from the scoring-based family (see Section 2.3.4);

• Graclus [112] and k-MIS [111] from the one-every-k family (see Section 2.3.4);

• Edge-Contraction Pooling (ECPool) [237]: A pooling method that iteratively

contracts edges in the graph.

Table 4.3: Details of the graph classification datasets.

Dataset #Samples #Classes Avg. #vert. Avg. #edg. V. attr. V. lab. h̄(D)

EXPWL1 3,000 2 76.96 186.46 – yes 0.2740
NCI1 4,110 2 29.87 64.60 – yes 0.6245
PROTEINS 1,113 2 39.06 72.82 1 yes 0.6582
Mutagenicity 4,337 2 30.32 61.54 – yes 0.3679
COLLAB 5,000 3 74.49 4,914.43 – no 1
REDDIT-B 2,000 2 429.63 995.51 – no 1
GCB-H 1,800 3 148.32 572.32 – yes 0.8440
DD 1,178 2 284.32 1,431.32 – yes 0.0688
MUTAG 188 2 17.93 19.79 – yes 0.7082
ENZYMES 600 6 32.63 62.14 18 yes 0.6687
Multipartite 5000 10 99.79 4,477.43 3 yes 0.1101

We tested these methods on a diverse set of graph classification datasets:

• eight datasets from the TU Dataset collection [238]: COLLAB, DD, NCI1,

ENZYMES, MUTAG, Mutagenicity, PROTEINS, and REDDIT-BINARY;

• the Graph Classification Benchmark-Hard (GCB-H) [239], designed to be

particularly challenging for GNNs;

• EXPWL1 [101], a dataset specifically created to test the expressive power of

GNNs;

• the Multipartite dataset introduced in Section 4.4.2.

The statistics of the graph classification datasets are summarized in Table 4.3.

Typical homophily metrics are designed for node classification tasks or rely on node

labels, which are not always available in graph classification settings. To quantify
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the degree of homophily in our datasets, we introduce a surrogate homophily score

h̄(D) based on node features, where D denotes the whole dataset. This score is

defined as the absolute value of the average cosine similarity between the node

features of connected nodes in each graph of the dataset:

h̄(D) =

∣∣∣∣∣ 1

|D|
∑
G∈D

1

|EG|
∑

(i,j)∈EG

xixj

|xi||xj|

∣∣∣∣∣
where |D| is the number of graphs in the dataset, EG is the set of edges of the graph

G and xi,xj are the feature vectors of the i-th and j-th node respectively. This

measure allows us to assess the degree of feature similarity between connected nodes

across the dataset, providing insight into the homophilic nature of the graphs.

For our experiments, whenever node features were not available, we used node

labels. If node labels were also unavailable, we used a constant as a surrogate

node feature. The datasets were split via a 10-fold cross-validation procedure. The

training dataset was further partitioned into a 90-10% train-validation random

split. This approach is similar to the procedure described by [240]. The models

were trained using a batch size of 32 for 1000 epochs, using the Adam optimizer

with an initial learning rate of 1e-4. We used early stopping with a patience of

300 epochs, monitoring the validation loss. The best configuration was found via

a grid search on the following set of hyperparameters:

• auxiliary loss weight β: {1, 2, 5};

• ScoreNet HetMP structure:

– [32]× 8,

– [32]× 4,

– [8]× 16

– [16]× 8,

– [32, 32, 16, 16, 8, 8],

– [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8].

In Table 4.4 we report the configurations of the ScoreNet used in the graph classi-

fication architecture for the different datasets in the expressive and non-expressive

variant of MaxCutPool.
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Table 4.4: Hyperparameters configurations of the ScoreNet for the graph classification
task.

MaxCutPool MaxCutPool-E

Dataset MP units β MP units β

GCB-H [8]× 16 3.0 [32]× 8 5.0
COLLAB [32]× 8 1.0 [32]× 8 1.0
DD [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] 1.0 [8]× 16 5.0
ENZYMES [8]× 16 3.0 [16]× 8 3.0
EXPWL1 [32, 32, 16, 16, 8, 8] 1.0 [16]× 8 1.0
MUTAG [8]× 16 1.0 [16]× 8 3.0
Multipartite [32]× 8 3.0 [32]× 8 1.0
Mutagenicity [32, 32, 16, 16, 8, 8] 1.0 [32]× 8 5.0
NCI1 [32, 32, 16, 16, 8, 8] 1.0 [8]× 16 3.0
PROTEINS [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] 3.0 [32, 32, 16, 16, 8, 8] 5.0
REDDIT-B [32]× 8 1.0 [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] 1.0

Table 4.5: Mean and standard deviations of the graph classification accuracy. For each
dataset the best performing method and those that are not significantly different from it
are colored in green. If a method is in the top-performing group is assigned with a score
of 1, 0 otherwise.

Pooler GCB-H COLLAB EXPWL1 Mult. Mutag. NCI1 REDDIT-B Score

No pool 74±4 74±2 87±2 14±12 79±2 78±3 90±2 -

DiffPool 51±8 70±2 69±3 9±1 78±2 75±2 90±2 1
DMoN 74±3 68±2 73±3 52±2 80±2 77±2 88±2 3
EdgePool 75±4 72±3 90±2 55±3 80±2 77±3 91±2 4
Graclus 75±3 72±3 90±2 25±18 80±2 77±2 90±3 4
k-MIS 75±4 71±2 99±1 58±2 79±2 75±3 90±2 4
MinCutPool 75±5 70±2 71±3 56±3 78±3 73±3 87±2 1
Top-k 56±5 72±2 73±2 43±3 75±3 73±2 77±2 0

MaxCutPool 73±3 77±2 100±0 90±2 77±2 75±2 89±3 5
MaxCutPool-E 74±3 77±2 100±0 87±5 79±1 76±2 89±2 7

MaxCutPool-NL 61±6 77±3 100±0 91±1 76±3 74±2 86±3 3

Table 4.5 presents the results of our graph classification experiments. For each

dataset, we report the mean and standard deviation of the classification accuracy

across 10-fold cross-validation. We also include the performance of the GNN model

without any pooling layers as a baseline (No pool). We conducted a preliminary

ANOVA test (p-value 0.05) for each dataset followed by a pairwise Tukey-HSD

test (p-value 0.05) to group models whose performance is not significantly dif-

ferent. Those belonging to the top-performing group are colored in green. The

ANOVA test failed on ENZYMES, PROTEINS, MUTAG, and DD, meaning that

the difference in the performance of the GNNs equipped with different poolers is
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not significant. For this reason, the results on these datasets are omitted from

Table 4.5 and reported in Table 4.6.

Table 4.6: Graph classification accuracy values (subset)

Pooler DD MUTAG ENZYMES PROTEINS

No pool 73±5 78±13 33±6 71±4

Diffpool 77±4 81±11 36±7 75±3

DMoN 78±5 82±11 37±7 76±4

ECPool 73±5 84±12 35±8 74±5

Graclus 73±4 82±12 33±7 73±4

k-MIS 75±3 83±10 33±8 73±5

MinCutPool 78±5 81±12 34±9 77±5

Top-k 72±5 82±10 29±7 74±5

MaxCutPool 77±4 84±10 31±6 74±4

MaxCutPool-E 77±3 85±9 34±5 74±4

MaxCutPool-NL 74±4 83±11 31±4 70±4

The results reveal several key insights: first of all, MaxCutPool consistently ranks

among the top-performing methods across all evaluated datasets. This demon-

strates its versatility and effectiveness across a wide range of graph types and

classification tasks. Interestingly, on the EXPWL1 dataset, designed to test GNN

expressiveness, even the non-expressive variant of MaxCutPool achieves perfect

accuracy (100%), outperforming all competitors. This is a significant result, as it

represents the first known instance of a non-expressive pooler passing this chal-

lenging expressiveness test. As expected, MaxCutPool shows particularly strong

performance on the Multipartite dataset, significantly outperforming all other pool-

ing methods. This highlights MaxCutPool’s effectiveness in handling highly het-

erophilic graph structures, where traditional pooling methods often struggle.

When compared to the No pool baseline, MaxCutPool improves classification per-

formance on most datasets. This suggests that MaxCutPool is effectively increas-

ing the receptive field of the message-passing layers while retaining necessary in-

formation and enhancing the overall expressive power of the GNN model. The

MaxCutPool-E variant, which satisfies theoretical expressiveness conditions, gen-

erally exhibits similar or better performance compared to the standard MaxCut-

Pool across most datasets. This indicates that the added expressiveness can indeed

translate to improved practical performance. The performance decline observed in
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Figure 4.8: Schematic representation of the architecture used for node classification.

the MaxCutPool-NL variant (without the auxiliary loss), on the other hand, demon-

strates the importance of the MAXCUT-based loss in guiding the pooling process. This

ablation result validates our design choice of incorporating graph-theoretical princi-

ples into the learning process. On datasets like COLLAB, however, all MaxCutPool

variants achieve top performance, showing a statistically significant improvement

over other methods. Interestingly, when learning this dataset, the auxiliary loss

term plateaued around 0, making the performance equivalent to the MaxCutPool-

NL variant. This suggests that our method remains robust even when the auxiliary

loss is not needed for the downstream task.

4.4.4 Node classification

To further evaluate the effectiveness of MaxCutPool, particularly on heterophilic

graphs, we conducted experiments on node classification tasks.

For this task, we employed a simple auto-encoder architecture for node classification

with the following structure: MP(32)-POOL-MP(32)-UNPOOL-MP(32)-READOUT (Figure

4.8). Here, MP is a GIN layer, POOL is implemented by MaxCutPool or one of

the baseline methods, and UNPOOL (also referred to as lifting) is implemented by

copying the value of each supernode to all the nodes that were assigned to it during

the pooling phase.

We compared MaxCutPool against Top-k [90], k-MIS [111] and NDP [115] meth-

ods. It’s worth noting that we did not include soft-clustering poolers (like Diff-

Pool or MinCutPool) or Graclus in this comparison due to their high VRAM and

RAM memory requirements for large graphs, respectively. In contrast, MaxCut-

103



Pool demonstrated excellent scalability, efficiently handling large graph structures

with minimal memory overhead (see Section 4.4.6).

For this experiment, we used five heterophilic datasets introduced in [241], whose

statistics are summarized in Table 4.7.

Table 4.7: Statistics of node classification datasets.

Dataset # Nodes # Edges # Classes h(G)

Roman-Empire 22,662 32,927 18 0.021
Amazon-Ratings 24,492 93,050 5 0.127
Minesweeper 10,000 39,402 2 0.009
Tolokers 11,758 519,000 2 0.180
Questions 48,921 153,540 2 0.079

These datasets represent a range of heterophilic graph structures, with varying

levels of homophily as measured by the class insensitive edge homophily ratio h(G)

[242]. The Roman-Empire dataset, in particular, has the lowest homophily ratio

among all datasets, making it an excellent test case for methods designed to handle

heterophilic graphs.

The node classifier was trained for 20000 epochs, using the Adam optimizer with

an initial learning rate of 5e-4. We used a learning rate scheduler that reduces

the learning rate by 0.5 when the validation loss does not improve for 500 epochs.

We used early stopping with a patience of 2000 epochs, monitoring the validation

loss. The best configuration was found via a grid search on the following set of

hyperparameters:

• ScoreNet HetMP structure:

– [32]× 4,

– [4]× 32,

– [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8];

• MLP layers activation: {ReLU, TanH}

The configuration of the ScoreNet for the MaxCutPool pooler used in the different

datasets is reported in Table 4.8.

Table 4.9 presents the results of our node classification experiments. For Roman-
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Table 4.8: Hyperparameters configurations of the ScoreNet in the node classification
task.

Dataset MP units MLP Act.

Roman-Empire [32, 32, 32, 32] ReLU
Amazon-Ratings [32, 32, 32, 32] ReLU
Minesweeper [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] ReLU
Tolokers [32, 32, 32, 32, 16, 16, 16, 16, 8, 8, 8, 8] ReLU
Questions [32, 32, 32, 32] ReLU

Table 4.9: Node classification accuracy (Roman-empire, Amazon-ratings) and AUROC
(Minesweeper, Tolokers, Questions). The best performing models in each dataset are in
green and get 1 score point, 0 otherwise.

Pooler Roman-e. Amazon-r. Minesw. Tolokers Questions Score

Top-k 26±7 46±4 94±1 89±5 64±3 1
k-MIS 23±3 48±2 75±2 84±2 83±1 1
NDP 22±5 53±2 98±0 88±6 68±4 3
MaxCutPool 56±3 53±1 96±1 87±3 82±4 4
MaxCutPool-E 60±4 53±2 97±1 91±2 85±5 5

empire and Amazon-ratings, we report the mean and standard deviation of the

classification accuracy. For Minesweeper, Tolokers, and Questions, we report the

ROC AUC, following the same evaluation protocol used in [241]. MaxCutPool,

particularly in its expressive variant (MaxCutPool-E), achieves superior perfor-

mance across these heterophilic datasets. This is especially evident on the Roman-

Empire dataset, where both MaxCutPool and MaxCutPool-E significantly outper-

form all other methods. Nonetheless, MaxCutPool-E consistently ranks in the top

tier across all datasets, showing robust performance across varying degrees of het-

erophily. This consistency is noteworthy, as other methods tend to excel only on a

subset of the datasets.

4.4.5 Node classification with skip connections

In addition to the basic node classification architecture, we also evaluated a different

model incorporating skip (residual) connections. This architecture, inspired by the

Graph U-Net [90], aims to preserve low-level features throughout the network,

potentially improving performance on heterophilic graphs.

105



Pool

M
P

M
P

Unpool

M
P

M
LP

Skip

Figure 4.9: Schematic representation of the architecture with skip connections used for
node classification.

The architecture with skip connections is depicted in Figure 4.9. In this architec-

ture, the node features obtained after the first MP layer are concatenated with

the node features yielded by the unpooling step. This allows the network to com-

bine high-level abstract features with low-level structural information. We used

the same datasets and evaluation protocol as in the previous node classification

experiment. The hyperparameters for the MaxCutPool layer in this architecture

are reported in Table 4.10. For the Minesweeper dataset, we used a GIN layer

Table 4.10: Hyperparameters configurations for the node classification task based on
the architecture with skip connections.

Dataset MP units MLP Act. Expressive

Roman-Empire [32, 32, 32, 32] ReLU ✗
Amazon-Ratings [32, 32, 32, 32] ReLU ✗
Minesweeper [32, 32, 32, 32] Tanh ✗
Tolokers [32, 32, 32, 32] ReLU ✗
Questions [32, 32, 32, 32] ReLU ✗

with 16 units as the MP layer, instead of the usual 32 units. This adjustment

was necessary because the architecture with skip connections consistently achieved

nearly 100% ROC AUC with 32 units, regardless of the pooling method applied.

The results for node classification using the architecture with skip connections

(Table 4.11) keep showing the effectiveness of our layer in handling heterophilic

graphs. MaxCutPool maintains strong performance across datasets, with particu-
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Table 4.11: Node classification accuracy (Roman-empire, Amazon-ratings) and AU-
ROC (Minesweeper, Tolokers, Questions) obtained when using the architecture with
skip connections.

Pooler Roman-e. Amazon-r. Minesw.∗ Tolokers Questions Score

Top-k 20±11 49±7 91±1 96±0 70±3 1
k-MIS 19±2 53±3 90±0 91±2 82±4 2
NDP 19±4 56±5 94±0 90±8 69±7 2
MaxCutPool 67±2 53±1 92±1 96±1 82±2 3

larly significant improvements on the highly heterophilic Roman-Empire dataset.

However, the performance gap between MaxCutPool and other methods narrows

compared to the basic architecture, suggesting that skip connections benefit other

pooling methods in handling heterophilic graphs to some extent. These findings

highlight the importance of considering architectural choices when designing GNNs

for heterophilic graphs.

4.4.6 Memory usage and scalability

An important aspect of any pooling method is its memory usage and scalability to

large graphs. We conducted an experimental evaluation of the GPU VRAM usage

for different pooling methods, including MaxCutPool. The results, shown in Fig-

ure 4.10, demonstrate that MaxCutPool scales efficiently with graph size. The plot

reveals that soft-clustering methods exhibit exponential growth in GPU VRAM

usage as graph size increases. In contrast, scoring-based methods, including Max-

CutPool, show sublinear growth. This makes MaxCutPool particularly suitable for

working with large graphs, a common scenario in molecular and biological datasets.

4.5 Conclusions

MaxCutPool represents a significant advancement in graph pooling techniques.

By leveraging the MAXCUT loss and incorporating heterophilic message-passing, un-

like existing graph pooling and coarsening approaches that aim to preserve low-

frequencies, it performs exceptionally well on heterophilic datasets. Our proposed

pooling strategy combines advantages of different approaches while addressing their
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Figure 4.10: The GPU VRAM usage of different poolers.

limitations. Like score-based methods, it allows for flexible pooling ratios adapt-

able to graph size. Its HetMP layers enable uniform supernode distribution similar

to one-every-K methods, while maintaining the flexibility to choose any set of

supernodes. Uniquely among scoring-based poolers, MaxCutPool incorporates a

graph-theoretical auxiliary regularization loss. Its strong performance across tasks

from MAXCUT partition computation to graph and node classification demonstrates

its versatility and effectiveness. This makes it a promising tool for molecular graph

analysis, with potential to improve property prediction and drug discovery tasks.
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Chapter 5

Other Works

This chapter describes two complementary projects related to computational drug

discovery: a comprehensive review of machine learning approaches for ligandability

and druggability prediction, and the development of a web server interface for

molecular surface computation and pocket detection.

5.1 Ligandability and druggability assessment via

machine learning

A critical step in early-stage drug discovery is the identification and characteri-

zation of ligand binding sites on target proteins. The concepts of ligandability

and druggability aim to quantify the likelihood that a given binding site or target

protein can bind small molecules with high affinity and be modulated by a drug-

like compound, respectively. In recent years, machine learning approaches have

emerged as powerful tools for predicting ligandability and druggability.

We conducted a comprehensive review of machine learning methods for ligandabil-

ity and druggability assessment [P4]. This review provides a thorough analysis of

the current state-of-the-art in ML-based ligandability and druggability prediction,

serving as a valuable resource for researchers in the field of computer-aided drug

discovery.
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5.1.1 Machine learning tasks and architectures

Our review categorizes ML approaches for ligandability and druggability prediction

into two main groups:

• two-step approaches: these methods first detect pockets using geometric

or energetic algorithms, then apply ML models to score the identified pockets.

• direct approaches: these methods use ML to simultaneously detect and

score potential binding sites.

For each category, we discuss representative algorithms, their strengths, and limi-

tations.

Two-step methods like DoGSiteScorer [243] and PockDrug [244] showed advantages

in interpretability since they separate the geometric detection and scoring steps.

The scoring step in this methods is typically implemented via classical shallow

learners such as support vector machines and random forests. For this reason, they

offer advantages in terms of interpretability.

Direct approaches like DeepSite [245], DeepSurf [246] and PointSite [247] show

promise in their ability to learn complex features directly from structural data.

These methods typically make use deep learning models such as 3D convolutional

neural networks and graph neural networks, requiring significant computational

resources and large training datasets.

5.1.2 Feature engineering and representation

A significant portion of the review is dedicated to examining different ways of

representing protein structures and pockets for ML models. We discuss several key

representation approaches:

• voxel-based representations: these methods discretize the 3D space around

a protein into a grid, encoding physicochemical properties in each voxel. This

approach is particularly suited for 3D convolutional neural networks;

• graph-based representations: these methods represent proteins as graphs,
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with atoms or residues as nodes and chemical bonds or spatial proximity as

edges. Graph neural networks can effectively process these representations;

• point cloud representations: these methods represent proteins as sets of

points in 3D space, often used with specialized architectures like PointNet

[248];

• surface-based representations: these methods focus on the molecular sur-

face, using techniques like ray-casting to capture surface properties.

Our analysis reveals distinct trade-offs between these representation approaches.

While voxel-based methods provide a natural way to apply powerful deep learning

architectures, they can be computationally intensive for large proteins. Graph-

based approaches offer a more compact representation and can naturally capture

chemical connectivity, but may require more sophisticated architectures to process

spatial information effectively. Point cloud representations provide an interest-

ing middle ground, offering both spatial accuracy and computational efficiency.

Surface-based methods are particularly effective for analyzing protein-protein in-

terfaces and shallow binding sites, though they may miss information about deep

pockets.

5.1.3 Incorporation of molecular dynamics

An important aspect covered in our review is the integration of MD simulations into

ligandability prediction methods. MD-based methods offer significant advantages

in identifying transient and cryptic binding sites that may not be visible in static

structures. Tools like TRAPP [249] effectively leverage MD trajectories to esti-

mate average pocket distributions and detect transient pockets, while methods like

CryptoSite [250] achieve comparable results to full MD simulations with reduced

computational cost. The JEDI [251] method stands out by providing an analyt-

ically derivable ligandability potential that can be directly used in MD through

enhanced sampling methods, offering a unique approach to pocket optimization.
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5.1.4 Current challenges and future directions

Our review identifies several key areas for improvement in the field of ML-based

ligandability and druggability prediction. One of the most pressing needs is the

development of more rigorous labeling strategies. Current methods often rely on

simple binary classifications, which fail to capture the nuanced nature of ligand

binding. We argue for the adoption of labeling approaches based on thermody-

namic or kinetic observables, which would provide a more accurate representation

of a pocket’s ligandability. Another significant challenge lies in handling protein

flexibility. While some methods have begun to incorporate molecular dynamics

simulations, there is still considerable room for improvement in efficiently captur-

ing and representing protein dynamics. This is crucial for accurately predicting

ligandability, as proteins are not static entities but constantly fluctuate between

different conformations. Finally, the growing interest in RNA as a drug target

necessitates the extension of ligandability prediction methods to RNA structures.

This presents unique challenges due to the distinct structural and chemical prop-

erties of RNA compared to proteins, requiring the development of new algorithms

and feature representations tailored to nucleic acid structures.

Looking ahead, we see great potential in the integration of ligandability prediction

with other drug discovery tasks. End-to-end learning systems that combine ligand-

ability prediction with de novo drug design, ADMET prediction, and other related

tasks could significantly streamline the drug discovery process. Such integrated

approaches could leverage the interrelationships between these different aspects of

drug discovery to improve overall predictive power and efficiency.

5.2 Development of a web server for molecular

surface analysis

NanoShaper [252] is a powerful tool for computing and analyzing molecular sur-

faces, offering various surface definitions and functionalities relevant to computa-

tional drug discovery. It provides a comprehensive suite of tools for molecular sur-
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face analysis, including the computation of Solvent Excluded Surface (SES), Skin

surface, and Gaussian surface. Beyond surface computation, NanoShaper offers so-

phisticated cavity detection algorithms, allowing researchers to identify potential

binding sites within protein structures.

One of NanoShaper’s key strengths is its ability to generate grid-consistent triangu-

lations of molecular surfaces. This feature is particularly useful for applications in

computational physics, such as solving the Poisson-Boltzmann equation for electro-

statics calculations. NanoShaper can also color grid points based on their location

relative to the molecular surface, facilitating the setup of volumetric calculations.

As an ongoing project, we are developing a user-friendly web interface for NanoShaper.

This web server aims to make these powerful capabilities more accessible to re-

searchers without extensive computational expertise. The interface allows users

to upload protein structures in PDB format and easily specify the type of surface

they want to compute and analyze. Users can select from various surface types,

adjust parameters like probe radius for SES or blobbyness for Gaussian surfaces,

and specify additional analysis options such as cavity detection thresholds.

Once the calculations are complete, the web server provides interactive visualization

of the results. Users can explore the computed molecular surface, view detected

cavities, and examine surface properties. The interface will also allow for easy

download of the computed surfaces and associated data, enabling further analysis or

integration with other computational workflows. In Figure 5.1 we show a snapshot

of the preliminary home page of the web server.

The availability of this web server will facilitate the usage of NanoShaper, enabling

a broader range of researchers to benefit from its capabilities in analyzing protein

surfaces and potential binding sites. It will be particularly useful for structural

biologists and medicinal chemists as this approach won’t require to run NanoShaper

locally.

We envision several future potential enhancements for the NanoShaper web server.

One promising direction is extending support to RNA structures, addressing the

growing interest in RNA as a drug target. This would involve adapting the un-
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Figure 5.1: A snapshot of the NanoShaper web server interface.

derlying algorithms to handle the unique structural features of RNA molecules.

Additionally, we could incorporate RNA-specific scoring functions for pocket anal-

ysis, taking into account factors like the presence of potential metal ion binding

sites or the accessibility of the major and minor grooves.

Another potential area for improvement is the integration of the web server with

other computational tools in the drug discovery pipeline. For example, we could

provide direct links to docking software or electrostatics calculations, allowing users

to seamlessly move from surface analysis to more detailed binding site characteri-

zation or virtual screening.

In conclusion, the development of the NanoShaper web server represents an impor-

tant step in making advanced molecular surface analysis tools more accessible to the

broader scientific community. By providing an intuitive interface to NanoShaper

capabilities, we hope to accelerate research in structure-based drug design and

related fields.
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Chapter 6

Conclusions and future

perspectives

This thesis has explored graph-based machine learning approaches for drug dis-

covery, focusing on de novo molecular design and advanced graph representation

techniques. Our work spans theoretical developments, practical applications of

graph neural networks, and the creation of tools to support researchers in the drug

discovery pipeline. We began with a comprehensive review of conditional genera-

tive models for de novo drug discovery, synthesizing recent advances and identifying

key challenges in the field. This review provided the foundation for our subsequent

research. Subsequently, we developed the Atomic-Molecular Conditional Generator

(AMCG), a novel graph-based generative model for molecular design. AMCG offers

several key advantages, including a dual atomic-molecular representation, one-shot

generation capabilities, explicit control over atom type histograms, and property

optimization through gradient ascent in the latent space. AMCG demonstrated

state-of-the-art performance on standard benchmarks, showcasing its potential to

generate valid, diverse, and property-optimized molecules efficiently. Our work on

AMCG led us to recognize the inherently heterophilic nature of molecular graphs,

where connected nodes (atoms) often have dissimilar features. This realization

prompted us to explore more fundamental aspects of graph representation learning,

resulting in the development of MaxCutPool. This novel graph pooling technique,
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based on the MAXCUT problem, proved particularly effective for heterophilic graphs.

MaxCutPool’s superior performance on heterophilic graph classification and node

classification tasks demonstrated how advances in graph theory could translate into

improved performance on real-world tasks in drug discovery.

A natural consequence of the work conducted in this thesis is to integrate these com-

ponents into a more comprehensive de novo drug design framework. A straightfor-

ward extension of our work would be to incorporate the MaxCutPool pooling layer

into the AMCG framework, potentially enhancing its ability to efficiently encode

molecular graphs into a compact latent space. However, to truly advance the field

of de novo drug design, we must move beyond optimizing individual components

and work towards more integrated, context-aware systems. Figure 6.1 illustrates

our vision for an ideal drug design model that leverages all available in silico and ex-

perimental information. This comprehensive framework would integrate molecular

Figure 6.1: An ideal model for designing drug candidates should incorporate all avail-
able in silico information (including simulations and machine learning predictors) as well
as experimental data. This can be achieved through conditioning and context awareness.

generation, target binding prediction, ADMET property prediction, synthetic ac-

cessibility assessment, ligandability prediction, experimental feedback mechanisms,

and multi-objective optimization. Such an integrated approach could significantly
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accelerate the identification of promising drug candidates by simultaneously opti-

mizing for multiple, often conflicting objectives while maintaining chemical validity

and synthetic feasibility. Realizing this vision presents several challenges, includ-

ing balancing model complexity and interpretability, efficiently integrating exper-

imental validation, ensuring data quality and quantity, optimizing computational

efficiency, and effectively incorporating domain knowledge.

In conclusion, the work presented in this thesis contributes to the current trans-

formation of drug discovery via artificial intelligence and machine learning. By

combining theoretical advancements in graph representation learning with practi-

cal tools for molecular generation and analysis, we aim to pave the way for more

efficient and effective drug discovery processes. The path towards comprehensive,

target-aware de novo drug design systems is challenging, but the potential impact

on drug discovery and human health is profound.
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[84] Veličković P, Casanova A, Liò P, Cucurull G, Romero A, Bengio Y. Graph

attention networks. In: 6th International Conference on Learning Represen-

tations, ICLR 2018 - Conference Track Proceedings; 2018. Available from:

https://openreview.net/forum?id=rJXMpikCZ.

[85] Schlichtkrull M, Kipf TN, Bloem P, Berg Rvd, Titov I, Welling M. Modeling

relational data with graph convolutional networks. In: European Semantic

Web Conference. Springer; 2018. p. 593-607. Available from: https://doi.

org/10.1007/978-3-319-93417-4_38.

[86] Simonovsky M, Komodakis N. Dynamic edge-conditioned filters in convolu-

tional neural networks on graphs. In: Proceedings of the IEEE conference on

computer vision and pattern recognition; 2017. p. 3693-702. Available from:

https://doi.org/10.48550/arXiv.1704.02901.

129

https://proceedings.mlr.press/v139/satorras21a.html
http://arxiv.org/abs/1511.05493
http://arxiv.org/abs/1511.05493
https://openreview.net/forum?id=SJU4ayYgl
https://openreview.net/forum?id=SJU4ayYgl
https://openreview.net/forum?id=rJXMpikCZ
https://doi.org/10.1007/978-3-319-93417-4_38
https://doi.org/10.1007/978-3-319-93417-4_38
https://doi.org/10.48550/arXiv.1704.02901


[87] Danel T, Spurek P, Tabor J, Smieja M, Struski L, Slowik A, et al. Spa-

tial Graph Convolutional Networks. In: 5th International Conference on

Neural Information Processing. vol. 1333 of Communications in Computer

and Information Science. Springer; 2020. p. 668-75. Available from: https:

//doi.org/10.1007/978-3-030-63823-8_76.

[88] Kearnes S, McCloskey K, Berndl M, Pande V, Riley P. Molecular graph con-

volutions: moving beyond fingerprints. Journal of Computer-Aided Molecular

Design. 2016;30(8):595-608. Available from: http://dx.doi.org/10.1007/

s10822-016-9938-8.

[89] Khasahmadi AH, Hassani K, Moradi P, Lee L, Morris Q. Memory-Based

Graph Networks. In: International Conference on Learning Representations;

2020. .

[90] Gao H, Ji S. Graph u-nets. In: international conference on machine learning.

PMLR; 2019. p. 2083-92.

[91] Ma Z, Xuan J, Wang YG, Li M, Liò P. Path integral based convolution
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H, Beygelzimer A, d'Alché-Buc F, Fox E, Garnett R, editors. Advances in

Neural Information Processing Systems. vol. 32. Curran Associates, Inc.;

2019. Available from: https://proceedings.neurips.cc/paper/2019/

file/46d0671dd4117ea366031f87f3aa0093-Paper.pdf.

[173] Xie Y, Shi C, Zhou H, Yang Y, Zhang W, Yu Y, et al. MARS: Markov

Molecular Sampling for Multi-objective Drug Discovery. In: International

Conference on Learning Representations; 2021. Available from: https://

openreview.net/forum?id=kHSu4ebxFXY.

140

https://doi.org/10.1145/3394486.3403104
https://doi.org/10.1145/3459637.3482260
https://doi.org/10.1088/2632-2153/abf5b7
https://doi.org/10.48550/arXiv.2106.05856
https://doi.org/10.48550/arXiv.2106.05856
https://proceedings.neurips.cc/paper/2019/file/46d0671dd4117ea366031f87f3aa0093-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/46d0671dd4117ea366031f87f3aa0093-Paper.pdf
https://openreview.net/forum?id=kHSu4ebxFXY
https://openreview.net/forum?id=kHSu4ebxFXY


[174] Imrie F, Bradley AR, van der Schaar M, Deane CM. Deep Generative Mod-

els for 3D Linker Design. Journal of Chemical Information and Modeling.

2020;60(4):1983-95. Available from: https://doi.org/10.1021/acs.jcim.

9b01120.

[175] Jin W, Barzilay R, Jaakkola T. Multi-Objective Molecule Generation Us-

ing Interpretable Substructures. In: Proceedings of the 37th International

Conference on Machine Learning. ICML’20. JMLR.org; 2020. Available from:

https://dl.acm.org/doi/abs/10.5555/3524938.3525388.

[176] Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre-training of Deep

Bidirectional Transformers for Language Understanding. In: Proceedings

of the 2019 Conference of the North American Chapter of the Association

for Computational Linguistics: Human Language Technologies. Minneapo-

lis, Minnesota: Association for Computational Linguistics; 2019. p. 4171-86.

Available from: https://aclanthology.org/N19-1423.

[177] Bresson X, Laurent T. A Two-Step Graph Convolutional Decoder for

Molecule Generation; 2019. Available from: https://arxiv.org/abs/1906.

03412.

[178] Jo J, Lee S, Hwang SJ. Score-based Generative Modeling of Graphs via the

System of Stochastic Differential Equations. In: Thirty-ninth International

Conference on Machine Learning; 2022. Available from: https://doi.org/

10.48550/arXiv.2202.02514.
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