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Abstract

Non-Terrestrial Network (NTN) can be defined as communication systems

that use air-/space-borne platforms to establish communication links among various

points on Earth’s surface. These networks use airborne or spaceborne vehicles, involv-

ing satellites at Low Earth Orbit (LEO), Medium Earth Orbit (MEO), and Geosta-

tionary Earth Orbit (GEO), High Altitude Platforms Systems (HAPS), Low Altitude

Platforms (LAPs), and drones. In the context of Fifth Generation (5G), NTN aims at

the use of NTN platforms to enhance the flexibility, adaptability and the resilience of

5G Terrestrial Network (TN) system as well as to extend its coverage and provide con-

nectivity to rural and underserved/un-served areas. In Sixth Generation (6G), NTN

is expected to play an even more pivotal role, potentially forming a significant part

of the global communication infrastructure. The unification of TN and NTN in 6G

is envisioned to enable global coverage, low-latency communication, and support for

massive Internet of Things (IoT) deployments. This unification will require advances

in satellite and aerial communication technologies, as well as seamless integration with

terrestrial networks to ensure ubiquitous and reliable connectivity. Furthermore, the

use of NTN in 6G is expected to bring about new challenges in terms of network ar-

chitecture and spectrum management. In this thesis, the research focuses on analysis

the performance of a multi-beam LEO satellite systems since they provide reduced

propagation delays and power consumption compared to GEO and MEO, as well as

global coverage compared to HAPS and drones. The scarcity of spectrum resources

to meet the demanding requirements of future Beyond 5G (B5G)/6G communication

systems is considered one of the main challenges. To this aim, the current state of the

art considers several strategies aimed at efficient utilization of the available spectrum

bandwidth through either dynamic spectrum utilization schemes, such as Cognitive

Radio solutions, or by fully exploiting the spectrum by decreasing the frequency reuse
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factor down to Full Frequency Reuse (FFR). However, the latter solution introduces

substantial Co-Channel Interference (CCI) or also known as Inter-Beam Interference

(IBI), thus calling for the use of advanced interference management techniques at the

transmitter side, i.e, at the satellite. This issue is addressed throughout the thesis

by introducing interference management schemes and solutions within the following

aspects and considerations:

1. Design and implementation of Multi-User (MU)-Multiple-Input-Multiple-Output

(MIMO) for the Downlink (DL) transmission by assuming of a standalone LEO

satellite equipped with an on-board Uniform Planar Array (UPA), which pro-

vides connectivity to the on-ground users equipped with Very Small Aperture

Terminal (VSAT) antennas. Furthermore, we propose a Limited Field Of View

(LFOV) planar array architecture composed of smaller planar subarrays in or-

der to increase the directivity of the radiation pattern. The numerical results

show the performance improvement of the proposed architecture compared to

the non-subarrayed scenario in terms of interference rejection capability.

2. Introducing and proposing a unicast Signal-to-Leakage-Plus-Noise Ratio (SLNR)

Beamforming (BF) scheme in standalone LEO satellite scenario. Furthermore,

we provide a comparison between the proposed scheme and the current bench-

mark beamforming schemes including both those based on Channel State Infor-

mation (CSI) knowledge at the transmitter, i.e., Minimum Mean Square Error

(MMSE), and Zero-Forcing (ZF), and those only requiring the users’ locations,

i.e., Switchable Multi-beam (MB), and the Conventional Beamforming (CBF).

The analysis shows the superiority of the proposed scheme with respect to the

reference ones.

3. We extend the previous scenario of a standalone LEO satellite by proposing a

swarm of multiple LEO satellite nodes aiming to provide global coverage and
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service continuity. In this scenario, we introduce Cell Free distributed MIMO

beamforming schemes incorported with LFOV subarrays architectures, and we

benchmark the performance with respect to the reference design.

4. Finally, we provide an overview on the future technologies enhancement of the

thesis work such as incorporating AI/ML to predict CSI of NTN channel to im-

prove CSI-based beamforming performance, and other possible enabling tech-

nologies in NTN will be discussed.
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Chapter 1 - Overview on Non-Terrestrial Networks in 5G

and Beyond

The integration of the NTN with 5G technology is aimed at enabling seam-

less connectivity and ubiquitous coverage, particularly in remote or rural areas

where deploying traditional network infrastructure is not feasible. NTN is also

expected to support various use cases, including IoT applications, emergency com-

munications, and enhanced mobile broadband services. The development of 5G

NTN is part of the broader effort to create a global, interconnected communica-

tion infrastructure that can deliver high-speed, low-latency connectivity to users

across the world, regardless of their location. Firstly, this chapter covers the main

aspects of NTN systems including the topology of NTN nodes and classification

of NTN platforms based on the altitude. Secondly, it describes the segments of

Satellite Communication (SatCom) architecture and how 5G/6G NTN is defined

and developed in 3GPP standardization. Then, it discusses the main channel im-

pairments in NTN systems, and the full frequency reuse schemes in multi-beam

NTN system.
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1.1 NTN Nodes Topology

NTN nodes can be categorized based on their topology, link types, and

the connectivity service they can provide to the ground station.

There are two main categories of NTN network topology in which inter-node

communication is organized as follows:

1. Star Topology: in this configuration, the system is structured as a star

network, with each node having the capability to communicate exclusively

with a designated central node known as the hub. Communication links are

individually established between nodes and the central hub. Additionally,

it is possible for each individual star topology to establish communication

with another star topology by utilizing their central nodes or hubs, thereby

forming a multi-star topology

2. Mesh Topology: mesh network topology consists of a set of ground stations

or nodes, where each node can communicate with every other node through

the NTN links. This provides redundancy and multiple paths for signals to

travel, thus improving reliability. It is worth highlighting that each generic

satellite, ground station or ground (user) terminal, can act as a network

node.

Fig. 1.1 depicts the aforementioned satellite node topology by considering a) star

topology and b) mesh topology.

2



Figure 1.1: NTN topology a) Star, b) Mesh.

[1]

1.2 NTN Platform Category

NTN systems have different deployment options according to the type of

the NTN platform involved. NTN platforms are grouped into two main categories:

spaceborne and airborne, as depicted in Fig. 1.2. The classification of these

platforms typically depends on three main factors, such as i) altitude, i.e., the

height above the Earth’s surface at which the NTN platform, ii) beam footprint

size, which refers to the area on the ground that is covered by the NTN node’s

beam, and iii) orbit, which is defined as a regular and repeating path (trajectory)

followed by the satellite or NTN node in space.
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1.2.1 Spaceborne category

NTN spaceborne encompasses Geosynchronous Orbiting (GSO) and Non-

Geosynchronous Orbiting (NGSO) satellites:

1. GSO Satellites, in which the satellite is precisely at 35 786 km so as to match

the Earth’s rotation. From an observer on the Earth’s surface, the satellite

returns to exactly the same location in the sky after an orbital period.

When the orbital plane is on the equatorial plane, the GSO satellite is in

a Geostationary Earth Orbit (GEO) and from an observer’s perspective on

the Earth, it is in a fixed location in the sky at any time. GEO beam

footprint size ranges of approximately from 200 to 3500 km [2, 3].

2. NGSO satellites do not have a fixed position in the sky with respect to

the ground observers. To provide service continuity over time, a number

of satellites (a constellation) is required to meet this objective: the lower

the altitude, the higher the number of satellites. Different types of NGSO

satellites are listed below:

• Low Earth Orbit (LEO) Satellites, have a circular orbit around Earth,

at an altitude ranges between 300 and 1500 km. The LEO beam foot-

print size ranges of approximately from 100 to 1000 km [2, 3].

• Medium Earth Orbit (MEO) satellites, has a circular orbit1 around

the Earth, at an altitude varying from 7,000 to 25000 km [3]. MEO

1Circular orbits are those usually adopted for LEO satellites, but in MEO, this is not strictly
necessary, in some cases they can have elliptical orbits.
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beam footprint size ranges of approximately from 100 to 1,000 km [2, 3].

There are two MEO orbits of particular interest: the semi-synchronous

and the Molniya orbits. As for the former, it is an MEO orbit at 20200

km, corresponding to an orbital period of 12 hours; thus, over a day,

the satellite passes over the same location twice [4].

Figure 1.2: NTN platform category [3].

1.2.2 Airborne category

1. High-Altitude Platform Systems (HAPS), can be defined as vehicles sta-

tioned in the stratosphere at altitudes lower than satellites ranging between

20 to 50 km [2, 3]. They are effectively flying base stations that can pro-

vide localized coverage and help to bridge connectivity gaps in 5G/B5G

NTN, particularly in areas where installing ground-based infrastructure is
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challenging. HAPS can serve as relays for communication between ground

stations or provide wireless connectivity to remote or disaster-stricken ar-

eas. They offer advantages such as longer mission duration compared to

satellites and the ability to efficiently cover specific regions.

2. Low Altitude Platforms (LAPs), Unmanned Aerial Vehicles (UAVs), at al-

titudes ranging between 100 m to 10 km [2, 3], are the most prominent ex-

ample of LAPs, but other systems, such as tethered balloons [5], have also

been used for communication purposes. UAVs are expected to be an impor-

tant component of the near-future wireless networks. They can potentially

facilitate wireless broadcast and support high rate transmissions [6, 7]. The

main benefits of UAVs (and LAPs) are similar to the HAPs ones, but at a

cellular level: fast and flexible deployment, strong Line-of-Sight (LoS) con-

nection links, and additional design degrees of freedom with the autonomous

and controlled mobility. Despite the technological maturity of UAVs, UAV-

based communication networks have not been widespread because of several

limiting factors such as cost constraints, regulatory frameworks, and public

acceptance [8]. The use of autonomous UAVs as 5G aerial base stations

or as relays in a multi-layer vertical architecture is also a trending research

topic [1].

It is worth mentioning that in the comparison between LEO and GEO/MEO

satellites those which experience high propagation delays, LEO satellite systems

provide a solution characterized by a lower latency and a better link budget,

which can then lead to higher data rates. Furthermore, when compared to HAPS
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and LAPs, LEO satellites provide broader coverage to a larger number of users

on the ground. Consequently, LEO satellites have gained a significant attention

in the research. In this thesis, the analysis and design specifically focus on LEO

satellites within the realm of NTN types.

1.3 Satellite Communication System Architecture

The Satellite Communication (SatCom) system, as depicted in Fig. 1.3,

consists of the following components: space segment, ground segment, and com-

munication links.

Figure 1.3: High level SatCom system architecture [9].

1.3.1 Space Segment

This segment includes active and spare satellites organized into a constel-

lation. Each of them is composed of the payload and the platform.
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• The payload in a satellite communications system refers to the equipment

used to provide the services for which the satellite has been launched.

It typically includes receiving and transmitting antennas, as well as all the

electronic equipment supporting signal transmissions. There are two main

types of payload: transparent and regenerative; as depicted in Fig. 1.4.

1. A transparent payload, also known as bent pipe, behaves as a relay

in space among the devices in the ground segment, as it implements

amplification and frequency conversion of the received signal before

transmitting it again. Due to power constraints on the satellite pay-

load, the total bandwidth is divided into distinct sub-bands by using

a series of filters called the input multiplexer (IMUX). Within each

sub-band, carriers undergo amplification through dedicated power am-

plifiers and then recombined in the output multiplexer (OMUX). The

chain amplifier linked to each sub-band is referred to as a satellite

channel or transponder [10]. Moreover, the transparent payload can

perform routing of beams, and routing of the carriers from one up-

beam to a given down-beam considering either routing through differ-

ent satellite channels or transponder hopping mechanism.

2. A regenerative payload is a more advanced and complex node, which

performs signal processing, such as modulation/demodulation, cod-

ing/decoding, filtering, frequency conversion, amplification, and/or

routing, before retransmitting the signal. This allows the payload

to effectively ”regenerate” the incoming signals [10]. The regenera-
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tive payload is capable of on-board processing, which can be beneficial

for 5G satellite integration, but it also poses challenges in terms of

standardization and interface management, specifically, when regen-

erative payload integrate diverse technologies and components which

may come from different manufacturers or have different specifications

and standardization.

(a) Transparent payload (b) Regenerative payload

Figure 1.4: Payload types [10].

It is worth mentioning that the satellite payload can be utilized to generate

either single-beam or multi-beam on the ground, as depicted in Fig. 1.5.

– A single-beam satellite, where each antenna generates one beam only;

generally the satellite is equipped with one primary antenna that pro-

duces a concentrated beam directed toward a specific geographic area

on the Earth’s surface. Single-beam satellites are often used in scenar-

ios where the targeted coverage of a particular region is sufficient.

– A multi-beam satellite, where multiple-beam antennas generate mul-

tiple beams simultaneously. Each beam can be directed to different

9



Figure 1.5: Single-beam and Multi-beam satellite coverage.

[11]

regions on the Earth. This enables the satellite to cover a broader area

or serve multiple users concurrently, as shown in Fig. 1.5 [11].

Single-beam satellites are simpler in design and operation compared to

multi-beam satellites, making them suitable for applications with specific,

well-defined communication needs. However, Multi-beam satellites offer ad-

vantages in terms of increased coverage flexibility, efficient spectrum utiliza-

tion, and the ability to provide services to diverse geographical locations.

Hence, in the thesis, a multiple-beam satellite scenario is assumed. If the

satellite has several multiple-beam antennas, its coverage defines the satel-

lite access area, which is directly related to the Field of View (FoV) of the

satellite. However, in fact, the whole FoV can be smaller than the geomet-

rical one due to some limitations, e.g., scan loss, mechanical limitations of

the pointing mechanism, etc. Moreover, there are two types of beams [12],

as depicted in Fig. 1.6 : i) Earth-fixed beams, i.e., through digitally steering

of the signals, the coverage area generated by each NTN or satellite node is

10



(a) Earth-fixed beams (b) Earth-moving beams

Figure 1.6: Types of beams.

fixed on-ground independently of its position on the orbit (as long as it falls

in the node field of view); or ii) Earth-moving beams, i.e., the coverage area

of each node is always centered around its Sub Node Point (SNP), i.e, the

intersection between the Earth’s surface and the line connecting the satellite

node with the Earth’s center, and thus, the beams move on-ground along

with the node on its orbit [13].

In the context of coverage, a distinction can be made between instantaneous

and long-term system coverage, as depicted in Fig. 1.7 [10]. Instantaneous

coverage involves the combined coverage areas of individual satellites within

the constellation at a specific moment. On the other hand, long-term cov-

erage refers to the Earth’s region progressively monitored over time by the

satellites in the constellation. For real-time services, the instantaneous sys-

tem coverage consistently includes a footprint covering a geographical region

where at least one element from the ground segment is present. To ensure

continuous global coverage, a substantial number of satellites is necessary
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Figure 1.7: Types of coverage[10].

for constellations in LEO as will be discussed in Chapter 5. Regarding GEO

satellite systems only require three satellites to achieve global coverage, ex-

cluding polar regions.

• The platform: this part is constituted by the collective subsystems facili-

tating the payload’s operation. This encompasses elements such as: i) the

fuel system ensuring the long-term satellite’s functionality; ii) solar panels

supplying the necessary energy for satellite operations.
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1.3.2 Ground Segment

Ground segment or Earth stations include three categories: i) user ii) in-

terface and iii) service. It mainly facilitates the management of the space segment

and the distribution of the payload data and telemetry to relevant parties on the

ground. Comprising both fixed and mobile Earth stations, it plays a pivotal role

in establishing telecommunication links with all NTN nodes, including satellites.

Earth stations can be categorized as follows:

• User Terminals (UTs) or User Equipments (UEs) on the ground provide the

interface for end-users to connect with the non-terrestrial network. These

terminals could be handheld (hh) mobile terminals, or Very Small Aperture

Terminals (VSATs).

• Gateways (GW), which connect the space segment to a terrestrial network;

they enable the transition of data between the non-terrestrial and terrestrial

components, in which they play a crucial role in the routing and processing

of data to ensure seamless communication between users on the ground

and the satellite assets. However, it is worth mentioning that a direct

connectivity between UEs covered by the same satellite(s), i.e., without

the need for passing through a GW, is a topic currently being addressed for

future 6G NTN systems.

• Service Stations, as hub or feeder stations, which are responsible for col-

lecting and distributing the information from/to user stations through the

space segment.
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It is worth mentioning that there is an another important section within SatCom

architecture on the ground which is defined as control segment; it consists of

Tracking, Telemetry, and Command (TTC) ground stations. Such stations aim to

manage and monitor the space segment, i.e, satellites, through sending commands,

receiving telemetry data, and ensuring satellites’ operation according to mission

objectives [1].

1.3.3 Satellite Communication Links

Satellite communication links refer to the transmission of signals between

ground-based stations and satellites orbiting in space or between the satellites in

the space, as illustrated in Fig. 1.3. These links enable diverse applications such as

broadcasting, telecommunications, and data exchange. They can be categorized

into three types according to their role in NTN or SatCom system [14]:

1. Feeder Link: it establishes a communication link between a ground-based

station and a satellite. It serves as the connection between the ground

segment and the space segment, carrying signals from the ground station

to the satellite UL (UpLink) or from the satellite to the ground station DL

(DownLink).

2. User Link: it involves the communication link between a satellite and the

UT on the ground, including the user DL from satellite to the user and the

user UL from the ground users to the space.
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3. Inter-Satellite Links (ISL) are communication links established between

different NTN nodes or satellites within a constellation [15]. These links

contribute to the coordination, synchronization, and data exchange among

satellites, enhancing the overall performance of the satellite system [16].

ISLs can be classified in the following way [17]: i) Inter-Orbital Links, e.g.,

links between GEO and LEO satellites; ii) Intra-Orbital Links, e.g., those

connect between GEO satellites or those connect between LEO satellites

operating in the same orbit.

It is worth highlighting that ULs and DLs consist of radio-frequency modulated

carriers, while ISLs can be either radio frequency or optical type-links [18]. Fur-

thermore, a NTN link can be categorized based on the direction of the commu-

nication, distinguishing between forward and return links. The forward link is

the connection from a GW, hub, or feeder station to a user terminal, while the

return link is the reverse connection from the user terminal to other stations.

Both types of connections require an UL and DL, and possibly one or more ISLs.

All the aforementioned types of SatCom links are well-illustrated in Fig. 1.3.

Within a satellite network, another classification of the links could be introduced

as follows: i) unidirectional links, where certain stations exclusively transmit, and

others solely receive; and ii) bidirectional links, where ground stations are involved

in both transmitting and receiving. In networks focused on satellite broadcast-

ing, unidirectional links are commonly used in a star topology, while bidirectional

links can be utilized in either a star or mesh topology. Such bidirectional links are

essential for facilitating two-way telecommunication services. Furthermore, vari-
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ous connections are designated according to the type of service they provide. For

example, point-to-point connectivity serves unicast purposes, point-to-multipoint

is employed for multicast/broadcast scenarios, and multipoint-to-point is utilized

for multiplexing and concentration. Meanwhile, multipoint-to-multipoint connec-

tions facilitate the simultaneous provision of diverse services.

1.4 NTN in 3GPP Standardization

The standards of the 3rd Generation Partnership Project (3GPP) are

called ”releases”, where each release brings new specifications. These releases

are updated and revised continuously on-the-web, after thorough technical dis-

cussion and agreement, and all are available online as free-of-charge documents.

The three Technical Specifications Groups (TSG) of 3GPP, each of them with a

particular area of responsibility, can be identified as: i) Radio Access Networks

(RAN) group, which is responsible for the technical co-ordination of the specifi-

cation work in radio performance and protocol aspects; ii) Services and Systems

Aspects (SA) group is responsible for the overall architecture and service capabili-

ties of systems based on 3GPP specifications; and iii) Core Network and Terminals

(CT) group, is responsible for the technical co-ordination of the specification work

on terminal interfaces, user equipment, core network protocols, interworking with

external networks,..etc [19].

By recognizing the added value of integrating NTN segment into the terrestrial

New Radio (NR)2 architecture, 3GPP initiated new activities in March 2017 to

2This is the 3GPP terminology for 5G and they will be interchanged throughout the thesis.
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study the role of the NTN in 5G, and two study items (SI) have already been

concluded [20, 21] as a part of Release 16, based on the findings and results of

Release 15, TR 38.821 [22], in which they provided details about NTN architec-

tures, challenges and the suggested solutions pertaining to Layer 1, encompassing

physical layer procedures such as Random Access (RA) and Timing Advance

(TA). The report also delves into radio protocols, including Hybrid Automatic

Repeat reQuest (HARQ) and mobility management in the Control Plane, as well

as architecture and interfaces, covering aspects like tracking area management

and the handling of network identities. After two years of study phase, it was

approved that NTN could be a new key feature of 5G and a work item (WI)

started in January 2020 [23]. The three main categories of use cases for 5G NTN

systems which have been outlined by 3GPP documents in release 16 [24], can be

summarized as follows:

• NTN can significantly improve the reliability of the 5G network by ensur-

ing service continuity in specific scenarios where be covered by standalone

terrestrial network . This is particularly relevant for moving platforms such

as cars, trains, airplanes, and mission-critical communications.

• Secondly, NTN can ensure the ubiquity of 5G service in unserved (e.g.,

deserts, oceans, forests, etc.) or underserved areas (e.g., urban areas) where

a terrestrial network is either nonexistent or impractical/cost-ineffective to

deploy.
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Figure 1.8: Examples of satellite use cases [1].

• Lastly, NTN can contribute to the scalability of 5G services by leveraging

the effectiveness of satellites in multicasting or broadcasting across wider

areas on the ground. This capability is beneficial for alleviating the burden

on the terrestrial network, allowing the popular content to be distributed

either to the network’s edge or directly to end-users. A more examples of

satellite use cases for each 5G service group can be shown in Fig. 1.8.

The aforementioned studies marked a significant shift in defining a fully inte-

grated NTN component within the 5G terrestrial system, commencing from the

recently concluded Rel.17, in 2022, as depicted in Fig. 1.10. Rel.17 was driven by

the minimisation of the impacts at UE, Next Generation Radio Access Network

(NG-RAN), and 5G Core network (5GC) level to support NTN, by reusing as

much as possible the terrestrial 5G specifications. It is considered the first NTN

standard that provides the specifications for 3GPP non-terrestrial access based on

both 5G NR and 4G Narrowband-Internet of Things (NB-IoT)/enhanced Machine
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Type Communications (eMTC) radio protocols operating in Frequency-range 1

(FR1). In Rel.17, the NR-based satellite access is designed to serve handheld

devices to provide enhanced Mobile Broadband (eMBB) services, while the NB-

IoT/eMTC-based satellite access aims at providing MTC services to IoT devices

for applications in agriculture, transport, logistics, and security markets. To sup-

port new scenarios and deployments above 10 GHz, as well as to introduce several

enhancements for NR-NTN and IoT-NTN, a normative work is currently being

carried out as part of Release 18. The support of IoT-NTN is largely aligned with

that of NR-NTN in 5G System (5GS). It is worthwhile mentioning that, since

access networks based on Unmanned Aerial System (UAS), including HAPS and

drones, could be considered as a special case of NTN access with lower latencies

and Doppler values (such NTN impairments will be explained in the next section)

and variation rate, the main focus is on satellite-based NTN only. As for Rel.

19, the feature package reporting the studies that will be performed from 2024,

has been defined and finalised during the 3GPP plenary in December 2023, as

seen in Fig. 1.10. The evolution of NTN in the 5G ecosystem will continue in

Rel.20 and beyond. Several additional features are under discussion as poten-

tial enhancements to be integrated into 5G-Advanced, e.g, the incorporation of

regenerative payloads and further improvements in capacity and coverage, such

as Multi-Connectivity (MC), and optimization of the downlink Peak-to-Average

Power Ratio (PAPR). Further enhancements in the performance and capability

of NTN system shall be assessed in B5G and 6G systems [25–28]. As illustrated

in Fig. 1.9, prior to 5G, the optimization for TN and NTN was separated; then,
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Figure 1.9: Interaction between TN and NTN before and beyond 5G [29].

with 5G and 5G-Advanced, the objective has been the optimisation of the TN

and integration of the NTN component with minimum impact. However, in 6G

systems, TN and NTN shall be jointly optimised in an unified integrated multi-

layered infrastructure. In conclusion, the 3GPP acknowledged the significant role

of NTN and incorporated it into Release 17. This release delineates how the in-

tegration of the NTN component facilitates the implementation of planned 5G

services, paving the way towards 5G-Advanced and ultimately contributing to the

development of 6G systems.

The roadmap for NTN standardization, as outlined in [29], is illustrated in Fig. 1.10,

encompassing the current and expected developments up to Release 21.

1.5 Main NTN Impairments

In this section, we will discuss the typical satellite channel impairments

that might have an impact on the NR PHY and MAC layers, as large propagation

delays, Doppler shifts, and path loss.
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Figure 1.10: NTN 3GPP roadmap [29].

1.5.1 Propagation delay:

In NTN systems, different types of delay are involved considering the prop-

agation delay, the most significant and predominant one, which is determined by

the distance between the NTN node and the UE. The performance of NTN system,

particularly those at higher altitudes like GEO satellites, is significantly affected

by this delay. In such cases, the propagation delay becomes much greater than

that in TN, having a substantial challenge in the design and analysis of SatCom

systems, especially in the context of 5G NR. We consider only the propagation

delay, since the signal processing delay can be assumed negligible with respect to

the propagation one. Propagation delay encompasses both one-way propagation

delay and Round Trip Time (RTT), depending on the specific procedure that will

be considered. Before providing some examples of the the propagation delays, It

is worth providing the definition of the elevation angle as the angle between the

tangent to the Earth’s surface at the UE location and the satellite direction from
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the UE location. By simply geometry considerations, this angle is always between

0◦ and 180◦ [4]. In the contest of 3GPP NTN scnarios, for the propagation delay

analyses, it is assumed that the UE and the GW minimum elevation angles, lead-

ing to the maximum delays, are given by θRX = 10◦ and θGW = 10◦, respectively.

Hence, from these values, the following equation can be used to obtain the slant

range:

d =
√

(RE + hsat)2 −R2
E cos2 θ −RE sin θ (1.1)

Where: RE denotes Earth radius and hsat is the satellite altitude.

Scenario Path Slant range [km] Latency [ms]

GW-sat 41121 137.07

GEO sat-RX 40581 135.27

one-way - 272.53

RTT - 545.06

GW-sat 2328 7.77

LEO sat-RX 1931 6.44

one-way - 14.19

RTT - 28.39

Table 1.1: The summarize of one-way and RTT delays for GEO and LEO satellites
at hsat=600 km, with transparent payloads.

By assuming transparent payloads, in which the satellite behaves as a relay or
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Scenario Path Slant range [km] Latency [ms]

GEO sat-RX 40581 135.27

one-way - 135.27

RTT - 270.54

LEO sat-RX 1931 6.44

one-way - 6.44

RTT - 12.88

Table 1.2: The summarize of one-way and RTT delays for GEO and LEO satellites
at hsat=600 km, with regenerative payloads.

repeater and hence the overall RTT can be computed between GW and the user

as follows [30]:

RTT ≃ 2Towp = 2
dGW−sat(θGW ) + dsat−RX(θRX)

c
. (1.2)

where:

• Towp is the one-way propagation delay.

• dGW−sat(θGW ) is the distance between the GW and the satellite as a function

of its elevation angle θGW .

• dsat−RX(θRX) is the distance between the satellite and the receiver as a

function of its elevation angle θRX .
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• c is the speed of light.

For satellites with regenerative payloads, the connection is established between

the UE and the satellite and, thus the overall RTT is:

RTT ≃ 2Towp = 2
dsat−RX(θRX)

c
. (1.3)

It is worth mentioning that, with regenerative payloads, the RTT could also be

computed between the UE and the GW which is linked to gNB. In the 3GPP

specifications, scheduling of both uplink and downlink transmissions is defined

and performed at the Medium Access Control (MAC) layer in the gNB. To per-

form such operation, the gNB gathers all the required measurements from the

served UEs and, based on the implemented scheduling algorithm, allocates the

resources to the users. In the next chapters in particular Chapter 5, more details

will be provided about this concept by discussing the possible options for regen-

erative payload architectures and considering either full gNB or introducing the

functional splits on distributed gNBs (on board and on-ground) and its impact

on the propagation delay and consequently on the system performance.

Tab. 1.1, Tab. 1.2 report the specific slant ranges, one-way delay, and RTT for

GEO and LEO satellites at altitude hsat = 600 km, with transparent and regen-

erative payloads, respectively [4].

24



1.5.2 Doppler effect:

In differentiating between GEO and LEO satellite systems, the Doppler

shift is particularly pronounced in LEO systems when the UE is positioned on the

ground track, which is the projection of the orbital plane on the Earth’s surface.

In this scenario, a simplified formula for calculating the Doppler shift is proposed

in [31]:

fd(t) =
f0ωsat ·RE · cos θUE(t)

c
(1.4)

where: f0 is the carrier nominal frequency, RE is the Earth radius, ωsat, is the

angular velocity of the satellite, and finally θUE(t) is the elevation angle as a

function of time, which is obtained assuming a fixed on-ground receiver; in case

the receiver is moving, then the angular speed ωsat shall be modified so as to take

into account the user’s speed. In GEO (as well as HAPS) systems, the main factor

contributing to the overall Doppler shift is the movement of the users. However,

in LEO systems, the most significant factor affecting the Doppler shift is the

high orbital speed of the satellite. In the Tab. 1.3 [4], we can notice that exist

different expected maximum values of Doppler values for FR1 (less than 6 GHz)

and Frequency-range 2 (FR2) (more than 6 GHz) for LEO satellite at altitude

600 km.

1.5.3 Path Loss

When assessing the losses in a satellite communication link between a

ground-based UE and the satellite, the overall losses (L) can be determined as
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Frequency
(GHZ)

Max
Doppler

Relative
Doppler

Max Doppler Shift
Variation

2 +/- 48 kHz 0.0024% -544 Hz/s

20 +/- 480
kHz

0.0024% -5.44 kHz/s

30 +/- 720
kHz

0.0024% -8.16 kHz/s

Table 1.3: Doppler characterization for LEO satellites at altitude 600 km.

follows:

L = PL+ LE = LB + LA + LPOL︸ ︷︷ ︸
PL

+LF + LD︸ ︷︷ ︸
LE

(1.5)

where, PL denotes losses attributed to channel impairments, while LE corre-

sponds to losses associated with the equipment configuration; specifically:

• LB represents the basic path loss [32], including Free Space Loss (FSL),

denoted as Lfs, Clutter Loss (CL), LCL, and log-normal shadowing, (Lσ);

LB = Lcl + Lfs + Lσ (1.6)

• LA accounts for losses due to atmospheric conditions.

• LPOL represents the loss due to polarization mismatch.

• LF represents losses within the equipment
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• LD corresponds to depointing losses.

The clutter loss characterizes the signal power attenuation due to nearby build-

ings and obstacles on the ground. It is impacted by factors such as the elevation

angle, the operational frequency of the system (fc), and the specific environmen-

tal conditions. The values of this parameter can be found in [33] for different

scenarios, and it is conventionally considered negligible in Line of Sight (LOS)

conditions. For a user positioned at a slant range d from the satellite, the Free

Space Loss (FSL) is determined by:

Lfs = 20 log10

(
4πdfc
c

)
(1.7)

Regarding the shadowing loss, Lσ, is represented as a log-normal random variable

with a mean of zero and a variance that corresponds to the harshness of the

shadowing environment, that is, Lσ ∼ (0, σ2
s). The values for σ2

s are provided

by 3GPP for various scenarios such as dense urban, urban, and rural, and these

values are dependent on the elevation angle [33]. Atmospheric losses encompass

factors such as absorption by atmospheric gases, denoted as Lgas, attenuation

due to rain/snowfall and cloud, expressed as Lrain, and losses associated with

scintillation, represented by Ls:

LA = Lgas + Lrain + Ls (1.8)

Moreover, rain attenuation is regarded as negligible for frequencies below 6 GHz,

as highlighted in [33]. Scintillation is the rapid variation of the amplitude and
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phase of the the received signal, associated with the fluctuations in the refractive

index in the troposphere and ionosphere [34]. It is modeled as follows:

• Tropospheric scintillations, affecting signals in the Ka-band, are modeled as

a fixed term dependent on the user’s elevation angle, and these values are

determined using the procedure outlined in ITU-R P.618 [35].

• Ionospheric scintillations, impacting signals in the S-band, are modeled as

a fixed term with a magnitude of 2.2 dB, as per [33], and this modeling

approach is described in ITU-R P.531-13 [36].

Moreover, polarization mismatch loss should be be considered when the receiving

antenna is not aligned with the polarization of the received wave. This can

happen due to the fact that the propagation through the atmosphere can affect

the polarization. For instance, the ionosphere can cause a rotation of the plane of

polarization of an angle, ∆ψ, which is inversely proportional to the square of the

frequency. This rotation can be particularly problematic for linear polarization.

In general, the polarization mismatch loss can be defined as [10]:

LPOL = −20 log10(cos∆ψ) (1.9)

The equipment losses, also known as feeder losses, refer to the losses in the trans-

mitting and receiving equipment, typically occurring in the feeder between the

power amplifier and the antenna:

LF = LFTX + LFRX (1.10)
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In particular, LFTX is the feeder loss between the transmitter and the antenna,

while LFRX is the feeder loss between the antenna and the receiver.

Finally, the depointing losses are functions of transmitting and receiving angu-

lar misalignment, ϵT and ϵR respectively, with respect to the antenna boresight.

The result is arises from the decrease in antenna gain with respect to both the

maximum gain during transmission and reception, which can be formulated as a

function of the ϵ3dB as follows:

LD = LT + LR = 12

(
ϵT
ϵ3dB

)
+ 12

(
ϵR
ϵ3dB

)
(1.11)

1.6 Frequency Reuse (FR) schemes in NTN

To define the concept of Frequency Reuse (FR) schemes, we consider multi-

beam satellite architecture which allows to reuse the same bandwidth in different

beams. In this case, the service area is divided into small beams in order to reuse

the frequency spectrum and thus to improve the spectral efficiency. Fig. 1.11

shows an example of typical 71-beam coverage of Europe, adopted by broadcast

and unicast systems.

Frequency reuse schemes can effectively reuse the available frequency spectrum

across different beams with the same polarization or considering dual polarization

scenario. The term of ”color” in this context refers to a subset of channels (users)

that utilize the same bandwidth or polarization. Each coloring scheme defines a

base coloring pattern by assigning each beam to a color, thereby enhancing the

efficiency and capacity of the system [37].
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Figure 1.11: Example of typical 71-beam coverage of Europe.

• Frequency Reuse schemes with the same polarization: Four-Color

scheme FR4; which is the commonly adopted solution in most of High

Throughput Systems (HTS) within NTN, is chosen due to its ability in en-

suring a low level of interference [38]. Fig. 1.12a shows an example of FR4

reuse scheme, in which the interference is very limited and can be neglected

at the receiver. By considering Lower frequency reuse factors, we can also

define, as shown in Fig. 1.12b, the 2-color frequency reuse scheme, or as

known as FR2. Moreover, using more aggressive frequency reuse schemes,

i.e., 1-color scheme or Full Frequency Reuse (FFR) scheme, can increase the

bandwidth more efficiently, and introduce higher interference as all users in

the co-channel share the same spectral resources. Managing such interfer-
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(a) 4-color frequency reuse scheme (FR4). (b) 2-color frequency reuse scheme (FR2)

(c) 1-color frequency reuse scheme (FR1).

Figure 1.12: Frequency reuse schemes with the same polarization.

ence is essential, either at the receiver side and/or at the transmitter side,

as will be discussed later.

• Frequency reuse schemes with dual polarization:

A 4-color scheme represents in the previous scheme 4 sub-bands and one

polarization, however, in dual polarization scenario, it refers to 2 sub-bands

and 2 polarization, i.e., Right Hand Circular Polarization (RHCP) or Left

Hand Circular Polarization (LHCP), as shown on Fig. 1.13a. The signals

in the FR4 scheme occupy half of the available bandwidth. This coloring

scheme has excellent interference isolation properties, i.e., the CCI is very

low, but is inherently limited in per-beam bandwidth (FR factor= 1/4)
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(a) FR4. (b) FR2.

(c) FR1.

Figure 1.13: Available bandwidth for FR schemes with two polarizations.

and hence in performance [37]. Therefore, using more aggressive coloring

schemes such as a 2-color scheme, i.e., 1 sub-band (the whole band) per each

polarization (FRF = 1/2) will be essential to increase the system capacity

by providing twice as much bandwidth to each beam. An example of a

2-color scheme in this scenario is depicted in Fig. 1.13b. Finally, in 1-color

scheme, the same user is served by both polarizations, as shown in Fig. 1.13.

In the context of NTN systems, particularly when adopting the FFR scheme

(as assumed in our thesis), the challenge of CCI becomes notably prominent.

Hence, it is imperative to employ techniques to mitigate and manage such in-

terference, these techniques can be implemented either at: i) at the transmitter
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side, e.g., multi-user MIMO such as coordinated MultiPoint (coMP) transmission

techniques [39–42], Non Orthogonal Multiple Access (NOMA) for 5G systems [43–

47], time-frequency packing for satellite systems [48, 49]; and/or ii) at the receiver

such as Multi-User Detection (MUD) schemes [50–52]. The main focus of the next

chapters in the thesis will be on design and evaluation of MU-MIMO algorithms

at the transmitter, i.e, at the LEO NTN node/nodes including advanced analysis

of beamforming schemes.
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Chapter 2 - System Characterization of Single LEO

Satellite Scenario

This chapter describes the system model of standalone LEO satellite nodes

in 5G and beyond. Such LEO satellite will implement MIMO BeamForming (BF)

techniques that are discussed in the next chapter.

Firstly, we provide a general definition of the assumed satellite system ar-

chitecture and then describe the considered antenna array and the channel model.

Secondly, the classification of MIMO beamforming architecture in SatCom will

be explained. Finally, we highlight the main Key Performance Indicators (KPIs)

utilized in the system level performance.

The content of this chapter is included in the following published paper:

M.R. Dakkak, D. G. Riviello , A. Guidotti, and A. Vanelli-Coralli, “ Evaluation of

MU-MIMO digital beamforming algorithms in B5G/6G LEO satellite systems”,

2022 11th Advanced Satellite Multimedia Systems Conference and the 17th Signal

Processing for Space Communications Workshop (ASMS/SPSC), Graz, Austria,

2022.
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2.1 Notation

Throughout this thesis, unless stated otherwise, the utilized notation is as

follows: vectors are represented as bold lowercase letters and matrices as bold

uppercase letters. A⊺ and AH denote the transpose and the conjugate transpose

ofA, respectively. Ai,: andA:,i refer to the i-th row and the i-th column of matrix

A, respectively. Finally, tr(A) denotes the trace of matrix A.

2.2 System architecture

We consider a single multi-beam LEO satellite at altitude hsat providing

connectivity to K uniformly distributed on-ground UEs by means of NB beams,

as illustrated in Fig. 2.1. In our system scenario, FFR is assumed and, thus,

all beams use the same spectral resources. Notably, the such solution introduces

substantial CCI from adjacent beams, thus necessitating the use of advanced inter-

ference management techniques, either at the transmitter-side, such as precoding

and beamforming, or at the receiver, such as Multi-User Detection (MUD)(which

is out of the scope of this work). In the context of NTN, a LEO satellite is re-

quired to continuously maintain a logical connection with a ground-based gNB.

This connection is essential for providing connectivity and the necessary content

to users on the ground, as well as for collecting all the signaling and information

required to implement the beamforming schemes. The satellite can establish this

link either through a direct connection to a ground-based gateway (GW) or by

connecting to other LEO satellites within the constellation via ISLs; the latter
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Figure 2.1: Single LEO satellite system architecture.

scenario will be explored in detail in the fifth chapter. The LEO satellite is pre-

sumed to implement digital beamforming techniques. These techniques, which

will be explained in detail in the next chapter 3, necessitate the estimation of

either the CSI or the locations of the users. As shown in Fig. 2.1, these estimates

are computed by the users from known pilot signals at a generic time instant

τ0 in which the satellite is in a given orbital position. Then, the estimates are

provided to the network entity for computing the beamforming coefficients, which

in the following is assumed to be at the GW (or at the gNB to which the GW is

directly connected). It is worth mentioning that when the satellite is no longer

in the visibility of the GW, handover procedures are needed so as to switch the

serving GW. For the sake of simplicity, only a single GW is assumed, without

impacting the generality of this work. The calculated beamforming coefficients
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are sent back to the satellite to be used in the beamforming scheme. As depicted

in the architecture in Fig. 2.1, the satellite moved to a new position within its

orbit. Hence, the actual beamformed transmission takes place at a time instant

denoted as, τ1 = τ0 + ∆τ . The latency, represented as ∆τ , between the phase

of estimating the channel or location and the phase of transmission, results in

a misalignment between the channel on which the beamforming matrix is com-

puted and the actual channel used for transmission. This misalignment affects

the performance of the system. The latency ∆τ can be calculated as follows:

∆τ = τut,max + 2τfeeder + τp + τad (2.1)

where: i) τut,max represents the maximum propagation delay for the UEs seeking

the connectivity in the coverage area, i.e, on the user return link; ii) τfeeder denotes

the delay on the feeder link, this factor is considered twice since the estimates

are to be sent to the GW on the feeder downlink (DL) and then the beamformed

symbols are sent back on the feeder uplink (UL) to the satellite3; iii) τp refers to

the processing delay needed to calculate the beamforming coefficients; and iv) τad

represents any additional delay.

It is worth highlighting that the impact of the phase variation resulting from

payload chains or different on-board Local Oscillators (LOs) can be controlled

by adopting a configuration where a single stable oscillator acts as a common

reference for individual frequency converters. This design is commonly utilized

3The same value is taken twice since the distance travelled by the satellite in the considered
time intervals can be negligible.
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in multibeam satellite architectures [53]. Notably, in case phase perturbations

are modelled (e.g., as those introduced by scintillation), the following proposed

algorithms might need some adjustments, in particular related to signalling and

procedures. This is not considered in this work.

2.3 Antenna array model

The antenna array model is based on ITU-R Recommendation M.2101, [54].

The coordinate system for the Uniform Planar Array (UPA) is shown in Fig. 2.2.

The planar array boresight direction is defined by the direction of the Sub Satel-

lite Point (SSP).

Figure 2.2: Coordinate system for the Uniform Planar Array model.

The center of the reference system is on-board the satellite at the center of the

antenna array and P denotes the position of the on-ground UT, identified by the

direction (ϑ̃, φ̃). In the following, we refer to the user direction in terms of the
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(ϑ, φ) angles, in which the boresight direction is (0, 0) and that allows to easily

derive the direction cosines for the considered user as follows:

u =
Py
||P||

= sinϑ cosφ (2.2)

v =
Pz
||P||

= sinϑ sinφ (2.3)

We can express the array response of the UPA for the generic direction (ϑi, φi)

as the Kronecker product of the array responses of the 2 Uniform Linear Array

(ULA) lying on the y- and z-axis [55, 56]. Let us first define the 1×NH Steering

Vector (SV) of the ULA along the y-axis aH(ϑi, φi) and the 1 × NV SV of the

ULA along the z-axis aV (ϑi, φi):

aH(ϑi, φi) =
[
1, ejk0dH sinϑi cosφi , . . . , ejk0dH(NH−1) sinϑi cosφi

]
(2.4)

aV (ϑi, φi) =
[
1, ejk0dV sinϑi sinφi , . . . , ejk0dV (NV −1) sinϑi sinφi

]
. (2.5)

In the above equations, k0 = 2π/λ is the wave number, λ is the wavelength,

(NH , NV ) denote the number of array elements on the horizontal (y-axis) and

vertical (z-axis) directions, respectively, with N = NHNV , and (dH , dV ) denote

the distance between adjacent array elements on the horizontal and vertical direc-

tions, respectively. We assume that the array is equipped with directive antenna

elements, whose radiation pattern is denoted by gE(ϑi, φi). Therefore, we can

express the total array response, i.e., the (1×N) SV of the UPA at the satellite

targeted for the i-th user as the Kronecker product of the 2 SV’s along each axis
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multiplied by the element radiation pattern:

a(ϑi, φi) = gE(ϑi, φi) aH(ϑi, φi)⊗ aV (ϑi, φi) (2.6)

For the sake of clarity, it is worth providing the description of the 3-D radiation

power pattern gE,dB(ϑ, φ) of each array antenna element at the satellite, [57, 58]

which can be expressed in terms of vertical cut gE,dB(ϑ, φ = 0◦) and horizontal

cut gE,dB(ϑ = 90◦, φ). The vertical cut is obtained by fixing φ to 0◦:

gE,dB(ϑ, φ = 0◦) = −min

{
12

(
ϑ− 90◦

ϑ3dB

)2

, SLAV

}
[dB] (2.7)

with θ3dB = 90◦, ϑ ∈ [0◦, 180◦] and SLAV = 30 dB is the side-lobe attenuation in

the vertical direction. The horizontal cut is obtained by fixing ϑ to 90◦:

gE,dB(ϑ = 90◦, φ) = −min

{
12

(
φ

φ3dB

)2

, Amax

}
[dB] (2.8)

with φ3dB = 90◦, ϑ ∈ [−180◦, 180◦] and Amax = 30 dB is the maximum attenua-

tion. The total 3-D radiation power pattern can be finally expressed as:

gE,dB(ϑ, φ) = GE,max −min{−(gE,dB(ϑ, φ = 0◦) + gE,dB(ϑ = 90◦, φ), Amax} (2.9)

where GE,max is the maximum directional gain of an antenna element and lastly,

gE(ϑ, φ) = 10
gE,dB(ϑ,φ)

20 .
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2.4 Channel model

The CSI vector, hi = [hi,1, . . . , hi,n, . . . , hi,N ], represents the channel be-

tween the N radiating elements and the generic i-th on-ground UE, with i =

1, ...K, and can be expressed as:

hi = G
(rx)
i

λ

4πdi

√
Li
κBTi

e−j
2π
λ
dia(ϑi, φi) (2.10)

where: i) di is the slant range between the i-th user and the satellite; ii) κBTi de-

notes the equivalent thermal noise power, with κ being the Boltzmann’s constant,

B the user bandwidth which is assumed to be the same for all users, and Ti the

equivalent noise temperature of the i-th user receiving equipment; iii) Li denotes

the additional losses considered between the i-th user and the n-th antenna feed

(e.g., atmospheric and antenna cable losses) and, for a single satellite, we can

assume Li,n = Li, ∀n; and iv) G
(rx)
i denotes the receiving antenna gain for the

i-th UT. The additional losses, considered in our system model, are computed as:

Li = Lsha,i + Latm,i + Lsci,i + LCL,i (2.11)

where Lsha,i represents the log-normal shadow fading term, Latm,i the atmospheric

loss, Lsci,i the scintillation, and LCL,i the Clutter Loss (CL), these terms are

computed as per TR 38.811 [59] and 3GPP TR 38.821 [23]. Noting that the CL

is included only in NLOS scenario.

Collecting all of the K CSI vectors, the system-level K × N complex channel
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matrix HSys can be built as follows:

HSys =



h1

...

hk
...

hK


=



h1,1 · · · h1,n · · · h1,N
...

. . .
...

...

hk,1 · · · hk,n · · · hk,N
...

...
. . .

...

hK,1 · · · hK,n · · · hK,N


(2.12)

where the generic i-th row contains the CSI vector of the i-th user and the generic

n-th column contains the channel coefficients from the n-th on-board feed towards

the K on-ground users. For each time frame, the Radio Resource Management

(RRM) algorithm identifies a subset ofKsch users to be served, leading to aKsch×

N complex scheduled channel matrix, H = F(HSys), where F(·) denotes the

RRM scheduling function, which is a sub-matrix of HSys, i.e., H ⊆ HSys, where

H contains only the rows of the scheduled users, i.e., H = [h⊺
1|h

⊺
2| · · · |hKsch

⊺]⊺,

where the symbol | indicates horizontal concatenation.

2.5 MIMO beamforming in standalone LEO satellite scenario

In general, beamforming can be categorized based on:

1. The location where the beamforming/precoding matrix is applied on users’

signals:

• On-Ground Beamforming (OGBF): implemented at the ground control

segment.
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• On-Board Beamforming (OBBF): implemented on-board.

2. The signal space in which the beamforming/precoding matrix is calculated.

• Feed Space: when the channel coefficients between each on-board an-

tenna feed and each user is available, the beamforming and precoding

matrices can be jointly optimised to linearly combine the users’ signals

at feed level.

• Beam space: in this scenario, the beamforming matrix is initially opti-

mized to establish a predefined on-ground beam lattice based on cov-

erage requirements. Subsequently, the precoding matrix is computed

using the knowledge obtained by beamforming between each on-board

equivalent antenna and each user to linearly combine the users’ signals

at the beam level.

In this thesis, we assume in the analysis only feed space beamforming. Fig. 3.3

depicts a block diagram of feed space beamforming, encompassing both OGBF

and OBBF scenarios.

In the case of OGBF, the beamforming matrix is computed and applied to the

users’ signals at the ground segment, i.e., at the GW side. As a result, the

precoded users’ signals are transmitted on the feeder link, considering that each

user is served with the entire beam bandwidth, Bbeams. This implies that the

signals of Ksch users are projected onto an N -dimensional space, leading to a

bandwidth requirement on the feeder link given by NBbeams with OGBF.
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Figure 2.3: Block diagram of feed space beamforming considering OGBF and OBBF.

In the case of OBBF, the beamforming coefficients are computed at the

GW, but their application to the users’ signals is carried out on-board. As a

result, there is a less stringent requirement in terms of bandwidth occupancy on

the feeder link, as only the users’ signals in their original Ksch-dimensional space

are transmitted, leading to the required KschBbeams bandwidth. In the context

of feed space beamforming, the considered beamforming algorithm calculates an

N × Ksch complex beamforming matrix W, which projects Ksch dimensional

column vectors, s = [s1, . . . , sKsch
]T , containing the unit-variance user symbols

onto the N -dimensional space defined by the antenna feeds. In particular, from

the on-board antenna feeds we transmit:

x = Wτ0s (2.13)
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where x is the N -dimensional vector of transmitted symbols from the antenna

feeds, in which it can be noticed that the signal transmitted by the generic nth

antenna feed is a linear combination of the Ksch symbols intended for the sched-

uled users: The Ksch-dimensional vector of received symbols is:

y = Hτ1Wτ0s+ z (2.14)

with z = [z1, . . . , zk, . . . , zKsch
], where zk is a circularly symmetric Gaussian ran-

dom variable (r.v.) with zero mean and unit variance. The unit variance is

motivated by observing that the channel coefficients in (2.10) are normalised to

the noise power. It is important to observe that, the channel matrix Hτ0 is uti-

lized to calculate the beamforming matrix during the estimation phase at the

time instant τ0. However, the beamformed symbols are transmitted to the users

at a different time instant, τ1, where the corresponding channel matrix is distinct

and identified as Hτ1 . Finally, the signal received by generic k-th user can be

expressed as follows:

yk = hkW:,k sk︸ ︷︷ ︸
intended

+

Ksch∑
i=1,i ̸=k

hkW:,i si︸ ︷︷ ︸
interfering

+zk (2.15)
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2.6 Key Performance Indicators (KPIs) of the system

Based on the received symbols, the KPIs of each scheduled user in each

time frame can be obtained starting from the power transfer matrix as follows:

A = |HW|2 (2.16)

The power transfer matrix is aKsch×Ksch real matrix in which the generic a(i, k)-

th element represents the power directed towards the i-th user and received, as

interference, at the k-th terminal, normalised to the noise power. Thus, all of the

diagonal elements of the power transfer matrix represents the useful powers to the

intended users, while the sum of all of the off-diagonal elements on a given row

corresponds to the interference experienced by that user, normalised to the noise

power. Based on A, it is possible to define the received Signal-to-Noise-Ratio

(SNR) and the Interference-to-Noise Ratio (INR), as follows:

SNRk = a(k, k)

INRk =

Ksch∑
i=1,i ̸=k

a(k, i) (2.17)

Then, the Signal-to-Interference Ratio (SIR), can be defined as the ratio between

SNR and INR:

SIRk = SNRk/INRk (2.18)
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From (2.17) and (2.15), the Signal-to-Interference-Plus-Noise-Ratio (SINR) can

be computed as:

SINRk =
SNRk

1 + INRk

=
||hkW:,k||2

1 +
∑Ksch

i=1,i ̸=k ||hkW:,i||2
(2.19)

Based on the aforementioned SINR, the spectral efficiency for serving each user in

each time frame can be derived using either the Shannon bound formula (repre-

senting unconstrained capacity) or relying on the Modulation and Coding (Mod-

Cod) scheme for the considered air interface. In the subsequent discussion, we

adopt the unconstrained capacity approach, and thus the spectral efficiency is

computed as follows:

ηk = log2(1 + SINRk) (2.20)
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Chapter 3 - Benchmark Beamforming Schemes and

Proposed SLNR Bemforming Scheme for NTN systems

To address the potential co-channel interference associated with the FFR

approach, the LEO satellite is assumed to implement linear beamforming schemes

based on MU-MIMO focusing in this chapter on a standalone satellite scenario.

Initially, the discussion of this chapter will focus on benchmark beamforming

schemes, which are implemented based on the knowledge of CSI estimates, such

as Zero-Forcing (ZF) and Minimum Mean Square Error (MMSE). Subsequently,

the beamforming schemes based on the users’ locations on ground, such as Multi-

Beam (MB) and the analog Conventional Beamforming (CBF), will be presented.

Thereafter, we design and propose the Signal-to-Leakage-plus-Noise Ratio (SLNR)

beamforming scheme for a unicast approach of a LEO satellite, considering both

Line Of Sight (LOS) and Non-Line Of Sight (NLOS) propagation scenarios. Fi-

nally, simulation results of the proposed scheme will be provided, comparing its

performance with the aforementioned benchmark schemes in terms of the system

KPIs, i.e., SINR and per-user spectral efficiency, demonstrating the superiority

of the proposed scheme and its significant role in improving the performance of

the considered NTN system.
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The content of this chapter is based on the following published papers:

M.R. Dakkak, D. G. Riviello, A. Guidotti, A. Vanelli-Coralli, “Evaluation

of multi-user multiple-input multiple-output digital beamforming algorithms in

B5G/6G low Earth orbit satellite systems”, in Int. J. Satell. Commun. Net-

work., pp. 1-17, 2023.

M.R. Dakkak, D. G. Riviello , A. Guidotti, and A. Vanelli-Coralli, “ Evalu-

ation of MU-MIMO digital beamforming algorithms in B5G/6G LEO satellite sys-

tems”, 2022 11th Advanced Satellite Multimedia Systems Conference and the 17th

Signal Processing for Space Communications Workshop (ASMS/SPSC), Graz,

Austria, 2022.

49



3.1 Benchmark beamforming algorithms

The MIMO beamforming schemes in NTN could be classified into two

main categories based on the type of ancillary information utilized in computing

the beamforming coefficients.

3.1.1 CSI-based beamforming schemes

In this type of beamforming strategies, the estimation of CSI is required.

These estimates are provided by the users to the on-ground gateway (in OGBF

scenario) in order to compute the beamforming matrix. The CSI-based beamform-

ing strategies considered in this work are: Zero Forcing (ZF) and the Minimum

Mean Square Error (MMSE).

• Zero Forcing (ZF): the initial implementation of the ZF algorithm relies

on the inversion of the channel matrixH. Notably, this approach encounters

numerical challenges as the HHH matrix is often ill-conditioned, character-

ized by a very large condition number, leading to a close-to-singular matrix.

In such cases, the computation of the inverse matrix is susceptible to sig-

nificant numerical errors, resulting in a notable performance decline due to

the inaccuracies in matrix inversion. To address this issue, we turn our

attention to an alternative implementation of ZF as discussed in [60]:

WZF = (HHH)†HH (3.1)
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where † represents the Moore-Penrose pseudo-inverse matrix. It is worth

highlighting that ZF scheme is susceptible to noise enhancement, leading to

potential performance degradation in low SNR scenarios. This is because

the scheme does not incorporate consideration for noise power in its formu-

lation. This lack significantly affects its performance in NTN, as will be

indicated in the subsequent section when presenting the numerical results.

• Minimum Mean Square Error (MMSE): MMSE beamformer, also

known as Regularized Zero Forcing (RZF), is designed to solve the MMSE

problem as follows:

WMMSE = argmin
W

E||HWs+ z− s||2, (3.2)

for which the solution is given by:

WMMSE = (HHH+ diag(α)IN)
−1
HH (3.3)

Here, H is the estimated channel matrix and α is a vector of regularization

factors. Since the channel coefficients are normalized to the noise power,

the optimal value of α is given by α = N/Pt [61], where Pt is the available

transmitted power of the satellite. The equation above leads to a large

dimension of the Gram matrix HHH, containing N × N coefficients. To

address this, an alternative formulation that leads to a Ksch×Ksch matrix,
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is proposed in [62]:

WMMSE = HH(HHH + diag(α)IKsch
)−1 (3.4)

This formulation is computationally efficient since Ksch ≪ N .

3.1.2 Location-based beamforming schemes

In this type of beamforming strategies, only the estimates of the users’

locations are needed. These estimates are provided by the users to the on-ground

gateway (in OGBF scenario) in order to calculate the beamforming matrix. We

consider two location-based beamforming approaches: the switchable Multi-Beam

(MB) scheme and the analog Conventional Beamforming (CBF) scheme.

• The switchable Multi Meam (MB): in this algorithm, as described

in [63], beamforming vectors are computed in an approximated version.

Specifically, a predefined codebook of beamforming vectors is generated

through the following steps: i) spatially sampling the coverage area by defin-

ing a given beam lattice on the ground made of NB beams; ii) identifying

the beam center locations in terms of (u, v) coordinates denoted as cq for

q = 1, · · · , NB (as illustrated in Fig. 3.3); iii) computation the beamform-

ing coefficients that are needed to form signals with the required spatial

signatures, enabling the formation of beams in these specified directions. It

is important to note that while this technique is implemented in the feed

space, it still necessitates the definition of the beam lattice, aligning with
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the beam space approach. The predetermined beamforming codebook is

constructed as B = [b1, . . . ,bq, . . . ,bNB
], where each bq = 1√

N
a(ϑi, φi)

comprises the N -dimensional beamforming vector responsible for steering

the radiation pattern toward the center of the q-th beam. For the generic

k-th user to be served, the relevant beamforming column vector within the

beamforming matrix is chosen based on the column in the beamforming

codebook that aligns with the closest beam center to the location of the

k-th user, i.e.,

WMB = [W:,1, · · · ,W:,q, · · · ,W:,NB
] (3.5)

with

W:,k = B:,j

j = arg min
i=1,··· ,N

||ci − pk||2

where ci is the center of the i-th beam and pk the position of the k-th user.

It is noteworthy to highlight that the performance of the MB approach

is impacted by the resolution of the spatial sampling. Specifically, a lower

number of beams results in a larger approximation, leading to a degradation

in performance. Lastly, it is important to observe that selecting one user per

beam in each time frame results in Ksch = NB. Nonetheless, this technique

is considered as a short-term solution owing to its significant advantage of

not requiring the CSI estimates.

• Conventional Beamforming (CBF) scheme: also referred to as beam

steering, this method generates weights to create a phase shift that com-
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pensates for the delay in the direction (θi, φi) of the intended user. The

weights can be represented as:

W:,i =
1√

NHNV

aH(ϑi, φi)⊗ aV (ϑi, φi) (3.6)

Since the weights only consist of complex exponentials with equal ampli-

tude, this is a fully analog beamforming scheme. Conventional Beamforming

(CBF) is essentially a location-based technique, as the direction (θi, φi) of

the i-th user can be easily determined by knowing its location.

3.2 Proposed SLNR-based beamforming

3.2.1 Literature

The conventional approach to design an optimal MU-MIMO beamforming

scheme typically involves maximizing the SINR for each user. However, this op-

timization problem is known to be challenging due to its coupled nature, and a

closed-form solution does not yet exist. To address this issue, alternative beam-

forming schemes, such as the Signal-to-Leakage-plus-Noise Ratio (SLNR) are in-

troduced. This scheme splits the interconnected optimization problem into a

completely decoupled one. SLNR-based beamforming or precoding approach has

been discussed in some studies and applications related to TN [64–67] and, more

recently, in NTN [68–71]. For example, in [68], the SLNR metric was utilized to

address Secure and Energy Efficient (SEE) beamforming in multibeam satellite

systems. The authors in [69] investigated the secrecy performance of a cogni-
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tive satellite terrestrial network, introducing a hybrid approach involving ZF and

partial ZF to solve the optimization problem and obtain BF weight vectors in a

closed form. In this study [71], it was investigated the design of a generalized

SLNR (G-SLNR) beamformer for multigroup-multicast transmission, focusing on

a single SLNR beamformer design for a group of users with similar channel coef-

ficients, specifically targeting MEO satellite communication systems under clear

sky propagation conditions.

3.2.2 Contribution

In this chapter, we design transmit beamforming vectors based on maxi-

mization of the figure of merit (SLNR) considering a unicast approach for single

LEO satellite systems, taking into account both LOS and NLOS propagation

scenarios. It is worth noting that, to the best of our knowledge, the proposed

scheme has not been introduced before in the state of the art for NTN under the

same assumptions regarding system and channel conditions and with the same

objective. Furthermore, the movement of the satellite and UEs is considered in

the analysis, which adds a further contribution in literature.

3.2.3 Mathematical definition

The power transfer matrix in (2.16) defines the CCI for a given user k as

the interference caused by all other users, i.e.,
∑

i,i ̸=k a(k, i). On the other hand,

the ”leakage” refers to the interference that user k causes to all other users, i.e.,∑
i,i ̸=k a(i, k) and thus it measures the amount of leaking power from that user
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to all other users sharing the same channel. As emphasized before, the problem

of maximizing the SINR for all users in downlink beamforming is well-studied,

and no closed-form solutions are available yet. In contrast, SLNR-based beam-

forming maximizes the SLNR for all users simultaneously, leading to a decoupled

optimization problem with an analytical closed-form solution [72]. SLNR-based

beamforming considers noise power in implementing beamforming vectors, unlike

ZF scheme, and does not impose any dimension condition on the number of trans-

mission/receiving antennas. Furthermore, SLNR beamforming can be classified

as a regularized channel inversion scheme, with customized regularization factors

for each user based on their operating SNR [73], whereas the MMSE scheme

utilizes the same regularization factor for all users which is given by the inversion

of the average SNR value for all users. Fig. 3.1 depicts the schematic of the sig-

nal leakage from user 1 to other users in a downlink multi-user scenario, where

a standalone LEO satellite with N transmit antennas is deployed to serve Ksch

scheduled users.

Considering equation (2.19), it can be observed that the power of the desired sig-

nal component for user k is given by ||hkW:,k||2. Simultaneously, the interfering

power caused by the k-th user on the signal received by the generic i-th user is

given by ||hiW:,k||2. Consequently, the quantity, a leakage for user k, is defined

as the whole power leaked from this user to all other users, expressed as:

Ksch∑
i=1,i ̸=k

||hiW:,k||2. (3.7)
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Figure 3.1: Block diagram depicting the leakage from user 1 on other users.

For the generic k-th user, the useful signal power ||hkW:,k||2 is intended to be

significantly larger than the noise power at its receiver, and in comparison to the

power leaked from this user to all other scheduled users which is indicated in

equation (3.7). Hence, based on these considerations, it can be introduced as a

figure of merit in terms of SLNR:

SLNRk =
||hkW:,k||2

β +
∑Ksch

i=1,i ̸=k ||hiW:,k||2
. (3.8)

For the sake of simplicity, the SLNR expression can be reformulated as:

SLNRk =
||hkW:,k||2

β + ||ZkW:,k||2
(3.9)

where

Zk = [h1| · · · |hk−1|hk+1| · · · |hKsch
]
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is an extended channel matrix that excludes hk only (the vertical bar denotes a

vertical concatenation), while β = Ksch

Pt
denotes the SLNR regualarization factor.

The beamforming matrix aimed at maximizing SLNR for user k is provided by:

Ŵ:,k = argmax
W

SLNRk = argmax
W

||hkW:,k||2

β + ||ZkW:,k||2
(3.10)

In [72], it is demonstrated that the optimal beamformer is associated with a

closed-form solution of the generalized eigenvalue problem, given by:

Ŵ:,k ∝ max eigenvector
{
(βI+ ZHk Zk)

−1 hHk hk
}

(3.11)

Regarding the eigenvector corresponding to the largest eigenvalue of the matrix

(βI + ZHk Zk)
−1 hHk hk, denoted as λmax, the column vector Ŵ:,k is selected ac-

cording to (3.10). This choice results in the maximum SLNR value, expressed

as:

SLNR = λmax

In the Table 3.1, we report the main pros and cons of all benchmark BF schemes

as a comparison with respect to the proposed SLNR BF scheme.

3.3 Complexity analysis

The analysis of the beamforming complexity is fundamental for the practi-

cal deployment and optimization of the beamforming algorithms in NTN systems.
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Table 3.1: Comparison of BF schemes

ZF MMSE MB SLNR

✓ Good performance
in high SNR regime

✓ Good performance
in both low and
high SNR regime

✓ Doesn’t require CSI
knowledge, only
users’ locations

✓ Good performance
in both low and
high SNR regime

✓ Uses a customized
regularization factor
for each user

% Noise enhancement
in low SNR regime

% Requires CSI knowl-
edge

% Requires CSI knowl-
edge

% Approximated
scheme

% Poor performance
with a small number
of beams

% Requires CSI knowl-
edge

% Computationally
expensive (requires
eigen-decomposition
for each user)

It facilitates the comparison of different beamforming schemes and the identifica-

tion of trade-offs between complexity, applicability and performance. Hence, we

provide a comparison between the proposed SLNR-BF scheme with respect to the

ideal MMSE beamforming in terms of the complexity. We focused only on MMSE

BF in the comparison since it is considered as the best performing BF technique

in the literature, as we will see in the subsequent simulation results. The com-

plexity of the SLNR BF algorithm is expressed as: O(KschN
2(P +Ksch+N+1)),

where P represents the number of iterations required to find the eigenvector as-

sociated with the largest eigenvalue, as indicated in (3.11) by using the power
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Figure 3.2: complexity analysis for SLNR and MMSE BF.

iteration algorithm. It is worth noting that such complexity includes: i) the

whole matrix multiplications and inversions, i.e., O(N2(Ksch +N + 1)) [74], and

ii) the power iteration algorithm adds a complexity of O(PN2) for each user [75].

Whereas the complexity of MMSE BF can be expressed as: O(K2
schN(Ksch+2)).

In Fig. 3.2, we provide an analytical comparison in the complexity between SLNR

and MMSE BF showing that the proposed SLNR BF scheme is computationally

more expensive than MMSE BF as it requires eigen-decomposition for each user.
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3.4 Power Normalization Algorithms

The power normalization process is a critical step in beamforming [76],

ensuring that the power emitted by the satellite and each antenna is properly

taken into account. Three options for power normalization are considered:

1. Sum Power Constraint (SPC): this approach imposes an upper bound on

the total on-board power Pt, as follows:

W̃ =

√
PtW√

tr(WWH)
(3.12)

Such normalization scheme preserves the orthogonality of the beamformer

columns but does not guarantee an upper bound on the power transmitted

from each feed. This may result in working in a non-linear regime.

2. Per-Antenna Power Constraint (PAC): the limitation is imposed per an-

tenna with

W̃ =

√
Pt
N

diag

(
1

||W1,:||
, · · · , 1

||WN,:||

)
W. (3.13)

However, the orthogonality in the beamformer columns here is disrupted.

3. Maximum Power Constraint (MPC) solution: This approach ensures that

the power per antenna is upper bounded,

W̃ =

√
PtW√

N maxj||Wj,:||2
. (3.14)
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In this normalization, the orthogonality is preserved, but it may not exploit

the entire available on-board power.

It is important to note that with the MB and the Conventional BF algorithm,

the three normalization schemes lead to the same beamforming matrix, as the

beamforming vectors are normalized by definition.

3.5 Numerical results

3.5.1 Assumptions ans System parameters

Before discussing the simulation results, we provide a general definitions

of all the parameters related to the assumed standalone LEO satellite scenario

according to ITU-R and 3GPP standardization.

1. Satellite’s related parameters

• Satellite altitude: this refers to the height of the satellite above the

ground level, denoted as hsat.

• SSP coordinates: refer to the coordinates for the satellites’ SSP, which

include latitude and longitude.

2. Satellite’s antenna array : we summarize the main parameters necessary for

defining each satellite’s on-board antenna array that have been discussed in

the previous chapter.

• The number of radiating elements along the horizontal and vertical

array axes is denoted by NH and NV , respectively.
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• The horizontal and vertical spacing between elements is specified as

dH = 0.55λ and dV = 0.55λ, where λ = c/fc represents the signal

wavelength.

• The half power beamwidth of a single element on the array’s horizontal

and vertical axis is given by ϑ̃3dB = 90◦ and φ̃3dB = 90◦, respectively.

• The front-to-back ratio on the array’s horizontal and vertical axis is

designated as Am = 30 dB and SLAm=30 dB, respectively.

• The gain of the radiating element is Gel[dBi] = 5.3 dBi.

• Satellite antenna gain: the maximum antenna gain obtained by the

on-board array is defined as

G(tx)
max = Gel + 10 log10NHNV ≈ 35.4 dBi (3.15)

3. UT antenna parameters : Depending on type of the receiver, i.e, VSATs or

handheld, the antenna parameters are determined based on TR 38.821 [77].

The total noise power at the receiver, PN [dB], can be computed in dB by

the following equation:

PN [dB] = Nf [dB] + 10 log10

(
T0[K] + (Ta[K]− T0[K])−0.1Nf [dB]

)
(3.16)

where T0 = 290 K represents the reference ambient temperature, and Nf

denotes the noise figure. Table 3.2 presents the main antenna configuration

parameters for both VSATs and handheld terminals [59]. These parameters
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Table 3.2: Receiving antenna parameters.

Parameter VSAT Handheld

Antenna type Directional Omnidirectional

Polarisation Circular Linear

RX antenna gain G
(rx)
max[dBi] 39.7 dBi 0 dBi per element

Antenna temperature Ta[K] 159 K 290 K

Noise figure Nf [dB] 1.2 dB 7 dB

include the antenna type, polarization type, reception antenna gain value,

temperature, and noise figure. It is worth mentioning that, throughout the

thesis, VSATs are assumed in all simulation results.

4. Beam lattice generation (parameters): To generate the beam lattice within

the MB beamforming scheme, the beam radius is determined through the

following process:

• A single beam is generated towards the Satellite’s SSP direction, de-

noted with the angle pair (ϑSSP, φSSP).

• Based on the antenna model and MU-MIMO design discussed in the

previous chapter, if we denote with the angle pair (ϑi, φi) a generic

i-th direction, the radiation pattern computed for the i-th direction
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without beamforming is given by:

g(tx) (ϑi, φi) = 1⊺ a(ϑi, φi) (3.17)

where 1 denotes aNHHV×1 all-ones vector, while a(ϑi, φi) is computed

as in (2.6).

• The NH ,NV -dimensional unit-norm beamforming vector in the direc-

tion of the SSP (ϑSSP, φSSP), is given by:

b =
1√

NHNV

aH(ϑSSP, φSSP)⊗ aV (ϑSSP, φSSP) (3.18)

• The radiation pattern calculated for the i-th direction, when beam-

forming is implemented to obtain a beam directed toward the SSP,

can be written as:

g
(tx)
bf (ϑi, φi) = bHa(ϑi, φi) (3.19)

• The beamwidth, ϑedge, which sets the radiation pattern value at the

beam edge with respect to the beam center, is determined by finding

the coordinates of the directions at which the above radiation pattern

is (∆Gedge dB) below the value at the beam boresight direction as

follows:

{(u, v) : 20 log10 |g
(tx)
bf |−G(tx)

max ≤ −∆Gedge} (3.20)
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Subsequently, since many coordinates will satisfy this condition, the

angle is obtained as the angle between the beam center direction SSP

and the direction at which the value of 20 log10

∣∣∣g(tx)bf (u, v)
∣∣∣ − G

(tx)
max

achieves the closest value to −∆Gedge. Once ϑedge is known, the beam

lattice is constructed using the procedure outlined in TR 38.821 [20].

It’s noteworthy that, unless specified otherwise, ϑedge is identified at

∆Gedge=-3 dB. Now, let us define the Adjacent Beam Spacing (ABS)

in (u, v) coordinates as:

ABS =
√
3 sinϑedge (3.21)

This value establishes the beam radius on the (u, v) plane, facilitating

the generation of the desired hexagonal beam lattice with ntier tiers.

As an illustrative example, assuming operation in the S-band with fc=2

GHz and λ=0.1499 m, and utilizing the antenna model from the previous

chapter with NH=NV=32, the described procedure leads to ϑedge=1.4325°

and, consequently, ABS=0.0433.

Fig. 3.3, shows an example of the beam lattice obtained with the explained pro-

cedure for a LEO satellite with SSP located at 5.1863°E and 51.7757°N, in which

ntier=5 tiers around the Sub-Satellite Point (SSP) are generated.

It is worth emphasizing that in the simulation results, the UEs are uniformly

distributed with a density of 0.5 users/km2, resulting in an average of K = 28500

users to be served in each Monte Carlo iteration. The evaluation is performed
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Figure 3.3: Beam lattice generated by LEO satellite in S-band.

under full buffer conditions, representing infinite traffic demand. Under these

conditions, users are randomly scheduled using a position-based scheduler, in

which each user is selected for each beam at each time frame. The total number

of time frames is calculated to ensure that all users are served. In Table 3.3,

we summarize the main simulation parameters of the standalone LEO satellite

scenario.

3.5.2 Discussion and results

The numerical assessment is provided for SLNR-based beamforming and

the performance is compared to the benchmark BF schemes, i.e, MMSE, ZF, and

MB beamforming, assuming ideal CSI/location estimates at the transmitter side.

Notably, the CBF is not considered in the simulation results of this chapter where

it will be considered as location-based BF scheme in Chapters 4 and 5. It is worth

highlighting that, when considering VSATs as a receiving terminals, we don’t
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Table 3.3: Simulation parameters (proposed SLNR BF).

Parameter Range

Operating band S-band (2 GHz)

User bandwidth 30 MHz

Beamforming space feed

Receiver type and scenario Fixed VSATs, Travelling VSATs

Receiver speed, νUE (0, 250) km/h

Propagation scenario LOS, NLOS

System scenario urban

Total on-board power density, Pt,dens (1,4,7) dBW/MHz

Number of tiers 5

Number of beams S 91

Number of scheduled users KSch 91

Number of transmitters N 1024 (32 ×32 UPA)

User density 0.5 user/km2

have any interference rejection advantages associated with the directive radiation

pattern. This is because it is assumed that all UEs’ antennas are directed towards

a single satellite, with co-located antenna feeds on-board.
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We first assume VSATs as fixed terminals and focus on LOS propagation scenario

in an urban environment, in which the channel coefficients include free space loss,

log-normal shadow fading, atmospheric loss, and scintillation according to TR

38.811 [59], and 3GPP TR 38.821 [77].

Fig. 3.4 shows the Cummulative Distribution Function (CDF) of the users’

SINR and spectral efficiency for all the considered beamforming schemes with SPC

and MPC normalization. The results demonstrate that the proposed SLNR-based

beamforming outperforms MMSE, ZF and MB. Notably, ZF with SPC normaliza-

tion exhibits superior performance compared to MB scheme. Additionally, it can

be noticed that SPC normalization, for all schemes, is regarded as the most effec-

tive in terms of performance. However, SPC normalization does not ensure that

each antenna element or feed does not excced its allowed power emission limits.

Therefore, MPC and PAC solutions may be preferred in this regard. However,

comparing between MPC and PAC, it becomes evident that MPC performs signif-

icantly better, especially when the interference in the system is high, such as for

large transmission power and VSAT terminals with high antenna gains. In such

scenarios, maintaining the orthogonality between the columns in the beamforming

matrix is crucial. Consequently, for all beamforming algorithms, PAC presents

the worst performance. Hence, we focus in the analysis only on SPC and MPC for

the power normalization. Figure 3.5 presents a comparative analysis of the spec-

tral efficiency performance between SLNR and MMSE beamforming for various

values of transmitted power density Pt = {1, 4, 7} dBW/MHz. Notably, doubling

the transmitted power in the SLNR scheme yields a gain in the range of 0.7-0.8
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(a) SINR.

(b) Spectral efficiency.

Figure 3.4: CDF of users’ SINR and spectral efficiency for fixed VSATs in LOS
scenario, at Pt = 4 dBW/MHz.
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Figure 3.5: CDF of users’ spectral efficiency for fixed VSATs in LOS scenario for SLNR
and MMSE beamforming with different power density values, P1 = 1 dBW/MHz (solid
line), P2 = 4 dBW/MHz (dashed line), and P3 = 7 dBW/MHz (dotted line).

bit/sec/Hz, while for MMSE, the gain is in the order of 0.35-0.45 bit/sec/Hz.

These findings underscore the additional advantage and superior performance of

the SLNR BF algorithm. In contrast, the situation is different for PAC, in which

a higher transmission power results in worse spectral efficiency. This observation

indicates a considerable sensitivity to the loss of orthogonality in the columns of

the beamforming matrix in scenarios with increased interference.

Furthermore, by assuming NLOS propagation scenario in an urban en-

vironment, the users experience in addition to the impairments already present

in LOS scenario, the Clutter Loss (CL),[59, 77]. The CDF of the users’ SINRs

and spectral efficiencies for all the evaluated beamforming schemes in NLOS sce-

nario considering fixed VSATs are shown in Fig. 3.6. In NLOS scenario as well,
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(a) SINR

(b) Spectral efficiency

Figure 3.6: CDF of users’ SINR and spectral efficiency for fixed VSATs in NLOS
scenario with Pt = 4 dBW/MHz.

the SLNR-based beamforming scheme performs better than the optimal MMSE

scheme, followed by MB. Notably, ZF exhibits poor performance due to its high
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sensitivity to shadowing and clutter loss. Such superiority of the SLNR scheme

in both LOS and NLOS scenarios demonstrates its robustness against different

propagation conditions. It is worth emphasizing that the improved performance

of SLNR-based beamforming with respect to MMSE-BF is motivated by the fact

that SLNR utilizes a customized regularization factor for each user, while the

MMSE scheme employs the same regularization factor for all users. This dis-

tinction is crucial in the presented NTN scenario, in which the users experience

non-uniform and extremely fluctuating SNRs. Fig. 3.7 illustrates a significant

degradation in performance under NLOS conditions compared to LOS scenarios.

The spectral efficiency degradation is approximately 4-4.5 bit/s/Hz for SLNR-

based beamforming (for both SPC and MPC), 3-4 bit/s/Hz for MMSE-SPC, and

1-2 bit/s/Hz for MMSE-MPC. This decline in performance is due to the chal-

lenges posed by NLOS conditions, highlighting the impact of the environment on

the effectiveness of the different beamforming schemes.

Moreover, we extend the analysis to encompass not only fixed VSATs

but also VSATs traveling at νUE = 250 Km/h as defined in 3GPP TS 22.261

[78]. Figure 3.8 presents the CDFs of the spectral efficiency for vehicular VSATs,

considering all the beamforming schemes in both LOS and NLOS scenarios. The

results indicate once again that the SLNR beamforming outperforms MMSE,

followed by MB and ZF beamforming schemes. Finally, as previously described in

the system model, all beamforming coefficients are calculated based on the channel

matrix estimated at time instant τ0, while transmission takes place at time instant

τ1, when the satellite has moved in its orbit to a new position. Table 3.4 presents
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Figure 3.7: CDF of users’ spectral efficiency for fixed VSATs and MMSE/SLNR
beamforming schemes with Pt = 4 dBW/MHz in LOS scenario (solid line) and NLOS
scenario (dashed line).

a performance comparison of the beamforming schemes between our scenario

(CSI estimation with channel aging) and the genie-aided CSI estimation scenario,

where the channel coefficients can be estimated and transmitted simultaneously.

From the average SINR and spectral efficiency values in Table 3.4, a minimal

degradation in performance is observed compared to the genie-aided CSI case.

Specifically, for SLNR-SPC, the average SINR experiences a degradation of 1.18

dB, and for MMSE-SPC, it is degraded of 1.22 dB. However, we will discuss the

channel aging issue and the possible technologies to mitigate it in Chapters 5 and

6.
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(a) LOS

(b) NLOS

Figure 3.8: CDF of users’ spectral efficiency for vehicular VSATs and all considered
BF schemes in LOS and NLOS scenarios with Pt = 4 dBW/MHz.
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Table 3.4: Average performance of BF schemes in case of CSI estimation with channel
aging vs. genie-aided CSI estimation.

KPIs BF Schemes

Genie-aided CSI

SLNR-SPC SLNR-MPC MMSE-SPC MMSE-MPC ZF-SPC ZF-MPC

SINR [dB] 22.97 13.80 17.17 11.36 9.92 -1.92

Rate [bit/s/Hz] 7.71 4.84 5.80 3.93 3.49 0.84

CSI with channel aging

SLNR-SPC SLNR-MPC MMSE-SPC MMSE-MPC ZF-SPC ZF-MPC

SINR [dB] 21.79 13.48 15.95 10.47 9.56 -1.96

Rate [bit/s/Hz] 7.32 4.75 5.41 3.69 3.50 1.1

3.6 Conclusions

In this chapter, we introduced and evaluated MU-MIMO beamforming

algorithms for a standalone LEO scenario. Furthermore, we proposed SLNR

beamforming for NTN systems, which addresses the challenge of joint optimiza-

tion between beamforming vectors by splitting it into multiple separate optimiza-

tion problems for the targeted users. We performed a comparative analysis with

benchmark algorithms, including both CSI-based (MMSE and ZF) and location-

based beamforming (MB). The numerical results demonstrated the superior per-

formance of SLNR beamforming in terms of spectral efficiency and SINR, out-

performing MMSE, MB, and ZF beamforming schemes in both LOS and NLOS
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condition scenarios. The assessment considered the satellite’s movement with

both fixed and moving or travelling VSATs, showing a performance degradation

when transitioning from LOS to NLOS propagation scenarios. Regarding nor-

malizations, SPC approach proved the best performance across all beamforming

algorithms, followed by MPC one, while PAC provided the worst performance.

Moreover, a slight improvement for the SLNR BF with respect to the MMSE BF

was observed when increasing the same amount of the transmitted power density.
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Chapter 4 - LFOV Planar Subarrayed Architecture with

Beamforming in NTN Systems

In this chapter, we first provide the state of the art on subarrays antenna

architecture and then we propose the LFOV subarrays with CSI/location-based

beamforming on-board in standalone satellite scenario. Thereafter, we discuss

the mathematical description of the proposed scheme and the main assumptions

of the system model. Finally, simulation and numerical results of the proposed

scheme will be provided, comparing its performance with the benchmark beam-

forming design without subarraying in terms of the system KPIs, demonstrating

the superiority of the proposed scheme and its significant role in improving the

performance of the considered NTN system.

The content of this chapter is based on the following published paper:

M. R. Dakkak, D. G. Riviello, A. Guidotti and A. Vanelli-Coralli, “Assessment of

Beamforming Algorithms with Subarrayed Planar Arrays for B5G/6G LEO Non-

Terrestrial Networks”, European Wireless 2023; 28th European Wireless Confer-

ence, Rome, Italy, 2023.
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4.1 State of the art on subarrays

In [79], the authors presented a comprehensive review of recent advance-

ments in antenna technology that have facilitated the commercial applications of

planar arrays in NTN. While phased arrays have demonstrated notable benefits in

terms of compactness, electronic steering, and rapid reconfigurability compared

to the conventional solutions, such as reflector antennas, certain challenges are

still present. These challenges include the affordability of the antenna, its ro-

bustness, the complexity of the Beamforming Network (BFN), power efficiency,

and the increasing demand for a greater number of antenna elements to meet

the requirements of evolving B5G and the future 6G systems. One of the main

solutions, to address such issues related to the cost and complexity, is the subar-

rayed configuration [80, 81], i.e., a partition of the larger planar array into smaller

planar arrays. This partitioning is crucial to achieve specific design goals such as

providing more degrees of freedom (DoF), alleviate the hardware complexity, and

improve system performance. Subarrayed configuration is presented in the litera-

ture of TN [82–85] ant NTN [86, 87]. For instance, in [88], the authors proposed

a novel beamforming architecture based on phased subarrays for TN. This study

showed that subarrays, when properly combined at the user locations, provide

relatively high gains towards the intended users and sufficiently low inter-user

interference levels. In [89], the authors introduced a design of beamforming algo-

rithms for MU-MIMO communications in LEO satellite systems utilizing multiple

subarrays, in which each radio frequency (RF) chain drives one subarray allowing
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(a) Overlapped subarrays (b) Non-overlapped subarrays

Figure 4.1: Categories of subarrays architecture [82].

the reduction in the number of beamforming ports and, consequently, relaxing

the on-board processing requirements. An array of subarrays can be classified

into two main categories of architecture, according to [90], as:

• Non-overlapped architecture: each RF chain is connected to a separate

subset of antenna elements.

• Overlapped architecture: each RF chain is connected to a subset of antenna

elements, that overlaps with other subsets.

Fig 4.1 provides an example of an overlapped and non-overlapped subarrays archi-

tecture. Regarding the beamforming with sybarrayed configuration, two different

categories can be distinguished based on the level of the beamforming implemen-

tation [91], i.e.,

• beamforming at element level: when beamforming is applied at element

level, it means that the phase and/or amplitude of the individual antenna
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elements within the subarray are adjusted to steer the beam towards a

specific direction. Such implementation increases the complexity of the

system, as it requires precise control over each element and thus it can

lead to higher system complexity and cost, especially for large-scale phased

arrays.

• beamforming at subarray level: it involves adjusting the phase and/or

amplitude of the combined output of the subarray to achieve the desired

beam pattern. It reduces system complexity by grouping elements into sub-

arrays compared to the design at element level, especially for large arrays.

Moreover, it can be considered as a solution to reduce the number of phase

shifters or RF chains, which are essential components in phased array an-

tennas, leading to cost savings.

This type of configuration is also known as Limited Field Of View (LFOV)

array as it utilizes a very narrow steering range. In [92], the LFOV archi-

tecture is introduced, in which subarrays can be placed at a spacing larger

than half of the wavelength to reduce the angular steering range and simul-

taneously increase the directivity within the same range. When spacing is

larger than half of the wavelength, grating lobes arise, nevertheless, they

will appear outside the narrow steering range and thus will not impact the

performance in this type of applications.
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4.1.1 Contribution

The main contribution of this chapter to the literature of NTN, is propos-

ing MU-MIMO based on CSI/location beamforming schemes incorporated with

LFOV architecture of non-overlapped subarrays on-board of standalone LEO

satellite scenario. By comparing the proposed scheme to the reference design

in the literature, we proved the superiority of the proposed scheme in terms of

system level performance while emphasizing that the number of RF chains for

both scenario, i.e, the reference and proposed one, is the same. Hence, no costs

added related to RF chains. Furthermore, we consider the movement of the satel-

lite as a further novelty.

4.2 Mathematical model

In the analysis of this chapter, we extend and develop the previous system

model which is thoroughly explained in Chapters 2 and 3, by implementing LFOV

subarrays on-board of LEO satellite in standalone satellite scenario. With refer-

ence to the planar array geometry shown in Fig. 2.2, we can express the overall

array response of the UPA made of subarrays in the direction (ϑi, φi) for user i

as the Kronecker product between the two array responses of the Uniform Linear

Arrays (ULAs) lying on the y-axis and z-axis. Let us first define the 1 × NH

Steering Vector (SV) of the ULA along the y-axis, aH(θi, φi), and the 1×NV SV

of the ULA along the z-axis, aV (θi) [93]:

aH(ϑi, φi) =
[
1, ejk0MHdH sinϑi cosφi , . . . , ejk0MHdH(NH−1) sinϑi cosφi

]
(4.1)

aV (ϑi, φi) =
[
1, ejk0MV dV sinϑi sinφi , . . . , ejk0MV dV (NV −1) sinϑi sinφi

]
(4.2)
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Figure 4.2: Structure of the subarrayed UPA on baoard of a single NTN node.

where k0 = 2π/λ is the wave number, NH , NV denote the number of subarrays on

the horizontal and vertical directions, respectively, withN = NHNV , andMH ,MV

denote the number of antenna elements per each subarray on the horizontal (y-

axis) and vertical (z-axis) directions, respectively, with M =MHMV , and finally

dH , dV denote the distance between adjacent antenna elements on the horizontal

and vertical directions, respectively, as shown in Fig. 4.2.

It is worth mentioning that the total number of antenna elements are

Ntot = MN , where M = 1 if subarraying is not implemented. We can define

the total steering vector of the full UPA (an array equipped with subarrays as

antenna elements) as the Kronecker product of the 2 SV’s along each axis:

aUPA(ϑi, φi) = aH(ϑi, φi)⊗ aV (ϑi, φi). (4.3)
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We assume that the satellite is equipped with directive antenna elements (as

previously assumed in Sec. 2.3), and the radiation pattern of each element is

denoted by gE(ϑi, φi) according to Table 3 in [54]. These elements are grouped

in N subarrays of size MH ×MV . It is worth recalling that a LFOV array has

neither steering nor beamforming capabilities at antenna element level, but only

at subarray level; for this reason, the linear phase shifts of the SVs in (4.1) and

(4.2) are taken with respect to the center of each subarray. We can define the

subarray factor Fsub(ϑi, φi) as:

Fsub(ϑi, φi) =
sin
(
MH

2
k0dH sinϑi cosφi

)
√
MH sin

(
1
2
k0dH sinϑi cosφi

) sin
(
MV

2
k0dV sinϑi sinφi

)
√
MV sin

(
1
2
k0dV sinϑi sinφi

) .
(4.4)

Finally, we can express the total SV of the UPA of subarrays made of directive

antenna elements at the satellite targeted for the i-th user as the product between

the full UPA aUPA(ϑi, φi), the element radiation pattern, and the subarray factor:

a(ϑi, φi) = gE(ϑi, φi)Fsub(ϑi, φi) aUPA(ϑi, φi). (4.5)

It is worth highlighting that the same assumptions related to the movement of the

satellite and general system architecture, depicted in Fig. 2.1, are considered. Fur-

thermore, we consider the same channel model expressed in this equation(2.10) in

Chapter 2. However, the main difference here is the new steering vector generated

by the proposed LFOV subarrays architecture.
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4.3 Numerical Assessment

We present the numerical results of the evaluation based on the parameters

listed in Tab. 4.1. The outcomes of the simulation are reported by means of the

CDFs of the spectral efficiency of the users. Assuming fixed positions of UEs,

they are uniformly distributed with a density of 0.5 users/Km2. This density

translates to an average number of users K = 28500 to be served for each Monte

Carlo iteration.

Based on these premises, the users are scheduled based on their location.

Specifically, a beam lattice is generated on ground only for scheduling purposes,

as shown in Fig. 3.3, and a single user is randomly selected for each beam at each

time slot; the total number of time slots is determined to ensure that every user

is served at least once, as assumed previously in the results of chapter 3. Based

on the coverage area shown in Fig. 3.3, it is possible to compute the minimum

elevation angle, i.e., for a user at the edge of the coverage area, which is equal to

76◦. This corresponds to a angular steering range for the array ∆ϑ = ∆φ = 28◦

in both angular directions, which justifies the use of a LFOV array. The analy-

sis is provided for subarrayed MMSE and CBF beamforming schemes and then

the performance is compared to the benchmark beamforming design without sub-

arraying. In order to have a fair comparison, the transmitted power in case

of subarrayed BF has been divided by (MHMV ), i.e., the maximum achievable

subarray gain, so that the Effective Isotropic Radiated Power (EIRP) for both

subarrayed and non-subarrayed cases shall be equivalent. Since the LFOV ar-
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Table 4.1: System Configuration Parameters (proposed LFOV architecture)

Parameter Value

Carrier frequency S-band (2 GHz)

User bandwidth 30 MHz

Beamforming space feed

Receiver type fixed VSATs

Channel model LOS

Propagation scenario urban

Total on-board power density Pt,dens without subarraying 4 dBW/MHz

Total on-board power density with subarraying Pt,dens − 10 log10(MHMV )

Number of scheduled users Ksch 91

Number of subarrays N 1024 (32 ×32)

Number of elements per each subarray M (2× 2), (3× 3), (4× 4)

Number of antenna elements without subarraying Ntot = N 1024

Number of antenna elements with subarraying Ntot = MN 4096, 9216, 16384

User density 0.5 user/km2

Minimum elevation angle of the coverage area 76◦

Angular scanning range (∆ϑ = ∆φ) 28◦

ray has no steering capability at antenna element level, it is worth mentioning

that no hybrid beamforming is taken into account in this analysis, only digital

beamforming, e.g. MMSE BF scheme or analog beamforming, e.g., CBF scheme.
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(a) Subarray 2× 2

(b) Subarray 3× 3
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(c) Subarray 4× 4

Figure 4.3: CDF of VSATs’ spectral efficiency considering MMSE and CBF BF
schemes.

We suppose LOS propagation scenario in urban environment. Fig. 4.3 shows the

CDF of spectral efficiency of the users considering MMSE and CBF beamform-

ing schemes with SPC and MPC normalization and three different dimensions

of subarrays are considered, i.e., 2 × 2, 3 × 3 and 4 × 4. It can be noticed, in

Fig. 4.3a, that the proposed BF configuration with 2 × 2 subarrays outperforms

the BF design without subarraying for optimal MMSE followed by CBF. SPC

performs better than MPC normalization since the latter does not exploit the

whole available on-board power. In Fig. 4.3b, with subarray 3× 3, we get a gain

in the rate for MMSE-SPC in the order of 3.5 bit/sec/Hz, for MMSE-MPC in

the order 5 bit/sec/Hz and for CBF in the order 3.5-4 bit/sec/Hz; whereas, in
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Fig. 4.3c, with subarray 4×4, we obtain a gain in the rate for MMSE-SPC in the

order of 1.7-2 bit/sec/Hz, for MMSE-MPC in the order 3-4 bit/sec/Hz and for

CBF in the order 4-4.5 bit/sec/Hz. It is worth noting that the analog CBF with

3× 3 and 4× 4 subarray configuration can clearly outperform the digital MMSE

with MPC normalization with no subarrays, while the performance of analog CBF

with 4× 4 subarray configuration and digital MMSE-SPC with no subarrays are

very similar. Tab. 4.2 details the average values of the KPIs including SINR, SIR,

SNR, INR, the rate and the relative gain (percentage) with subarrays compared

to the benchmark of the considered BF schemes, taking into account different

dimensions of subarrays.The superiority of the subarrayed configuration over the

non-subarrayed one for both MMSE and CBF is motivated by the capability of

an LFOV arrays to have high directivity as they produce narrower beams over

the service area. Consequently, such high directivity enhances the interference

mitigation capability of the proposed beamforming techniques. Furthermore, by

observing Figs. 4.3a, 4.3b, 4.3c, and Tab. 4.2, it can be observed that the 2× 2

is the best configuration for MMSE, while for larger subarray configurations, the

loss of SNR due to the reduction in angular scanning range becomes predominant

factor; while for CBF, the 4 × 4 configurations exhibits the best performance

as it shows the highest interference rejection capability (highest SIR and lowest

INR), as shown in the table Tab. 4.2. To conclude the analysis of this chap-

ter, we also assess the performance of SLNR BF with subarrays for both SPC

and MPC normalization and compared its performance with the optimal MMSE

BF. Fig. 4.4 shows the CDF of the spectral efficiency of the users considering
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Table 4.2: Performance of BF with subarraying MH ×MV .

BF
Scheme

KPIs

SINR SIR SNR INR Rate

[dB] [dB] [dB] [dB] [bits/sec/Hz] Relative gain [%]

Without Subarrays

MMSE-SPC 15.93 18.09 25.21 7.12 5.40 -

MMSE-MPC 10.47 18.09 13.54 -4.55 3.69 -

CBF 0.35 0.35 47.75 47.40 1.11 -

Subarray 2× 2

Sub MMSE-SPC 38.61 42.15 42.89 0.74 12.83 137.59

Sub MMSE-MPC 37.28 42.15 40.39 -1.76 12.38 235.5

Sub CBF 9.5 9.51 46.45 36.94 3.38 204.50

Subarray 3× 3

Sub MMSE-SPC 26.38 39.71 26.95 -12.77 8.80 62.96

Sub MMSE-MPC 25.73 39.71 26.22 -13.49 8.59 132.79

Sub CBF 14.12 14.99 36.30 21.30 4.80 332.43

Subarray 4× 4

Sub MMSE-SPC 20.56 37.69 20.84 -16.85 7.08 24.29

Sub MMSE-MPC 20.14 37.69 20.41 -17.28 6.95 88.35

Sub CBF 15.34 18.49 27.42 8.93 5.30 377.48
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(a) Subarray 2× 2

(b) Subarray 3× 3
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(c) Subarray 4× 4

Figure 4.4: CDF of users’ spectral efficiency for VSATs considering SLNR and MMSE
with different subarray configurations.

SLNR and MMSE BF schemes with SPC and MPC normalization. It can be

noted that the proposed BF configuration with subarray 2 × 2 in Fig. 4.4a out-

performs the BF design without subarraying for SLNR followed by MMSE. In

Fig. 4.4b, with subarray 3 × 3, we get a gain in the rate for SLNR-SPC in the

order of 5 bit/sec/Hz, in the order 7 bit/sec/Hz for SLNR-MPC, in the order of

3.5 for MMSE-SPC, and finally about 5 bit/sec/Hz for MMSE-MPC. Whereas,

in Fig. 4.4c, with subarray 4× 4, the gain in the spectral efficiency with respect

to no subarrays is in the order of 2.5 bit/sec/Hz for SLNR-SPC, and in the order

of 5 bit/sec/Hz for SLNR-MPC.
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4.4 Conclusions

In this chapter, we proposed LFOV architecture of planar non-overlapped

subarrays on-baord in standalone LEO satellite scenario. We assessed the per-

formance of digital BF (MMSE, SLNR) and analog BF as the benchmark al-

gorithms dependent on CSI and non-CSI, respectively. Based on the numerical

results, both digital and analog beamforming with subarraying proved to have

significantly higher performance in terms of spectral efficiency compared to the

reference non-subarrayed architecture. Furthermore, SLNR BF scheme showed

once again better performance than MMSE BF with all the configurations of sub-

arrays. The evaluation focused on the design of non-overlapped LFOV arrays, i.e,

the beamforming has been implemented at subarray level only. We considered

various dimensions in the configuration. In the next chapter, we will assess the

improved performance introduced by this type of architecture in multiple satellite

scenario.
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Chapter 5 - Cell-Free Federated MIMO Bemaforming in

Multiple LEO Satellite Scenario

Mega LEO (or NGSO nodes) constellations are recognized as one of the

main enabling technologies for B5G and 6G systems. These constellations are

instrumental in providing global coverage, and seamless connectivity [94, 95].

They pave the way for the implementation of advanced interference management

techniques, such as distributed or federated massive MIMO technology, which

involves non-co-located antenna elements onboard multiple satellites grouped

within swarms. In this chapter, we adopt a multiple satellites scenario instead of

standalone satellite considered in the previous chapters.

We, first, discuss possible options of multiple NGSO nodes NTN architec-

ture, then we describe the system model of the proposed Cell-Free (CF) federated

MIMO incorporated with LFOV subarrays in NTN. Thereafter, the numerical re-

sults in terms of system KPIs are provided showing a significant improvement

obtained by the proposed scheme in such type of NTN architecture. Finally,

a comparative analysis between single satellite node and multiple satellite node

scenario is evaluated highlighting the trade-off between interference management

limitation and the extended coverage provided by multiple satellite scenario.
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The content of this chapter is based on the following accepted and pre-

sented paper at the IEEE WCNC 24 conference:

M. R. Dakkak, D. G. Riviello, A. Guidotti and A. Vanelli-Coralli, “Federated

Beamforming with Subarrayed Planar Arrays for B5G/6G LEO Non-Terrestrial

Networks”, 2024 IEEE Wireless Communications and Networking Conference

(WCNC), Dubai, United Arab Emirates.
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5.1 Contribution

The main contribution of this chapter is proposing a LFOV subarrays

architecture incorporated with CF federated MIMO to improve system perfor-

mance, and mitigate the CCI in FFR scenario within NTN systems. To the best

of our knowledge, this particular scheme has not been previously presented in the

existing literature within this type of NTN architecture. Additionally, the pro-

posed design is deemed a cost-effective strategy, as it does not require an increase

in the number of RF chains compared to the reference design. Furthermore, the

consideration of the movement of a swarm of multiple satellites introduces an

additional element of novelty to the proposed approach.

5.2 System architecture options

In this section, we distinguish between two possible architectures of NGSO

based NTN to support Cell-free MIMO beamforming, [13]:

• Centralized MIMO architecture, in which MIMO is implemented with co-

located radiating elements on-board a single satellite (this option was as-

sumed in the previous analysis of the first four chapters).

• Federated MIMO architecture, where MIMO is implemented with non co-

located radiating elements on-board multiple satellites belonging to the

same formation, i.e, swarm.

With legacy transparent payloads, scheduling and beamforming are entirely de-

fined on-ground; then, the beamforming coefficients can be applied to the users’
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signals either on-board or on-ground, in this case no federated MIMO is possible

and each node behaves as a standalone satellite scenario. Whereas for federated

MIMO option, regenerative payload is needed as it requires a tight time and

frequency synchronisation among the cooperating satellites in the swarm, which

can be only achieved by means of Intra-Swarm Links (ISL). When regenerative

payload is assumed, the CF federated MIMO architecture can be classified based

on the the type of functional split, i.e, determining which layers of NR gNB are

implemented on-board in the Distributed Unit (DU), gNB-DU, and which ones

are implemented on-ground in the Centralized Unit (CU), gNB-CU, as defined in

3GPP TR 38.801 [96], furthermore, swarms can even be implemented with a full

gNB (i.e., with all functions) on each NGSO node. It is worthwhile highlighting

that, in the framework of NTN systems, the term Cell-Free refers to not requiring

the definition of a beam lattice on-ground, thus computing the beamforming co-

efficients based on the channel between the on-board radiating elements (rather

than the equivalent beam antennas) and the users. In this chapter, we consider

the architecture option of CF federated MIMO, as depicted in Fig. 5.1.

5.3 System Model

We consider a constellation of NGSO nodes providing the service to the

on-ground UEs. Notably, for a generic coverage area, only a subset of nodes will

be visible from all of the UEs, based on the nodes’ field of view and the mini-

mum elevation angle requirements. In this chapter, we assume S NGSO nodes

in a generic single swarm are visible by all the UEs in the considered area. The
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Figure 5.1: CF federated MIMO beamforming architecture for p-th NGSO swarm.

visibility assumption is possible thanks to the handover procedure that can be

implemented through Intra-Swarm Links and/or Inter-Swarm links in the con-

stellation [97]. It is worth mentioning that the handover procedure is out of

scope of this thesis where the focus will be on the analysis of cell free federated

MIMO schemes within swarms of multiple satellites. Additionally, thanks to ISLs,

the nodes can synchronize the transmission in the time and frequency domains

for realization the distributed BF schemes in feed space scenario. Each node is

equipped with an on-board UPA made of Ntot = MN total radiating elements

grouped into N subarrays of M elements, providing connectivity to K uniformly

distributed on-ground UEs and utilizing the same spectral resources (FFR). We

consider Earth-moving beams, i.e., the coverage area of each node is always cen-

tered around its Sub Node Point (SNP) and, thus, the beams move on-ground

along with the node on its orbit. For the sake of simplicity, we assume that
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all the nodes are at the same altitude and are equipped with the same antenna

configuration as a typical mega-constellation. To ensure the user connectivity,

the NGSO node shall establish a logical connection with a Centralized Unit on-

ground gNB-CU (i.e., OGBF computation is assumed here). This connection can

be achieved by either i) each node is assumed to be directly linked to a ground-

based gateway (GW), or ii) to be connected to another node in the constellation

by means of ISLs . Fig. 5.1 depicts the system architecture of the p-th NGSO

swarm which requires G on-ground GWs. However, for the sake of simplicity,

we depict only a single GW. The nodes are supposed to enable distributed BF

schemes (introduced in the next section) which require the estimates of either

the CSI or the user locations, respectively, to be provided by the UEs. Fig. 5.1

also illustrates the four main steps of on-ground BF in the proposed scenario:

i) the CSI or location estimates are obtained by the UEs at time instant t0 and

sent to the network, when the nodes of the p-th swarm are located at a specific

orbital position; ii) the estimates are returned to the gNB-CU to calculate the

beamforming coefficients; iii) such coefficients are sent to the nodes of the p-th

swarm to be applied to the users’ signals on-board by each gNB-DU; iv) the

transmission of the beamformed signals occurs at time instant t1 > t0. During

the aging interval, ∆t = t1 − t0, the NGSO nodes have moved and, thus, there is

a misalignment between the actual channel used during the transmission and the

estimated channel used to compute the beamforming matrix. Hence, the MIMO

performance will be impacted by such misalignment; the smaller the aging delay,

the better the MIMO performance.
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The aging delay is computed as:

∆t = tuser + t
(UL)
feeder + t

(DL)
feeder + tp + trout + tad (5.1)

where: i) tuser is the latency on the user return link; ii) t
(DL)
feeder is the delay on the

feeder downlink; ii) t
(UL)
feeder is the delay on the feeder uplink; iii) tp is the process-

ing delay required to compute the beamforming coefficients; and iv) trout is the

latency due to routing on the ISLs, if present; finally tad includes any additional

delay. Moreover, to avoid the feeder link latency, beamforming procedure can be

implemented totally on-board in federated MIMO architecture, leading to miti-

gate the channel aging issue.

We assume the same antenna array model for each node which is based on ITU-R

Recommendation M.2101-0. Generally, the antenna boresight direction points to

the SNP, while the point P represents the position of the user terminal on the

ground. The user direction can be identified by the angle pair (ϑ, φ) where the

boresight direction is (0,0). We can now derive the direction cosines for the con-

sidered user as: u = Py

∥P∥ sinϑ sinφ, and v = Pz

∥P∥ cosϑ. The total array response

of the UPA of the s-th node in the generic direction (ϑi,s, φi,s) can be expressed

as the Kronecker product between the array responses of the 2 ULAs of the s-th

node lying on the y-axis and z-axis. We first define the 1 × NH Steering Vector

(SV) of the ULA along the y-axis, aH(θi,s, φi,s), and the 1×NV SV of the ULA

along the z-axis, aV (θi,s) [93]:

aH(ϑi,s, φi,s) =
[
1, ejk0MHdH sinϑi,s cosφi,s , . . . , ejk0MHdH(NH−1) sinϑi,s cosφi,s

]
(5.2)

aV (ϑi,s, φi,s) =
[
1, ejk0MV dV sinϑi,s sinφi,s , . . . , ejk0MV dV (NV −1) sinϑi,s sinφi,s

]
(5.3)
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where: k0 = 2π/λ is the wave number, NH , NV denote the number of subarrays on

the horizontal and vertical directions, respectively, withN = NHNV , andMH ,MV

denote the number of antenna elements per each subarray on the horizontal (y-

axis) and vertical (z-axis) directions, respectively, with M =MHMV , and finally

dH , dV denote the distance between adjacent antenna elements on the horizontal

and vertical directions, respectively, as depicted in the strucure of subarrayed

UPA for a single NTN node in Fig. 4.2. It is worth mentioning that the total

number of antenna elements for each s-th node are Ntot =MN , where M = 1, if

subarraying is not implemented. We can define the total steering vector of the full

UPA (an array equipped with subarrays as antenna elements) of the s-th node as

the Kronecker product of the 2 SV’s along each axis:

aUPA(ϑi,s, φi,s) = aH(ϑi,s, φi,s)⊗ aV (ϑi,s) (5.4)

We further assume that the node is equipped with directive antenna elements,

whose radiation pattern is denoted by gE(ϑi,s, φi,s) according to Table 3 in [54],

and these elements are grouped into N subarrays of sizeMH×MV . We can define

the subarray factor Fsub(ϑi,s, φi,s) as:

Fsub(ϑi,s, φi,s) =

sin
(
MV

2
k0dV cosϑi,s

)
√
MV sin

(
1
2
k0dV cosϑi,s

) sin
(
MH

2
k0dH sinϑi,s sinφi,s

)
√
MH sin

(
1
2
k0dH sinϑi,s sinφi,s

) (5.5)
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Finally, we can express the total SV of the UPA of subarrays made of

directive antenna elements at the s-th node targeted towards the i-th user as

the product of aUPA(ϑi,s, φi,s), the element radiation pattern gE(ϑi,s, φi,s) and the

subarray factor Fsub(ϑi,s, φi,s):

a(ϑi,s, φi,s) = gE(ϑi,s, φi,s)Fsub(ϑi,s, φi,s) aUPA(ϑi,s, φi,s) (5.6)

The CSI vector hi,s, which represents the channel between the i-th on-ground UE

and the UPA on-board of the s-th node, can be written as:

hi,s = G
(rx)
i,s

λ

4πdi,s

√
Li,s
κBTi

e−j
2π
λ
di,se−jψi,sa(ϑi,s, φi,s) (5.7)

where: i) di,s is the slant range between the i-th user and s-th node; ii) κBTi de-

notes the equivalent thermal noise power, with κ being the Boltzmann’s constant,

B is the user bandwidth which is assumed to be the same for all users, and Ti is

the equivalent noise temperature of the i-th user receiving equipment; iii) Li,s de-

notes the additional losses between the s-th node and i-th user (e.g., atmospheric

and antenna cable losses), and iv) G
(rx)
i,s denotes the receiving antenna gain for the

i-th user with respect to the s-th node and v) ψi,s is the possible misalignment

between different nodes due to non-ideal swarm synchronization, modelled as a

Gaussian random variable (RV). The additional losses are computed as:

Li,s = Lshai,s + Latmi,s + Lscii,s + LCLi,s (5.8)
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where Lshai,s represents the log-normal shadow fading term, Latmi,s the atmospheric

loss, and Lscii,s the scintillation, and LCLi,s is the Clutter Loss, to be included for

the UEs in NLOS condition. These terms are computed based on 3GPP TR

38.811, in which it is also defined LOS probability that is a function of the prop-

agation environment and the elevation angle for each UE. For the generic i-th

user, its overall channel signature can be obtained by collecting the CSI vectors

from all of the NGSO nodes into the N S-dimensional h
(t0)
i =

[
h
(t0)
i,1 | · · · |h(t0)

i,S

]
.

The overall K × (N S) channel matrix at the estimation time t0 is given by

ĤSys =
[(

h
(t0)
1

)⊺
| · · · |

(
h
(t0)
S

)⊺]⊺
. For each time slot, the RRM algorithm selects

a subgroup of Ksch users to be scheduled, resulting in a Ksch × (N S) complex

scheduled channel matrix, Ĥ = F(ĤSys) where F(·) stands for the RRM func-

tion. Hence, Ĥ ⊆ ĤSys is defined as a sub-matrix of ĤSys, which only includes

the rows associated with the scheduled users. The proposed BF scheme calcu-

lates the (N S)×Ksch complex beamforming matrix W which projects the Ksch

dimensional column vector, s = [s1, . . . , sKsch
]T which contains the unit-variance

user symbols, onto the (N S)-dimensional space determined by all of the swarm

antenna feeds. The Ksch-dimensional vector of received symbols is:

y = Ht1Wt0s+ z (5.9)

It shall be noted that, as previously discussed, the estimated channel matrix

Ĥt0 , obtained at time instant t0, is used to compute the beamforming matrix

Wt0 , whereas, at time instant t1, the channel matrix to be used is different and

characterized by Ht1 . It is worth mentioning that the equations and definitions
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of the system KPIs considered in this chapter, i.e., SINR and spectral efficiency,

are already discussed in this section 2.6 in Chapter 2, and they are assumed the

same here.

5.4 Distributed beamforming schemes

The following CSI/location based algorithms are already discussed as the

benchmark for the assessment of the performance in Chapter 3. However, in this

section we update and clarify the formula definition in terms of NGSO node per

each swarm instead of standalone node.

• Conventional Beamforming (CBF): or as also called beam steering.

In this approach, for each s-th node the weights are generated in order to

produce a phase shift to compensate the delay of the direction (θi,s, φi,s)

of the i-th user of interest. The overall beamforming vector designed for

the i-th user can be obtained by vertically concatenating the conventional

beamformer at each s-node:

W:,i =
1√
N S

[aUPA(ϑi,1, φi,1), . . . , aUPA(ϑi,S, φi,S)]
H (5.10)

• Minimum Mean Square Error (MMSE): as already defined, it is given

by:

WMMSE = ĤH(ĤĤH + αIKsch
)−1 (5.11)

where Ĥ is the estimated channel matrix at t0. In the above equation, α

is a the regularisation factor, since the channel coefficients are normalised
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to the noise power, its optimal value is given by α = N
Pt,s

[61], where Pt,s

is the available power per node in the swarm. The above formulation is

computationally efficient since, notably, Ksch < N S.

Lastly, as explained in [76], the power normalization is a crucial aspect in beam-

forming as it ensures accurate consideration of the potential power output from

both the NGSO node and each individual antenna. We assume that each node

has the same available on-board power Pt,s. We can observe that the overall

(N S)×Ksch beamforming matrix can be divided in blocks corresponding to the

single node beamforming matrices, i.e., W = [W1W2 · · ·WS]
⊺ with Ws denot-

ing the N × Ksch beamforming matrix of the s-th NGSO node. Therefore, we

introduce the following swarm-based normalizations:

1. Swarm-based Sum Power Constraint (sSPC): an upper bound is imposed

on the total per-node power Pt,s, therefore each node beamforming matrix

Ws can be normalized as:

W̃s =

√
Pt,sWs√

tr(WsWH
s )

(5.12)

This approach guarantees that the overall emitted power satisfies i) ∥W∥2F =

S Pt,s; ii) each satellite emits a power ∥Ws∥2F = Pt,s for s = 1, . . . , S.

Clearly, this approach leads to a slight degradation in the performance, be-

cause when the normalisation is not scalar for the entire beamforming ma-

trix W leads to a loss of orthogonality in the beamforming matrix columns.
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2. Swarm-based Maximum Power Constraint (sMPC):

W̃s =

√
Pt,sWs√

N maxj [WsWH
s ]j,j

(5.13)

This approach ensures that the overall emitted power is still satisfying both

aforementioned conditions i and ii but actually leads to lower emitted power

levels, since only a single subarray per node in the swarm will transmit the

maximum power.

Figure 5.2: Federated scenario (S = 2). Blue lines represent the beam lattice gener-
ated by node 1 and magenta by node 2.

106



Table 5.1: System Configuration Parameters (CF Federated MIMO)

Parameter Value

Carrier frequency S-band (2 GHz)

User bandwidth 30 MHz

Beamforming space feed

Receiver type fixed VSATs

Channel model LOS, NLOS

Propagation scenario urban

Total on-board power density Pt,dens without subarraying 0 dBW/MHz

Total on-board power density with subarraying Pt,dens − 10 log10(MHMV )

Number of tiers 4

Number of scheduled users Ksch 118

Number of subarrays N 1024 (32 ×32)

Number of elements per each subarray M (2× 2), (3× 3), (4× 4)

Number of antenna elements without subarraying Ntot = N 1024

Number of antenna elements with subarraying Ntot = MN 4096, 9216, 16384

User density 0.5 user/km2

Number of nodes S in the swarm 2

Angular scanning range ∆ϑ ≃ 37◦,∆φ ≃ 24.5◦
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5.5 Numerical results

In this section, we report the outcomes of the numerical assessment based

on the parameters reported in Table 5.1, considering a federated MIMO archi-

tecture with S = 2 nodes at the same altitude hsat = 600 km. Each node in

the swarm generates its corresponding lattice, as shown in Fig. 5.2, however this

leads to some overlapping beams at the border between the two lattices, i.e., there

are beams that have their centers inside other beams boundaries at less than -3

dB. If two users at scheduling phase are selected from such beams, they might

have very similar CSI coefficients, and therefore the matricial inversion in MMSE

might be ill-conditioned. Hence, to circumvent this issue, we assume a proper

RRM scheduling for the users by activating only one beam among those in which

the relative distance between beam centers does not guarantee a 3 dB separation.

Please notice that the beam lattices are generated only for scheduling purposes,

since the aforementioned CF distributed MIMO algorithms are implemented in

the feed space scenario. We assume fixed positions of UEs, and they are uniformly

distributed with a density of 0.5 users/Km2. Specifically, each user is randomly

selected for each beam at each time slot, and the total number of time slots is

determined to ensure that each user is served at least once. Based on the cover-

age area shown in Fig. 5.2, it is possible to compute the angular steering range

for the array as ∆ϑ ≃ 37◦,∆φ ≃ 24.5◦ in both horizontal and vertical angular

directions, respectively, which justifies the use of a LFoV array. The numerical

assessment is provided for subarrayed beamforming MMSE and CBF schemes and

108



(a) Subarray 2× 2

(b) Subarray 3× 3
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(c) Subarray 4× 4

Figure 5.3: CDF of users’ spectral efficiency considering federated MIMO BF schemes
with different subarray configurations.

then the performance is compared to the reference beamforming design without

subarraying. In order to have a fair comparison, the transmitted power from each

node, in case of subarrayed BF, has been divided by (MHMV ), i.e., the maxi-

mum achievable subarray gain. Hence, the EIRP values for both subarrayed and

non-subarrayed cases shall be equivalent. Since the LFoV array has no steering

capability at antenna element level, no hybrid beamforming is taken into account.

We assume a propagation scenario with both LOS and NLOS UEs (according to

their LOS probability) in urban environment.

Fig. 5.3 shows the CDFs of users’ spectral efficiency for all the analyzed

beamforming schemes with the sSPC and sMPC normalization considering differ-
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ent subarrays dimensions 2× 2, 3× 3 and 4× 4. In terms of normalization, sSPC

shows a slightly better performance than sMPC in all subarray configurations. It

is possible to observe that both MMSE-sSPC and MMSE-sMPC show the best

performance with 2 × 2 subarray configuration with a gain in terms of rate in

the order of 7 bit/s/Hz with respect to the non subarrayed MMSE, whereas CBF

provides its best behaviour in terms of rate (about 3.5 bit/s/Hz) with 4×4 subar-

rays and it is even able to outperform MMSE with no subarrays. The superiority

of the proposed subarrayed beamforming over non-subarrayed scheme, for both

MMSE and CBF, is motivated by the characteristics of LFoV architecture with

subarrays that enable more directive (narrower) beams towards the UEs, and,

thus enhance the capability of CCI suppression.

Tab. 5.2 details the average values of the KPIs including SINR, SIR, SNR,

INR, the rate (spectral efficiency), and the relative gain (percentage) with LFoV

subarrays compared to the benchmark of the considered BF schemes in S = 2

scenario, taking into account different dimensions of subarrays.

Finally, we provide in Figs. 5.4a and 5.4b a comparison in the performance

between the single satellite (S = 1) scenario and multi-satellite (S = 2) in LOS

sub-urban scenario. In Tab. 5.3, we outline only the system parameters consid-

ered in the single satellite scenario which are different from those assumed in dual

satellite scenario (Tab. 5.1). It is worth mentioning that in order to provide a

fair comparison between the two scenarios, the transmitted power in the single

satellite scenario P ′
t is scaled to guarantee that the same average per-user power

is available, i.e., P ′
t = Pt,s

2K′
sch

Ksch
. As illustrated in Fig. 5.4, it can be noticed that
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(a) S = 2. (b) S = 1.

Figure 5.4: Average spectral efficiency with multi-node (S = 2) and single node
(S = 1) scenario.
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Table 5.2: Performance of BF with subarraying MH ×MV , dual satellite (S = 2).

BF
Scheme

KPIs

SINR SIR SNR INR Rate

[dB] [dB] [dB] [dB] [bits/sec/Hz] Relative gain [%]

Without Subarrays

MMSE-SPC 11.97 12.25 31.32 19.07 4.27 -

MMSE-MPC 10.60 12.02 21.15 9.13 3.84 -

CBF 0.32 0.32 42.59 42.26 1.11 -

Subarray 2× 2

Sub MMSE-sSPC 33.24 36.75 38.43 1.69 11.05 158.78

Sub MMSE-sMPC 32.73 36.77 37.29 0.53 10.88 183.33

Sub CBF 9.42 9.46 40.74 31.28 3.36 202.70

Subarray 3× 3

Sub MMSE-sSPC 30.11 40.61 31.28 -9.33 10.01 134.43

Sub MMSE-sMPC 29.51 40.60 30.56 -10.04 9.81 155.47

Sub CBF 14.16 14.51 34.79 20.28 4.80 332.43

Subarray 4× 4

Sub MMSE-sSPC 20.91 33.65 31.74 -11.91 7.05 65.11

Sub MMSE-sMPC 20.52 33.65 21.30 -12.36 6.93 80.47

Sub CBF 12.34 15.06 24.35 9.28 4.34 290.99
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Table 5.3: Simulation parameters (S = 1 scenario).

Parameter Value

Number of tiers 5

Number of scheduled users K ′
sch 91

Total power density
Pt,s,dens + 10 log10

(
2K′

sch

Ksch

)
P ′
t,s,dens without subarraying

Total power density
P ′
t,s,dens − 10 log10(MHMV )

with subarraying

Angular scanning range ∆ϑ′ = ∆φ′ ≃ 28◦

there is a degradation in the performance compared to the single node scenario

due to the geometry of the multi-node system and also due to the slight loss in

orthogonality with sSPC and sMPC normalisation, hence the dual satellite sce-

nario is more critical in terms of interference limitation. However, obviously the

dual node scenario provides better coverage than the single satellite one.

5.6 Conclusions and future works

In this chapter, we proposed a NTN architecture composed of multiple

swarms of NGSO nodes. We assessed the performance of CF-MIMO federated

CSI/location-based beamforming algorithms with LFOV architecture made up of

smaller planar subarrays. The numerical results provided a significant improve-

ment in the performance in terms of spectral efficiency of the subarrayed beam-
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forming configuration with respect to the non-subarrayed scenario, with both

configurations having the same number of RF chains. Future works, which will

be discussed in the next chapter, shall consider more than two nodes within the

swarm, and shall assess multi-layered nodes, i.e., not only the nodes at the same

altitude. Furthermore, the implementation of Deep Learning algorithms will be a

pivotal aspect, aiming to predict CSI for BF algorithms to mitigate the channel

aging issue.
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Chapter 6 - Conclusion and Future Possible Technologies

for MU-MIMO Beamforming in 5G/6G NTN

6.1 Thesis conclusion

In Chapter 1, we provided an overview of NTN in 5G and beyond by dis-

cussing the classification of NTN platforms and their topology types, the segments

of SatCom architecture, the definition and roadmap of NTN in 3GPP standard-

ization, and the main impairments that challenge the NTN systems, i.e., delay,

Doppler effect, and path loss. Furthermore, we introduced the full frequency reuse

scheme in NTN, emphasizing its trade-off in enhancing spectrum efficiency while

introducing high CCI, and then we highlighted the possible techniques to address

this issue, specifically MU-MIMO algorithms.

In Chapter 2, we described the system model of a standalone LEO satellite

by discussing its architecture, antenna array model, and channel model. Then we

defined the KPIs that will be utilized in the evaluation of the NTN system’s

performance.

In Chapter 3, we introduced the benchmark MU-MIMO beamforming al-

gorithms based on i) either the knowledge of CSI estimates, i.e., MMSE and ZF, or

ii) users’ locations estimates i.e., MB and CBF. Then, we designed and proposed

the SLNR BF scheme for a unicast approach within a standalone LEO satellite
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scenario, stating that the SLNR BF can overcome the issue of joint optimization

between beamforming vectors by splitting it into multiple separate optimization

problems for the targeted users and provide a closed form solution. The simu-

lation results of the proposed scheme showed higher performance compared to

the benchmark techniques in terms of the system KPIs, i.e., per-user spectral

efficiency, in both LOS and NLOS propagation scenarios. Furthermore, we con-

sidered the satellite’s movement with both fixed and travelling UEs equipped

with VSATs. Regarding the power normalization, the SPC approach proved the

best performance for all the evaluated BF schemes, followed by the MPC ap-

proach, while the PAC one provided the worst performance, additionally a slight

improvement for the SLNR BF with respect to the MMSE BF was observed by

increasing the same amount of the transmitted power density. Finally, the com-

plexity analysis of SLNR and MMSE BF demonstrated that the proposed SLNR

BF scheme is computationally more expensive than MMSE BF, thus we have a

trade off between performance and complexity in terms of the proposed scheme.

In Chapter 4, we proposed LFOV architecture of non-overlapped planar

subarrays within a standalone LEO satellite scenario. We assessed the perfor-

mance of digital BF (MMSE, SLNR) and analog BF (CBF) as the benchmark

algorithms dependent on CSI and users’ locations, respectively. Based on the

numerical results, both digital and analog beamforming with subarraying proved

to have significantly higher performance in terms of spectral efficiency compared

to the reference non-subarrayed architecture. Furthermore, SLNR BF scheme

showed once again better performance than MMSE BF with all the configura-
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tions of subarrays. It is important to remark that the number of RF chains for

both scenario, i.e, the reference and proposed one, is the same. Hence, no further

costs are added related to RF chains.

In Chapter 5, we discussed possible options of multiple NGSO nodes NTN

architecture. Then we proposed CF federated MIMO beamforming incorporated

with LFOV subarrays. The numerical results of the system level performance

showed a significant improvement obtained by the proposed scheme in such type

of NTN architecture compared to the benchmark design. Finally, a comparative

analysis between single satellite node and multiple satellite node scenario demon-

strated a trade-off between interference management limitation and the extended

coverage provided by multiple satellite scenario.

6.2 Future work and possible enabling technologies

In this section, we discuss the possible extended developments to improve

MU-MIMO beamforming in B5G/6G NTN, through the following aspects:

• Extending CF federated MIMO scenario, we can enhance and broaden

the scenario introduced in Chapter 5 by: i) including more than two nodes

in each swarm, ii) analyzing NTN nodes at various altitudes. These NTN

nodes might be of the same type, such as two LEO nodes at different al-

titudes, or they may differ in types, e.g., a connection between LEO and

HAPS nodes. This leads to configuring a 3D multi-layered hierarchical NTN

architecture [98, 99], capable of offering extended and seamless coverage,
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minimizing latency, and providing robust backup and resilience capabili-

ties.

• Hybrid beamforming, in the LFOV architecture made of subarrays, pre-

sented in both single and multiple satellite scenarios, we explored the options

of both fully digital and fully analog beamforming. This methodology can

be expanded to include hybrid beamforming, representing a cost-effective

alternative. With hybrid beamforming, there is the potential to substan-

tially decrease hardware costs and power consumption by utilizing a limited

number of RF chains, while still achieving performance levels comparable

to those of a fully digital beamforming scheme [100].

• AI/ML based beamforming, obtaining effective instantaneous CSI be-

comes challenging due to the mobility of the satellite and this results in

having a time-varying propagation environment. As previously seen in the

system model analysis for both standalone and multiple satellite scenarios,

such channel aging issue impacts the performance of MU-MIMO bemform-

ing, since any minimal angular deviation may cause a beam alignment failure

when the LEO or the NTN node transmits the beamformed symbols accord-

ing to the obtained outdated CSI. Hence, a Deep Learning (DL)-based CSI

prediction scheme can be proposed to address the channel aging issue by

exploiting the temporal correlation of the channel. As shown in Fig. 6.1, a

block diagram of a channel predictor is proposed to improve the CSI-based

BF design in NTN. Basically, the channel predictor is composed by Con-

ventional Neural Network (NN), then Long Short Term Memory (LSTM)
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Figure 6.1: Block diagram of the proposed NN-based CSI prediction.

NN will be considered. The predictor is first trained by offline learning and

then it feeds back the corresponding output results online based on the input

data to realize channel feature extraction and future CSI prediction in LEO

NTN scenario. Furthermore, advanced LSTM channel prediction scheme

will be evaluated based on the attention, i.e., enabling higher weights to the

more recent channels coefficients, to improve the future channel prediction

[101].

• RIS-based beamforming, Reconfigurable Intelligent Surfaces (RIS) have

recently received extremely high interest in NTN literature, as they can

play a pivotal role in enhancing MIMO BF performance in NTN through

two main aspects:

1. RIS technology can be integrated into the ground infrastructure of

satellite networks to enable adaptive beamforming. This involves dy-

namically adjusting the reflective elements to optimize signal direction-

ality based on changing communication requirements or environmental

conditions.
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2. RIS contributes to minimize interference in NTN by shaping and pre-

cisely steering beams. This capability is particularly valuable in envi-

ronments with multiple satellites.

In 6.2, it is shown an example of RIS-assisted beamforming scheme in a

LEO NTN system.

Figure 6.2: RIS-assisted beamforming scheme in LEO SatCom.

[102]

Finally, it shall be noticed that, in terms of feasibility of the solutions and

technologies discussed in this thesis, an important aspect is related to beam

management in 3GPP NR via NTN. In fact, aspects related to, e.g., sig-

nalling or the number of allowed simultaneous beams are defined based on

the mapping among NR cells, NR beams, and NTN beams. These aspects

are not considered in this thesis and will be considered as an extension for

future works.
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