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General abstract

During a human being’s life, the heart beats on average 2 to 3 billion times. At
each cycle, the primary pacemaker of the heart – the sinoatrial node – automati-
cally depolarizes and excites the atria. The stimulus then travels along the cardiac
conduction system and spreads to the ventricles, determining contraction.

Why the sinoatrial node is able to show spontaneous and rhythmic electrical
activity, as well as how it manages to drive the surrounding tissue, is still in-
completely understood. The contribution of neural control to the physiology and
pathology of the sinoatrial node is even less known. All this limits the chances of
preventing and treating diseases originating from the disruption of these mecha-
nisms, as it happens during aging.

In this dissertation, the sub-cellular, cellular, tissue and organism levels of car-
diac pacemaking are investigated using computational models and heart rate vari-
ability analysis. In particular, the aim of this work is that of providing quantitative
information about the role of heterogeneity in sinoatrial node functioning.

In summary, the main results show that heterogeneity I) regulates the relative
contribution of ion channels and intracellular calcium handling to the beating rate;
II) increases the robustness of the sinoatrial node in originating the heartbeat and
propagating it to the atrium, in both physiological and pathological conditions
and III) vagal nerve stimulation stabilizes spectral heart rate variability metrics
and promotes heart rate reduction and variability after myocardial infarction in
pigs.

In conclusion, this PhD dissertation represent a step forward in the compre-
hension of fundamental aspects of cardiac pacemaking.
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Introduction & Outline

The overall aim of this PhD dissertation is providing quantitative information
about the mechanisms that originate and propagate the heartbeat. This will be
mainly achieved thanks to the use of computational models of the primary pace-
maker of the heart, the sinoatrial node, from the sub-cellular to the tissue level.
An insightful glimpse at the organism level will be made by performing heart
rate variability analysis on pig atrial electrograms. In this multi-scale framework,
a particular focus is given to heterogeneity, holistically intended as I) biological
variability in electrophysiological properties, II) variations in gap junctional cou-
pling and III) presence of non-myocytes inside the sinoatrial node. Detailed math-
ematical descriptions of the interactions between ionic channels and intracellular
calcium handling, as well as between different cellular phenotypes (sinoatrial and
atrial myocytes; fibroblasts; connective, fat and scar tissue), have been developed
and studied.

The diversity of anatomical and electrophysiological properties shown by this
intriguing small piece of cardiac tissue has long been recognized as an outstanding
feature that, together with automaticity, distinguishes the node from the working
myocardium [1]–[6]. Only the atrio-ventricular node, insofar as it was not inves-
tigated as extensively as the sinoatrial node, seems to match this structural and
functional variety [2], [4], [7]–[9].

Traditionally, biophysically-detailed electrophysiological models of cardiac
myocytes neglected this aspect and reproduced the behaviour of an "ideal" cell
[10]–[27]. This is obtained by averaging experimental data and by fitting equa-
tions on them. However, the paradigm has recently shifted in also considering
biological variability, in the wake of a more general effort to personalize medicine
by considering intra- and inter-patients differences. Hence, those model param-
eters that are obtained by averaging experimental data, are randomized to fit not
simply an average value, but the experimental range. In this way populations of
models [28]–[32] or heterogeneous tissues [33], [34] are built to best reproduce
biological variability and to allow the manifestation of a wider array of emerging
behaviours.
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XIV INTRODUCTION & OUTLINE

As mentioned above, heterogeneity assumes a broader meaning when speak-
ing of the sinoatrial node. For clarity’s sake, throughout this thesis we will refer
to "heterogeneity" as biological variability in cellular electrophysiological prop-
erties. "Gradients" will be used for describing spatial changes in gap junctional
conductivity, while "fibrosis" will indicate the presence of active fibroblasts con-
necting via gap junctions to myocytes in the sinoatrial node – if not expressly used
as the traditional concept of extracellular matrix deposition.

A comprehensive introduction on the background of this work will be pre-
sented in Chapter 1. There, all aspects regulating cardiac pacemaker activity are
reviewed to the best of the authors’ knowledge, with prevailing attention to those
works in literature that employed computational methods. Dedicated sections will
explain what has been discovered at present about heterogeneity, gradients and fi-
brosis inside the sinoatrial node, corroborating the purpose of this dissertation.

Chapter 2 provides data on the interplay between membrane and calcium
clocks, adding to a decades-long debate on the source of the heartbeat. A spa-
tial model of single rabbit sinoatrial cells is developed, starting from the detailed
descriptions of calcium handling by Maltsev and colleagues [35] and of the mem-
brane clock by Severi et al. [24]. Simulations are run to inspect the contribution
of local calcium releases in the diastolic depolarization of heterogeneous single or
coupled cells.

Coupling and heterogeneity are also the main topics of Chapter 3, which
is the results of the collaboration with Dr. Chiara Campana and Prof. Eric A.
Sobie from the Icahn School of Medicine at Mount Sinai, New York. In this
Chapter, advanced computational techniques such as parallel GPU computing
are adopted to simulate isolated sinoatrial node tissues. Different levels of inter-
cellular (gap junctional) coupling and heterogeneity (model parameter randomiza-
tion) in healthy and diseased conditions were tested. This was made to highlight
the robustness of the sinoatrial node to changes in its most important parameters
(e.g. maximal conductance of the L-type calcium current), as obtained from the
logistic regression analyses performed.

Chapter 4 investigates the role of distinct cellular phenotypes in human iso-
lated sinoatrial tissue models. Indeed, different amounts of dormant myocytes,
connective/fat/scar tissue and fibroblasts are placed inside the node to evaluate its
ability to synchronize and show physiological beating rates when, as it happens
in humans, a significant portion of its volume is not composed of spontaneous
sinoatrial cells.

The core of this thesis is represented by Chapter 5. There, bi-dimensional
models of large rabbit and human atrial tissues including the sinoatrial node and
the exit pathways are developed. High-performance computing techniques (GPU



XV

parallelization) were again adopted to run the simulations- All the knowledge ac-
quired in the previous Chapters was transferred in this work, with the objective
of studying the role of heterogeneity in the context of atrial driving. Thus, sim-
ulations with cellular heterogeneity, fibrosis, or the combination of the two, were
performed. Their function in pathological conditions such as losses in fundamen-
tal ionic currents (reproducing mutations) or atrial tachycardia (determining over-
drive suppression) was studied as well. Additionally, perfusion of acetylcholine
and isoproterenol was simulated to explore autonomic regulation mechanisms.

The latter aspect is of absolute importance for sinoatrial physiology, given its
heart rate generation task. Chapter 6 uses heart rate variability analysis to inves-
tigate the role of vagal nerve stimulation – a cutting edge therapeutic technique –
in the recovery from myocardial infarction in pigs. This top-down approach, deal-
ing with real, organism-level data, is the completion of the bottom-up perspective
employed in Chapters 2 to 5.

A final Chapter will summarize the main findings and draw the conclusions of
this work.
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IKur Ultra-rapid delayed rectifier potassium current
INa Sodium current
INaCa Sodium/calcium exchanger current
INaCa,max Maximal current of the sodium/calcium exchanger
INaK Sodium/potassium pump current
INaK,max Maximal current of the sodium/potassium pump
Inet Net membrane current
IsK Small-conductance calcium-activated potassium current
Isus Sustained outward current (4-aminopyridine-sensitivecomponent of

Ito. Alternative definition of IKur)
Ito Transient outward potassium current
K Koivumäki et al. (2011) model [20]
LCR Local calcium release
LPM Leading pacemaker
MBS Mazhar et al. (2023) model [27]
MDP Maximum diastolic potential
ML Maltsev & Lakatta (2009) model [22]
NE Norepinephrine
ODEs Ordinary differential equations
OS Overshoot
PCaL Maximal permeability of the L-type calcium current
PCaT Maximal permeability of the T-type calcium current
PDE Phosphodiesterase
PDEs Partial differential equations
PKA Protein kinase A
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PLB Phospholamban
Pup Sarco-endoplasmic reticulum calcium ATPase uptake rate
RA Right atrium
RAGP Right atria gnaglionated plexus
Rgap Gap junctional resistance
RyR Ryanodine receptors
SAC Stretch-activated channels
SAN Sinoatrial node
SDiF Severi et al. (2012) model [24]
SEP Sinoatrial exit pathway
SERCA Sarco-endoplasmic reticulum calcium ATPase
SF Safety factor
SND Sinus node dysfunction
SR Sarcoplasmic reticulum
TOP Take-off potential
Vm Membrane voltage
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Abstract
Since its discovery, the sinoatrial node (SAN) has represented a fascinating and
complex matter of research. Despite over a century of discoveries, a full com-
prehension of pacemaking has still to be achieved. Experiments often produced
conflicting evidence that was used either in support or against alternative theo-
ries, originating intense debates. In this context, mathematical descriptions of the
phenomena underlying the heartbeat have grown in importance in the last decades
since they helped in gaining insights where experimental evaluation could not
reach. This review presents the most updated SAN computational models and
discusses their contribution to our understanding of cardiac pacemaking. Elec-
trophysiological, structural and pathological aspects – as well as the autonomic
control over the SAN - are taken into consideration to reach a holistic view of
SAN activity.
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1.1 Introduction

Last decades have seen an extensive multiplication of results elucidating the mech-
anisms of cardiac pacemaking. Since the discovery of the sinoatrial node (SAN)
by Keith and Flack in 1907 [37], many experiments have been carried out, allow-
ing for the functional characterization of this complex tissue, depicted in Figure
1.1. Similarly, since the first attempts of a mathematical description of the cardiac
action potential (AP) by Noble [10], many computational models have been im-
plemented to clarify the origin of the heartbeat. Still, many open questions remain,
as both experiments (in vitro, ex vivo, and in vivo) and models have sometimes
produced conflicting evidence [38]. Ultimately, the SAN is eluding a full and
detailed comprehension up to this day [39].

This lack of knowledge represents a major issue since it limits our ability to
intervene in clinical practice. SAN disorders are in fact affecting an increasing
portion of the (aging) population: sinus node dysfunction (SND), a disease char-
acterized by the inability of the SAN to supply an adequate heart rate (HR) [40],
has a prevalence of 1/600 in subjects 65 years of age or older [40], [41]. Cur-
rently, no effective treatment is available for this disease, and the only possibility
is the implantation of an electronic pacemaker [41].

Computational models are well-suited tools to overcome these knowledge
gaps. The reason is that they avoid the shortcomings of experiments in terms
of costs, ethical issues, reproducibility, and control (i.e.: the possibility to change
conditions hardly modifiable in vitro, such as intracellular ionic concentrations
or selective channel blocks). For this, many research groups and institutions are
pushing to extend the use of in silico models in fields such as drug safety (e.g., the
CiPA initiative [42], [43]) and cardiology (through “The Digital Twin” [44]).

In line with this, the present work reviews the recently proposed SAN compu-
tational models with the aim of understanding what they told – and what they did
not tell – about cardiac pacemaking mechanisms. Several reviews on the sinoa-
trial node can be found in literature, each with particular focus on different SAN
aspects: coupled-clock theory [45]–[47]; anatomy and spatial organization [3]–
[6], [48], [49]; mechanics [50]–[52]; heterogeneity [1]; genetics [2]; pathology
[40], [41], [53], [54]. Mathematical models of cardiac electrophysiology have
also been previously reviewed (e.g., [43], [55], [56]), with the SAN being no ex-
ception: apart from dedicated chapters in the works listed above, SAN numerical
models were reviewed in the works of Li et al. [57], Maltsev et al. [46] and
Kohajda et al. [58], although the most comprehensive review still remains the
one published by Wilders in 2007 [59]. Consequently, the first section of this
paper will be assigned at updating the work by Wilders [59] by enumerating and
describing the main features of the recently published models. Differently from
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that paper, however, the focus of the following sections will be on the physiology
more than on the modelling aspects. Thus, the second section will investigate the
results produced by computational models about the origin of the heartbeat. On a
higher scale, the third section will discuss the tissue organization of the SAN and
its ability to synchronize, while the fourth section will present the current under-
standing of its pathological mechanisms. A section will be assigned to the role
of fibrosis in both physiological and pathological conditions and SAN mechanics,
while another important aspect – the autonomic control over the sinoatrial node
– will be covered in the sixth section. A final section will summarize the open
topics about sinoatrial node activity and draw the conclusions up to this point.

SVC

IVC

A B

SAN

Figure 1.1: SAN location (left) and 3D reconstructions (right). A) Different views of a
computational 3D reconstruction of the human SAN (red) extracted from Chandler et al.
[60], with permissions. Note the intertwining of the SAN with other tissues: atrial (green),
adipose (grey) and paranodal area (yellow); B) Computational 3D reconstruction of the
human SAN extracted from Csepe et al. [61], with permissions. Note the complex shape
of the structure and the presence of the SAN artery through all the SAN. SVC: superior
vena cava; IVC: inferior vena cava; IAS: inter-atrial septum; CT: crista terminalis.

1.2 Recently proposed SAN single cell models
In this section, computational models of SAN single cells will be presented, limit-
ing the analysis to those models proposed after the review by Wilders [59]. While
still to be considered as “second generation” models [59], these updated math-
ematical descriptions of the action potential (see Table 1.1) show refined mem-
brane current formulations and a more detailed intracellular calcium handling,
both based on novel experimental data. Figure 1.2 shows a schematization of
the cell compartments and ionic channels of such models. Building on evidence
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collected in their laboratory in the early 2000s (see [62] for review), Maltsev
and Lakatta published in 2009 a “coupled-clock” model of the rabbit SAN cell,
featuring the interaction (“synergism”) between the role of membrane currents
(also called “membrane clock”, M-clock) and calcium handling (“Ca2+-clock”)
in originating pacemaking (ML model [22]). This conflicted with the consoli-
dated thought that the initiation of the heartbeat was to be found on the mem-
brane surface only. In particular, the behaviour of what had been called the “pace-
maker” current, namely the hyperpolarization-activated I f (“funny”) current, had
been proposed as the main mechanism driving the diastolic depolarization (DD)
phase up to the threshold for AP firing ([63] for review). Differently from these
ideas, the model by Himeno and coauthors (HSMN model [36]) of guinea pig
SAN cell, predicted a central role for the rapid delayed rectifier potassium current
(IKr) decay and for the sustained inward current (Ist) in allowing the DD. Setting
I f conductance to its value at the maximum diastolic potential (MDP) for 275 ms
during DD did not affect the cycle length (CL, [36]). However, neither the ML nor
the HSMN models managed to reproduce the reported beating rate (BR) reduction
upon I f block in rabbit SAN preparations (median value: 20.3%, range 5.2−30%
[64]–[74]). To fill this gap, Severi et al.[24] combined the calcium handling from
ML with an updated If description (SDiF model). The resulting rabbit SAN cell
model reproduced the available experimental data of the effects of current blocks,
autonomic stimulation, and Ca2+ transient modifications, showing that a primary
role of I f is fully compatible with the detailed Ca2+ handling description proposed
as the basis of the Ca2+-clock theory.

Besides rabbit models, mathematical descriptions of the murine AP have also
been proposed. This is of note since mice represent a widely used animal model in
experiments: a mouse-specific computational tool can therefore be of use not only
in basic electrophysiology research, but also in applied fields such as early-stage
drug safety assessment. Additionally, gene knock-out is now a well-established
technique in mice [75], allowing (with some caution) for comparisons with spe-
cific current blocks in models. With these purposes, Kharche et al. [23] published
in 2011 a computational model of the mouse SAN cell, using the Kurata [21],
[76] and Zhang [77] models as starting points. The efforts of the authors, in ad-
dition to fitting current formulations to mouse-specific data when available, were
directed towards considering only those currents with a clear molecular determi-
nant. However, formulations for background currents and Ist (whose molecular
basis has been questioned [22]) are present in the model. In the same year, Tao
et al. [78] developed a model of the neuronal control of the rat SAN, consider-
ing both the AP of a sympathetic neuron and of the modulated SAN cell. The
AP model of the SAN was shown to agree well with the experimental data and
reproduced the effects of blocks of the main ionic currents.

In support of the Ca2+-clock theory, Maltsev et al. [79] showed that a 2D
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model of the Ca2+ handling of a rabbit SAN cell allowed (if coupled to the M-
clock [80]) for spontaneous depolarizations following synchronization of calcium-
release units. These indeed permit local calcium control and thus a more efficient
sarco-endoplasmic reticulum calcium ATPase (SERCA) activation. However, the
release unit description is based on lumped parameters (e.g., their refractory pe-
riod) that ignore the underlying mechanisms. To overcome this limitation, the
same group [81] considered the 3D spatial organization of ryanodine receptors
(RyR) clusters and showed that this – in combination with stochastic RyR gating –
allows spontaneous cyclic Ca2+ releases with no assumptions on RyR inactivation
or different ion diffusion in the subspace (hypothesis on which lumped-parameters
models must rely on [36]). Due to the absence of experimental data on the pre-
cise RyR distribution and gating scheme, assumptions were necessary also in this
case. Finally, a trade-off between a detailed 3D description of Ca2+ handling and
a lumped-parameter model was recently proposed as a tool for investigating the
role of RyR distribution [35].

Recent years have also seen the rise of interest in human-specific SAN mod-
els. As reported in [25], some early attempt was made by Seeman et al. [82]
and Chandler et al. [83], by including SAN-specific currents or scaling maximal
conductances (according to SAN gene expression) in the human atrial model by
Courtemanche [17]. In 2016, Pohl et al. [84] updated the rabbit model by Dokos
et al. [85] using human data from Verkerk et al. [86]. Being their focus mainly
on the mechanism of rate modulation by the parasympathetic branch of the au-
tonomic nervous system (ANS), the model well reproduced the basal CL and the
response to acetylcholine (ACh), but not the AP shape. A new mathematical de-
scription of the human SAN AP was recently given by Fabbri et al. ([25], FWS
model). Using again the data from Verkerk et al. [86] to update the SDiF model,
they obtained an AP shape and a basal CL that closely resembled those of ex-
perimental traces. The model was also validated against numerous ion channel
mutations and consistently reproduced their effects. Despite the extensive valida-
tion of the model, it has to be borne in mind that the human data on which it relies
on only comes from three SAN cells of a patient suffering from inappropriate si-
nus tachycardia [86] highlighting the need for more extensive and reliable human
data.

Many of these new AP models – as well as the older ones – have also been
updated and ameliorated during the years. Thus, works that did not specifically
propose a new AP description, but fitted new data, modified some parameters, or
added ANS modulation were included in Table 1.2 as “New versions of previous
models”. For example, in 2008 Kurata et al. [76] published a development of their
2002 model [21] that considers the different properties of central and peripheral
cells, similarly to Zhang et al. [77]. Later on, a modification of the Kurata model
was presented by Imtiaz et al. [87] by enhancing the role of intracellular Ca2+
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Figure 1.2: SAN cell and coupled clock model schematization. The majority of con-
temporary models of the SAN featuring calcium handling show four compartments: the
cytosol, the sub-sarcolemmal space (which represents the space near the cellular mem-
brane) and the network (NSR) and junctional (JSR) sarcoplasmic reticulum, each with
its own Ca2+ concentration: Cai, Casub, CaNSR and CaJSR, respectively. Dashed arrows
represent fluxes between compartments. Channels depicted in pink transport Ca2+, in
blue K+, in green Na+. Ionic currents and other abbreviations are reported in Table
1. The membrane clock – depicted in green – is composed by the ionic channels on the
cell membrane. The main currents giving rise to the action potential are schematized in
the green dashed box on the left. The calcium clock – depicted in purple – is formed by
the sarcoplasmic reticulum and its Ca2+-releasing ryanodine channels (RyR) and Ca2+-
uptaking SERCA pump. The dashed purple box reports a schematization of local calcium
releases (LCRs) from the RyR and the Ca2+ concentrations in the different compartments
during 2 APs simulated with the FWS model [25].

stores (as already set in [22] and later discussed in [80]).
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Table 1.1: Recent computational models of SAN action potential. Different models are
listed chronologically and divided by thick black lines. New versions of previous models
are grouped chronologically below their parent model and divided by thin black lines.
ODEs: ordinary differential equations; PDEs: partial differential equations.

New models New versions
of previous
models

Year Species Number of
equations

Parent
model

Main development

Kurata [76] 2008 Rabbit 26 ODEs Kurata et al. [21]
Zhang et al. [77]

• Peripheral and central
cell models
• ACh effect

HSMN [36] 2008 Guinea pig 38 ODEs Sarai et al. [88]
ML [22] 2009 Rabbit 29 ODEs Kurata et al. [21]

Maltsev &
Lakatta [89]

2010 Rabbit 30 ODEs Maltsev & Lakatta [22] ANS modultaion

Yaniv [90] 2012 Rabbit 27 ODEs Maltsev & Lakatta [22] Mitochondrial Ca2+ regulation
Yaniv [91] 2013 Rabbit 27 ODEs Maltsev & Lakatta [22] Fitting on new data

Yaniv [92] 2013 Rabbit 28 ODEs Maltsev & Lakatta [22] • No Ist/IKs ,
reduced IhNa/INaK
• New RyR release kinetics

Yaniv [93] 2015 Rabbit 37 ODEs Maltsev & Lakatta [22] AC-cAMP-PKA signalling
in β -adrenergic response

Behar [94] 2016 Rabbit 34 ODEs Yaniv et al. [93] AC-cAMP-PKA signalling
in cholinergic response

Imtiaz [87] 2010 Rabbit 27 ODEs Kurata [21] Enhanced intracellular
calcium stores’ role

Kharche [23] 2011 Mouse 38 ODEs Zhang et al. [77]
Kurata et al. [21]

Behar &
Yaniv [95]

2017 Mouse 41 ODEs Kharche et al. [23]
Yaniv et al. [93]

• Fitting on new Ca2+ data
• AC-cAMP-PKA signalling
in β -adrenergic and
cholinergic response

Morotti [96] 2021 Mouse 38 ODEs Kharche et al. [23] New ICaL , Ito , Isus , I f formulations
Tao [78] 2011 Rat 39 ODEs Zhang et al. [77]

Kurata et al. [21]
Alghamdi [97] 2020 Rat 39 ODEs Tao et al. [78] Ionic maximal conductances scaling

based on aging-induced remodeling
Christel [98] 2012 Mouse 30 ODEs Mangoni et al. [99] Ca2+ handling

(from Kurata/ML models)
SDiF [24] 2012 Rabbit 33 ODEs DiFrancesco & Noble [13]

(membrane currents)
Maltsev & Lakatta [22]
(Ca2+ handling)

Stern [81] 2014 Rabbit • 2 PDEs systems
(Ca2+ dynamics in
RyR couplons
and cytosol)
• 1 ODEs system
(membrane voltage
and currents)

Maltsev & Lakatta [22] 3D local calcium releases

Pohl [84] 2016 Human 37 ODEs Dokos et al. [85]
FWS [25] 2017 Human 33 ODEs Severi et al. [24]

Loewe [100] 2019 Human 35 ODEs Fabbri et al. [25] • Intracellular Na+/K+ homeostasis
• Addition of IsK

Hoekstra [101] 2021 Human 33 ODEs Fabbri et al. [25] New I f fitting
Alghamdi [102] 2020 Rabbit 39 ODEs Zhang et al. [77] Neonatal cell action potential

Maltsev [35] 2022 Rabbit Maltsev et al. [79]
(Ca2+ handling)
Maltsev & Lakatta [22]
(membrane currents)

• Updated calcium-release
units activation
and termination mechanism
• Trade-off between
common pool
and detailed
3D single cell model

Efforts were also designated to include a detailed explanation of the autonomic
modulation effects by the description of the AC-cAMP-PKA signalling cascade,
intracellular effectors of the ANS activity (AC, adenylyl cyclase; cAMP, cyclic
adenosine monophosphate; PKA, protein kinase A). In this regard, additions to
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the ML model can be found in [89], [93], [94] and [95] and will be discussed in a
specific section.

Other additions to the ML model from the same group assess the role of mi-
tochondria in intracellular Ca2+ handling [90] and describe the mechanisms of
ivabradine (a selective I f inhibitor [91]) and caffein administration (which acti-
vates RyR and provokes Ca2+ releases from the sarcoplasmic reticulum (SR [92]).
Behar and Yaniv [95] updated the Kharche model based on their previous works
[94] in order to study the effects of aging on mouse SAN; similarly, Alghamdi
and colleagues modified the model by Tao et al. [78] to study SND in the aging
rat SAN [97]. On the opposite, the same group developed the model by Zhang et
al. [77] to describe neonatal rabbit APs [102]. Two additional mouse models are
those by Christel et al. [98] and by Morotti et al. [96]. The former updated the
model by Mangoni et al. [99] by adding the Ca2+ handling from Kurata and ML
models. Central to pacemaking, in this case, is the role of L-type Ca2+ current,
specifically of the Cav1.3 isoform. The latter added new current formulations
to the Kharche model to assess the dependency of pacemaking on intracellular
Na+. Finally, the FWS model was extended with intracellular ion homeostasis by
Loewe et al. [100] and with new I f kinetics by Hoekstra et al. [101].

Table 1.2 summarizes the main AP features of the models as reported in the
original papers, divided by species.

Table 1.2: Action potential features of SAN models as found in the original papers.
Models that did not report AP features are not included. DDR100 is defined as the diastolic
depolarization rate in the first 100 ms of the diastolic phase.

Model MDP
[mV]

OS
[mV]

APA
[mV]

CL
[ms]

APD50
[ms]

APD90
[ms]

dV/dtmax
[V/s]

DDR
[V/s]

Mouse
Kharche [23] -64.5 22.6 212 35 62 9.2 0.186
Christel [98] 278
Morotti [96] -63.2 73.2 147 19.7 61.7 11.1 0.117

Rat
Tao [78] -56.3 19.9 76.1 257 77 6.5
Alghamdi [97]
Aging 1
Aging 2

-56.8
-45.7

24.6
9.5

310
265

88
64

10.9
2.3

Guinea Pig
HSMN [36] -64.8 12.9 77.7 455 4.3 0.087

Rabbit
ML [22] -62.7 75.9 333 101 4.8
SDiF [24] -58 22 80 352 108 7.1 0.092
Yaniv [92] 340
Behar [94] -64 86 328 10.2
Alghamdi [102] -63 32.2 277 11.9

Human
Pohl [84] -60 15 76 836 40 72

(APD100)
15 0.039

(DDR100)
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Table 1.2: (continued)

FWS [25] -58.9 26.4 814 136 162 7.4 0.0481
(DDR100)

Loewe [100] -60.9 26.8 828 108 130 6.5 0.0757
(DDR100)

Hoekstra [101] 777

1.3 Origin of pacemaking
Historically, mathematical models of cardiac pacemaking could be mainly divided
into three categories, corresponding to the importance of as many currents in orig-
inating the diastolic depolarization. Models with a primary role for I f , ICa, and for
the Ca2+-clock can be found in the literature [57]; however, this categorization is
becoming more nuanced and recent models can rely on more than one of them.
The first models of pacemaking ascribed the decay of an outward, K+ current
(IK2 [10], [11], [103], [104]) that unmasked inward background currents, to be the
cause of the slow DD phase. However, after about 20 years, these models became
outdated for two reasons: first, they regarded the Purkinje fibres; secondly – and
most importantly – experimental results showed IK2 to be actually due to an in-
ward current carrying both Na+ and K+ ions, active at hyperpolarized potentials:
what was then called the funny current [63]. Since this discovery, many models
have been built relying on the opening of HCN channels (the molecular determi-
nant of I f ) at hyperpolarized potentials to drive the DD. Despite this, the reduction
of K+ conductances during diastole and the absence of IK1 are still believed to be
the premise of cardiac pacemaking [105].
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1.3.1 I f -based pacemaking

In the rabbit SAN, HCN4 is the most expressed isoform of the HCN channels
family, representing more than 80% of the total HCN transcriptomics in rabbits,
followed by HCN1 (18%) and HCN2 (0.6%, [106], [107]). These proportions
were reported to be conserved also in humans [83] and mice [108], [109], even if
in the latter case the relative abundance of HCN2 and HCN1 is less clear [107]. In
addition to their expression levels, it is important to underscore that HCN channels
are tetramers (i.e., they are formed by 4 subunits) and show electrophysiological
properties (e.g., half-activation voltage, activation and de-activation kinetics) in-
termediate between the different isoforms, suggesting that they are composed of
different isoforms [110].

Coming to the modelling aspects of I f , the SDiF single-cell rabbit SAN model
[24] includes a realistic formulation for I f and an accurate revision of all the mem-
brane currents potentially active during the DD, allowing it to reproduce both
voltage clamp and current block experimental data [65]–[71], [73], [74]. In this
model I f represents the largest current until late DD; this has the advantage that
the CL can be regulated in a fast and energy-efficient manner by only modulating
the entity of this current during early DD [24]. Another strength of this model
is that Inet in diastole is the result of the balance between small inward (Iin) and
outward (Iout) currents; thus, Inet is only about two times smaller than Iin. Other
models, such as the ML one, show a similar Inet , but the Iin and Iout determin-
ing it are much larger. In particular, Iin is almost an order of magnitude bigger
than Inet , mainly because of the presence of large background currents (Figure
1.3). Smaller inward and outward currents require less subsequent ion movement
to ensure ionic gradients, granting a more efficient pacemaking (less energy con-
sumption via sodium-potassium pump [111], [112]). While opposite to this model
Ca2+-clock models feature a minor role for I f (due to its slow dynamics and low
half-activation voltage [22]) or even a complete absence [113], other numerical
reconstructions have highlighted an intermediate role between the two concepts.
This is based on the evidence that both model types detach from experimental
data to some extent [114], in particular regarding I f maximal conductance (too
low in the ML model), reversal potential (too depolarized in the SDiF) and gating
kinetics (too fast in both models, especially the deactivation ones).

The available experimental data showed that I f maximal conductance is 3−
4 times smaller, the half activation voltage is ∼20 mV more negative and the
(de)activation time constant voltage dependence is shifted to more negative values
in humans than in rabbits [86]. AP-clamp reconstructions [115] considering these
factors obtained a smaller current in humans, which is nevertheless comparable to
the total net current (Inet) in DD [25], [86], claiming for the same importance it
has in rabbits [115], even though the ratio between the charge carried by I f and
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Inet was later shown to be lower in humans than in rabbits [116]. In the rabbits,
dynamic clamp experiments support a primary role for I f [117]. Indeed, this in-
novative technique allowed a comparative validation of the ML and SDiF models,
highlighting how the injection of a numerically reconstructed I f restored pace-
making in rabbit SAN cells after block due to ivabradine only if the formulation
adopted by the SDiF model was used [117]. A synthesis of all these works is
included in the FWS model of human SAN cell, where if on one hand the modu-
latory role of I f under β -adrenergic receptor (β −AR) stimulation was shown to
be similar to rabbits, on the other one the sensitivity to I f block is lower than in
the SDiF model (upon 100% If block the model still shows a regular beat, with a
CL increase of 28.1% [25]).

Bifurcation analyses (i.e., the systematic assessment of changes in the steady-
state model behaviour in response to parameter perturbations) performed by vary-
ing the maximal conductance of the funny current in the Kurata and Zhang central
and peripheral cell models [119] suggest that I f is not necessary for pacemaking
since it does not contribute to equilibrium point destabilization, differently from
ICaL and INa [76], [120]. On the opposite, an increase in I f was shown to de-
crease pacemaking robustness, especially when changes in intracellular Na+ are
considered [121]. For the authors, the explanation is to be found in the voltage de-
pendence of this current: if the membrane voltage Vm depolarizes (due to I f ), then
I f itself decreases, stabilizing that equilibrium point. However, these results are in
contrast not only with the evidence reported above, but also with other reports that
show how, although limiting the frequency range, I f increases the model robust-
ness by enlarging the ranges of gCaL (the maximal conductance of the L-type Ca2+

current) and Pup (the Ca2+ uptake rate by the SERCA pump) for which a stable
rhythm is obtained [22], [112]. These discrepancies could be explained by incor-
rect I f kinetics (too fast compared to [114]) and, as noted by Yaniv and coauthors
[92], by incorrect sodium homeostasis in contemporary SAN models. It would
be interesting to investigate the response of the SDiF model, where blocking I f
completely stops pacemaking activity, to this kind of analysis. Despite this con-
tradictory result, bifurcation analyses show a beneficial role of I f to pacemaking
under hyperpolarized conditions, such as during ACh administration and electro-
tonic influence of atrial cells [119], where the presence of I f prevents cessation
of spontaneous activity. Although limited to a specific, hyperpolarized, condition,
these results seem to be the most relevant for the role of I f in vivo. In a physiolog-
ical setting, the SAN undergoes both the electrotonic influence of the atrium and
a relatively high parasympathetic tone. Thus, these results are in agreement with
the effects of I f block and loss of function mutations in HCN4 channels, which
both determine bradycardia, as reported below.

Data coming from the evaluation of the effects of mutations in the HCN4 chan-
nel support indeed a key role for I f in DD ([122] for review, updated in [123]),
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Figure 1.3: ▲ Examples of action potentials and ionic currents. SAN AP (TOP) and
main currents (middle and bottom) at steady state (500 s) for A) human (FWS model
[25]), B) rabbit (SDiF model [24]), C) mouse (Kharche model [23]) and D) rabbit (ML
model [22]. Action potentials are depicted in black, total current in grey. IK is the sum
of all K+ currents: IKr, IKs, IKur, Ito. IK1 (inwardly rectifying K+ current) is included
in the Kharche model, where additionally ICaL and INa are each the sum of two distinct
current components: Cav1.2, Cav1.3 for ICaL and Nav1.1, Nav1.5 for INa (respectively
the neuronal tetrodotoxin-sensitive and cardiac tetrodotoxin-resistant components of the
sodium current). Na+, K+ and Ca2+ background currents are present in the Kharche
model, Na+ and Ca2+ in the ML one. MDP: maximum diastolic potential, defined as
the most negative value of the membrane potential in one cycle; TOP: take-off potential,
defined as the membrane voltage at the first time instant during diastolic depolarization
when the second derivative of the membrane potential reaches 15% of its peak [118];
OS: overshoot, defined as the most positive value in membrane voltage during one cycle;
DD: diastolic depolarization, defined as the time interval between MDP and TOP; APA:
action potential amplitude, defined as the voltage difference between OS and MDP.

since almost all the patients carrying a loss of function mutations show bradycar-
dia. The FWS model qualitatively reproduces this behaviour, with the CL prolon-
gation being milder than that seen clinically [25]. As the authors note however, the
comparison between single cell and clinical data is hazardous, since many levels
of complexity (source-sink relationship with the atrium, ionic remodelling due to
adaptation to the mutation, experimental conditions of electrophysiological data)
can influence it [25].

Another important aspect of I f is its ability to regulate the HR in response to
autonomic modulation. Here, dynamic clamp experiments [117] used as bench-
mark of alternative funny current computational models [22], [24], showed that
the funny current is the main effector of both an acceleration or a deceleration of
the heartbeat in response to isoprotenerol (ISO, a sympathomimetic drug) and to
the neurotransmitter ACh, respectively. The recent data and simulations by Hoek-
stra et al. [101] report of a small fully-activated HCN4-specific current, insuffi-
cient by itself to drive the membrane voltage from the MDP to the take-off poten-
tial (TOP): the estimated carried charge is 57% of that required for such depolar-
ization. However, there is a relevant HCN4 current increase (the charge becomes
73% of the total required to reach the TOP) after administration of forskolin, an
adenylyl cyclase activator [124] that mimics β −AR stimulation. Similarly, hy-
perpolarized conditions determine a larger current [101]. This supports the ideas
of I f contributing to the sympathetic response and serving as a backup mecha-
nism protecting the SAN from excessive bradycardia. Also, the time constant of
deactivation was found to be larger than usually considered and determined an
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incomplete current deactivation during the AP phase, further slowed by forskolin
[101]. A similar result was obtained by Peters et al. [125] for mouse SAN cells,
where the slow dynamics of the HCN4 channel in the model – with respect to the
high beating rate of mice – determine a persistent I f activation throughout a cycle.
On one hand, this allows for a larger portion of current to be immediately avail-
able at the beginning of the DD; on the other, it highlights the under-appreciated
role of I f as an outward current, contributing to early repolarization (at least in
mice, whose HR is 550− 620 bpm [126]). This would also explain why HCN4,
despite its slow kinetics [108], is the most abundant isoform also in mouse SAN
in place of a faster isoform such as HCN1.

In summary, a realistic current reconstruction in normal conditions, with HCN4
channels mutations and under autonomic modulation show that I f is an important
DD driver in many species including humans. Given its pivotal role to reproduce
experimental data, future models must not overlook I f contribution to the net cur-
rent balance during diastole.

1.3.2 Spontaneous calcium release-based pacemaking
While the “membrane clock” theory bases itself on the activity of currents located
on the cell membrane, the “calcium clock” looks for an explanation to pacemak-
ing inside the cell. Following this idea, the DD (particularly the late phase) of
SAN myocytes is mainly determined by spontaneous Ca2+ releases from the SR.
This in turn activates the sodium-calcium exchanger which, extruding 1Ca2+ and
intruding 3Na+ ions, raises Vm up to the threshold for AP firing (that is, ICaL acti-
vation voltage which is typically between −30 /−50 mV [2], as better explained
in section 1.3.4). The M-clock is relegated to a “refilling” role, providing the cell
– through ICaL – with the Ca2+ needed to restart a cycle. Central to this whole idea
is the presence of Ca2+ oscillations when Vm is clamped: the first numerical repro-
duction for this phenomenon comes from the ML model. However, periodic Ca2+

oscillations are only obtained when Pup is high (40 mMs−1) compared to control
(12 mMs−1 for the ML and SDiF models, 5 mMs−1 for the Tao and FWS ones,
4 mMs−1 for Kharche) – a value for which the SDiF model is also able to show
damped oscillations [24]. Bifurcation analysis [127] found no rhythmic sponta-
neous release from the SR at any clamped voltage, even with large Pup. Only few
damped oscillations were obtained, in agreement with the SDiF model. As already
presented in section 1.2, finer descriptions of functional and structural properties
of intracellular Ca2+ handling allow the reproduction of these oscillations [35],
[79]–[81], showing that these phenomena are reproducible with detailed models.

The other most important component of the Ca2+-clock is the sodium-calcium
exchanger current (INaCa), which couples the membrane and Ca2+-clock together
by influencing Vm ([58] for review). Minor in vivo BR changes in mice with in-
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complete (∼80%) NCX (the gene encoding for INaCa) knock-out would point to a
minor contribution of this current to pacemaking [128], in opposition to another
experimental report showing absence of pacemaking with complete INaCa knock-
out [129]. This discrepancy could be due to the large reserve of this current:
simulations have indeed shown that even little amounts of this current are func-
tional [24], [80], limiting the effects of blocks on the basal CL. This is because
a block in INaCa determines Ca2+ accumulation inside the cell, increasing INaCa
itself and thus compensating for the block. Very strong reductions (> 75/80%)
result nevertheless in arrhythmia or loss of pacemaking since, despite the increase
in intracellular calcium, there is not enough INaCa available to sustain this negative
feedback [24], [81], [96], [112]. Symmetrically, a rise in INaCa has been shown
to prolong the CL by reducing the intracellular calcium concentration [130] and
to compensate for reduced ICaL, providing a possible explanation for the inverse
correlation between BR and ICaL density found in rabbit SAN cells in vitro [113].
Other computational works about INaCa report a similar role between rabbits and
humans [116], and an earlier activation with respect to I f [112]. A large reserve
was also shown for local calcium releases formation depending on Pup [131], but
it seems unlikely that these mechanisms can explain an unaltered BR following SR
inhibition, such as Ca2+ chelation [132]. This result, together with the absence of
Ca2+ oscillations when the membrane voltage is clamped, represent strong evi-
dence against a primary role for the Ca2+-clock in originating pacemaking. Thus,
its role would be that of a “forced oscillator” [127], entrained by the M-clock,
with the ability to accelerate the BR.

It is indeed generally accepted that the Ca2+-clock provides flexibility to pace-
making, allowing the HR to vary in a wide range of frequencies [39]. Maltsev and
Lakatta showed that models based on the Ca2+-clock had a larger HR range with
respect to M-clock based models, which were, in turn, more robust [112]. That is
mainly achieved thanks to the modulation of cAMP and PKA levels that phospho-
rylate phospholamban (PLB), which controls Pup and RyR release [89]. A faster
(slower) uptake results in earlier (later) and stronger (weaker) local calcium re-
leases that determine, following this concept, the next CL. Models indeed suggest
that the AC-cAMP-PKA signalling pathway to have the same kinetics (∼20 s) of
HR increases during β −AR stimulation [93] and to be implicated also during
cholinergic receptor (ChR) response [94]. However, this second messenger cas-
cade also involves the M-clock by modulating I f , ICaL, IKs among other currents
[133], highlighting how sarcolemmal currents are involved in HR modulation,
too. This data show that, in order to understand how pacemaking works, the two
mechanisms cannot be considered as separated.
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1.3.3 Coupled-clock pacemaking

Recent understanding points therefore toward an integrated action of the two
clocks, both in basal conditions and under ANS stimulation during all the DD
[87]. This “coupled-clock” theory ([46] for review on first coupled-clock models)
was able to explain the effect of I f block due to ivabradine (if additionally taking
into consideration an indirect effect of ivabradine on the SERCA pump) and an
HCN4 gain of function mutation taking into account the feedback mechanisms
connecting the two clocks [91], [134]. Plus, a combination of Ca2+-clock-based
models with a subset of membrane currents provides the best trade-off in terms of
both robustness and flexibility, achieved by neither clock alone [112]. Thus, after
years of vivid debate over which mechanism prevailed [38], the consensus has re-
cently shifted on this unified view [39], [93]. In this context, the AC-cAMP-PKA
and Ca2+ signalling would act as a bridge [95], as also Na+ and Ca2+ electro-
chemical gradients were shown to behave [135]. Kim et al. [136] analysed guinea
pig SAN cells with irregular – or without at all – electrical activity and proposed
that this phenomenon was due to partial – or complete – clock uncoupling. The
models showing this behaviour were indeed those with both lower Pup and gCaL.
β −AR stimulation, simultaneously increasing the rate of SERCA uptake and the
availability of membrane currents, reinforces the feedbacks between the clocks
allowing these cells to show rhythmic APs. Finally, INaCa and I f can “cooperate”,
representing a reciprocal depolarization reserve in case of block of one of the two
[118].

1.3.4 Ca2+ currents-based pacemaking

The last category of SAN computational models focuses its attention on the role
of calcium currents. ICaL is considered as the main SAN current in all the model
types since – in the absence of a large INa – it determines the (relatively slow) up-
stroke phase. This current is formed by two components mediated by two differ-
ent channels isoforms: Cav1.2 and Cav1.3, with the latter activating at potentials
(−50 mV) more negative than Cav1.2 (−30 mV) [137]. Cav3.1 channels, mediat-
ing ICaT , are active at even more negative potentials (−55 mV) [99]. Thus, Cav1.3
and Cav3.1 show properties suitable for a role during diastole.

Based on experimental data [137], Kharche and coauthors were the first to in-
clude a Cav1.3 component in their model. The simulations showed a major role
for Cav1.3 since a 100% block resulted in absence of pacemaking [23]. Integra-
tion of experimental data on colocalization of Cav1.3 channels with ryanodine
receptors (RyR) and voltage-dependent facilitation, a mechanism by which de-
polarization and Ca2+ influx facilitate the opening of the channel at hyperpolar-
ized potentials through the transition from a “reluctant” to a “willing” state, allow
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for an increased Cav1.3 contribution in diastole [98]. In computational models,
Cav1.2 current could have a role in late diastole too due to a “technical” reason:
little changes in the slope factor k of its Boltzmann curve (made to best fit the
activation curve around −40 mV) determine little percentage changes in Cav1.2
activation gate. Given the large maximal conductance of this component, these
variations have a strong impact on the fine current balance during the diastolic
phase. The high CL sensitivity over the Cav1.2 component of ICaL and its impor-
tance to pacemaking as reported by sensitivity analyses [112], [120], could also
be due to this dependence.

ICaT was suggested to be essential in allowing the sufficient Ca2+ release from
the SR that guarantees the high BR of small mammals [87]: its low activation
threshold allows to accelerate the DD by determining calcium-induced calcium
releases [138]. Therefore, if ICaT was first suggested to contribute to the diastole
of cat atrial subsidiary pacemaker cells [139], its role in pacemaking seems to
be important also in the context of SAN Ca2+-clock based models [138], [140].
In models based on the M-clock theory, the contribution of ICaT is similarly im-
portant for its direct effect as an inward current in DD [24], [25]. This evidence
confirms – as explained at the beginning of this section – that the categorization of
these models is not sealed. On the opposite, experimental data show that Cav1.3
channels induce local calcium releases and promote their synchronization upon
β −AR stimulation, modulating – if not directly controlling – Ca2+ clock activity
[141]–[143]. In this perspective, Cav1.3-mediated L-type Ca2+ current would be a
direct link between the two clocks, acting in addition to INaCa activity in determin-
ing clocks interaction. The direction of the feedback is however opposite to INaCa:
if the latter influences the membrane voltage depending on spontaneous calcium
releases, Cav1.3 channels influence the Ca2+-clock depending on the membrane
voltage.

Another source of data giving hints on pacemaking mechanisms is the dif-
ference between the SAN and the atrium both in terms of genetic (mRNA) and
protein expression. Chandler et al. [83] managed to obtain a SAN-like AP by
modifying the maximal conductances of a human atrial model according to the
respective mRNA levels found in the two tissues. Similar results were more re-
cently obtained by Linscheid et al. [109] for the mouse SAN: scaling the maximal
conductances of the Kharche SAN model and of an atrial mouse model [144]
according to mRNA expression levels, they obtained an atrial-like and a SAN-
like AP, respectively. The interesting part of these works is that Ca2+-handling
protein expressions were found to be conserved between SAN and atrium; Cav3.1
expression was instead higher and HCN4 almost exclusive to the SAN, reinforcing
the idea of a leading role for the M-clock. Despite this, Ca2+-cycling proteins’
activity was both measured [145] and predicted by modelling [93] to be higher
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in SAN than in ventricles, highlighting a possible increased contribution of the
Ca2+-clock. Also, as already reported in section 1.2, spatial organization seems
to have an important role in Ca2+-clock activity [81], with RyR distribution influ-
encing pacemaking robustness with respect to simulated ICaL losses [35]. Thus,
the importance of intracellular calcium store to pacemaking cannot be completely
ruled out relying on this data, especially considering the exceptional heterogene-
ity found in this tissue [1], [113] and the possible different roles of Ca2+ and
M-clock in different clusters inside the SAN [49]. Despite this, the balance of the
evidence reported above does not advocate for a primary role of the Ca2+-clock
in originating cardiac action potentials.

In conclusion, pacemaking can be thought as an emergent property, synthe-
sis of many complex and deeply interconnected processes. Feedback and backup
mechanisms should restrain from conceptualizing the heartbeat as the straightfor-
ward outcome of a single factor. None of these is indeed essential for pacemaking
on its own, and any schematization, if useful to test a specific hypothesis, becomes
a limitation when attempting a comprehensive explanation. Rather, each actor has
its importance and its specific role – not fixed in time but adaptive (e.g.: in patho-
logical conditions) – that allows the mammalian SAN to beat from about one bil-
lion of times [146] in most mammals to 2−3 billion of times in humans [39] with
a flexible frequency (due to intrinsic variability and physiological needs). Still,
many aspects are preventing a satisfying, shared understanding of SAN activity.
Among them, the just mentioned pathological remodelling but also differences be-
tween species and tissue (e.g.: central vs. peripheral SAN). All these were shown
to affect pacemaking in terms of prominence of the mechanisms originating it and
will consequently be discussed in the next sections.

1.4 Cellular synchronization and tissue structure

1.4.1 Entrainment

Computational evaluations of the ability of sinoatrial cells to synchronize their
beating frequency (Figure 1.4) date back to the 80s [147], [148], taking inspira-
tion from mutual entrainment theory thanks to the intuition that SAN cells could
behave as coupled oscillators [149], [150]. Being electrically connected by gap
junctions, the self-oscillating SAN cells are in fact able to “entrain”, i.e., show
the same BR (frequency synchronization). In this condition, cells can additionally
show simultaneous firing (phase synchronization) or not [151], [152]. This ability
was investigated by coupling model cells in pairs or inside tissues, stimulating
them with brief current pulses or by giving signals generated by a computational
model in input to in vitro cells (model clamp technique [152], [153]). Using these
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methods, it was possible to reveal that SAN cells (and in general pacemaking
cells such as atrioventricular ones [154]) can show different patterns of frequency
entrainment depending on many factors, including the strength of electrical cou-
pling, the timing of the stimulus, the difference in intrinsic CL and the influence of
the nervous system. The result is a frequency within the range of individual intrin-
sic rates of the cells, thought to be obtained through a “democratic” process and
not simply given by the fastest cell [147]. The value of gap junctional conductance
determines the nature of the interaction [151]: phasic (i.e., synchronization is ob-
tained thanks to the action potential of the fastest cell that depolarizes the neigh-
bouring ones) when the coupling is poor, tonic (i.e., continuous current exchange
during DD) when it is high [147], [152]. The synchronization process is a peculiar
aspect of the SAN, firstly because it enables it to deliver a unique stimulus to the
heart at every beat. Secondly, synchronization results in an “apparent propaga-
tion”, where cells discharge progressively in space not because of an input (stim-
ulus current), but as a consequence of entrainment [148]. This is true even with
tens of thousands of cells, as shown by simulations of a 3D mesh of biophysically
detailed models [155]. As one would expect, lower couplings and fewer connec-
tions between cells increased the time necessary for synchronization. However, a
certain degree of uncoupling appears to be beneficial for pacemaking in heteroge-
neous tissues, as indicated by 2D models in which heterogeneity was achieved by
randomizing the ion channel maximal conductances and permeabilities of the sin-
gle cell models [33], [34]. Notably, low intercellular coupling values of 0.25-1.1
nS allow pacemaking in a tissue where only the 3.4% of cells (FWS model) show
spontaneous depolarization following parameter randomization and a 50% ICaL
block mimicking a diseased condition [34]. Sensitivity analyses on the Kurata
model [156] revealed that the influence of ICaL on CL and diastolic depolarization
rate (DDR) diminished upon coupling, whereas the one of IKr increased. Fur-
thermore, specific intercellular coupling intervals (0.00014−0.00033 Ω−1 cm−1)
promoted arrhythmic activity (spiral waves in the absence of anatomical obsta-
cles), whereas higher coupling values (>10−3 Ω−1 cm−1) increased the portion
of SAN tissue showing phase synchronization (i.e., with simultaneous firing) in
addition to frequency synchronization (i.e., firing with the same CL). Cellular het-
erogeneity has a similar effect, but at the same time results in shorter CL [155],
[157], [158]. In addition to this rate-modulatory effect, heterogeneity seems to
play a key role in determining pacemaking robustness: 2D models composed of
identical ML single cell models (not showing spontaneous depolarizations due to a
Pup−gCaL combination preventing APs) do not show electrical activity. However,
when Pup and gCaL are randomized to reproduce cellular heterogeneity starting
from the same values that did not allow depolarizations, pacemaking in the tissue
is rescued [33]. Besides coupling and heterogeneity, spontaneous cell cluster-
ing [33], [34] and uniformly random RyR distributions [35] could represent other
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mechanisms strengthening SAN activity.
Besides investigation of the steady-state behaviour, the assessment of dynam-

ical properties of SAN tissue can provide information about the entrainment pro-
cess. For example, this can be done by applying current pulses of different ampli-
tudes at different phases of the CL to evaluate how the next CL is affected (phase
response) [147], [159]. Combinations of stimulus duration, amplitude and tim-
ing were shown to be capable of terminating pacemaking in Zhang central and
peripheral cell models [160] as well as in the ML one [161]. At the same time
cell coupling, stimulus site [162] and [Na+]i [163] deeply influence the phase re-
sponse behaviour of the models, with low coupling being protective with respect
to annihilation in 1D [161]. Elevated [Na+]i instead promoted irregular pacemak-
ing activity in Kharche model [163], with normal activity interrupted by quiescent
periods due to [Na+]i accumulation. On one hand, this highlights the importance
of Na+ homeostasis, which will be discussed in section 1.5.5, and its poor de-
scription in contemporary SAN models. On the other, the simulated AP traces
obtained in this condition [163] – are interestingly similar to those recorded by
Fenske et al. [164] in SAN cells from mice with mutant HCN4 channels lacking
cAMP regulation. This possibly suggests a similar modulation of the CL by both
[Na+]i and cAMP regulation of HCN4 channels (whose slow kinetics, as reported
above, appear to have a central role in pacemaking).

1.4.2 Heart rate variability
Intercellular coupling determines a reduction in intrinsic (i.e., not due to ANS
modulation) heart rate variability (HRV) caused by stochastic single-cell current
fluctuations, with this reduction being equal to

√
(1/N), where N is the num-

ber of coupled cells [165]. An increased single-cell membrane current stochas-
ticity determines nevertheless a monotonic shortening of CL in the SDiF model
(through an increase in DDR, [165]). Under this point of view, a better coupling
acts to lower the BR by reducing the membrane current stochasticity. 2D simu-
lations by Ponard et al. [166] show that long-term cellular phenomena, such as
a change in the expression of ion channels, also have a role in HRV. Particularly,
this mechanism describes the power-law behaviour of HRV of cell cultures better
than current stochastic fluctuations [166].

Despite the evidence of intrinsic variability mechanisms in denervated animal
models, explanted hearts, single cells (e.g. see [167] for the evaluation of the
relative contribution of M- and Ca2+-clocks to the intrinsic variability in guinea
pig SAN cells), and also computational models here reported, HRV is generally
believed to be mostly determined by extracardiac factors, such as autonomic mod-
ulation. However, by adding a stochastic component to the total membrane current
(with uniform distribution and a maximal amplitude of 20 pA) to the Zhang model
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Figure 1.4: SAN cells entrainment.
Synchronization of two heterogeneous
SAN cells (FWS model) at different
intercellular coupling conductance
(Ggap) values, starting from different
initial conditions. Heterogeneous cells
were obtained by randomization of
the main ion channels permeabilities
and maximal conductances using a
log-normal distribution (σ = 0.2; Cell
1: PCaL = 0.3652 nA mM−1, PCaT =
0.0444nAmM−1, gKr = 0.0042µS,
gKs = 5.7032 · 10−4 µS, gKur =
1.4737 · 10−4 µS, gNa = 0.0231µS,
g f = 4.8857µS, gto = 0.0046µS,
iNaKmax = 0.0708nA, KNaCa =
4.5284nA, Pup = 5.3762mMs−1; Cell
2: PCaL = 0.4549nAmM−1, PCaT =
0.042nAmM−1, gKr = 0.0044µS,
gKs = 6.4198 · 10−4 µS, gKur =
1.7862 · 10−4 µS, gNa = 0.0257µS,
g f = 3.9361 ·10−4 µS, gto = 0.0037µS,
iNaKmax = 0.0718nA, KNaCa =
3.5916nA, Pup = 5.8853mMs−1). Igap

is considered positive when flowing
out from Cell 1 which is faster, thus it
depolarizes Cell 2. When uncoupled
(panel A), cells are prevented from
exchanging current and thus beat at
their intrinsic rates. When coupled
with low conductances, the cells are
able to synchronize their frequency –
i.e., beat with the same CL – but not
their phase (panel B, TOP: the AP of
Cell 2 occurs during the repolarization
phase of Cell 1). Higher gap junctional
conductances (panel C), lead to faster
synchronization and more overlapping
voltage traces, allowing both frequency
and phase synchronization.
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it was possible to fully explain changes in HRV in terms of changes in HR, with-
out any ANS contribution [168]. Even if experimental evidence tells of a more
complex behaviour (since – opposite to the model – HR does not fully explain
HRV by itself) a hyperbolic relationship between the standard deviation of the
inter-beat interval and HR was found [168], which is due to a “geometric effect”,
first pointed out by Zaza and colleagues [169], [170]. In short, this geometric ef-
fect consists in the fact that same perturbations have a major impact on longer DD
phases since these are due to a smaller net current; thus, stochastic current fluctu-
ations will affect a low HR (i.e., longer CL due to longer DD) more than a high
HR. Consequently, total HRV cannot be straightforwardly adopted as a metric
for ANS activity (either normal or pathological), which can be instead quantified
using normalized values such as the ratio between powers in the high and low
frequency bands [170]–[172].

1.4.3 The role of cellular heterogeneity in cardiac pacemaking
Cellular heterogeneity, as disclosed above, plays a significant role in determin-
ing the heart rate. Some research groups have proposed that two distinct cellular
phenotypes constitute the SAN: a central and a peripheral one, each with differ-
ent morphology, genetic expression, electrophysiology, and consequently with a
different function [1], [2]. Assuming peripheral cells as bigger than central ones
(∼60 pF vs. 20/30 pF in membrane capacitance – a measure of cell size), Zhang
et al. [77] developed mathematical models of these two cell types (later improved
by Boyett and coauthors [173] and Kurata et al. [76] with the inclusion of Ca2+

handling) and of a transitional phenotype with intermediate characteristics. Un-
der this assumption, peripheral (bigger) cells show larger currents densities such
as INa, I f , Ito, IKr and the model obtained by fitting on this data shows shorter CL
and action potential duration (APD), more negative TOP and MDP, and more pos-
itive overshoot (OS) with a consequent higher action potential amplitude (APA) as
well as faster upstroke and repolarization phases, compared to central cells. A gra-
dient in cellular properties going from the centre to the periphery (as a function
of membrane capacitance) in a 1D model consisting of central, peripheral, and
atrial cells was able to reproduce the experimental evidence of earliest activation
from the central SAN [77]. However, single-cell properties far from experimental
values (too low upstroke velocity in peripheral cells), were required to obtain this
result [174]. Increasing conductivity values going towards the periphery was nec-
essary, in the same 1D model, to “protect” central cells from the faster rate of SAN
periphery, which is instead slowed down by atrial load [174]. This result agrees
with the classic study by Joyner and van Capelle [175] showing that a gradient in
intercellular coupling is necessary for a small SAN region (of central phenotype
only) to successfully depolarize the atrium.
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Gradient vs. mosaic model

The hypothesis underlying the studies by Zhang and Garny [77], [174] is that,
to achieve frequency entrainment and atrial driving (with the correct activation
pattern), spatial gradients in cellular ionic properties and coupling conductance
are necessary. This idea, referred to as the “gradient model”, was nevertheless
questioned by another theory, called the “mosaic model”, stating that a specific
peripheral phenotype cannot be found inside the SAN (see Figure 1.5 for a graph-
ical schematization and examples of simulated AP traces obtained with models
based on these two different conceptions). Thus, the transition in AP morphology
from the centre to the periphery seen experimentally [176]–[179] would exclu-
sively be caused by the electrotonic influence of interspersed atrial cells, whose
number grows distally from the SAN ([5], [6], [48] for review of the two con-
ceptions). In support of a central role for gradients in pacemaking is the evi-
dence that frequency entrainment is more easily achieved, and the AP variation is
smoother with the gradient model [180]; at the same time, specific cell numbers
and arrangements – such as tree nets mimicking cellular interdigitations – allow
the SAN to efficiently drive atrial cells, supporting the consistency of the mosaic
model [181]. Contradictory results have been obtained regarding the ability of
the gradient model to reproduce physiological earliest activations in central SAN.
If some group showed that this can be achieved [182], [183], others pointed out
the incompatibility of gradients in cellular properties with central activation [184]
or the need for extrinsic factors such as ANS stimulation [185]. About this last
point, it has to be remembered that the SAN is under relevant parasympathetic
tone in vivo. Therefore, simulations showing only a transient central activation
in the absence of ChR stimulation to a 2D gradient model (composed of central
and peripheral cells obtained from the SDiF model [185]) don’t necessarily rule
against this type of cellular organization. Backing a major role for gradients in the
SAN is the work by Inada and coauthors [186] (Figure 1.5B) which showed that
removing either a gradient in ionic properties or in cellular coupling from 1D and
2D models of SAN-atrial coupling results in the absence of atrial driving or even
of pacemaking. This is different from another report showing that a gradient in
diffusion coefficients alone allowed for the activation to start in the centre [187].
Plus, intercellular conductance values in periphery (up to 4000 nS) and atrium
(4000 nS) used by Inada and colleagues were much higher than the experimen-
tal ones (average 175 nS in rabbit atrium [188]) in order to obtain physiological
conduction velocities and central activation. However, the comparison with ex-
perimental data must be cautious for two reasons. First, compared to a real 3D
tissue, cells in 1D and 2D models have less connections with their neighbours for
geometric reasons. To compensate these, larger gap junctional conductance val-
ues have to be set [174]. Second, experimental values were obtained from laterally
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coupled cells that had undergone enzymatic dissociation [188], likely representing
an underestimate of the real coupling conductance in rabbit atrium.

A Gradient Mosaic B Gradient
(Inada et al., 2014)

Mosaic
(Oren and Clancy, 2010)

Figure 1.5: Gradient vs. Mosaic model. A) Graphical representation of gradient and mo-
saic models. Left: gradient model schematization. Transition from central cells (orange)
through peripheral cells (purple) to atrial cells (blue). Right: mosaic model schematiza-
tion. Atrial cells (blue) are interspersed between central cells (orange). B) Illustrative
results of gradient and mosaic models simulations. Left: simulated AP traces along a line
obtained with a 2D gradient model of the rabbit SAN [186]. Kurata [21] and Lindblad
[189] models were used for the SAN and atrial cells respectively. SAN cells membrane ca-
pacitance was increased from 20 pF in the centre to 60 pF in the periphery; gap junctional
conductivity was increased from 25 nS in the centre to 4000 nS in the periphery [186]. The
black arrow indicates earliest activation point. Right: simulated AP traces along a line
obtained with a 2D mosaic model of the rabbit SAN [184]. Atrial cells (Lindblad model
[189]) presence was increased from 22% in the centre to 63% in the periphery; gap junc-
tional conductivity was set homogeneous in the tissue and equal to 7.5 nS. Kurata model
[21] was used for SAN cells. The simulated traces indicate that both models can show
both earliest activation in central SAN and atrial driving.

In summary, both a gradient and a mosaic SAN organization were shown to be
compatible with pacemaking and atrial driving. The main limitation of the “full”
gradient model (considering a gradient in both intercellular coupling and cellular
electrophysiological properties) is that it relies on the hypothesis that bigger cells,
showing a peripheral phenotype, are located in the SAN periphery. However,
“peripheral” cells have not actually been isolated from the periphery of the SAN.
They have been identified as bigger cells with an electrical activity similar to that
of peripheral tissue balls [1]; therefore, there is no direct correspondence between
this phenotype and its location. Plus, some studies did not identify a correlation
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between cell size and current density [113], a fact that questions the existence of
such cell type in favour of a remarkable SAN heterogeneity. About gradients in
gap junctional conductance, different connexin expressions can be found between
SAN regions, although their distributions and the ratio between coupling values
in centre and periphery, to the best of the authors’ knowledge, have not been
experimentally validated yet.

Anatomically detailed simulations show that intercellular coupling gradients
(implemented as spatial changes in the monodomain model diffusion coefficient)
can explain central activation [187], supporting the idea that such arrangement is
found inside the SAN. However, the contradictory computational evidence col-
lected so far does not allow for an exclusive adoption of either the gradient or
mosaic models. Conversely, these two architectures could be both present in the
SAN, as suggested by mixed gradient-mosaic models combining an increase in in-
tercellular coupling conductance with an increase of atrial cells presence towards
the periphery. This type of setup has in fact been shown to be able to reproduce A)
central activation and leading pacemaker (LPM) migration following ACh admin-
istration (also thanks to the presence of fibroblasts) in a 2D SAN-atrial tissue [190]
and B) physiological CL and conduction velocity (CV ) in a human 3D SAN-atrial
model featuring sinoatrial exit pathways (SEP [191]).

Electrophysiological regional differences

In support of the presence of a gradient in electrophysiological properties comes
the evidence that different SAN regions seem to show different intrinsic ionic
properties: experiments have shown that HCN4 channels are for example more
expressed in the centre than in periphery [107], [192]. However, being I f more
activated at more negative potentials it is actually larger in a hyperpolarized pe-
ripheral environment (as discussed in section 1.3.1 and in [101], [119], [121]).
INa is a more peculiar case: it is believed to be absent from the central zone, but
it is fundamental for propagation in the peripheral one. Indeed, if on one hand
ICaL does not suffer from overdrive suppression as much as INa, on the other one
an upstroke solely based on ICaL would not be strong enough to drive the atrium
[186], [193]. Experimental evidence against a functional role of INa in central
SAN under physiological conditions, at least in adult dogs, is given by its low
density and its steady-state voltage dependence (hyperpolarized with respect to
the physiological Vm range [194]). In this case, INa could likely have a function
similar to that conceived for I f by Kurata and colleagues [119], [121], protecting
from excessive hyperpolarization (especially in the periphery). Simulations run
with the Kurata model – enriched with a canine-specific INa formulation – suggest
that this mechanism is significant only in young subjects, in which INa would be
more active because of the hyperpolarization coming from the increasing atrial
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load and predominant parasympathetic tone [194]. A similar more prominent im-
pact of INa on pacemaking in the first stages of life was also found to account for
the higher heart rate seen in models of young rabbits SAN cell compared to older
ones [102].

While only few data are available to determine the relative importance of the
sodium current in the human SAN [195], evidence for this importance comes from
numerous simulation studies showing that an impairment in INa, following a loss
of function mutation in the SCN5A gene, can lead to SND. In particular, simulating
a loss of INa lead to slowing of conduction and to CL prolongation [196], [197]
up to the absence of beat [198] or exit block [199] in presence of ACh. A sum
of SCN5A mutation and ACh release was seen to stop conduction along SAN
exit pathways in a human SAN-SEP-atrial model, thus preventing the delivery of
the stimulus to the atrium [200]. This combination of effects determines indeed
the biggest drop in the safety factor (SF, a dimensionless parameter that indicates
the margin of safety with which the action potential propagates relative to the
minimum requirements for sustained conduction [201]; if SF≥1, then electrical
propagation in cardiac tissue is possible), since ACh disables the compensatory
role of I f [202], especially under heart failure and in presence of fibrosis [200].

Besides a major role for INa, other currents were also shown to be important
for the SAN to drive the atrium. A decreased ICaL and an impaired release from
RyR led to a SF reduction in both a SAN-atrial cell pair and 1D string (built with
the SDiF and Lindblad model [189] for the SAN and atrium, respectively [203]),
setting the stage for atrial fibrillation (AF). On the opposite, reducing K+ currents
(IKr and IKs) increased the SF. Autonomic modulation can alter the SF as well,
with the sympathetic branch (NE, norepinephrine) increasing it and the parasym-
pathetic one (ACh) reducing it [203]. Other factors contributing to a successful
atrial driving are the strength of the source – the SAN in this case – and of the sink:
the atrium. In this regard, a higher number of SAN cells was reported to broaden
the interval of coupling conductivities showing a pace-and-drive behaviour [175],
[204]. On the opposite, increasing the number of atrial cells (Courtemanche model
[17]) paced by a constant number of SAN cells (FWS model) in a 1D string re-
sults in a negligible effect on the SF of conduction [204]. This would suggest that
a large atrium does not necessarily result in a bigger electrical sink, confirming the
hypothesis that distant atrial regions do not interact electrotonically with the SAN
[175]. In this way, the SAN would be able to excite the most proximal portion
of the crista terminalis despite the disproportion in sizes between SAN and right
atrium [175].
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1.4.4 Sinoatrial exit pathways

The ability of the SAN to drive the atrium also depends on the interface between
the two tissues. Based on experimental evidence, some research groups have pro-
moted the idea that the SAN is surrounded by a border of adipose and fibrotic tis-
sue, insulating and protecting the SAN from mechanical and electrical stress [61],
[205]. The excitation would therefore be delivered to the right atrium exclusively
through specialized structures, often referred to as sinoatrial conduction pathways
or sinoatrial exit pathways (SEP). Instead, others proposed that such structures
cannot be found inside the SAN, which would be consequently connected to the
atrium thanks to diffuse interdigitations [1], [181]. Kharche and coauthors [187]
developed a detailed 3D model of the human SAN and atrium and evaluated the
effects of different anatomical configurations such as the presence of an insulat-
ing border with SEP. The simulations indicated that the addition of such structures
does not affect the primary pacemaker location but in turn modulates the BR. In-
terestingly, in the presence of fibrosis and induced arrhythmia, the border sus-
tained both micro and macro re-entry, with a complex SAN-atrial behaviour due
to both the shielding action of the border and the presence of SEP. These indeed
allowed the excitations to travel from and to the SAN, but at the same time pro-
tecting it from excessive tachycardia coming from the atrium, resulting in a longer
period of activation and reduced overdrive suppression [187]. A modulatory effect
of SEP on SAN rate was also suggested to be given by both conductivity and SEP
width [206]. Specifically, narrow SEP allowed for a wider interval of diffusion
coefficients showing a pace-and-drive behaviour and were therefore deemed nec-
essary for the human SAN to overcome the electrotonic influence of the atrium.
This seems to find confirmation in a recent study [191] which underscores how
insufficient widths (<0.45 mm vs. experimental 1.75−2.2 mm [61] and lengths
(<2 mm, compared to experimental measures of 2−3 mm [61]) of the SEP pre-
vent pacing in a 3D human SAN-SEP-atrial model. In these conditions indeed the
SEP did not have a sufficient volume or a sufficiently smooth transition in elec-
trical properties, respectively, to overcome the hyperpolarizing effect of the crista
terminalis. The same held for widths >0.75 mm, given the larger contact surface
between SEP and atrium, whereas increased lengths (>2 mm) were shown to de-
crease the CL only slightly [191]. This would suggest the existence of an optimal
geometrical setup for the SEP to robustly pace the atrium.

Similar to unphysiological SEP width or length, Li et al. [200] showed that a
combination of INa removal and hyperpolarization reduces the SF for conduction
along the SEP, leading to SAN exit blocks in both basal and especially heart failure
models of human SAN-SEP-atrium. In this condition, the SF was also shown to
be direction-dependent and, being higher for entrance conduction, allowed for the
stabilization of re-entry in the SAN.
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In these studies, the number of SEP was set to 3− 5, based on histological
reconstructions and optical mapping studies [61], [205]. Even if more work is
needed to elucidate the role and structure of exit pathways, these investigations
highlight their deep influence on pacemaking and their protective role over the
atrial load.

1.4.5 SAN within multiscale cardiac models

1D, 2D and anatomically detailed 3D models of the right atrium including sinoa-
trial and atrioventricular node provided hints on times and patterns of activation in
physiological [183], [207] and in pathological conditions such as atrioventricular
nodal tachycardia [208] or AF [182], [187], [209]. At baseline, the stimulus was
shown to originate in the centre of the SAN, travel through the periphery and reach
the crista terminalis from which it spreads radially in the whole right atrium (Fig-
ure 1.6). At the same time, excitation propagates around the block zone to reach
the interatrial septum and the atrioventricular node, which is also reached by the
stimulus travelling from the crista terminalis (right panel of Figure 1.6, [209]).

The main drawback of whole-atrium or even whole-heart models is the ap-
proximations they must introduce either in the electrophysiological description
or in the anatomical detail. Hopefully, recent advances in computational power
and techniques (especially through parallelization) will allow the combination of
discrete models (which have the advantage of providing punctual, single-cell, in-
formation) with accurate geometries.

Figure 1.6: Impulse conduction from the SAN to the atria. Different views (left: dor-
sal oblique; centre: dorsal; right: internal) of simulated 3D propagation from the SAN
(extracted from Li et al. [209]). SVC: superior vena cava; IVC: inferior vena cava; CT:
crista terminalis; CS: coronary sinus; RA: right atrium; RAA: right atrial appendage;
INE: inferior nodal extension; PB: penetrating bundle.
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Notably, 3D reconstructions of the SAN alone or with the surrounding atrium
can be found in [210] for the rabbit and in [60], [61], [211], [212] for the human
one (Figure 1.1).

1.5 Pathogenesis in the sinoatrial node

Sinoatrial node disfunction (SND) is a collection of SAN disorders manifesting
as arrhythmias comprising bradycardia, pauses, or even arrest [40], [213]. In
general, it refers to a condition in which the SAN does not manage to supply a
HR that meets systemic needs. There can be several causes for this condition –
Figure 1.7 reports the ones that have been investigated with mathematical models
– but all eventually lead to abnormal impulse formation and conduction. SND
can be congenital or acquired: mutations constitute the first category, whereas the
second one is due to aging or other associated pathologies such as heart failure
and AF.

1.5.1 Mutations
Even if familial forms (i.e., caused by mutations) of SND are rare, several com-
putational works have elucidated the mechanisms underlying them. Investigation
over the consequences of mutations in the SCN5A gene – encoding for cardiac INa
– were discussed in section 1.4.3. There, the importance of this current for SAN
function was highlighted by the correlation between its impairment and SND.
However, mutations affecting other genes reveal the significance of the corre-
sponding currents. For instance, Verkerk and Wilders [123] built an atlas of the
HCN4 mutations associated with SND, providing current reconstructions under
AP clamp for each of them. While these are most commonly loss-of-function
mutations leading to bradycardia, gain-of-function mutations have been discov-
ered and studied as well. Concerning HCN4 channels, the R524Q mutation first
reported by Baruscotti and coauthors in 2015 [232], was shown to cause tachycar-
dia in patients carrying the mutation due to the increased sensitivity of I f to cAMP
found in patch clamp experiments [232]. Analysis of this effect in the single cell
rabbit model by Yaniv et al. [93] proposed that this higher sensitivity determines
a larger I f which, by decreasing the CL, raises the SR calcium content and the
phosphorylation levels of the AC-cAMP-PKA system, increasing I f and ICaL in
feedback [134] and resulting in a higher beating rate [134]. Opposite to this, gain
of function mutations in the KCNQ1 gene cause an increased and persistently
active IKs, leading to reduced APD and slower HR [215]–[217]. These effects
determine an increased probability of ectopic beats and of re-entry stabilization,
whose combination forms the substrate for AF [215]. To avoid this, in silico pop-
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Figure 1.7: Sinus node dysfunction causes and related pathologies investigated in com-
putational studies. Mutations affecting the intracellular calcium handling and membrane
ion proteins are depicted in green and blue, respectively. Catecholaminergic polymorphic
ventricular tachycardia (CPVT, black dashed line) is given by mutations in both calse-
questrin (CASQ) and RyR. Diseases are represented in circles: sinus node dysfunction
(SND, red); atrial fibrillation (AF, yellow); heart failure (HF, pink). Numbers in square
brackets indicate bibliographic references: [1] [196], [2] [197], [3] [198], [4] [199],
[5] [200], [6] [202], [7] [214], [8] [123], [9] [134], [10] [215], [11] [216], [12] [217],
[13] [87], [14] [218], [15] [95], [16] [97], [17] [219], [18] [182], [19] [220], [20]
[200], [21] [221], [22] [222], [23] [193], [24] [96], [25] [100], [26] [223], [27] [187],
[28] [224], [29] [225], [30] [226], [31] [227], [32] [228], [33] [229], [34] [230], [35]
[218], [36] [78], [37] [231].

ulations of models [217] and multiscale modelling [216] suggest that an increase
in ICaL and quinidine (an anti-arrhythmic drug), are beneficial in increasing SAN
robustness and in reducing the risk of AF, respectively.
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1.5.2 Relationship between sinus node dysfunction and other
pathologies

Preventing the onset of atrial fibrillation is of utter importance, in order to pre-
serve SAN function. Nevertheless, while AF is known to be strictly related to
SND, the cause-effect relationship between the two diseases is still not clear [41],
[54], [233]. Hints come from simulations showing that an imbalanced autonomic
modulation (large ACh concentration) can force the SAN to promote AF due to
hyperpolarization and heterogeneous response to ACh [182]. These two condi-
tions can in fact both originate and sustain the arrhythmia. Preliminary work
suggests that inclusion in the FWS model of remodelling due to AF (reduction in
I f , ICaL, ICaT , IKs and in the release and uptake fluxes of the SR) leads to a BR
reduction [220]. To make things even more complex, SND and AF can have a
common origin. Ankyrin-B dysfunction determines a loss of ICaL (Ankyrin-B is
responsible for its membrane localization), INaCa and INaK that lead to a reduced
BR as well as an increased BR variability in the single cell Kharche model [219].
At the tissue level, shifts in the leading pacemaker location, exit blocks and SAN
failure were found to be consequences of the single cell effects and of fibrosis as
well [219]. Similar results were obtained for ischemia [224]: inclusion of elec-
trophysiological remodelling due to this disease (ICaL, I f , [K+]o, [Na+]i increase,
ICaT , IKr, IKs, INaCa, INa reduction) in the Zhang central and peripheral cell mod-
els resulted in longer CLs (more pronounced in the central cell model compared to
the peripheral one). In 2D, this led to a lower tissue HR and CV . Administration
of ACh amplified ischemia effects causing exit blocks and complete SAN arrest
[224].

Incorporating the experimentally measured M- and Ca2+-clock remodelling
due to heart failure with preserved ejection fraction in the FWS model, Mesquita
et al. [234] reproduced the chronotropic incompetence associated with this dis-
ease. Simulations of single SAN cells showed an impaired response to β −AR
stimulation (lower maximal BR and slower dynamics), which could be brought
back to normal by restoring control values of the M- but not of the Ca2+-clock.

Another disease in strict relationship with SND is Catecholaminergic Poly-
morphic Ventricular Tachycardia (CPVT). This pathological phenotype is charac-
terized by ventricular tachycardia under stress conditions but also by bradycardia
at rest, mainly caused by RyR and calsequestrin (a sarcoplasmic buffer) mutations
that determine a leaky reticulum. These mutations deplete the SR with consequent
reduced BR, a condition exacerbated by β − AR stimulation (e.g., under stress
[87]). Interestingly, simulations revealed that while RyR and calsequestrin mu-
tations result in the same phenotype (SAN pauses), they do so through different
mechanisms in response to β −AR stimulation: either through the involvement of
INaCa or not, respectively [218]. In addition, a simulated increase in cAMP/PKA
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activity is sufficient to amend the effects of the mutations and restore a physio-
logic BR [218]. Besides CPVT, increased sensitivity to β −AR stimulation was
also related to hypertension [78], as described in more detail in section 1.7.1.

Cell death is another major contributor to SND, since it imbalances the source-
sink relationship between SAN and atrium. Simulation of a 2D anatomically de-
tailed SAN model showed that 25% cell loss determine a prolongation of the dias-
tolic phase with a consequent drop in the heart rate and exit blocks [221]. Slightly
lower amounts of apoptosis (19%) still lead to reduced HRs but additionally deter-
mine shifts in the leading pacemaker site towards the periphery [222]. Similarly,
the threshold for complete SAN arrest was found to be 15%, while sinoatrial con-
duction time was unaltered up to 10% apoptosis in another study [193]. The effect
was however worsened by a concomitant loss of INa and by an increase in the con-
tact surface between SAN and atrium [193].

1.5.3 Drugs

In the context of secondary SND (i.e., associated with other systemic diseases)
drugs can be beneficial – as discussed above for quinidine – but also detrimen-
tal. Amiodarone, which is used as an anti-arrhythmic treatment for AF, was in-
deed found to further depress SAN function in simulations with the FWS model
when the reduction in SAN ionic currents caused by amiodarone was consid-
ered on TOP of the ionic remodelling due to SND [230]. The authors of this
study consequently suggest using dysopiramide, another anti-arrhythmic drug, to
avoid exacerbation of SND, since simulations showed its ability to raise the HR.
Anaesthetic drugs were also shown to induce acute bradycardia, posing a risk of
arrhythmia during surgical interventions [226], [227], [229] ([229] for review).
Tocolytics (i.e., labor-suppressing drugs) were reported to have negative cardiac
effects. Many of these drugs block L-type Ca2+ current in order to avoid con-
traction in the uterus, affecting SAN activity as a side effect. Simulations with
uterine, SAN and ventricular computational models showed that combinations of
L- and T-type calcium currents blocks prevented a uterine AP while leaving the
SAN and ventricular ones unaffected [225].

To conclude, clinical studies and case reports [235], [236] suggested that
ivabradine is a safe and effective therapy for inappropriate sinus tachycardia (a
disease associated with SND) thanks to its HR-lowering effect. Being this drug a
specific blocker of the funny current, these results stress the importance of I f in
regulating the HR also in humans and validate model predictions of a BR reduc-
tion after I f block [23]–[25].
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1.5.4 Aging

While the effect of drugs is often temporary and reversible, other processes like
aging and endurance training can irreversibly favour the onset of SND. This was
reproduced in a model of the aged mouse SAN, obtained by reducing the activity
of calcium cycling proteins – as well as reducing the conductances of the main
sarcolemmal channels – according to experimental data [95]. Simulations showed
that age remodelling leads to lowered intrinsic beating rates (associated with in-
creased HRV) and reduced sensitivity to autonomic stimulation. However, simu-
lated pharmacological increase of AC activity or phosphodiesterase (PDE) inhibi-
tion was shown to restore physiological SAN function by preserving cAMP/PKA
activity [95] as in the case of CPVT discussed above. Again, similarly to CPVT,
different types of remodelling (coming from different experimental datasets) were
found to determine similar SND phenotypes [97]. This agrees with the idiopathic
nature of this disease and represents the main challenge in its diagnosis and treat-
ment. Despite this, ICaL (typically down-regulated but also up-regulated with ag-
ing) was identified as the main cause of bradycardia in the Tao model, with little
I f or RyR involvement [97].

The role of reduced HCN4 expression is in turn believed to be central in
training-induced bradycardia. Simulations by Bidaud and colleagues show that
I f downregulation in mice accounts for 15% of training-induced HR reduction,
ICaT for 13% and ICaL for less than 1% (given the balance between prolonged
DD and shortened APD), with an overall 38% BR drop [231]. However, con-
sensus is still to be achieved on this topic [237], [238]. In fact, the idea of a
predominant involvement of ionic remodelling in determining training-induced
bradycardia (first suggested in mice [239]) contrasts with the traditional belief of
an increased parasympathetic activity in mediating the observed HR reduction in
athletes. Also, experiments on dogs suggested an ANS-mediated mechanism as
the cause of HR reduction after training programmes [240].

1.5.5 Ion homeostasis

One final mechanism of SND onset is ion homeostasis dysregulation. The recent
modification of the Kharche model by Morotti and colleagues showed that, while
mild reductions of INaCa and INaK both slightly increase SAN cell BR, strong
blocks (> 70/80%) led to bursting activity and absence of APs [96]. Despite
the opposite actions of these two currents (mainly inward and depolarizing INaCa,
outward and repolarizing INaK), the effect of block of these currents is the same
due to the feedbacks between Ca2+ and M-clocks mediated by Na+ and Ca2+

ionic concentrations. Computational studies also suggested that changes in ex-
tracellular ionic concentration underlie bradycardia and sudden cardiac death in
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patients suffering from ischemia [224], diabetes [241] or renal diseases requiring
hemodialysis [100], [241]. Simulations with the updated FWS model by Loewe et
al. [100] predicted negligible (0.15 bpmmM−1) or mild (8 bpmmM−1) effects for
[Na+]o and [K+]o reductions, respectively, but loss of extracellular calcium alone
caused severe bradycardia (−46 bpmmM−1). Specifically, the diminished driving
force for ICaL explained 83% of the resulting bradycardia by determining a chain
of effects that depressed the HR: reduced ICaL, reduced [Ca2+]i, reduced INaCa
amplitude, reduced [Na+]i. However, simulations testing the combined action of
hypoglicaemia and hypokalemia show a reduction in β −AR response and an in-
creased sensitivity to ChR stimulation in the FWS model [241]. The consequent
higher influence of parasympathetic tone leads to CL prolongation up to loss of
pacemaking, a mechanism which could provide a possible explanation to brady-
cardia and sudden cardiac death in diabetic patients [241]. In these conditions,
being the CL increases mainly due to a prolongation of the late DD phase, such
mechanisms seem specific to human SAN cells, considering that smaller mam-
mals lack this phase [223].

Finally, ischemia contributes to a reduction in HR by modulating ionic channel
conductances, activating the ATP-sensitive K+ channel and elevating intracellu-
lar Na+ and extracellular K+ concentrations. Of note, reversing the last effect
(simulating control values of [Na+]i and [K+]o) helped to obtain an attenuated
bradycardic effect in the rabbit Zhang central and peripheral models [224].

Ion regulation has been often overlooked in modelling works (many models
consider fixed ionic concentrations) because little attention has been given to non-
electrogenic ion flows. These are not directly involved in the generation of the
AP, but contribute to ionic balance which, as reported above, is determinant to
sinoatrial function. Hence, there is a need for biophysically detailed models to
accurately reproduce these mechanisms.

1.6 Problem or advantage? Contribution of fibrosis
to cardiac pacemaking

When dealing with the SAN, fibrosis deserves a section on its own. The presence
of connective tissue in or around the SAN is in fact traditionally thought to under-
lie or at least contribute to the occurrence of arrhythmia [187], [196], [200], [219],
[222]. However, the role of fibrosis has perhaps to be richer than that of a mere
non-conductive, arrhythmogenic, barrier. As depicted in Figure 1.8A, experimen-
tal data shows how the rabbit and mouse SAN has larger fibrotic content than atria
or ventricles [242], [243], up to 50% of the total volume in healthy human subjects
[244]. Plus, fibroblasts express ionic channels and are able to establish electrical
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connections with myocytes through gap junctions [245] (see [246], [247] for re-
views of computational studies investigating the role of fibroblast in the heart and
in arrhythmogenesis). This evidence suggests the involvement of such cells in the
electrical activity of the SAN not only in pathogenesis, but also under physiologic
conditions. Panel B and C of Figure 1.8 show two different ways of considering
fibrosis in computational models [247], [248]: as resistive barriers, or as “active”
models (featuring voltage-dependent ionic currents even if they do not fire APs)
connecting to SAN cells. A third possibility is treating them as a passive load
(resistive-capacitive element). Finally, "activated" fibroblasts, i.e. myofibroblasts
express ionic channels and are able to fire APs when stimulated [249]

Fibroblasts were found to modulate the DD phase and the CV in a 2D SAN-
atrium model depending on their density, distribution, and coupling strength [184].
In the case fibroblasts were modelled as conduction barriers, they determined a hy-
perpolarization of the SAN (less SAN cells, thus weaker source), whereas treating
them as passive loads further increased the electrical load seen by SAN myocytes.
In both conditions, the result was a slowing of the BR and a reduction of the CV .
In addition, simulations revealed that fibroblast could differently modulate central
and peripheral rabbit SAN cells models: the firsts are deeply influenced by fibrob-
lasts, showing substantial CL shortening (−30.7%) and APA reduction (−27 mV)
when only one fibroblast is connected to one central cell model [190]. Two fi-
broblasts are enough to prevent any spontaneous electrical activity, differently
from the peripheral phenotype model that is almost unaffected even with four fi-
broblasts attached (+2.7% in the CL). In a 2D mixed gradient-mosaic model,
these phenotype-specific effects allow for a physiological earliest activation in
central SAN [190]. The slight increase in peripheral CL was indeed suggested
to be enough to shift the LPM location from the periphery to the centre, with
only minor effect on the HR. A biphasic relationship between CL and number
of active fibroblasts (MacCannel ventricular fibroblast model [250]) was instead
obtained in preliminary work by Greisas and Zlochiver [251], with the CL first
decreasing and then increasing depending on the number of fibroblasts connected
to a single SDiF SAN cell model. Fibroblast also monotonically reduced the APA,
depolarized the MDP and exponentially increased the BR variability since they
would act as amplifiers of stochastic current fluctuations. However, the gap junc-
tional conductance employed in this study (0−5 µS) might appear to be too high
compared to both experimental values (∼1 nS [252], which were nevertheless ob-
tained from pairs of cultured neonatal rat cells following dissociation) as well as
to the above [184], [190] and previous computational works [253], which used
intercellular gap junctional conductivities of few nS. Finally, recent preliminary
computational work from our lab [254] highlighted the dual influence of active fi-
broblasts (Morgan atrial fibroblast model [255]) on SAN activity: acceleration of
the DD but also slowing of the upstroke phase because of their depolarized resting
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Figure 1.8: ▲ SAN fibrosis and its modelling. A) Histological section of rat SAN (en-
circled by black dotted line) and surrounding atrium (adapted from Doris et al. [243]).
Of note, the two magnified boxes show a lower presence and organization of myocytes (in
purple) in the SAN (red box) than in the atrium (blue box). B) Anatomically detailed 3D
reconstruction of a human SAN (adapted from Kharche et al. [187]). Fibrosis is simu-
lated as inactive cells in the central part of the mesh. C) SAN cell model schematization
of the spatial organization used by Karpaev et al. [190]: fibrosis is simulated as 1 to 3
active fibroblasts (small rectangles, bottom) connected to each SAN cell (TOP) through
gap junctions.

potential (around −40 mV). A similar result was previously shown in fibroblast-
SAN rat cell pairs during simulated atrial stretch [253], thanks to the ability of
fibroblasts to act as current sources.

Overall, these studies demonstrate that, in the SAN, fibrosis does not simply
mean loss of conduction, but likely exerts a profound modulatory role on pace-
making also in physiological conditions. While more data are needed to clarify
if this action is beneficial – e.g., protecting the SAN from excessive hyperpolar-
ization – or harmful (or when and where it becomes so), computational studies
should not simply model fibrosis as a loss of cells or presence of conduction
blocks, but should take into consideration active models able to account for the
complex behaviours reported in this section. For this purpose, the development of
a SAN-specific active fibroblast model would be highly beneficial.

1.6.1 Mechanical regulation

Another neglected aspect of the SAN is mechanical feedback. Fibroblasts likely
play a major role in this since they are believed to protect the SAN from excessive
stretch. In addition, they express stretch-activated channels (SACs) that generate
currents in response to mechanical stimuli. Coupled fibroblast-SAN cell model
simulations suggested that this feature would allow fibroblast to contribute to an
acceleration of the HR following right atrial stretch [253] thanks to their depo-
larized resting potential (−20 mV). In a 3D SAN-atrial model featuring Zhang
central and peripheral models, inclusion of fibroblasts in both SAN and atrium
resulted in a prolonged CL [256]. However, when SAN spontaneous activity was
impeded by decreasing cell to cell coupling, a 4 µm simulated fibroblast stretch
was able to reinitiate spontaneous electrical activity thanks to the depolarizing
current flowing through SACs [256]. Again, this action was possible thanks to the
reversal potential (16 mV) of such channels.

In addition, SAN cells have a mechanical response on their own. In this con-
text, besides stretch magnitude and reversal potential, another factor possibly in-
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fluencing the stretch response of the SAN is the shape of the AP. This last aspect
was proposed to explain the species-dependent response to stretch in rabbit vs.
mice [257], with the former showing an acceleration and the latter a deceleration
of the HR following stretch. The simulations show indeed that depending on the
AP phase, SACs can have an accelerating (during diastole) or decelerating (dur-
ing late repolarization) effect. It remains unanswered if this double role of SACs
would hold in the case of cyclic diastolic stretch, therefore there could be other
factors determining the experimentally observed reduction of HR in mice.

Extensive reviews of current understanding of SAN mechanical feedback can
be found in [52], [258], [259].

1.7 Autonomic control

We have already partially discussed the role of the autonomic nervous system in
modulating the heart rate and in eliciting arrhythmias. In this section, emphasis
will be given on the mechanisms of action of sympathetic and parasympathetic
tone, as well as on LPM shifts.

1.7.1 Sympathetic and parasympathetic modulation
The response to ACh and NE is often used as a validation benchmark for the
developed computational models. In this case, experimental data on the overall
effect of the two chemicals – such as channel conductance reduction/increase and
positive/negative shifts in the steady-state voltage dependence – are included into
the models. This allows to reproduce the single cell BR changes obtained with
cholinergic and adrenergic stimulation in patch-clamp. Nevertheless, being this a
phenomenological approach, it neglects the concentration-dependent effects and
the specific mechanisms of the second messenger cascades. Starting from early
investigations in the late 90s to describe the mechanisms of vagal and sympa-
thetic stimulation [260], [261], later extended to account for regional differences
[262], researchers have tried to fill this gap by including equations describing the
changes in ionic currents depending on intracellular signalling (Figure 1.9). Hi-
meno et al. [36] added this dependence for the main ionic currents of their guinea
pig SAN cell model for both sympathetic and parasympathetic responses. Hence,
ICaL and IKs fully-activated currents and voltage dependences vary with active
[PKA], whereas I f voltage dependence is directly modulated by [cAMP]. The
results showed a sigmoidal dependence of BR increase with respect to ISO con-
centration, with saturation at high levels (1 µM) due to INaK increase upon [Na]i
accumulation. Similar curves were obtained by Zhang et al. [133] which found a
primary role for IKr in β −AR stimulation in evolutions of Zhang SAN models of



40 CHAPTER 1. THE SINOATRIAL NODE

central and peripheral SAN by Boyett et al. and Kurata et al. [76], [173]. The de-
pendence of IKr deactivation time constant (τKr) on ISO concentration determined
a faster inactivating potassium current that allowed for a faster diastolic phase. If
τKr did not show this dependence, the ISO-determined fully-activated IKr increase
actually reduced the BR.
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Figure 1.9: Autonomic signalling cascades. Schematization of stimulating neuron (yel-
low), SAN cell (grey), intracellular signalling cascade and main affected ionic currents.
NE: norepinephrine; CaM: calmodulin; ATP: adenosine triphosphate; refer to Table 1
for other abbreviations. HMSN: Himeno et al. [36]; Pohl: Pohl et al. [84]; Castellanos:
Castellanos et al. [263]; ML: Maltsev & Lakatta [89]; Behar: Behar et al. [94]; Yaniv:
Yaniv et al. [93]; Tao: Tao et al. [78].

Regarding parasympathetic stimulation mechanisms, Maltsev and Lakatta [89]
considered the dependence of the single cell BR on [ACh]. Targets of the stimu-
lation, in this model, are: I) IK,ACh (which becomes increasingly activated), II) I f
(negative shift in the voltage-dependent activation curve), III) ICaL (partial block),
IV) SERCA pump. Regarding the latter, ACh determines dephosphorylation of
PLB that in turn decreases the uptake rate by SERCA pump as much as it de-
creases ICaL. Considering this dependence, the simulations show that at high
(100 nM) ACh concentrations, IK,ACh is the main effector of BR slowing, account-
ing for almost half of the reduction. This was found to be the case also at lower
concentrations (30 nM) by running simulations of a markovian model of IK,ACh
featuring the voltage dependence of the muscarinic receptor [264]. Indeed, hy-
perpolarization promotes the ACh affinity to the receptor, thus incrementing the
available K+ current in early diastole with a consequent BR slowing in the FWS
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model [264].
Building on the work by Maltsev and Lakatta [89], Yaniv et al. [93] modelled

the AC-cAMP-PKA signalling network in rabbit SAN cells for the β −AR re-
sponse and, in a later work, extended the description to the ChR response [94]. In
these models, a set of differential equations describes the changes in AC-cAMP-
PKA concentrations, similarly to what was done by Himeno and coauthors [36].
In the model, the activation of AC is given by the sum of β −AR and ChR stimu-
lation (whose effect is actually not additive because of the non-linear dependence
of the BR on cAMP [94]) and by calmodulin. AC transforms ATP into cAMP,
which is further converted into PKA or degraded by PDE. cAMP and PKA phos-
phorylate I f and ICaL, PLB (hence SERCA), and RyR respectively. NE acts on
increasing AC activity and therefore influences active cAMP and PKA concen-
trations, whereas ACh reduces it, besides activating IK,ACh. Simulations run with
such models suggest that PLB phosphorylation is the main mechanism of BR in-
crease at either high or very low cAMP levels, whereas I f and ICaL contribute at
intermediate levels [93]. Without PLB phosphorylation the models do not show
β −AR response and the ChR one leads to higher BRs (instead of lower ones) and
instability [94]. ICaL phosphorylation was instead suggested to contribute to both
a deceleration (through calcium-dependent inactivation [94]) and an acceleration
[24] of the BR in simulations of ISO administration. Pharmacological ICaL en-
hancement supports the second mechanism [265]. As already discussed in section
1.5.4, aging reduces the sensitivity of SAN cells to ANS stimulation, leading to a
disruption of these processes. Simulations on a aged mouse SAN cell model pre-
dicted that this deleterious effect involves a reduced sensitivity of I f to cAMP and
of PLB to PKA [95]. Therefore, both these changes have to be reversed (through
either maximal concentration of ISO or cAMP or PDE inhibitors) to obtain the
same response to β −AR and ChR stimulation as in non-aged cell models [95].

While the AC-cAMP-PKA signalling can explain the link between autonomic
modulation and beating rate change at the single cell level [93], the models by
Tao et al. [78], Pohl et al. [84] and Castellanos and Godinez [263] describe the
mechanisms of autonomic modulation from the neurotransmitter release to the
resulting frequency variation. The complete messenger cascade sequentially in-
cludes: I) neurotransmitter release; II) receptor binding; III) G-protein activation;
IV) AC activation; V) PDE cAMP hydrolysis; VI) PKA activation; VII) Ionic
current changes (see Figure 1.9 for schematization and comparison on how these
mechanisms have been modelled). The simulations involving neuronal stimula-
tion showed BR variations in agreement with experimental data in response to
adrenergic modulation in rats [78], and cholinergic modulation in humans [84]
and in rabbits [263]. For example, high frequency parasympathetic stimulation
(50 ms bursts at 200 Hz applied after every AP) determined a progressive CL pro-
longation in the human SAN cell model by Pohl and coauthors [84], whereas com-
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bined adrenergic and cholinergic neurotransmitter release reproduced the HRV at
different stimulation frequencies (0−10 Hz) in the SDiF rabbit model combined
with a second messenger cascade model [266], in accordance with experimental
data [263]. The study by Tao et al. [78] considered – even if only for β −AR
stimulation – the additional step of neural excitation (AP) determining the Ca2+

influx and the consequent neurotransmitter (NE) release. According to their own
experimental data, a 40% increase in calcium current maximal conductance and
a 26% decrease in PDE activity were included in the neuron and SAN model, re-
spectively. This reflected the effect of reduced cyclic guanosine monophosphate
levels as found in hypertensive rats. The results showed an 80% higher NE release
with a 12% BR increase in basal conditions. Moreover, under adrenergic stimula-
tion the BR in the hypertensive model was more sensitive to stimuli of increasing
frequency, and the relative contribution of the two parameters changes showed
a clear frequency dependence, with the BR increase being more sensitive to an
upregulation of Ca2+ conductance at higher frequencies.

1.7.2 Shifts of the leading pacemaker location
The effect of a shift in the leading pacemaker site following autonomic modu-
lation (Figure 1.10) was reproduced by mathematical models already long ago.
Brief ACh pulses in a portion of cells forming a tissue were shown to be able
to reversibly affect the LPM location by perturbing the cells’ entrainment pro-
cess [148]. The LPM site (and/or the number of stable LPMs) also depended on
the coupling conductance [148]. Recent computational work [187] has indeed
highlighted that changes in SAN intercellular coupling can account for this phe-
nomenon, with the LPM migrating towards the site with lower coupling. Cellular
heterogeneity within the SAN is also believed to play a critical role in determining
the shift. Gradients in ionic properties and gap junctional coupling (modelling the
different properties of central and peripheral SAN, Figure 1.10) could explain the
LPM shifts under β −AR [186] and ChR [190] stimulation. Under basal condi-
tions, Pup was proposed to be the main factor in determining the pacemaker site
[140]. Simulations also indicated a dependence of the LPM position on the dis-
tribution of gCaL, the maximal conductance of L-type Ca2+ current, with the site
of earliest activation colocalizing with an increased gCaL [182] or moving away
from a region with reduced gCaL [140]. While this theoretically complies with
the primary role of ICaL in cardiac pacemaking, it also agrees with the Ankyrin B
syndrome model by Wolf et al. [219], which showed an LPM shift towards the
periphery after loss of ICaL.

In physiological conditions, ACh could be the main actor of the LPM shift be-
cause of 1) the higher sensitivity to ACh ([262], again due to the geometric effect
explained in section 1.4.2) and 2) the higher innervation and number of choliner-
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Figure 1.10: Leading pacemaker (LPM) site shifts due to autonomic stimulation. LPM
colocalizes with ICaL [140], [182] and SERCA uptake rate [140]. Sympathetic stimulation
(red arrow) shifts the LPM superiorly (red star); parasympathetic stimulation (blue ar-
row) shifts the LPM inferiorly (blue star). Right: summary of possible causes of the shift
in the LPM following ANS stimulation: different densities of β -adrenergic and choliner-
gic receptors [267], coupling [187], [190] and cellular phenotypes [182], [186], [262]
between superior and inferior SAN. pSAN: peripheral SAN.

gic receptors in central SAN cells with respect to peripheral ones [182]. Hence,
the CL-prolonging effect of ACh is more pronounced in the centre [1], and upon
cholinergic stimulation the earliest site of activation shifts towards the periphery.
The addition of linear gradients of β −AR sensitivity and gK,ACh (maximal con-
ductance of the acetylcholine-activated K+ current) in a 2D rabbit model, shows
indeed superior and inferior shifts of the LPM site during sympathetic and vagal
stimulation, respectively, in agreement with optical mapping data [267]. Plus, in
the model larger gradients lead to larger shifts and faster dynamics, with an earlier
stabilization of the new LPM location in case of ACh compared to ISO response
[267].

Recent experimental data on humans show that different portions of the SAN
could be linked to different HRs, with the superior SAN preferentially showing
high rates and the inferior portion correlating with lower rates [268]. This be-
haviour – conserved across species – is determined by the hierarchical organiza-
tion of the SAN ([49] for review). In other words, it could be due to an intrinsic
dominance of either the M- or the Ca2+-clock in different SAN regions [39], to-
gether with the deep control exerted by the nervous system [269]. More studies –
both experimental and computational – are needed to elucidate these tissue levels
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mechanisms of neural modulation of the HR, especially in humans.

1.8 Open issues

Evolution has shaped the SAN to guarantee the onset of the heartbeat for billions
of times during a human being’s life, despite ever-changing conditions (physical
activity, sleep, arising of diseases). Considering that this is achieved through dif-
ferent mechanisms that cooperate to deliver the heartbeat and to serve as back-up
for one another, a conclusion can be that every aspect of the SAN matters for its
functioning, from intracellular mechanisms to fibrosis, from tissue-level structure
to innervation. Sub-cellular organization is also believed to play a determinant
role [270].

Computational models have helped to unravel many of the processes under-
lying SAN activity. The previous sections showed that several simulations were
run to elucidate, for example, how SAN cells synchronize or how their behaviour
is affected by diseases. Despite these precious contributions, however, certain as-
pects remain not fully explained, among which the origin of pacemaking stands
out. As discussed in section 1.3.3, nowadays consensus takes the coupled-clock
theory as the best compromise between spontaneous Ca2+ releases and funny
current activity, with the underlying idea that these mechanisms (“clocks”) are
interacting (“coupled”) but remain anyway distinct. This conception represents a
simplification of the actual complexity of pacemaking mechanisms, and it is the
consequence of two different but related aspects. On one hand, there is a time
gap between experimental results and modelling works. As a relevant example,
reported in section 1.3.4, in recent years there has been an accumulation of evi-
dence showing the triggering and modulation of local calcium releases by Cav1.3
current, yet no computational model has tried to reproduce this phenomenon. On
the other hand, experiments are intrinsically limited to hypothesis isolation and
testing, and cannot address the nature of the phenomenon as a whole. This is
particularly limiting while studying cardiac pacemaking, since this could be seen
as an example of emergent property, result of the coordination between several
interacting processes, more than just the action of single players.

Another controversy is whether gradients in cellular properties and intercellu-
lar coupling are the correct description of the SAN heterogeneity or if a mosaic
structure is the case. This debate has provided computational evidence supporting
both hypotheses, showing their compatibility with pacemaking and atrial driving.
Experimental data on connexin and ionic channels expression and on conduction
velocities let the gradient hypothesis appear hard to be rejected [4], but at the same
time, it is not excluded that atrial myocytes locate among SAN myocytes and reg-
ulate their function. Once again, the complexity of the SAN makes it difficult



1.8. OPEN ISSUES 45

to classify it under rigid categories and therefore it appears more constructive to
consider these theories as complementary rather than opposite [190], [191]. Else,
species differences may explain different SAN organization [6].

A specific limitation of contemporary SAN models is represented by the ac-
curate description of Na+ homeostasis: few models consider Na+ concentration
as a state variable despite its influence on the sodium-potassium pump and there-
fore its role on the current balance in diastole. More generally, ionic balances
should be taken into account given their importance for the correct functioning of
pacemaking.

The astonishing complexity of the sinoatrial node from a structural, cellular,
and molecular point of view, all of them strictly related to heterogeneity, stands out
as a peculiar aspect that needs to be considered to gain a complete understanding
of SAN function. Indeed, the broad range of cellular phenotypes, spatial organi-
zations, and intracellular mechanisms making up the SAN are not matched by any
working cardiac tissue. Recently, two experimental works have highlighted how
the SAN shares functional and transcriptional features of neurons [271]–[273]. A
previous computational study showed that SAN and pyramidal cells produce sim-
ilar responses following mutations in Na+ and hyperpolarization-activated chan-
nels (even though Ca2+ channel mutations had opposite effects [274]). It is well
known that the autonomic nervous system innervates and controls the SAN [275],
as also discussed in this review. Nevertheless, the fact that the SAN itself shares
properties with neural structures is a new discovery that opens new scenarios in
our understanding, especially on heart rate regulation.

As discussed in section 1.6, the role of fibrosis needs further study: despite
its large presence inside the SAN, it has not received proportional attention yet.
Fibroblasts participate in SAN activity and can modulate it, but further work is
necessary to elucidate the mechanism and thus the purpose of fibrosis in basal con-
ditions. Similarly, SAN mechanics is a generally neglected aspect, consequently
if and how SAN automaticity is regulated by a “mechanics-clock” [50], [258] is
still an open question. What is instead emerging as a reality is the presence of
conduction pathways connecting the otherwise insulated SAN to the atrium. The
resolution of contemporary experimental techniques has allowed to obtain robust
evidence for sinoatrial exit pathways [61], [200], [212] while, as discussed, their
mechanistic behaviour is starting to be assessed thanks to models.

Other aspects that need clarification are the relative contributions of intrin-
sic variability and of autonomic control on heart rate variability, the relationship
between sinus node dysfunction and atrial fibrillation [41], [54], [233] as well
as the cause of the leading pacemaker shift. All these topics require further in-
vestigation in order to achieve a better understanding of SAN functioning and
consequent broader possibilities of preventing and treating disorders. This can be
best achieved thanks to the cooperation between experimental and computational
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works, where simulations would take experimental data as input, to give in output
model predictions that can be verified by additional experiments. In this setting,
all the standardization efforts and open-source initiatives are warmly welcomed
since they allow researchers to focus on experiments and simulations and encour-
age the comparison between results. Many of these have already become virtuous
realities: CellML [276], OpenCARP [277], Myokit [278] and ParamAP [279], to
name a few.

To conclude, despite all the data in silico models provided us with, sinus node
dysfunction still lacks a satisfying treatment, primarily because of a limited com-
prehension of SAN functioning. The increasing computational power and grow-
ing body of evidence now available suggest that computational models will have
a lot to tell about the origin of the heartbeat: the history of cardiac pacemaking is
far from being over.
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Abstract
This Chapter aims at investigating the role of local calcium releases (LCRs) in
cardiac pacemaking. This is achieved by developing a 3D model of a single rabbit
sinoatrial node cell featuring detailed membrane and calcium-clock descriptions.
Secondly, single cell simulations where LCRs were prevented during the diastolic
period are run to assess their effect on the cell’s cycle length. Finally, two hetero-
geneous model cells were coupled together to study the influence of LCRs on the
synchronization process.

The simulations show that this model reproduces both experimental and previ-
ous models’ basal rabbit sinoatrial cell action potential features. Comparing sim-
ulations in control conditions with simulations where LCRs are prevented below
a membrane voltage of −30 mV shows that their effect depends on the parame-
ter randomization of heterogeneous cells. Coupled cells simulations at different
gap junctional resistance values show that, below a specific inter-cellular cou-
pling value (Rgap < 104 MΩ), spontaneous cells drive dormant ones regardless of
the presence of LCRs. The latters hamper the driving process at lower coupling
strengths (Rgap = 104 MΩ), but provide larger heart rate dynamics.

Overall, this work provides a useful tool to study pacemaking and gives quan-
titative hints on its mechanisms.
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2.1 Introduction
Sinoatrial node physiology has been extensively investigated since the discovery
of this fundamental cardiac tissue. Especially for small mammals (e.g., mice,
rabbits, guinea pigs), lots of data have been accumulated and allowed the un-
derstanding of the role and functioning of the SAN. Computational models have
also greatly contributed in elucidating the mechanisms that determine the heart-
beat. However, as underlined in Chapter 1, a comprehensive description of cardiac
pacemaking is lacking, and in particular the quantitative role of different actors
involved is still not consolidated (Section 1.3), limiting the possibility of acting
effectively in case of disease.

In the SAN, intracellular calcium cycling does not have a role in contraction,
but participates to homeostasis and electrophysiology through sodium-calcium
exchanger activity. In particular, supposedly stochastic openings of ryanodine
receptors (RyRs) determine local calcium releases (LCRs) from the sarcoplasmic
reticulum (SR). The increased local Ca2+ concentration inside the cell activates
the exchanger which, extruding 1 Ca2+ ion and intruding 3 Na+ ions, gener-
ates a depolarizing current. While experimental evidence [141] has questioned
the spontaneity of RyRs opening (and therefore the presence of an independent
"calcium-clock"), this process remains crucial for AP onset [58].

Consequently, in order to provide additional quantitative information about the
contribution of LCRs to diastolic depolarization, this work aims at: 1) developing
a detailed, 3-dimensional single SAN cell rabbit model combining state-of-the-art
membrane and calcium-clock descriptions; 2) comparing AP features of the up-
dated model in control conditions and when LCRs are disabled and 3) investigate
the contribution of LCRs to the synchronization process between 2 model cells.

2.2 Methods
Membrane current formulations were taken from the SDiF model [24]. The main
model development in this work is represented by the adoption of the 3D detailed
intracellular calcium handling description of the recent Maltsev et al. model [35].
In that work, the inside of the cell is divided in voxels of increasing size going
from the membrane to the cell core. In the subsarcolemmal space just below the
membrane, where the spatial resolution of the model is higher, the change of Ca2+

concentration is described according to the following equation:

∂Casub

∂ t
= D∇

2Casub − Jring + JCRU − JCa − JCM

where D is the diffusion coefficient, Jring is the Ca2+ flux to the central part
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of the cell, JCRU is the Ca2+ flux due to release from the CRUs, JCM is the Ca2+

flux due to calmodulin binding and JCa is the Ca2+ flux due to membrane Ca2+

currents:

JCa =
ICaL + ICaT + IbCa −2 · INaCa

2 ·F · v
where in turn F is the Faraday constant and v is the volume of the voxel.
The parameters PCaT (maximum permeability of T-type calcium current) and

Km fCa (dissociation constant of Ca2+-dependent ICaL inactivation) were scaled
by a factor 0.8 and 6, respectively, compared to the original SDiF model. The
latter modification was necessary to account for the greatly increased Ca2+ con-
centration seen by the ICaL Ca2+-dependent gate following the co-localization of
Cav1.2 with RyR and sodium-calcium exchanger channels, compared to the con-
centration in the subspace of the original lumped-parameters SDiF model. All
other cell parameters (dimension, compartmentalization, etc) were the same as in
[35].

Table 2.1: Comparison between models and experimental AP features. Cycle Length
(CL), Maximum Diastolic Potential (MDP), Action Potential Amplitude (APA), Overshoot
(OS), Action Potential Duration at 50% repolarization (APD50), Maximum Upstroke Ve-
locity (dV/dtmax). Data is shown as mean ± standard deviation for the present model
(values averaged on the last 2 s of 20 s baseline simulation) and as mean ± standard
deviation and range [lower bound, upper bound] for experimental values.

Feature Present model SDiF model [24] Experimental values [24]
CL[ms] 379±1 352 325±42 [247, 389]
MDP[mV] -61±0.1 -58 -56±6 [-66, -52]
APA[mV] 78.4±0.8 80 87±6 [78, 98]
OS[mV] 19±0.7 22 27±5 [20, 32]
APD50[ms] 131±0.4 108 93±12 [73, 111]
dV/dtmax[V/s] 6.4±0.2 7.1 11.3±6.5 [4.8, 27]

Different types of simulations were run with n = 5 heterogeneous cells, ob-
tained by randomization of the maximal conductances, currents and permeabili-
ties (PCaL, PCaT , gKr, KNaCa, iNaKmax, gNa, gKs, g f , gto) of the SDiF model via
log-normal distribution (σ = 0.2) sampling [34]. In addition, Pup, the maximal
uptake rate of the SERCA pump was also randomized to take into account Ca2+-
clock heterogeneity (Table A.1).

In the first set of simulations, control conditions were tested (20 s to reach
steady-state) with both the baseline and the 5 models obtained by parameter ran-
domization. Secondly, 1 s simulations where LCRs were disabled or not during
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diastole, were performed. When LCRs were disabled, CRUs were allowed to open
only when the cell membrane voltage (Vm) reached a threshold of −30 mV (more
positive than the take-off potential, TOP = −34.9 mV, computed as in [118]).
Still, they could release Ca2+ when the cell membrane reached this threshold,
in order to produce the AP-induced calcium transient. These simulations started
from the last MDP of the control simulations. Thirdly, 1 s coupled cells sim-
ulations with and without LCRs were run. Coupling was obtained by adding
the gap junctional current at different Rgap values (gap junctional resistance =
101,102,103,104,∞ MΩ) to the cells’ current balance, as previously done [34]:

dVm

dt
=

−(Iion + Igap)

Cm

where Vm is the membrane voltage of one cell, Cm its membrane capacitance,
Iion is the sum of all the sarcolemmal ionic currents produced by the cells and Igap
is in fact the gap junctional current computed according to the following equation,
where Vm1 and Vm2 are the membrane voltages of the two cells:

Igap =
Vm1 −Vm2

Rgap

One of the two cells was made "dormant" (i.e., it did not show spontaneous
depolarizations, see again Chapter 3) by reducing I f maximal conductance and
ICaT maximal permeability to 10% of their original values. The presence of a
dormant cell and the disabling of LCRs were implemented to study the effect
of LCRs on inter-cellular synchronization. Steady-state conditions at 20 s and
Rgap = ∞ MΩ were used as initial conditions.

To gain quantitative information in the relative contribution to diastolic de-
polarization, the charges transported by I f , INaCa and Itot were computed as the
integral of the respective currents during diastole (from the first MDP, to the first
TOP). The first diastolic depolarization duration (DD) was computed as the time
difference between the occurrence of the first MDP and the first TOP. Other
AP features were computed as in [34]. All simulations used uniformly random
distributed calcium release units (CRUs [35]).

The model was developed in MATLAB R2021a and integrated using an ex-
plicit Euler scheme (step = 7.5 µs) together with first order finite differences. 1 s
of simulation took approximately 20 minutes on an Intel(R) Core(TM) i7-8565U
CPU @1.80 GHz machine with 8 GB of RAM.
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2.3 Results

The present model reproduces rabbit SAN cell physiology by showing AP fea-
tures similar to previous models and compatible with experimental values (Table
2.1). Another important experimental validation is the simulation of funny current
block by ivabradine: 66% I f block led to a 19% rate reduction (CL = 470±4 ms,
+24%). These results are similar to the SDiF model and experimental data [24].
Figure 2.1 shows the model APs and the calcium concentration in the subspace at
(1) the beginning of the late diastolic phase; (2) the AP onset and (3) during the
AP. As shown, LCRs appear in late diastole, grow in number before the AP up-
stroke (contributing to the exponential voltage rise) and finally merge into a global
AP-induced calcium transient.

0 200 400 600 800 1000
t [s]

-60

0

[m
V

]

0

5

10

1
2

3

1

2

3

[μM]
0

60

120

180
0

60

120

180
0

60

120

180
0 111 222 333 444

Figure 2.1: Baseline model action potential and calcium handling. Action potential
(top) and calcium concentration in the subspace (bottom three panels) in a steady-state
(20 s) baseline simulation. Red vertical lines indicate the times at which the calcium
concentration in the bottom panels is plotted. In the bottom panels, the whole cylindrical
subspace was unfolded to allow its visualization in 2D: all 180x444 voxels are displayed.
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2.3.1 Disabling LCRs has different effects in baseline and het-
erogeneous models

Figure 2.2 shows the results of disabling LCRs during the diastolic depolarization
of a single cell. As explained in the methods section 2.2, in this simulations
CRUs could open only when the membrane voltage was above −30 mV, a value at
which ICaL activation threshold is already reached and the AP is triggered. In this
condition, the first diastolic period lasted 308 ms, representing an average +60%
increase compared to baseline (193 ms).
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Figure 2.2: LCRs contribution in the baseline model. Comparison between AP traces
(top panel) of control (black) and no LCRs (gray) conditions in the present model. Black
dots indicate the TOP, horizontal black line the −30 mV LCRs activation threshold. Line-
scan along the cell long axis in control conditions (middle panel) and when LCRs are
disabled during diastole (bottom) are reported, with red arrows marking LCRs.

In comparison, preventing Ca2+ release below −30 mV in the original SDiF
model leads to a milder DD prolongation (243 vs. 179 ms in control, +36%). Of
note, the AP occurrence in the present model is delayed due to the fact that the
diastolic depolarization slope in the late exponential phase is lower than in control
conditions (Figure 2.2). This is a direct consequence of the reduced INaCa (Table
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2.2) caused by the absence of LCRs (compare Figure 2.2 middle and bottom pan-
els), which however seems not to affect the AP firing threshold (TOP=−34.9 mV
in control vs. −34.2 mV when LCRs are disabled). However, the analysis on
5 heterogeneous cells provides different results: the first diastolic period lasted
166± 14 ms in the absence of LCRs, representing an average −15± 76% de-
crease compared to when LCRs are present (181± 68 ms, p > 0.68). The huge
variability is due to the fact that cells #3 and #4 shorten their CL, cell #5 is only
slightly affected (+11 ms) while cells #1 and #2 see a CL prolongation (Table
A.2). This happens despite the average reduction in QNaCa (Table 2.2, p = 0.02
for QNaCa/Qtot). Also, the TOPs are significantly depolarized:−31.3 mV with
respect to −34.2 mV in baseline (p = 0.024).

2.3.2 LCRs cut cell synchronization capacity but provide pace-
making flexibility in coupled cells

Figure 2.3 reports the results of the coupled cells simulations at different coupling
values in the presence or absence of LCRs in diastole. If Rgap < 104 MΩ, the
spontaneous cell is able to depolarize the dormant one whether LCRs are allowed
or not. For Rgap = 104 MΩ however, in the presence of LCRs only 1 dormant cell
over 5 is effectively driven to fire an AP. When LCRs are prevented, this number
grows to 4, even if the DDs are prolonged (average +19.4% for the spontaneous
cell and +32.4% for the driven one).

Interestingly, the DD duration range is enlarged by the presence of LCRs when
Rgap < 104 MΩ, coupling values at which all pairs of heterogeneous cells are
completely synchronized. For example, DD = 196 ms vs. 24 ms without LCRs
with Rgap = 103 MΩ, +717%).

Table 2.2: Comparison of charge influx ratios during the first diastole in control and no
LCRs conditions. QNaCa, sodium-calcium exchanger charge; Q f , funny current charge;
Qtot , total charge during diastole. For each condition, the first line refers to the baseline
model, while the second one report the results of the 5 heterogeneous cells.

Condition DD [ms] QNaCa/Qtot QNaCa/Qf Qf/Qtot
Control 193 111% 87.2% 127.3%

181±68 99.2±13% 80.6±46.4% 145±51.9%
No LCRs 308 111.3% 55% 202.3%

166±14 56.6±14.6% 39±10.3% 145.4±9.3%
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2.4 Discussion

In this Chapter, we merged detailed calcium [35] and membrane clock [24] formu-
lations to develop a tool for future investigations, which we also started to address
here. First of all, the model showed a physiological behaviour for a single rabbit
sinoatrial node cell in terms of AP features values (Table 2.1).

Simulations in which CRUs are prevented from opening during the diastolic
phase show that LCRs are important in determining the late diastolic phase. If
they are absent indeed, the action potential is substantially delayed because of
the reduction in positive charge influx by the sodium-calcium exchanger. Interest-
ingly, this effect is more pronounced in the present 3D model (+60% acute diastole
prolongation) than in the original SDiF (+34%), highlighting an increased impor-
tance for Ca2+ cycling with the detailed description adopted. When considering 5
heterogeneous model cells however, variable results are obtained, with an average
DD shortening (−15±76%) following LCRs deactivation. This happens despite
the general reduction in INaCa contribution in diastole (Table 2.2). This may sug-
gest that LCRs contribution is dependent on the balance between calcium and
membrane clocks achieved by the parameter randomization in both the membrane
(e.g., g f and PCaL) and calcium-clock (Pup).

Concerning the coupled cell simulations (Figure 2.3), it can be noted that in
conditions of extremely low coupling (Rgap = 104 MΩ), the LCRs presence re-
duces the chances of the spontaneous cell to drive the dormant one. At the same
time however, the interaction between the heterogeneized Ca2+ (when LCRs are
allowed to happen) and membrane clocks allows to achieve larger beating rate
dynamics. This supports the idea [39] that the membrane clock acts as a limit-
cycle oscillator, providing robustness to pacemaking, while the calcium clock,
acting through criticality mechanisms, adds flexibility to pacemaking. A similar
behaviour was found regarding the origin of beat-to-beat variability in guinea pig
SAN cells, with the calcium clock being the main source of it [167]. Thus, the
Ca2+-clock helps to achieve the range of physiological heart rates seen in mam-
mals in vivo. Imagining that the interaction between the two clocks may differ in
cells located in different portions of the SAN, creating clusters with different in-
trinsic properties, one could think that the autonomic nervous system would select
one of these clusters to generate the required heart rate from time to time [280].

A limitation of the model is represented by the slightly prolonged APD50 val-
ues, which provide a CL at the upper limit of experimental values. However, fur-
ther possible model developments - in particular regarding the membrane clock
description - such as the inclusion of small-conductance calcium-activated potas-
sium channels (IsK) [281], may resolve this issue by shortening the APD, conse-
quently allowing higher beating rates. Additionally, 100% I f block leads to the
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Figure 2.3: LCRs contribution to coupled cells synchronization. Diastolic depolariza-
tion durations of coupled cells with (solid line) or without (dashed line) LCRs during
diastole at different coupling values. Top: spontaneous cell; bottom: dormant cell.
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cessation of spontaneous beating and to model instability, highlighting the possi-
bility of improvement in the description of the fine current balance during early
diastole. Finally, the mechanisms behind the behaviour of LCRs in determining a
lengthening or a shortening of the diastolic period must be further inspected.

2.5 Conclusions
In conclusion, this model constitutes a valuable tool to investigate pacemaking
mechanisms with a high detail of membrane and calcium clock dynamics. Pre-
liminary evidence here reported 1) suggests that the importance of local calcium
releases for late diastolic depolarization depends on ionic channel expression and
2) supports the idea that the calcium clock adds flexibility but cuts robustness of
pacemaking in coupled cells. The development of small tissues of such detailed
SAN cellular models represent promising future developments that will allow to
investigate the role LCRs have in SAN tissue entrainment .
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Abstract
Both experimental and modelling studies have attempted to determine mecha-
nisms by which a small anatomical region, such as the sinoatrial node (SAN), can
robustly drive electrical activity in the human heart. However, despite many ad-
vances from prior research, important questions remain unanswered. This study
aimed to investigate, through mathematical modelling, the roles of intercellular
coupling and cellular heterogeneity in synchronization and pacemaking within
the healthy and diseased SAN. In a multicellular computational model of a mono-
layer of either human or rabbit SAN cells, simulations revealed that heterogenous
cells synchronize their discharge frequency into a unique beating rhythm across a
wide range of heterogeneity and intercellular coupling values. However, an unan-
ticipated behavior appeared under pathological conditions where perturbation of
ionic currents led to reduced excitability. Under these conditions, an intermedi-
ate range of intercellular coupling (900−4000 MΩ) was beneficial to SAN auto-
maticity, enabling a very small portion of tissue (3.4%) to drive propagation, with
propagation failure occurring at both lower and higher resistances. This protec-
tive effect of intercellular coupling and heterogeneity, seen in both human and
rabbit tissues, highlights the remarkable resilience of the SAN. Overall, the model
presented in this work allowed insight into how spontaneous beating of the SAN
tissue may be preserved in the face of perturbations that can cause individual cells
to lose automaticity. The simulations suggest that certain degrees of gap junc-
tional coupling protect the SAN from ionic perturbations that can be caused by
drugs or mutations.
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3.1 Introduction

Understanding the mechanisms that coordinate the spontaneous firing of the sinoa-
trial node (SAN) has long been an issue of great interest in cardiac electrophysiol-
ogy. After early studies believed that a single pacemaker region drives the entire
SAN, more recent research has shown that the heartbeat originates from the co-
ordination of a complex structure [268]. Many studies have worked to unravel
the basis of this coordination, through both experiments [152], [282], [283] and
mathematical modelling [148], [155], [156]. Despite the many insights obtained
by these studies, important questions remain unresolved, particularly with respect
to how heterogeneity between SAN myocytes and inter-cellular coupling combine
to influence coordinated beating in tissue. For example, although it has recently
been shown experimentally that not all SAN cells fire spontaneously when they
are enzymatically isolated [136], [143], [284], we do not know how non-firing
cells behave when they are electrically coupled in tissue, nor how the percentage
of non-firing cells influences the overall electrical activity of the SAN.

Multiple mathematical models exist in the literature that describe the electro-
physiology of isolated SA nodal myocytes [46], [59]. Most of these have been
developed on the basis of data obtained in animal models, especially rabbits [22],
[24], but a model based on human data has been published more recently [25]. Al-
though it is obviously helpful to have multiple tools available for computational
analyses, a question that commonly arises in such circumstances is the extent to
which the behavior observed in a particular model is generalizable. On the other
hand, when similar trends are seen across multiple mathematical representations,
this can provide confidence in the model predictions [285]–[287].

In this investigation, we performed cellular and tissue simulations to examine
how heterogeneity between SAN myocytes and intercellular coupling influence
the coordination of beating within the SA node. The main goals were to: i) as-
sess the effect of cellular heterogeneity in isolated SAN cells; ii) gain mechanistic
insight into how electrical coupling between SAN cells modulates pacemaker ac-
tivity at different levels of heterogeneity; and iii) investigate how simulated Sinus
Node Disease (SND) influences SAN automaticity. Heterogeneous populations
of SAN myocytes were generated at several levels of variability, and physiologi-
cal behavior was simulated in both isolated cells and 2-dimensional tissue. Major
results of the simulations were: i) cellular heterogeneity increases AP frequency
and duration as well as the percentage of “dormant” cells, with remarkable con-
sistency between three SAN myocyte models [13–15]; ii) intercellular coupling
allows the cells to synchronize the beating rate in all conditions, except when het-
erogeneity is large and coupling between myocytes is weak; and iii) blockade of
particular ionic currents leads to a loss of robustness in which coordinated beating
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of the tissue fails at high and low coupling but can be maintained within a narrow
range of intermediate coupling values. Overall, these simulations provide insight
into the conditions that promote synchronized beating in the SAN, and how this
can be maintained in the presence of heterogeneity.

3.2 Methods

3.2.1 Study Design
The goal of our study was to analyze, through mechanistic simulations, how het-
erogeneity between cells and gap junctional coupling influence the automaticity
of the sinoatrial node and entrainment of the Action Potential (AP). As schemati-
cally shown in Figure 3.1, a two-dimensional tissue model was developed using,
as the building block, models of the isolated SAN cell of different species (hu-
man and rabbit). For human SAN, the recent Fabbri et al. [25] model was used,
whereas for rabbit SAN, both the Maltsev-Lakatta [22] and Severi et al. [24] mod-
els were considered. As shown in the expanded section of the center panel, each
myocyte is electrically connected to its neighbors through gap junctional resis-
tances. These connections may result from connexin 43 or connexin 45 isoforms,
or both, with the composition of SAN gap junctions still a topic of active debate
[109], [288]. This tissue model can then be used to simulate normal beating in
the well-coupled SAN and to determine the effect of structural remodeling due to
conditions such as reduced coupling (mimicking diffuse fibrosis [61], [289]) and
clusters of non-spontaneous (“dormant”) cells [136], [143], [284].

3.2.2 modelling heterogeneous populations of SAN cells
Heterogeneity between myocytes was simulated in each model by varying the
maximal conductances of the ionic currents such that each current’s baseline con-
ductance was multiplied by a random scale factor chosen from a lognormal distri-
bution [290], [291]. Five different values of the lognormal distribution shape fac-
tor (σ ; from 0.1 to 0.5) were used to account for different levels of heterogeneity.
Measurements from relatively large numbers of SAN myocytes (30− 130) have
revealed considerable heterogeneity in ionic current magnitudes, up to a 10-fold
difference between cells with the largest and those with the smallest ionic currents
[113]. As a lognormally-distributed random variable with σ = 0.5 shows a ratio
of approximately 5 between the 95th and the 5th percentiles, these simulations
may in fact underestimate true biological variability.

The purpose of creating heterogeneous populations of cells was three-fold.
First, we used these populations to run a sensitivity analysis where the contribu-
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Figure 3.1: Schematic of multicellular study design. A multiscale mathematical mod-
elling approach was employed to study the mechanisms of sinoatrial node excitability.
The effect of cell-to-cell coupling and cellular heterogeneity on tissue synchronization
were evaluated in both healthy sinoatrial nodes and those that mimicked Sinus Node Dis-
ease. Blue inset in central top panel shows that cells were connected to 4 neighbors using
ohmic resistances that modeled gap junctions between adjacent myocytes.

tions of individual ionic currents on the cell’s automaticity were evaluated with
a logistic regression model [292], [293]. Second, isolated cell simulations were
performed to assess the effects of σ on the AP parameters and on each model’s
robustness (that is, how many cells showed spontaneous beating after parame-
ter randomization). Third, the cellular populations were used to create the two-
dimensional propagation model in an attempt to recapitulate a small part of the
complexity characteristic of the SAN structure. In particular, we aim to compare
the behavior of isolated and coupled cells to gain a mechanistic understanding of
how coupling modulates the effects of heterogeneity.

3.2.3 Logistic regression analysis of isolated cell results

When heterogeneity was imposed in isolated SAN myocyte simulations, sponta-
neous APs stopped in a percentage of cells. To evaluate which parameters in-
fluenced this transition, we developed a logistical regression model that could
be used to predict the cellular state (e.g., “spontaneous” or “dormant”) from a
cell’s set of randomly-varied parameters, similar to previous studies on Ca2+ spark
probability [292] or arrhythmic behavior [293]. In this statistical model, a logistic
relationship is derived to relate the heterogeneous ionic conductances, placed in
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an input matrix, to the vector of cellular states, consisting of 1’s and 0’s for spon-
taneous and dormant cells, respectively. Each regression coefficient quantifies by
how much, and in which direction, a model parameter needs to change to move a
myocyte from the spontaneous to the dormant category.

3.2.4 Mathematical modelling of electrical propagation through-
out the SAN

We implemented a tissue model by connecting individual SAN cells through an
intercellular resistance that represents the gap junctional channels. In this model,
each cell is described by a system of ordinary differential equations that, inte-
grated over time, yields the values of ionic concentrations and gating variables
(state vector). In addition, the membrane potential is calculated through a partial
differential equation since its value depends both on the individual cell and the
neighboring cells in the tissue. Thus, the updating of the membrane potential is
described by the following equation:

dVm

dt
=

−(Iion + Igap)

Cm
(3.1)

where Vm is the membrane potential, Cm is the cellular capacitance, Iion is
the sum of all the ionic currents (dependent on the model), and Igap is the sum
of the currents exchanged with the four neighboring cells. We define the sign
of Igap such that negative Igap represents current flowing into a particular cell
from its neighbors, which will depolarize that cell. To speed computation time,
Vm, which depends on Vm in neighboring cells, and the remaining state vari-
ables, which are specific to each cell, were updated separately. This allowed
the updates to be computed in a massively parallel fashion using Graphical Pro-
cessing Units, as described in more detail elsewhere [157]. Hardware and soft-
ware specifications are provided in Table 3.1; model code is available at https:
//github.com/Eugenio95/2D_hetero_SAN_parallel_models.git.

3.2.5 Simulation protocols and conventions for model outputs
We considered a tissue formed of 2500 cells of equal size, arranged in a 50x50
matrix. Simulations were executed for a duration of 20 s. In addition to differ-
ent amounts of cellular heterogeneity, we tested multiple levels of intercellular
coupling from a resistance value of 101 MΩ (102 nS; strongly coupled cells) to
104 MΩ (0.1 nS; weakly coupled cells) [179], [186]. The outputs of these simu-
lations for each cell in the tissue were: membrane potential (Vm), ionic current of

https://github.com/Eugenio95/2D_hetero_SAN_parallel_models.git
https://github.com/Eugenio95/2D_hetero_SAN_parallel_models.git
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Table 3.1: Hardware and software specification for model reproducibility.

Workstation 1 Workstation 2
Hardware
Operating system Ubuntu 19.04 Windows 10
RAM 64.0 GB 16.0 GB
CPU 16-core AMD Ryzen

threadripper 2950x
Intel® Core™ i7-8700K

GPU Nvidia
Titan V 12 GB

Nvidia
Geforce GTX 1060 6 GB

Software
Simulation MATLAB R2019b

MATLAB GPU coder
MATLAB2020a
CUDA 8.0
Visual Studio 2015

Integration Euler method
fixed step (10 µs)

Euler method
fixed step (10 µs)

Analysis MATLAB R2019b
Pyhton 3.7

MATLAB 2020a
R 4.0.3

each SAN cell (Iion), and gap junctional current (Igap). Additionally, Inet is defined
as the sum of Igap and Iion, reflecting the total net current of each cell. A negative
Inet depolarizes the membrane, whereas a positive Inet hyperpolarizes it.

From the AP trace (Figure3.2) we defined maximum diastolic potential (MDP;
in mV) as the minimum value of voltage during the cycle; overshoot (OS; mV)
as the peak membrane voltage during the AP; and take-off potential (TOP; mV),
as the voltage at the first time step during diastolic depolarization when exceeds
15% of the maximum [118]. These three outputs were then used to compute the
metrics on which our analysis relied: DD (ms), or diastolic depolarization, is the
phase of the AP between MDP and TOP; APD (ms), or action potential duration,
is the time difference between TOP and the following MDP; CL (ms), or cycle
length, is the time difference between two consecutive peaks; APA (mV), or action
potential amplitude, is the difference in voltage between OS and MDP. Cells were
classified as spontaneously beating when the following criteria were satisfied: (1)
OS ≥ 0 mV; (2) MDP ≤−40 mV; (3) at least 3 peaks in the final 5 s of simulation.

3.2.6 Categorization of cells inside the tissue
To better describe their behavior, the cells forming the 2D tissue were divided into
categories. Initially, cells were defined as "spontaneous" or "dormant" depending
on whether they showed rhythmic electrical activity when simulated in an uncou-
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Figure 3.2: Features extracted from sinoatrial node AP simulations. A schematic AP
trace is annotated with characteristic features. The full waveform is divided into the AP
phase (solid line) and diastolic phase (dashed line) based on the criteria described. Crit-
ical voltages and durations are defined as labeled. Abbreviations: APA, action potential
amplitude (mV); APD, action potential duration (ms); CL, cycle length (ms); DD, dias-
tolic depolarization (ms); MDP, maximum diastolic potential (mV); OS, overshoot (mV);
TOP, take off potential (mV).

pled condition (Rgap = ∞ MΩ). When a mixture of spontaneous and dormant
cells is coupled in tissue, conditions may allow the dormant cells to exhibit action
potentials. Understanding this concept requires the definition of subcategories, as
illustrated in Figure 3.3, that capture different types of cellular behavior.

As schematized in Figure 3.3, based on their behavior when coupled within
the tissue, "spontaneous" isolated cells could be further classified into: (1) "driv-
ing" if they continued to show rhythmic APs and had a positive (outward) Igap at
TOP, indicating that they reached threshold before adjacent cells and delivered
current to their neighbors; (2) "followers" if, in spite of their spontaneous activity
when uncoupled, they had a negative inward Igap at TOP in the coupled condi-
tion, meaning that adjacent cells supplied current to assist their depolarization; (3)
"stopped" if they did not show APs. On the other hand, "dormant" cells showed
two different behaviors when coupled: (1) isolated dormant cells that started to
beat thanks to coupling were called "driven", whereas (2) cells that remained silent
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Figure 3.3: Cell categorization. Cells forming the tissue have been divided into different
categories, depending on whether they exhibited action potentials, or not, under both
coupled and uncoupled conditions. Alterations in intercellular coupling can cause an
individual cell to switch categories, for instance from dormant at one value of coupling to
driven at another value.

were termed "unexcitable". Note that since "unexcitable" cells do not show APs
under any condition, features such as TOP and DD are undefined for these cells.
For "stopped" cells we calculated DD and TOP based on simulations performed
in the uncoupled condition. This procedure allowed us to investigate the current
generated and exchanged at corresponding time points when they were coupled.

3.3 Results

3.3.1 Increased heterogeneity causes failure of spontaneous beat-
ing in a fraction of isolated SAN cells

Following the approach described in the Methods, we introduced heterogeneity
in the ionic currents underlying the APs of the 3 models studied [22], [24], [25].
Figure 3.4 illustrates the impact of heterogeneity on the excitability and electri-
cal properties of the isolated SAN cells. It is evident from Figure 3.4A that at
increasing levels of the heterogeneity factor σ , some cells within the population
lose their automaticity. The percentage of dormant cells depends on the model,
with the Severi model more resistant, and the Fabbri and Maltsev models more
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susceptible to increased variability in parameter values. In Figure 3.4B the AP
metrics are summarized for the cells that retain their automaticity throughout var-
ious levels of heterogeneity. Across all models, there is a positive relationship
between the level of heterogeneity and variability in AP amplitude, duration and
frequency. Additionally, the Fabbri model shows a substantial decrease in the
mean value of cycle length at increasing heterogeneity (−20% for σ = 0.5 vs.
σ = 0.1), while only much smaller decreases are seen in the other two models
(−3% for Maltsev and −0.2% for Severi model). In Figure 3.4C, we examined
which specific ionic currents were responsible for the automaticity. The results of
the logistic regression analysis shown in this panel indicate how much each pa-
rameter needs to be altered to move the cell from the spontaneously beating to the
silent group [96], [292]. One notable difference between the 3 models is the back-
ground Na+ current IbNa, a current that is not even present in the Severi or Fabbri
models, but which ranks as the third most important current in the Maltsev model.
Despite this key difference, what is more notable is the consistency between the
3 models in terms of the relative importance of different currents in maintaining
spontaneous activity. In all 3 cases, the L-type Ca2+ current, Na+−K+ pump,
and rapid delayed rectifier K+ current IKr ranked as 3 of the most important pa-
rameters. Also notable is the relatively small regression coefficient corresponding
to the “funny” current I f in all 3 models. Considering that they were developed for
different species (human vs. rabbit), from different data, and based on different
hypotheses (Membrane clock vs. Ca2+-clock), this is not an obvious result.

3.3.2 Well-coupled SAN tissues synchronize their behavior de-
spite intercellular heterogeneity

Next we sought to investigate how variability between SAN myocytes influenced
spontaneous beating at the tissue level. Since heterogeneity is known to be an
important feature of the sinus node [3], [136], we expected cells in well-coupled
tissue to coordinate their beating and fire at a common rate. Figure 3.5 shows that
this occurs in human tissue, which confirms previous findings obtained in rabbit
multicellular simulations [156]. When cells are coupled in tissue, the percentage
of dormant cells drops to near zero at all levels of heterogeneity (Figure 3.5A),
and the CL shifts to a single value throughout the tissue (Figure 3.5B), which we
define as tissue synchronization. Coupled SA nodal cells also mostly synchronize
their action potential amplitudes (Figure 3.5C) and durations (Figure 3.5D), al-
though some residual variability is observed when heterogeneity between cells is
high (σ = 0.5). Thus intercellular coupling can act as a powerful synchronization
mechanism in human SA node, as previously demonstrated in rabbit [156].
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FIGURE 4
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Figure 3.4: modelling conductance heterogeneity using virtual populations of isolated
SAN cells. (A) The effect of heterogeneous ionic channel expression on the automaticity
of SAN cells was compared across models. In all three models the percentage of dormant
cells rose with increasing levels of heterogeneity. (B) The effect of heterogeneity on the
SA node AP properties was evaluated in spontaneously beating cells, by measuring cycle
length (CL), AP amplitude (APA) and AP duration (APD) at varying σ levels. Outliers
(values more than three median absolute deviations) were removed from distributions. (C)
Logistic regression analysis was utilized to deduce which specific ionic currents across the
three models are responsible for SA node cell’s automaticity. Positive values indicate that
an increase in the parameter increases the probability of the cell to be spontaneously
beating.

3.3.3 Ionic current perturbations alter the relationship between
gap junctional coupling and SAN automaticity

The previous simulations suggested that strong intercellular coupling favors syn-
chronization of SAN cells, since, for high levels of heterogeneity between isolated
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(A) When coupled together heterogeneous SAN cells give rise to a spontaneously beating
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metrics: cycle length (CL), action potential amplitude (APA) and action potential dura-
tion (APD) when well-connected in tissue.

SAN myocytes, previously dormant cells exhibited synchronized beating in tis-
sues. Next we explored the combined effects of heterogeneity and perturbations
that inhibit spontaneous beating and are potential causes of SND. Figure 3.6A
shows the impact of diminished ICaL on the single cell AP of the Fabbri model.
Blocking PCaL, the permeability controlling ICaL, by 10% or 25% causes a reduc-
tion in beating frequency and AP amplitude, and spontaneous beating stops at
50% block. Next, we analyzed the consequences of the same perturbations in het-
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erogeneous tissue, which implies a shift in the distribution of PCaL (Figure 3.6B).
Unexpected results were seen, however, when these heterogeneous cells with re-
duced PCaL were coupled in tissue. Figure 3.6C, for example, compares results
at different levels of coupling in heterogeneous tissue (σ = 0.1), before (left) and
after (right) 50% reduction of PCaL in all cells. With normal PCaL, Cell #1120
exhibited spontaneous beating when uncoupled, and beat synchronously with the
remainder of the tissue with both high and intermediate levels of intercellular cou-
pling (left panels). The same cell, however, lost its ability to spontaneously beat
when PCaL was reduced by 50%. Surprisingly, however, this cell recovered its
ability to beat at intermediate, but not at high, levels of intercellular coupling - i.e.
certain levels of intermediate coupling encouraged SAN tissue automaticity. Gen-
eralizing to the whole tissue, Figure 3.6D shows that although the vast majority
of cells (96.6%) did not beat spontaneously when electrically isolated, a middle
range of coupling values (900 MΩ to 4000 MΩ), allowed these cells and the en-
tire tissue to beat synchronously. The electrical properties of the tissue at different
levels of PCaL reduction and at intermediate coupling resistance (Rgap =103 MΩ)
are quantified in Figure 3.6E. Blockade of ICaL up to 25% caused the monolayer
of SAN cells to beat at a lower frequency, but then at a higher rate when ICaL is
inhibited by 50% due to micro-reentry within the tissue (see S1 Movie).
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Figure 3.6: Certain coupling conditions restore automaticity to a prevalently dormant
SA node tissue. (A) Effect of Ca2+ blockade in the Fabbri model with published parame-
ters. (B) Distribution of PCaL in the tissue at varying degrees of Ca2+ blockade (cellular
heterogeneity factor σ equals 0.1). (C) Comparison of the electrical activity of a cell
within the tissue (σ equals 0.1) before and after blockade of Ca2+ by 50%. (D) Dormant
cells within the tissue beat at intermediate values of coupling. (E) Quantification of the
average tissue CL, APA and APD at varying degrees of Ca2+ blockade.
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Next we asked whether the protective effects of intermediate intercellular cou-
pling were specific to the Fabbri model at 50% ICaL reduction, or if this was a more
general phenomenon. Figure 3.7 shows example results obtained in all 3 models
where particular combinations of heterogeneity and ionic current perturbation led
to synchronization of SA nodal tissue only at intermediate values of coupling.
For example, when combined with heterogeneity, a 50% reduction of ICaL in the
Fabbri model (Figure 3.7A), either an increase in INaK or a decrease in ICaL in
the Maltsev model (Figure 3.7B), or a combination of 3 parameter changes in the
Severi model (Figure 3.7C), all led to failure of spontaneous beating with strong
intercellular coupling, successful propagation through the tissue at intermediate
levels of coupling, and a substantial percentage of non-beating myocytes (> 60%)
when cells were completely uncoupled. These results therefore suggest that inter-
mediate coupling may enable the SA nodal tissue to beat spontaneously under a
range of conditions that will lead to failure when coupling between myocytes is
strong. S2 and S3 Movies show the patterns of electrical activity in representative
simulations from the Maltsev-Lakatta and Severi tissue models, respectively.

3.3.4 Clusters of beating cells can drive AP propagation over a
range of coupling strengths

The results shown in Figure 3.6 demonstrated that a small number of sponta-
neously beating SAN myocytes could, at certain coupling strengths, drive propa-
gation in the entire tissue. In that case, however, cells were distributed randomly
throughout the tissue, whereas anatomical studies suggest clustering of similar
cells in different regions of the SA node [4], [294]. We therefore tested the ef-
fects of placing all spontaneously-beating SA nodal cells within a defined cluster
(Figure 3.8A). Results show that the clustered myocytes can drive propagation
through the rest of the tissue over a wider range of coupling strengths, compared
with the randomly-distributed, spontaneously-beating cells (Figure 3.8B). These
results therefore suggest that pacemaker cells, when co-localized in a subregion of
the node, may be protected from the influences of neighboring cells of a different
type [210].

3.3.5 Intermediate coupling encourages tissue beating due to
interactions between driving cells and dormant cells

Results presented thus far suggest that to understand the mechanisms of excitabil-
ity in the overall tissue, we need to take a closer look at what occurs in the vicinity
of the few pacemaker cells present in the tissue. In particular, we are interested in
uncovering how, under conditions when a majority of cells do not exhibit spon-



74 CHAPTER 3. COUPLING AND HETEROGENEITY

Maltsev-Laka�a

FabbriA

B

Severi

Baseline Perturbed
0

0.1

0.2

0
1
2
3
4 10-3

0

0.05

0.1

PCaL [nA/mM] gKr [μS] iNaKmax [nA]

C

Baseline
PCaL x 0.9
PCaL x 0.75
PCaL x 0.5

Coupling [MΩ]
104Uncoupled 103 102 101

%
 D

o
rm

an
t 

ce
lls

100

80

60

40

20

0

100

80

60

40

20

0

%
 D

o
rm

an
t 

ce
lls

Coupling [MΩ]
104Uncoupled 103 102 101

Baseline
gCaL x 0.6
gCaL x 0.7
INaKmax x 1.5

100

80

60

40

20

0

%
 D

o
rm

an
t 

ce
lls

Coupling [MΩ]
104Uncoupled 103 102 101

Baseline
Perturbed

Figure 3.7: Pathophysiological changes in ionic currents lead to a pattern of tissue
automaticity dependent on the degree of intercellular coupling. (A) Effect of L-type
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INaK perturbation in the Severi tissue model (σ equal to 0.2).

taneous beating, a small percentage of cells is able to drive tissue depolarization
within a narrow range of intercellular coupling.

To investigate this question, we performed simulations with a spontaneously
beating and a dormant cell (both extracted from tissue with σ = 0.3, 50% PCaL
reduction). From the simulation results of the two cells, we computed the average
Inet during the central portion of the DD and, when action potentials occurred,
Inet at the TOP (Figure 3.9A). Plots of these quantities over a range of coupling
resistances (Figure 3.9B) help to explain why the spontaneously beating cell (Cell
1) is only able to drive the dormant cell (Cell 2) at intermediate coupling values.



3.3. RESULTS 75
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Figure 3.8: A small cluster of pacemaker cells can drive a prevalently dormant tis-
sue. (A-top) (A) In the random tissue configuration dormant and pacemaker cells are
interspersed in the matrix. (A-bottom) In the cluster configuration pacemaker cells are
confined to a small portion of the matrix surrounded by dormant cells. Here dormant cells
are cells that fail to depolarize after inhibition of ICaL by 50%. (B) The range of intercel-
lular coupling compatible with AP generation and entrainment, i.e. reduced percentage
of dormant cells, is wider in the cluster tissue configuration compared to the random. Re-
sults shown here were obtained with Fabbri human model (σ equal to 0.1).

When the coupling between the two cells is strong (Rgap =101 MΩ), the dormant
cell can suppress action potentials in the cell that would otherwise beat sponta-
neously (Figure 3.9C, right). This occurs because the large gap junctional current
through the low resistance junction results in a small magnitude of diastolic Inet in
the spontaneous cell. Under these conditions, TOP Inet is undefined since neither
cell reaches TOP. With reduced coupling between the two cells (Rgap =103 MΩ)
gap junctional current between the two cells is reduced, which allows a larger
magnitude of diastolic Inet in Cell 1 (Figure 3.9B, top). This enables Cell 1 to
reach its TOP and fully activate its inward current, thereby supplying enough cur-
rent to Cell 2 for it to reach its TOP (Figure 3.9B, bottom) and fire an AP (Figure
3.9C, middle). Finally, when the coupling between the cells is reduced further
(Rgap =104 MΩ and higher), a large inward diastolic Inet in Cell 1 is able to bring
this cell to TOP, but the small magnitude of coupling current means that Cell 1 is
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unable to drive beating in Cell 2. Thus, intermediate values of coupling represent
a “sweet spot” at which the spontaneously beating cell and the dormant cell can
be synchronized.

FIGURE 9
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Figure 3.9: Coupling between a spontaneous cell and a dormant cell. (A) Average Inet

and Igap were extracted from the central 80% portion of the first occurrence of DD (from
the beginning of the simulation to the first TOP); TOP Inet and Igap were sampled at the
time of the TOP. (B) Inet and Igap trends during diastole (top) for Cell 1 (spontaneous)
and at TOP (bottom) for Cell 2 (dormant) with respect to different degrees of cellular
coupling. Igap is plotted in green for Cell 1 in both panels (the positive sign indicates an
outward current, supplied to Cell 2). (C) Behavior of the two cells depending on coupling:
both cells are beating periodically only for intermediate coupling values.

To further support this view, the same analysis of Inet was applied to the whole
2D tissue (σ = 0.3, 50% PCaL reduction). To understand this significantly more
complex situation, cells were divided into categories based on their behavior, as
explained in the Methods section. In these simulations, the initial condition for
each spontaneous cell was set as state vector at the MDP in the uncoupled condi-
tion, and initial conditions for dormant cells were set at those of the spontaneous
cell with the most depolarized MDP. As with the cell pair, strong coupling (Rgap
=101-102 MΩ) allows dormant cells to suppress electrical activity in spontaneous
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cells (Figure 3.10C, right) by draining current during the diastolic phase. Thus,
TOP is not reached and the entirety of the tissue becomes “stopped” or “dormant”
(right side of Figure 3.10A). With reduced coupling (Rgap =102 MΩ), spontaneous
cells retain a larger fraction of diastolic Inet which allows them to reach the TOP.
The first cells to reach TOP are classified as “driving,” since they supply current
to the other cells in the tissue, which are either “followers,” if they beat sponta-
neously, or “driven,” if they are otherwise dormant. A further reduction in the
coupling (Rgap =104 MΩ and higher, left part of Figure 3.10A) allows more cells
to reach the TOP on their own, but these spontaneously-beating cells are able
to only drive a small percentage of the remainder of the tissue, due to reduced
gap junctional currents between myocytes. Thus, under conditions of reduced ex-
citability, the magnitudes of currents flowing between spontaneous and dormant
cells determine whether the tissue can become entrained.

3.4 Discussion

In the present study, we investigated how different levels of cellular heterogeneity
and intercellular coupling influenced human and rabbit SAN pacemaking. We
simulated both healthy tissue and conditions of reduced excitability that were
meant to approximate SND arising from diverse causes. Results showed that al-
though increased cellular heterogeneity leads to a growing fraction of cells losing
automaticity, intercellular coupling allows for synchronous and rhythmic activity
in the whole tissue. Of note, this remained true for nearly all combinations of
heterogeneity and coupling, highlighting the robustness of beating in nodal tissue.
When we simulated diseased conditions by increasing or decreasing levels of fun-
damental ionic currents, the SAN tissue could fail to depolarize spontaneously.
However, even under these extreme conditions, intermediate values of gap junc-
tional resistance could rescue SAN electrical activity, and simulations provided
mechanistic insight into this unusual phenomenon. This behavior was seen in all
3 models that we examined [22], [24], [25], and with different causes of reduced
cellular excitability, suggesting that it may be a general property of SAN entrain-
ment rather than specific to particular circumstances.

3.4.1 Comparison with previous computational SAN studies
Mathematical modelling has been employed as a tool to understand the mecha-
nisms of SAN coupling and entrainment for more than two decades. Early studies
[148], [175] demonstrated how simulations of SAN pacemaker activity in models
of coupled cells can provide insights and encourage new hypotheses about car-
diac electrical conduction. Combined with animal experiments, modelling has
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Figure 3.10: Coupling spontaneous cells with dormant cells inside a tissue. (A) Percent-
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been instrumental in developing our understanding that the heartbeat is likely to
be dictated by the mutual entrainment of multiple spontaneously beating cells that
synchronize their activity. Over the years, many investigators developed models to
further describe the role of mutual entrainment of heterogeneous cells in the gen-
eration of the pacemaker activity. For instance, Oren and Clancy [184] showed
that connections between the SAN and the atrium might be sufficient to impart
the different features of peripheral SAN compared with central SAN APs. Con-
versely, Inada and colleagues [186] argued for the necessity of gradual changes
in cell size, ionic current densities, and intercellular coupling from center to pe-



3.4. DISCUSSION 79

riphery. In particular, they suggested that the expression of Nav1.5 and Cx43 in
the periphery of the SAN might be fundamental for driving propagation to the
atrium. Additional relevant insights were obtained by Gratz et al. [156], who
studied interactions between ion channel conductances and intercellular coupling
and found that the factors determining synchrony depended on whether this was
defined by a metric based on activation times or one based on peak voltages. This
study [156] is especially relevant to our work, as these authors examined synchro-
nization of heterogeneous SAN tissue over a range of coupling strengths. Also
pertinent is a recent study by Maltsev et al. [33], who examined tissue under
conditions where the average cell was close to the border between spontaneously
beating and dormant, finding that heterogeneity between myocytes enhanced the
firing stability of the tissue. Our work builds on this prior research by perturb-
ing myocytes in a heterogeneous population and demonstrating that a small per-
centage of spontaneously-excitable cells can sometimes be sufficient to drive the
remainder of the tissue.

3.4.2 Modelling insights into the physiology and pathophysiol-
ogy of the SAN

We simulated the effects on SAN automaticity of both physiological heterogene-
ity in ionic current densities and pathological changes to these currents. The re-
sults showed that this heterogeneity is compatible with synchronization of a large
monolayer of either human or rabbit SAN cells. Moreover, we suggest that under
conditions of reduced coupling between nodal cells, this heterogeneity helps to
impart remarkable resilience that allows for AP entrainment even in the presence
of pathological changes in the cellular electrical properties.

Sinus Node Disease (SND), also referred to as Sick Sinus Syndrome, is a gen-
eral term that encompasses SA nodal dysfunction resulting from a wide variety of
causes. Most cases of SND are acquired and associated with aging [53], but sev-
eral congenital forms caused by mutations in ion channels or associated proteins
have also been described [202], [294]. Normal aging, which frequently produces
a reduction in heart rate, is also associated with decreases in expression of periph-
eral Na+ channels [295], [296] and Cx43 [297]. Heart failure (HF), chronic atrial
fibrillation and cell apoptosis [221] can also contribute to structural and electri-
cal remodeling of the node and SAN dysfunction. Given the complexity involved
in different types of SND, our goal was to broadly study conditions that caused
some cells to lose automaticity, rather than any particular pathological state. Ac-
cordingly, we inhibited automaticity by altering different ionic currents in the 3
models (see Figure 3.7).

Whatever the cause of dysfunction, our results show that heterogeneity and
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intercellular coupling are important factors in allowing SAN tissue to continue to
exhibit spontaneous beating in the face of potentially pathological perturbations.
Our simulations revealed that specific coupling strengths, falling in the range 900-
4000 MΩ, or 0.25-1.1 nS when expressed as conductances (Figure 3.6D), allow
the tissue to beat even under conditions where many cells no longer spontaneously
fire. Comparing this range of coupling strengths to the existing literature, we find
that it sits at the low end of previously reported values. For instance, experimental
studies on rabbit SAN suggested that 0.5 nS would allow for frequency entrain-
ment and 10 nS for waveform entrainment [152], while a previous computational
work had predicted these thresholds to be 220 pS and 50 nS [151]. Other com-
putational investigations have employed intercellular resistances of 7.5 nS [184]
and 25 nS [186], whereas experiments have estimated values such as 0.6-25 nS
[179] and 2.6±0.6 nS [298]. In pacemaking AVN cells, Spitzer et al. managed to
achieve frequency synchronization at 2 nS. Values of intercellular coupling may
be non-uniform across the SAN if different connexin isoforms are expressed in
different SAN regions. Thus, the protective range of coupling that our simula-
tions identified, which became relevant under simulated pathological conditions,
is consistent with the fibrosis observed under pathological conditions [61], [289],
which is likely to be associated with reduced coupling between SAN cells. One
could even speculate that fibrosis, remodeling of gap junctions, and decreased
connexin expression in SND may help to protect the SAN from failure.

Naively, one might expect that stronger coupling between SA nodal myocytes
will be beneficial, since this will lead to faster propagation and enhanced synchro-
nization of the cells within the node. Although our results are consistent with this
idea under normal conditions, our findings also highlight a potential advantage
of reduced coupling–namely that this can impart the tissue with greater resilience
under conditions that impair spontaneous beating in individual myocytes. Indeed,
it is remarkable that under particular conditions, fewer than 10% of the cells in the
tissue can drive electrical activity in the remaining 90% of myocytes that do not.

3.4.3 The protection provided by intermediate coupling: AP
vs. DD intercellular interactions

To attempt to explain the protective range of coupling strengths under patholog-
ical conditions, (Figures 3.6 and 3.7), we formulated a hypothesis based on the
concepts of tonic and phasic entrainment that are well-established in the SAN lit-
erature [147], [151], [152], [154]. What differentiates our results from these previ-
ous ideas is that in our simulations these two types of interaction not only regulate
SAN synchronization, but also determine the presence of spontaneous beating in-
side the tissue. In other words, spontaneous cells manage to drive dormant cells
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only if two conditions are satisfied. First, spontaneous cells have to reach the
take-off potential. Second, they have to supply enough current to the neighbor-
ing dormant cells. In this scenario, coupling resistance becomes the most critical
parameter, since deviations in either direction can cause spontaneous firing of the
tissue to fail. If resistance is too low, dormant cells will hyperpolarize the spon-
taneous ones during the DD phase, preventing them from reaching the threshold
for AP firing. On the other hand, if coupling resistance is too high, spontaneous
cells will not supply enough current to depolarize dormant cells. However, inter-
mediate values of coupling guarantee that both conditions are satisfied. During
diastole, when the voltage difference is low, Igap is negligible, whereas during the
upstroke, Igap increases and allows dormant cells to depolarize (Figures 3.9 and
3.10). Although the cell types are different, this general phenomenon resembles
the propagation of ectopic beats in ventricular tissue, where reduced coupling
encourages propagation by inhibiting dissipation of depolarizing current [299],
[300].

3.4.4 Are dormant cells present inside the sinoatrial node?
Given the numerous mechanisms that interact to produce SA nodal pacemaking
at the cellular level [47], [301], it was not especially surprising that heterogeneity
in ionic current properties caused a percentage of cells to cease beating sponta-
neously. Although it seems reasonable to ask whether this behavior is realistic
or an artifact of the modelling, recent studies strongly suggest that dormant cells
do indeed exist, both in isolated cell studies and within intact SA nodal tissue. A
combined experimental and computational work published in 2018 [136] reported
that about half of SAN cells isolated from guinea pig hearts did not exhibit spon-
taneous APs, although many of these cells recovered spontaneous beating when
β -adrenergic signaling was stimulated with isoproterenol. A limitation of that
study, however, is that results could have been influenced by the enzymatic disso-
ciation procedure used to isolate individual cells. More recent studies, from that
group and others [164], [271], [284], have confirmed the existence of dormant SA
nodal cells in tissue under a variety of conditions. Our results, along with similar
recent modelling studies [33], demonstrate that when dormant cells are coupled
with a minority of spontaneous cells, the tissue can exhibit stable electrical activ-
ity even in the absence of sympathetic stimulation. Our results also suggest that
relatively large percentages of dormant cells can indeed be consistent with normal
pacemaker function at the tissue level due to the protective effects of heterogeneity
and intercellular coupling. An excessive presence of dormant cells nevertheless
poses a threat to SAN function, since these conditions restrict the coupling range
in which rhythmic electrical activity can be generated. This highlights the perils
of pathologies such as SND that depress SAN cellular excitability.



82 CHAPTER 3. COUPLING AND HETEROGENEITY

3.4.5 Limitations and future developments
Although the modelling strategy we used in this study allowed us to investigate
tissue automaticity under a wide range of conditions, several limitations of our
approach should be mentioned. First, the cellular heterogeneity was represented
as random differences in ion channel expression between cells, and we did not
consider gradients across the tissue in cell type, size, or shape. Several different
types of myocytes have been proposed to exist within the SA node [61], [294],
and non-myocyte cell types such as fibroblasts, atrial cells and adipocytes have
been hypothesized to play important roles [4], [289], [302], and we did not exam-
ine these possibilities. Another structural simplification is the idealized geometry
represented by a square sheet, far from the 3D banana-shaped anatomy of the
SAN [4], [61]. Our tissue, which comprised 2500 cells, is comparable in size
to the rabbit SAN (about 5000 cells [176]), but represents only a fraction of the
human SAN. An additional limitation is that the isolated cell models we used
are appropriate for for tissue simulations of electrical propagation, but not well-
suited for local calcium release events that contribute to normal pacemaking and
can appear even in dormant cells [136], [303]. More complex cellular models
that consider stochastic gating of intracellular release channels [81] are required
to simulate these local phenomena. These limitations can be addressed in future
work to shed additional light on mechanisms of SAN pacemaking.

3.5 Conclusions
In conclusion, we have shown how multiscale mathematical modelling can be
used to gain insight into the importance of cellular heterogeneity and intercellu-
lar coupling for efficacious cardiac entrainment. Previous multicellular studies
have shown that synchronization of heterogenous cells is responsible for the SAN
pacemaker function in rabbits [33], [156]. Our data confirmed that the same phe-
nomenon occurs in a two-dimensional model of the human sinoatrial node. In
addition, our study suggests that certain degrees of intercellular coupling make
the sinoatrial node resistant to ionic perturbations that might be provoked by mu-
tations and/or drug therapies.

3.6 Supporting information
Supplemental videos S1, S2 and S3 can be found at https://doi.org/10.
1371/journal.pcbi.1010098.

https://doi.org/10.1371/journal.pcbi.1010098
https://doi.org/10.1371/journal.pcbi.1010098
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Abstract
In Chapter 1 we reported how recent works have highlighted a substantial presence
of fibrosis inside the human sinoatrial node (SAN). However, it is not clear what
the physiological purpose of such a high fibrotic content is. Also, its contribution
to SAN pathology is largely unknown.

Here, building on the work presented in Chapter 3, we aim to elucidate the
effects of structural and functional heterogeneity within the sinoatrial node tissue
on its synchronization process. This is obtained by positioning either randomly
or in clusters different densities of three cellular phenotypes: dormant cells, un-
excitable tissue or fibroblasts. For each condition, four levels of heterogeneity
(σ = 0.1,0.2,0.3 and 0.4) in SAN cellular electrophysiological properties are ex-
amined.

The results show that the presence of dormant cells does not avoid frequency
entrainment. The cycle length (CL) of the tissue shortens with higher σ and with
cluster distributions of the dormant myocytes. Opposite to this, randomly dis-
tributed unexcitable cells prevent the tissue from synchronizing its frequency (the
standard deviation of the CL increases with σ and density). Moderate presence
of fibroblasts (up to 40%) supply physiologic rates (CL ∼ 800 ms), whereas high
rates (CL < 500 ms) are obtained at up-regulated levels (60%) of fibrosis dis-
tributed in clusters. Specific configurations (e.g., D = 60%, σ = 0.1 in presence
dormant cells) lead to arrhythmic behaviours with high frequency (CL = 438 ms)
and spiral wave-like patterns due to functional reentry.

In conclusion, the SAN is robust to the presence of substantial amounts of
non-myocytes populations. However, high densities of randomly-distributed un-
excitable cells and dormant cells (at low SAN cellular heterogeneity) and cluster-
distributed fibroblasts may represent SAN pathological conditions.
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4.1 Introduction

The fundamental role of the SAN as the physiological source of the heart beat is
achieved thanks to many electrophysiological, anatomical and mechanical char-
acteristics (Chapter 1). Thus, the properties of the cells composing the SAN and
their distribution inside this complex structure are of uttermost importance in de-
termining its function.

Recent works have highlighted the surprising heterogeneity of cells inside the
SAN: e.g., more than 40% of the tissue was estimated to be fibrotic in healthy,
adult human males [244], a value much higher than in the neighbouring atrium.
This relevant amount of fibrosis inside the SAN could represent a protection
mechanism: in order to avoid excessive hyperpolarization and stretch coming
from the atrium, fibrosis provides electrical and mechanical shielding. This fact
is supported by evidence of a continuous border (except for specific exit path-
ways) of fibrosis and fat around the SAN [61] and by the fact that fibrotic content
increases with age and animal species size, quantities positively correlated with
heart dimensions (and thus to electrical load and mechanical strain).

Additionally, it has been proven that fibroblasts can establish connections with
cardiac myocytes both in vitro [51], [304] and recently in vivo, too [305]. Thus,
being an electrically active cell phenotype, able to connect to SAN myocytes
[245], they are supposed to directly participate to the rhythmic activity of the
SAN, as shown by computational studies on rabbit SAN models [184], [190].

Fibrosis is however also thought to have a role in pathogenesis, and has been
implicated in sinus node dysfunction (SND). By limiting the interconnections be-
tween myocytes indeed, fibrosis could prevent them from reaching an entrained
condition, possibly leading to arrhythmias. The mechanism is however still not
fully understood, since a correlation between the amount of fibrotic tissue and
SND has not been demonstrated yet [61].

In this work, three different conditions were investigated sing bi-dimensional
human SAN computational models. Namely, 1) dormant cells (reported in Chap-
ter 1, 2 and 3) to reproduce silent SAN tissue; 2) unexcitable myocytes (mimick-
ing a fatty, collagen or scar tissue) and 3) active fibroblasts to model fibrosis were
included in SAN tissues. Different densities (D, range 0-60%), heterogeneity lev-
els (σ = 0.1,0.2,0.3,0.4) and distributions (random, to model diffuse fibrosis, or
cluster, to model patchy fibrosis) were tested in each case.

The cycle length (CL), action potential amplitude (APA) and action potential
duration (APD), as well as the number of beating cells in the tissue were com-
puted. The objective of this work was that of estimating the effects of these cel-
lular phenotypes on the beating rate and entrainment capability of the sinoatrial
tissue.
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4.2 Methods

4.2.1 Cellular Coupling and Heterogeneity

A 2D discrete tissue featuring the FWS model [25] for human single SAN cells,
as described in Chapter 3, was used in the simulations. A value of Rgap of 1 GΩ

was adopted from the physiological range of coupling found in literature [186]
and following our sensitivity analysis in Chapter 3 [34]. The model consisted
of 50x50 central SAN cells, an estimate of the number of cells (∼ 5000) from
which the stimulus is seen to originate [176] in the rabbit SAN. No flux boundary
conditions were applied.

To account for SAN cellular heterogeneity [1], the Ca2+ currents permeabil-
ities (PCaL, PCaT ), the maximal conductances (gKr, gKs, gKur, gNa, g f , gto), the
maximal activity of the Na+/K+ pump and of the Na+/Ca2+ exchanger (INaKmax,
KNaCa) of the Fabbri model were randomized as done in Chapter 3. Four levels
of σ , the width of the log-normal distribution used to randomize the parameters,
were considered (0.1, 0.2, 0.3, 0.4). Simulations lasted 20 s to reach steady state
and AP features (CL, APA and APD) were computed on the last 5 s as in [34].

4.2.2 Cell type density and distribution

Simulations with Rgap = ∞ (uncoupled cells) were run in order to investigate how
many cells did not show spontaneous electrical activity (i.e., the were dormant)
following parameter randomization. For every σ , two additional levels of density
D were tested:

• 40% : an approximation of the amount of fibrotic tissue found in adult
human subjects under physiological conditions [244];

• 60% : reflecting a condition of upregulated fibrosis.

Being dormant cells in the uncoupled condition less than 40% and 60% for
each σ (Table 4.1), the same cell parameters were used multiple times to reach a
total amount of 1000 and 1500 dormant cells in the tissue, respectively. To eval-
uate the effects of diffuse vs. patchy fibrosis, random and cluster distribution of
cells inside the tissue were tested. The latter was considered only in the D = 40%
and 60% cases, so that to obtain randomly-distributed, non-overlapping clusters
of 10x10 cells. The cell position was fixed across different simulations in order to
exclude the effects of different distributions. The same workflow was adopted to
simulate the effect of unexcitable tissue - modeled as cells that did not show any
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connection with their neighbours (Rgap = ∞) and consequently acting as conduc-
tion barriers - and of fibroblasts, for which the atrial fibroblast active model by
Morgan et al. [255] was used.

4.3 Results

As obtained in Chapter 3, in an uncoupled condition the increase of σ leads to a
growing number of dormant cells (Table 4.1).

Table 4.1: Results of the uncoupled cells simulation. The number of dormant cells in
the tissue grows with σ (width of the log-normal distribution).

σ 0.1 0.2 0.3 0.4
Dormant cells 1 (0%) 126 (5.0%) 357 (14.3%) 584 (23.4%)

Despite this, when the cells are coupled with Rgap = 1GΩ, all of them show
rhythmic electrical activity, even with D = 40% and 60% (Figure 4.1). The only
exception is D = 60% and σ = 0.1, where 18 cells do not beat. From the bot-
tom left panel (CL of non-spontaneous myocytes, D = 60%) of Figure 4.1, it can
be seen that the CL of this condition, being 438 ms, is substantially shorter than
the CL of the uncoupled condition (829 ms). This is due to the behaviour of two
irregularly-beating cell clusters, circled in red in Figure 4.3. In fact, some of these
cells show a sub-threshold and irregular electrical activity (Figure 4.2), that let
them act as functional blocks around which a double spiral wave can form and
be sustained (Figure 4.3). Despite this, the cells manage to synchronize their fre-
quency as in all other coupled conditions, as shown by the negligible dispersion
of the CL (Figure 4.1, first column).

In general, the results in Figure 4.1 show how the average CL is reduced with
an increase in cellular heterogeneity, being almost halved from σ = 0.1 to σ = 0.4
(e.g., D = 40% condition: from 936 ms to 473 ms). A similar but weaker trend is
shown by the APA (except with σ = 0.1, Figure B.1), whereas the average APD
does not show a dependence on σ . The standard deviation of the APA and APD
tends to increase with cellular heterogeneity. The density of non-spontaneous
cells tends to prolong the average CL (when σ = 0.2, CL = 646ms vs. 752 ms
vs. 788 ms with D = 5%, 40% and 60%, respectively), while it slightly reduces
the average APA and APD. The partitioning of non-spontaneous cells into clusters
produces a shortening in the mean CL but has negligible effects on the average
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Figure 4.1: CLs in the tissue containing dormant cells, scar tissue and fibroblasts at
different densities (D) and SAN heterogeneity levels (σ ). Asterisks (∗) identify simula-
tions with uncoupled cells, whereas circles (◦) and squares (□) identify simulations with
random and cluster distributions, respectively. Mean±std.

APA and APD when compared to the random distribution configuration (Figure
4.1 and B.1).

Regarding the presence of fat, collagen or scars in the tissue, the central col-
umn in Figure 4.1 shows that all excitable cells are beating regardless of the het-
erogeneity level of the tissue and of the type of cell distribution. However, when
unexcitable cells are randomly distributed, the tissue fails to fully synchronize its
frequency: the CL sees a growing dispersion with an increase in D and σ (Figure
4.1). This is due to the fact that unexcitable cells prevent connections between
SAN myocytes, determining isolated cluster of SAN cells with different intrin-
sic frequencies. Indeed, this does not happen when the scar tissue is grouped in
clusters that allow all SAN myocytes to entrain one with another. Similar to the
presence of dormant cells, the average CL is shorter with higher σ and cluster
distribution (the latter only when D = 60%). Furthermore, D prolongs the CL
(e.g., when σ = 0.1, from D = 0% to 60%, CL changes from 765 ms to 784 ms).
Compared to the previous condition, similar trends for the APA and APD can be
appreciated, if not for a reduction in APA with D = 60% and cluster configuration,
with respect to the random distribution (Figure B.2).
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Figure 4.2: Examples of membrane voltage traces from the D = 60%, σ = 0.1 simulation
with dormant cells. The blue trace represents a SAN cell showing normal activity, while
the orange line shows the behaviour of one irregularly-beating cell composing the clusters
that act as functional blocks in the tissue.

The presence of fibroblasts determines similar CL trends as in the previous
conditions with respect to σ , but in this case the dependence on the fibroblasts’
density is stronger with randomly-distributed fibrosis (when σ = 0.2, CL= 632ms
vs. 783 ms vs. 788 ms with D = 5%, 40% and 60%, respectively). With the clus-
ter distribution, D = 60% and σ = 0.1−0.3 cases however, the CLs are substan-
tially shorter (of more than > 300 ms) than those of the random ones, as will be
discussed in Section 4.4. APAs are substantially reduced by both fibroblasts distri-
butions, whereas only the random distribution determines a marked prolongation
of the APD (+48% with σ = 0.2, D = 60%, Figure B.3). Figure 4.4 shows that
when fibroblasts are distributed in clusters, a large amount of cells is not show-
ing rhythmic activity. This is because SAN myocytes do not manage to drive the
cores of the fibroblast clusters, since these represent an electrical sink too big for
the weak upstroke of SAN cells. Only the most external fibroblasts are driven by
SAN cells (Figure B.4), but do not propagate the excitation wave.
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Figure 4.3: Voltage map showing the electrical activity of the 2D tissue with randomly-
distributed dormant cells (circled in black): D = 60%, σ = 0.1. The spiral wave-like
pattern is established around the two clusters of the irregularly-beating cells (in red).

4.4 Discussion

The results reported above allow to draw some conclusions about the cross-talk of
different cellular phenotypes inside the human sinus node. First of all, increasing
the density of the three phenotypes investigated (dormant cells, scar tissue and
fibroblasts) determines a prolongation of the average CL. Considering that the
maximal prolongation is 24% (random fibroblasts distribution, σ = 0.2, D= 60%)
even when consistently different densities (5% vs. 60%) are compared, it can be
stated that the SAN is overall robust to a high presence of non-spontaneous cells
and manages to supply a physiologic and synchronized rate despite the reduction
in SAN myocytes. Indeed, besides fibroblasts, dormant cells – i.e. those cells
not showing a spontaneous AP when isolated – have been identified inside the
SAN, and are believed to participate in the entrainment process (Chapters 1-3 and
[136], [143], [164], [306]). Indeed, as shown in Figure 4.4, all cells – dormant
ones included – are beating inside the tissue, if not for the D = 60%, σ = 0.1 case
where two clusters of cells are not able to show an action potential. Considering
that re-entry-like waves around these clusters are elicited, this functional blocks
formation could represent a possible mechanism of sinus tachycardia onset (CL is
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Figure 4.4: Number of beating cells inside the tissue at different heterogeneities (σ )
and densities (D). r-: random distribution; c-: cluster distribution; Dc = dormant cells;
S = scar tissue; F = fibroblasts.

438 ms, equal to 137 bpm). However, this condition is strongly dependent on the
specific distribution of dormant cells and randomized SAN ionic properties.

The type of cell distribution has a stronger effect on the CL. Grouping dor-
mant cells in clusters determines a shortening of the CL, with respect to the ran-
dom distribution condition. When scars are considered, the cluster distribution
leads to a lengthening of the average CL. These effects can be explained in terms
of source-sink relationship: with cluster distribution, spontaneous cells establish
less connections with electrical loads (dormant cells) that would prolong their di-
astolic depolarization phase. With unexcitable cells instead, the clusters determine
a condition in which faster cells show on average more connections with their
neighbours. As a consequence, they are slowed down with respect to the random
distribution condition, where they face more electrical barriers (Rgap = ∞) that
protect them from being slowed. However, when D = 60%, some clusters can
fall near the border of the tissue, shielding fast-pacing cells that are thus able to
deliver higher rates.

An interesting role is played by the fibroblasts: being their resting poten-
tial more depolarized (around −50 mV) than the SAN MDP, they act as current
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sources, speeding up the initial DD phase. However, they prolong the rest of
the diastolic phase while simultaneously reducing the OS because of their sink
action when the SAN membrane voltage overcomes their resting potential. In-
deed, Figure 4.1 reports a CL prolongation with increasing fibroblasts densities,
in accordance with experimental and computational data [61], [184], [190], [289].
Similarly, Figure B.3 shows a progressive APA reduction and an APD prolonga-
tion with diffused fibrosis, due to the fibroblasts’ slow repolarization (Figure B.3).
Thus, the overall effects of fibroblasts on heterogeneous isolated SAN tissue are
bradycardia (for both DD and APD prolongation) and AP upstroke hampering, in
accordance with simulations where 1 fibroblast was coupled to 1 SAN cell (Figure
B.5). This would suggest that fibroblasts are detrimental to SAN ability to self-
depolarize and electrically drive the atrium. However, these results do not rule out
a protective action of the fibroblasts during early DD towards the hyperpolariza-
tion exerted by atrial tissue.

An additional results is that CL synchronization is reached in almost every
condition, confirming the robustness of the SAN in delivering a rhythmic and
stable depolarization even when the beating myocytes are only a fraction of the
tissue, as was obtained in Chapter 3. However, this is not true in the presence
of randomly-distributed unexcitable cells, where there is a high CL dispersion
(Figure 4.1, central column). This may reflect the fact that the condition modelling
a diffuse fatty, collagen or scar tissue represents a pathological condition in which
SAN cell clusters are isolated with respect to each other, consequently failing to
deliver a synchronized rate.

Finally, the bottom right panel of Figure 4.1 (D = 60% of clustered fibrob-
lasts), suggests an additional sinus tachycardia mechanism. As exemplified by
Figure B.4, when many clusters are present inside the tissue and SAN cells are
not enough to drive the clusters cores to a full AP, these act as functional blocks.
The electrical waves slowly propagate around them and break in many different
wavelets, determining tachycardia. A similar process was shown to sustain re-
entrant activity, determining AF in a 3D atrial model [255]. Because of a border
effect in the model (see yellow dashed arrow in Figure B.4), SAN cells may be
isolated enough from the rest of the tissue but connected enough to fibroblasts to
receive substantial current in diastole, determining a marked increase in the tissue
beating rate (155 vs. 76 bpm of the diffuse fibrosis configuration, +108% when
σ = 0.2).

The present study includes several limitations. First of all, the sinoatrial node
was modelled as a bi-dimensional single layer of cells, neglecting the complex
anatomy of this cardiac structure [1], [60], [61]. Secondly, only the membrane
clock parameters of SAN cells were randomized to obtain an heterogeneous model
population. Thirdly, only one occurrence of both random and cluster distributions
were investigated, limiting the generalizability of the results. Fourth, the fibrob-



4.5. CONCLUSIONS 93

last model adopted [255] was developed to model atrial and not sinoatrial node
fibroblasts. Finally, atrial tissue was not taken into account. This is of uttermost
importance since the presence of a large electrical load would deeply influence the
physiological (and pathological) activity of the SAN. Furthermore, considering
the SAN connection to atrial tissue would allow the investigation of the specific
role of fibroblasts in protecting the SAN from hyperpolarization. Therefore, the
next Chapter will present a 2D sinoatrial tissue model connected to the atrium.

4.5 Conclusions
The purpose of this Chapter was to elucidate the effects of the presence of dif-
ferent cellular phenotypes inside the sinoatrial node. In summary, the simula-
tions highlight the robustness of the SAN with respect to substantial amounts of
non-spontaneous myocytes in terms of CL, APA and APD changes. However, a
combination of low cellular heterogeneity and high densities of dormant cells or
clustered fibroblasts favour conditions in which functional blocks form inside the
tissue, representing a possible mechanism of tachycardia onset.
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Abstract
Cardiac pacemaking remains an unsolved matter under many points of view. Ex-
tensive experimental and computational research has been performed to describe
sinoatrial physiology across different scales, from the molecular to the clinical
level. Nevertheless, how the heartbeat arises inside the sinoatrial node and propa-
gates to the working myocardium is, at present, not fully understood.

This work aims at providing quantitative information about this fascinating
phenomenon, especially regarding the contribution of cellular heterogeneity and
fibrosis to sinoatrial node automaticity and atrial driving.

This is achieved by developing bi-dimensional computational models of rabbit
and human right atrial tissue including the sinoatrial node. State-of-the-art knowl-
edge of anatomical and physiological aspects was adopted during the design of
the control tissue models. The novelty of this study is the presence of cellular
heterogeneity and fibrosis inside the sinoatrial node to investigate how they tune
the robustness of stimulus formation and conduction under different conditions
(baseline, ionic current blocks, autonomic modulation, external high frequency
pacing).

The simulations show that both heterogeneity and fibrosis significantly in-
crease the safety factor for conduction by more than 10% in almost all the condi-
tions tested and shorten the sinus node recovery time after overdrive suppression
up to 60%. In the human model, especially in challenging conditions, fibrosis
helps the heterogeneous myocytes to synchronize their rate (e.g., -82% in σCL
under 25 nM acetylcholine administration) and to capture the atrium (with 25%
L-type calcium current block). However, anatomical and gap junctional coupling
aspects remain the most important model parameters to allow an effective atrial
excitation.

In conclusion, despite the limitations of the models, this work suggests a quan-
titative explanation to the astonishing overall heterogeneity shown by the sinoa-
trial node.
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5.1 Introduction

As outlined in Chapter 1, the mechanisms by which the sinoatrial node is able to
excite the atrium, thus starting the cardiac cycle, are still incompletely understood.
Starting from the study by Joyner and van Capelle [175], several computational
works have investigated driving mechanisms in animal (mostly rabbit) models
[174], [184], [186], [187], [190], [191]. As reported above, these explored the role
of gradient and mosaic configurations, the presence of transitional phenotypes in
the SAN periphery and the presence of specialized conduction pathways (Sections
1.4.3 and 1.4.4).

Specific to humans, Kharche and colleagues [187] used a detailed 3D anatomy
combined with a simplified electrophysiological description to study the mecha-
nisms of micro and macro-re-entry onset and how they were modulated by the
SEPs. Cellular heterogeneity was considered phenomenologically as randomly
distributed SAN cells having different CLs, while fibrosis (extracellular matrix
deposition) was included as an unexcitable patch in the centre of the SAN. Zyan-
tekorov et al. [206] investigated the effects of SEP width and gap junctional cou-
pling in a 2D SAN-SEP-RA model. They found that 1) narrower SEPs provide
stronger conduction and 2) an insulating border is necessary to allow a pace and
drive behaviour. Li et al. [200] showed the importance of the sodium current
INa in determining conduction to the atrium. SAN and SEP cells had different
INa, ICaL, I f and IK1 maximal conductances and patchy fibrosis was considered
in the context of heart failure simulations, again modeled as unexcitable, resistive
barriers. Amsaleg and coauthors developed a 3D model of the SAN and adja-
cent atrium [191] and used it to extensively investigate combined configurations
of the gradient and mosaic models as well as SEP features (number, length and
width). The sensitivity analysis carried out on reduced models yielded a set of
parameters that achieved atrial excitation and physiological activation sequences
in the full-scale 3D model. Recently, Zhao and colleagues proposed an anatom-
ically detailed 2D model based on histological sections [307]. The inclusion of
heterogeneous properties (e.g. intrinsic rate and parasympathetic sensitivity) in
different SAN compartments (head, center and tail) allowed the reproduction of
important experimental observations such as shifts in the leading pacemaker loca-
tion by autonomic stimulation or remodelling due to heart failure. While all these
works provided lots of data and useful information about atrial excitation mech-
anisms, none of them took into consideration randomized electrophysiological
properties or fibroblast-myocyte interactions, despite the influence that coupled
non-excitable cells were shown to have on pacemaking activity [154].

Therefore, the behaviour of cellular heterogeneity and active fibroblasts – as
modelled in the previous Chapters – is still unexplored with respect to atrial driv-
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ing. Up to this point, this thesis focused on investigating their role in pacemaking,
considering exclusively the SAN itself and neglecting its "boundary conditions".
In this Chapter, the two aspects will be merged by developing bi-dimensional com-
putational models of SAN-SEP-RA tissue featuring heterogeneity and fibrosis.
State-of-the-art knowledge about the anatomy and physiology of the SAN will be
implemented with the aim of gaining quantitative information about atrial driving
mechanisms by the SAN but also on SAN modulation by the atrium in physiolog-
ical and pathological conditions. The role of cellular heterogeneity – in the form
of 1) presence of different cellular phenotypes (e.g., active fibroblasts) inside the
SAN and 2) of different ionic electrophysiological properties among SAN cells –
will be the core of this work. The previous chapters indeed highlighted a primary
role for moderated levels of heterogeneity in SAN ionic properties in modulating
the relative weights of membrane and Ca2+-clocks (Chapter 2) and in granting
pacemaking robustness in pathological conditions (Chapter 3).

The hypothesis here is that cellular heterogeneity increases the robustness of
driving capability, in terms of safety factor for conduction and of a larger parame-
ter space for which atrial excitation is achieved in physiological and pathological
conditions. About fibrosis, if Chapter 4 showed that physiological amounts (40%)
of fibroblast density in the SAN is compatible with its synchronization and rhyth-
mical depolarization, the hypothesis investigated in this study is that its presence
helps the SAN pacing the atrium. Therefore, we hypothesize that heterogene-
ity and fibrosis specifically contribute to 1) overcome hyperpolarization from the
atrium, 2) provide a current source in case of ionic current blocks in the SAN
and 3) protect the SAN from overdrive suppression in the case of high-frequency
stimulation. The next section will illustrate the methodology adopted to investi-
gate these phenomena.

5.2 Methods

The models used in this study were built starting from the knowledge and tech-
niques acquired in the previous Chapters, in particular 3 and 4. Two different
species were taken into account - rabbit and human – which required different
parameter choices. Therefore, they will be presented separately.

5.2.1 Rabbit model
The rabbit model consisted of a square matrix of 200x200 cells, representing the
discrete, simplified Kirchhoff network model framework [308]. The sinoatrial
node is located at the center of the tissue and is modelled as an ellipse having
semi-major and semi-minor axes of 75 and 11 cells, respectively. The SAN is
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surrounded by an insulating border (Rgap = ∞MΩ) which prevents the interaction
with atrial tissue if not for 5 specific exit pathways (SEPs). These are 10x10 cells
in dimensions and uniquely include a SAN phenotype (Figure 5.1).

x = 200

y
=

20
0

Figure 5.1: Geometry of the 2D SAN-SEP-RA model, for rabbit (left) and human (right).
The yellow contour line shows the insulating border, while dark blue indicates atrial tis-
sue. SAN tissue is reported in green while fibroblasts are represented in black. Note that
the latter fall uniquely inside the SAN ellipse for rabbit but can fall inside atrial tissue in
the human model. SEPs have been numbered #1-5 from top to bottom.

As single cell electrophysiological models, the SDiF one [24] was chosen for
the SAN, the Lindblad et al. 1996 one [189] was used for the atrium and finally
the active (human atrial) fibroblast model by Morgan and colleagues [255] was
adopted to model fibroblasts. Indeed, certain simulations included the presence of
40% fibrosis in the SAN excluding the SEPs, by substituting SAN cells as done
above (Chapter 4). In addition, SAN cellular heterogeneity was considered as
previously done in Chapters 3 and 4. A value of 0.2 was used for the width σ of the
log-normal distribution and the parameters PCaL, PCaT , gKr, KNaCa, iNaK,max, gNa,
gKs, g f were randomized. Five different occurrences of both heterogeneous SAN
properties and fibroblasts distribution were investigated to perform statistics and
improve the generalizability of the results. No cellular heterogeneity or fibrosis
was considered in the atrium.

Cellular coupling was achieved by 4-neighbours connectivity (left, top, right,
bottom) with gap junctional resistance values of 10 MΩ in the atrium [309], [310]
and 10 GΩ in the SAN and fibroblasts [34], [179], [186]. These values were
chosen in order to: 1) obtain a physiological conduction velocity in the atrium
(26.9 cms−1 vs. experimental values: 49.7±10.2 cms−1 [311], 51.7±5.0 cms−1

[312], 80±9 cms−1 for longitudinal and 49±10 cms−1 for transverse [313] or
other computational works: 60 cms−1 and 20 cms−1 for longitudinal and trans-
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verse velocity, respectively [310]); 2) allow frequency and phase synchronization
inside the isolated uniform SAN. A sigmoidal gradient in gap junctional conduc-
tance was implemented, similar to [191]:

S =
1

RRA
+(

1
RSAN

− 1
RRA

)
1

1+ e−αx+β

where RRA and RSAN are the gap junctional resistances for atrial and SAN
tissue, α = 0.5 and β = 60 in order to have the half maximal value in the middle
of the SEPs. This configuration was dubbed low-coupling (lc) in the following.
SAN cells did not show a dependence of the ionic properties with respect to space.

Simulations were run starting from 500 s single cell steady-state conditions
and lasted 20 s. The last 2 s were saved and analyzed. To simulate arrhythmia,
and investigate the response of the SAN, a high-frequency (5 Hz) pacing protocol
was performed. A 5x5 cell cluster of atrial cells in the top-right corner of the
tissue was stimulated with 2 nA for 1 ms from second 6 to second 16, then the
pacing was stopped. In this case, the last 5 s of the simulations were exported and
analysed.

To investigate the robustness of atrial driving with respect to loss of ionic
currents, ICaL and I f blocks were tested. These were obtained by reducing the
maximal permeability PCaL and maximal conductance g f of 25% and 50%, re-
spectively.

To explore the model parameter space, coupling values of 5 and 2 MΩ for the
atrium and a slope factor of 10 for the sigmoidal gradient (which results in SAN
central Rgap values of 40 MΩ) were investigated. The latter value was chosen
since it allowed phase synchronization on top of frequency synchronization inside
the SAN when cellular heterogeneity is considered. This gradient configuration
was dubbed high-coupling (hc) in the following.

Finally, the number of SEPs was varied between 1 and 7 in the absence of
heterogeneity and fibrosis.

5.2.2 Human model

Geometry and electrophysiological models

The human model geometry is based on the rabbit model one. However, to better
reproduce experimental data on the human SAN, some modifications were per-
formed. About SAN dimensions [60], [61], the semi-minor axis of the ellipse was
enlarged to 12 cells and the SEPs were prolonged to reach a dimension of 20×11
cells (Figure 5.1). Considering the FWS model cell length (67 µm [25]), this cor-
responds to 1.34 mm, a value compatible with experimental reports [61] and with
previous computational investigations [191]. Besides the FWS model, we adopted
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the Koivumäki et al. 2011 model [20] for atrial cells (dubbed "K model" in the
following) and the Morgan 2016 [255] for fibroblasts. In addition, the behaviour
of the Mazhar, Bartolucci and Severi ("MBS") atrial model [27] recently devel-
oped in our group was tested. In this work, the latter was simplified by removing
the equations describing the mechano-electric feedback and calmodulin-kinase II
activity, reducing it to 29 ordinary differential equations for the description of the
atrial AP.

Heterogeneity and fibrosis

Instead of a fixed amount of fibrosis in the SAN as done above for rabbit, in the
human model a linear gradient in fibroblast density was implemented, from the
left part of the SAN to atrial tissue. In particular, central SAN saw a 45.7% pres-
ence of fibroblasts [314]–[317] substituting SAN cells. The gradient allowed the
SEP to have lower fibroblast densities than the central SAN, as recently reported
(45.7±10.9 vs. 27.7±16.3% [317]). The probability that a fibroblast would sub-
stitute a SAN cell depended on the gradient and on a random number extracted
between 0 and 100 from a uniform distribution. If the sum of these two terms
exceeded 50, then the SAN cell was replaced with a fibroblast. The linear gradi-
ent fell to zero 10 cells to the right of the SEPs’ exit and fibroblasts were allowed
to replace atrial cells in these areas. However, the rest of atrial tissue was con-
sidered to be completely free of fibrosis. Concerning cellular heterogeneity, in
addition to the parameters randomized in the SDiF model, the maximal conduc-
tance of the potassium transient outward current and ultra-rapid delayed rectifier,
and the maximal uptake rate of the SERCA pump (gto, gKur, Pup,basal) were also
randomized. Again, no heterogeneity was considered in the atrium. To improve
the generalizability of the results of each set-up, 5 models (dubbed tissue #1-5
in the following) with different distributions of heterogeneity, fibroblasts or both,
were generated by using 5 different random seeds for sampling the log-normal
and uniform distributions.

Gap-junctional coupling

Coupling resistance values of 1 GΩ [298], [309] and 3 GΩ [184], [190], [252]
were chosen for SAN cells and fibroblasts, according to experimental measures
and previous computational works (see also Section 3.4.2). In the atrium, Rgap
was set to 1 MΩ to allow conduction velocities of 70 cms−1 [211], [318], [319].
However, we doubled gNa [191] (the maximal conductance of the fast sodium cur-
rent) in the Koivumäki model in all atrial tissue to achieve conduction velocities
of 100 cms−1, typical of crista terminalis tissue [191], [320]. In addition, a sig-
moidal gradient in coupling conductivity was again implemented, but this time it
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was necessary to spread it outside of the SEPs in the atrium with a semicircular
shape [191] to achieve driving (Figure 5.2). If the change in conductivity was con-
fined in the SAN and SEPs, no parameter configuration (Rgap in SAN and atrium,
α and β of the sigmoidal gradient) allowed the atrium to be excited.

Figure 5.2: Coupling conductance profiles of the 2D SAN-SEP-RA model. (Left) Sig-
moidal gradient in gap junctional conductance along the central SEP (yellow dashed line
in right panel). The vertical dashed black line indicates the interface between the SEP
and the atrium. (Right) Gap junctional conductance values visualized in the tissue. Bi-
dimensional gradients with circular shape were implemented in the atrium around the
SEPs to allow stimulus propagation in the crista terminalis.

Simulation protocols

Simulations were run starting from 500 s single cell steady-state conditions and
lasted 50 s. The last 5 s were saved and analyzed. To simulate atrial tachicar-
dia, and investigate the response to overdrive suppression of the SAN, a high-
frequency pacing protocol was performed to overdrive suppress the SAN [200].
A 15x15 cell cluster of atrial cells in the top-right corner of the tissue was stim-
ulated at 2 Hz with a current of 5 nA for 1 ms from second 32 to second 42, then
the pacing was stopped. In this case, the last 10 s of the simulations were exported
in order to compute the sinus node recovery time (SNRT ) and the CL. To asses
the effects of autonomic control over atrial driving capability, and to test SAN re-
sponses to challenging conditions, the effects of 25 nM acetylcholine (ACh) and
1 µM isoproterenol (ISO) continuous infusion were assessed in both baseline and
stimulated conditions. Moreover, 50% and 25% blocks in I f and ICaL of SAN
cells were tested to investigate the robustness of atrial propagation with respect
to loss of key diastolic and action potential ionic currents, respectively. Finally,
additional SEP widths of 7, 15 and 19 cells were investigated, similar to what was
done for rabbit.
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For clarity, we define for both rabbit and human "U" as the uniform condition
(no heterogeneity or fibrosis), "H" as the condition with SAN heterogeneity, "UF"
as the condition with fibrosis but no heterogeneity and "HF" as the condition in
which both SAN heterogeneity and fibrosis are included.

5.2.3 Analysis

Cycle lengths (CL) were computed as the time difference between two consecutive
maximum points of the first derivative of the membrane voltage for the atrium or
two consecutive overshoots for the SAN, as the two methods proved more robust
in the two cases. For the SAN, the last CL value was averaged between cells
to inform on SAN synchronization at the end of the simulation. For the atrium,
the CLs were first averaged in time and then between cells. The safety factor for
conduction (SF) was computed as the ratio between the net charge received by the
neighbouring cells and the charge required to obtain a full upstroke in single-cell
simulations, as done in [321]:

SF =
Cm∆Vm −Qion −Qstim

Qthr
=

Qgap

Qthr

where Qgap is computed as

Qgap =
∫

ta
Igap dt

Here, Igap is the net current exchanged with neighbours (a negative current to
the cell is considered to be depolarizing) and ta is the time interval over which
Igap is negative, computed from the time instant in which Igap is 1% of its negative
peak to when Igap changes sign). For simplicity, in the rabbit model Qthr was not
considered to depend on the stimulus duration as in [321], but was fixed to the
value obtained with a 2 ms stimulus for the Lindblad model. For the human one,
the computation was refined and Qthr was made stimulus-dependent. However,
owing to the fact that atrial cells could be stimulated by SAN cells very slowly,
the linear dependence of Qthr with respect to ta was saturated at 4 ms. In that
condition indeed, a non-negligible charge used for depolarization would fall below
the 1% Igap threshold and thus Qnet would result smaller than Qthr despite the
cell reaching the threshold for AP firing. The SF values were computed only for
the cells at the leading SEP interface, averaged and compared across different
conditions, since Li et al. [200] showed that in that point the lowest SF values
are obtained. If the SAN excited the atrium across all SEPs (as it happened in the
absence of cellular heterogeneity and fibrosis), the values were averaged between
all SEPs.
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In externally paced model tissues, the sinus node recovery time (SNRT ) was
computed as the time difference between the first atrial action potential occurring
after the last stimulus and the time instant of the last stimulus [200], [212].

In order to allow comparisons with clinical-level and experimental data, and to
improve the multiscale framework developed in this thesis work, simulated elec-
trograms (EGMs) were obtained for the human simulations. These were computed
as previously done in 2D in our group [322] according to Shillieto et al. [323]:

EGMunipolar = ∑
i

0.5Dx
∂ 2Vmi

∂x2 +0.5Dy
∂ 2Vmi

∂y2√
d2

i + z2
0

where Dx and Dy are the diffusion coefficients along x and y; Vmi is the mem-
brane potential for each cell i; di is the euclidean distance of each cell from the
electrode and z0 is the distance of the electrode from the tissue along the z axis.
A 7-french bipolar sensing catheter with 3.5 mm tip and 2-5-2 mm inter-electrode
distances, as used in [212], was implemented. Considering a 100 µm cell length
for the Koivumäki model, this converted to 20-50-20 cell distances in the discrete
model (Figure 5.3).

Figure 5.3: EGM catheter position inside the tissue model. The red dots indicate the
single electrode positions with the 2-5-2 mm spacing, numbered #1-4 from top to bottom.

Activation time maps were built by color-coding the time difference in the
occurrence of the peak of the membrane voltage first derivative. The atrial cells at
the SEP frontiers which first showed an AP were taken as zero-reference.

Statistical differences in the CL, SF or SNRT obtained with the different set-
ups (H, UF and HF, n = 5) were assessed via one-sample or paired t-tests or via
one-sample t-tests when comparing them with the U set-up (n = 1). All the statis-
tical analyses were performed in Matlab R2019b using built-in functions and P-
values of 0.05 or lower were deemed significant. The statistics were performed to
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quantify the consistency of the results across the different set-ups (U, H, UF, HF)
and experimental conditions (ACh, ISO, external pacing and ion current blocks)
but significance was not inferred to be physiologically relevant given its depen-
dence on the model parameters.

5.2.4 Simulation code

The simulation was initially developed as a C++ implementation of a fixed-step
Euler integration algorithm. However, the serial program proved to be too slow
and therefore we modified the implementation to make use of GPU parallelism to
speed up the critical part, i.e., the state variables update. This is possible because
the state variables update for each cell at each time step is an "embarrassingly par-
allel" problem for which GPU architecture is well suited. Input files specifying
1) the simulation parameters (e.g., duration), 2) the geometry (position of cells
inside the tissue), 3) the randomized conductances and 4) the gap junctional con-
ductance values (4 for each cells) are generated in Matlab as .txt files and given in
input to the CUDA/C code. Zero-flux boundary condition are applied. Table 5.1
reports the pseudo-code for the C functions and CUDA kernels.

Table 5.1: CUDA/C pseudo code for the SAN-SEP-RA tissue model. Operations per-
formed on the GPU are expressed in italic.

function 2D tissue main
1 Load initial conditions
2 Load input files
3 Allocate output files (t, Vm)
4 Copy data from host to device
5 cudaCheckError();
6 for i = 0:sim_steps
7 Update state variables
8 Compute gap junctional current
9 Update membrane potential
10 cudaCheckError();
11 Copy data from device to host
12 cudaCheckError();
13 Save undersampled time step on disk
14 end for
15 Free memory
end
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The resultant CUDA/C program running on a Linux workstation with a 12 GB
Nvidia Titan V GPU with 5120 cores is ∼150 times faster (∼20 minutes vs. >2
days) than the equivalent serial program running on an AMD Rhyzen Thread-
ripper 2950x CPU at 3.5 GHz. A time step of 5 µs was adopted and data were
undersampled at 0.2 ms. Smaller time steps (1 µs) did not provide different re-
sults.

5.3 Results

5.3.1 Rabbit model
The simulations with the rabbit model show that atrial driving can be achieved
in different conditions: in the lc uniform and in the hc (both uniform and with
heterogeneity) ones, the atrium is excited by all the 5 SEPs at the same time.
In the heterogeneous lc configuration or in presence of fibrosis, specific SEPs
become dominant depending on the leading pacemaker sites location (Figure 5.4).
Phase synchronization is not achieved throughout the SAN and even frequency
synchronization is not complete due to the formation of cell clusters with slightly
different cycle lengths (e.g., CL = 341±9.1 and 341±13.9 ms for the H and HF
simulations in middle and right panels of Figure 5.4, see Figure C.1 for the CL
distributions). Simulations including fibrosis intriguingly show larger standard
deviations of SAN CLs.

Figure 5.4: Voltage maps showing atrial driving by the SAN in lc conditions. Left:
uniform; middle: SAN heterogeneity; right: SAN heterogeneity and fibrosis conditions.

Figure 5.5 reports the results of the CL and SF computations. As it can be
seen, the presence of inter-cellular heterogeneity in the lc condition significantly
affects the average CL (339±2.5 vs. 355 ms, p = 0.00013) and the robustness of
atrial driving (SF = 2.94±0.13 vs. 2.77, p = 0.043). The latter effect is also the
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case in the hc condition (SF = 2.34±0.02 vs. 2.29, p = 0.0062). Interestingly, fi-
brosis on one hand prevents atrial propagation in the hc condition, but at the same
time increases the SF in the lc one (SF = 2.94±0.06 vs. 2.77, p = 0.0037). How-
ever, the combination of inter-cellular heterogeneity and fibrosis did not result in
a significant change of average CL or SF due to the large variability in the results.

**

*
**

***

Figure 5.5: Cycle lengths and safety factor results for the rabbit model in different
conditions: U (uniform tissue), H (SAN heterogeneity), UF (uniform tissue with 40%
fibrosis) and HF (SAN heterogeneity with 40% fibrosis) in the low-coupling (lc) and high-
coupling (hc) SAN configurations. No beating is obtained in the UFhc and HFhc condi-
tions. *p<0.05, **p<0.01, ***p<0.001.

Simulations with high-frequency stimulation in the atrium show suppression
of spontaneous activity in the SAN in all conditions. However, when the stim-
ulation is stopped, the lc and hc conditions show different behaviours: the latter
is affected by re-entrant activity through the SEPs which tends to last less when
heterogeneity is considered (Figure 5.6, 1.45±0.61 vs. 1.89 s, p = 0.18). The lc
condition does not show re-entry onset at all.

The results of simulations with ionic current blocks show that, while the hc
condition is more robust with respect to 25% ICaL block (since atrial driving is not
achieved with the lc one), in the lc configuration the presence of heterogeneity
seems to be protecting the SAN from bradycardia when a 50% I f block is tested
(Table 5.2).

Finally, the number of SEPs (1-7) in the uniform lc configuration does not
seem to affect the average CL or the SF at all, while it slightly modulates both in
the hc one (CL = 356 ms and SF = 2.19 with 1 SEPs vs. CL = 366 ms and SF =
2.31 with 7 SEPs).
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Figure 5.6: Re-entrant circuit formation after high-frequency stimulation in the rabbit
hc model. A) Voltage map showing the mechanism for re-entry: the stimulus exits from the
central SEP and enters back from SEP #4, as highlighted by the red arrows. Uniform high-
coupling condition (Uhc). B) Comparison of re-entry durations without (Uhc) and with
SAN heterogeneity (Hhc, n = 5). No re-entry was seen in the lc condition with or without
the addition of heterogeneity and/or fibrosis, while in the hc condition the presence of
fibrosis prevented beating. C) and D) Action potential traces along the black line in panel
A in the Uhc condition and in the Hhc one (showing shorter re-entry duration), respectively.
P: paced, RE: re-entry, SR: sinus rhythm

5.3.2 Human model

Control conditions

In first place, the behaviour of the model in control conditions was tested to ex-
plore the role of heterogeneity and fibrosis in the absence of extrinsic modifi-
cations. Figure 5.7 shows the CL and SF results of the human tissue model:
the presence of fibrosis (UF condition) significantly prolongs the average atrial
CL compared to the uniform condition (817±1 ms vs. 814 ms, p = 0.005), de-
spite the little influence that different spatial distribution of fibroblast have on
the CL. Notably however, the random fibroblasts distributions determine a neg-
ligible atrial σCL, while different cellular heterogeneity instances produce widely
variable CLs (817±181 ms). The combination of heterogeneity and fibrosis deter-
mines a marked reduction of the CL (666±55 ms) compared to the uniform tissue
and to the presence of fibrosis alone (p = 0.004 and p = 0.003), but also show a
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Table 5.2: Rabbit model sensitivity on gap junctional coupling and current blocks.
Different random heterogeneity distributions (n = 5) were used for Rgap = 10 MΩ

(mean±std); for every other condition only 1 distribution was tested. hc, high-coupling;
lc low-coupling conditions.

Uniform SAN heterogeneity
10 MΩ CL = 362 ms CL = 361±1.4 ms
5 MΩ No driving CL = 375 msRgap in atrium
2 MΩ No driving No driving
25% ICaL CL = 381 ms CL = 376 ms

hc

Blocks
50% I f CL = 424 ms CL = 420 ms
10 MΩ CL = 355 ms CL = 339±2.5 ms
5 MΩ No driving No drivingRgap in atrium
2 MΩ No driving No driving
25% ICaL No driving No driving

lc

Blocks
50% I f CL = 410 ms CL = 387 ms

lower CL variability than heterogeneity alone. The huge variability seen in pres-
ence of heterogeneity (see Figure C.2A for the standard deviations of the CLs,
σCL) is due to the fact that exit blocks occur in the SEPs, with consequent alter-
nation in the leading SEP and delay in atrial activation. The presence of fibrosis
completely abolished this phenomenon, allowing atrial tissue to be paced at a con-
stant steady-state rate (σCL = 0, Figure C.2A). This can be ascribed to two main
reasons. Firstly, opposite to the rabbit model, fibrosis in the human SAN helps
the myocytes to achieve better CL synchronization (lower σCL in the SAN), by
blunting the intrinsic rate differences among cells given by cellular heterogeneity
(Figure C.2A). Secondly, fibroblasts act on the pace and drive ability of the SAN
by increasing the SF with respect to a uniform tissue condition (1.62±0.02 vs.
1.45, p = 2 ·10−5). Figure 5.7 also shows that heterogeneity by itself significantly
increases the SF (1.58±0.06 vs. 1.45, p = 0.009) but its combination with fibrosis
provides a raise in the SF slightly higher than heterogeneity alone (1.60±0.05, p
= 0.002 vs. uniform; p > 0.05 vs. fibrosis), even if lower than fibrosis alone (not
significant).

Overdrive suppression of the SAN

Next, we sought to investigate the ability of the SAN model to recover from exter-
nal high frequency pacing. Stimuli were delivered at 2 Hz, to allow comparisons
with experiments [200], [212] Excitation of atrial tissue at this rate resulted in
overdrive suppression of the SAN, with all paced stimuli entering the SAN from
all of the 5 SEPs. After the pacing was stopped, the tissue showed CLs and σCL
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Figure 5.7: Cycle lengths and safety factor results for the human model in different
conditions: U (uniform tissue), H (SAN heterogeneity), UF (uniform tissue with fibrosis)
and HF (SAN heterogeneity and fibrosis). *p<0.05, **p<0.01, ***p<0.001.

similar to the control condition (Figure 5.8), if not for the HF condition showing
tachycardia (CL = 588±51 ms) compared to the uniform (815 ms, p = 6 · 10−4),
heterogeneous (820±218, p ≥ 0.05) and fibrosis (813±1 ms, p = 7 ·10−4) simula-
tions. Due to its very small standard deviation, the UF set-up resulted significantly
shorter than the U one (p = 0.009), opposite to the control condition where it was
slightly longer. The right panel shows instead the SNRT values after pacing, with
the heterogeneity condition showing a slightly lower – even if significant – value
than the uniform set-up (1047±18 ms vs. 1102, p = 0.002). However, in these
conditions the first recovered beat originates from the SEPs and then re-entry cir-
cuits with complex patterns (e.g., 2:1 exit block in the SEPs) are formed. These,
together with the fact that the CLs have not yet reached a steady state value after
pacing, explains the obtained CL dispersion (Figure 5.8 and C.2B). Exit blocks do
not happen in the UF UF (124±9 ms, p = 0.005 vs. U and p = 9 ·10−4 vs. H) and
HF conditions (1009±164 ms, p > 0.05 with respect to any condition), but all 5
tissues show re-entrant activity in both cases. Tissue #1 shows a shorter SNRT
(718 ms) since the last paced beat determines a stable re-entry across 2 contigu-
ous SEPs. This explains the lower average SNRT value and the increased standard
deviation of the HF set-up.

Acetylcholine administration

To study the effects of parasympathetic stimulation on the model, we simulated
the administration of 25 nM ACh to the SAN. The results in Figure 5.9 show
a profound bradycardia in both the uniform (1448 ms vs. 814 ms without ACh,
+78% as in single cells), heterogeneous (1489±287 ms vs. 817±181 ms, p =



5.3. RESULTS 111

***
**

***

**
**

***

Figure 5.8: Cycle lengths and sinus node recovery time results for the human model
after pacing in different conditions: U (uniform tissue), H (SAN heterogeneity) and HF
(SAN heterogeneity and fibrosis). *p<0.05, **p<0.01, ***p<0.001.

0.02) and fibroblasts (1277±197 ms vs. 817±1 ms, p = 0.006) conditions. The
combination of heterogeneity and fibroblasts provides CLs closer to physiological
resting values (991±76 ms, equal to an average rate of 61 bpm; p = 0.01 vs. H and
p = 2 ·10−4 vs. U conditions). However, this is still much longer than the control
conditions (666±55 ms, p = 4 ·10−4). Also in this case heterogeneity and fibrosis
provide strength to atrial driving (SF = 1.60±0.05, 1.76±0.08 and 1.54±0.09 for
the H and HF conditions vs. 1.44 of the uniform one, p = 0.002, p = 9 · 10−4

and p > 0.05) even if the HF set-up did not provide significantly higher values, as
obtained in control condition. Here, atrial σCL in the H condition is still high due
to the occurrence of exit blocks and leading SEP alternation (Figure C.2C).

Overdrive suppression of the SAN with acetylcholine administration

Then, we tested challenging conditions in which the SAN underwent simulta-
neous 25 nM infusion and external 2 Hz pacing, as was done in ex-vivo human
hearts [200], [212]. In these settings, the cycle lengths show values of 2102 ms,
1333±152 ms, 1169±71 ms and 952±176 ms in the U, H, UF and HF conditions
(p = 3 · 10−4 for H vs. U; p = 8 · 10−6 for UF vs. U; p = 1 · 10−4 for HF vs.
U; p = 0.02 for HF vs. H). The SAN was once again completely suppressed
from the depolarizations travelling through all SEPs. Concerning the SNRT , Fig-
ure 5.10 interestingly shows that the H, UF and HF set-ups determine a signifi-
cantly faster recovery of pacemaking: 1923±325 ms for the heterogeneous tissue,
1440±269 ms with fibroblasts and 1206±141 ms in presence of heterogeneity and
fibrosis vs. 3020 ms of the uniform model (p = 0.002, p = 2 ·10−4 and p = 2 ·10−5,
respectively). The decrease in SNRT given by the addition of fibroblasts in the tis-
sue resulted significant also with respect to the presence of cellular heterogeneity
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Figure 5.9: Cycle lengths and safety factor results for the human model with 25 nM
acetylcholine administration in different conditions: U (uniform tissue), H (SAN hetero-
geneity) and HF (SAN heterogeneity and fibrosis). *p<0.05, **p<0.01, ***p<0.001.

alone (UF vs. H: p = 0.03, HF vs. H: p = 0.01). Compared to results without ACh
administration, the uniform condition sees a SNRT prolongation of +174%. In
this condition, SAN depolarization originates in the middle of the SEPs as before
but no re-entry is established even though 2:1 exit blocks occur for the first two
beats (Figure C.4, σCL = 950 ms). In presence of heterogeneity, re-entrant circuits
are formed in all tissues, but the administration of ACh increases the number of
exit blocks after the cessation of pacing. Being the CL longer, there are clusters of
spontaneous cells that fire APs before the arrival of the re-entrant stimulus, which
then merge with it at the entrance of the leading SEP. This happens in the presence
of fibroblasts as well, but only model #3 of the HF conditions shows exit blocks
from the SEPs. Figure C.2D shows indeed a really high atrial σCL in the H con-
dition, while it is substantially lower for the UF condition and almost zero for the
HF one. Again, this suggests that fibrosis helps the SEPs in capturing the atrium
(Figure C.4).

Isoproterenol administration

After the experiments with ACh infusion, we evaluated the model responses to
sympathetic stimulation. In this case, given the on/off behaviour of the FWS
model with respect to adrenergic activation (calibrated to 1 µM release), it was not
possible to use other concentrations, as found in experiments (e.g., 1 nM [200].
We consequently simulated the infusion of 1 µM ISO, which shortens the CL in
all conditions with respect to control: U = -21% (639 vs. 814 ms), H = -30%
(531±13 ms vs. 764±183 ms, p = 0.04), UF = -19% (663±2 ms vs. 817±1 ms,
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Figure 5.10: Cycle lengths and sinus node recovery time results for the human model
with 25 nM acetylcholine administration after pacing in different conditions: U (uni-
form tissue), H (SAN heterogeneity) and HF (SAN heterogeneity and fibrosis). *p<0.05,
**p<0.01, ***p<0.001.

p <1 · 10−5) and HF = -18% (548±16 ms vs. 665±55 ms, p = 0.009). Now the
H condition does not show any exit block, with a consequent reduced CL and CL
variability (Figure 5.11 and C.2E). This is due to the remarkable increase (>20%)
in the SF in both H and HF conditions compared to the uniform one (1.88±0.08
and 1.86±0.08 vs. 1.53, p = 5 · 10−4 and p = 7 · 10−4). The UF set-up showed a
milder SF increase to 1.63±0.07, but still showed no exit blocks.
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Figure 5.11: Cycle lengths and safety factor results results for the human model
with 1 µM isoproterenol administration in different conditions: U (uniform tissue),
H (SAN heterogeneity) and HF (SAN heterogeneity and fibrosis). *p<0.05, **p<0.01,
***p<0.001.
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Overdrive suppression of the SAN with isoproterenol administration

Then we added external 2 Hz pacing to 1 µM ISO infusion. The models show
average CL values similar to the unpaced condition (Figure 5.12). Despite the
SNRT in the U condition being shorter than without ISO (841 ms vs. 1102 ms,
-24%), the H and HF ones provide an even faster recovery (SNRT = 775±18 ms
and 790±31 ms, respectively p = 0.001 and p = 0.02 vs. U) also compared to their
control values (p = 4 · 10−6 and p = 0.047). The UF condition shows the longest
SNRT s values (862±4 ms; p = 3 · 10−4 vs. U, p = 6 · 10−6 vs. H, p = 8 · 10−6 vs
HF), but these are nevertheless still shorter than without ISO (p = 2 ·10−7).
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Figure 5.12: Cycle lengths and sinus node recovery time results for the human model
with 1 µM isoproterenol administration after pacing in different conditions: U (uni-
form tissue), H (SAN heterogeneity) and HF (SAN heterogeneity and fibrosis). *p<0.05,
**p<0.01, ***p<0.001.

Funny current block in the SAN

To check if the model was robust with respect to the loss of depolarizing current
in diastole, and if heterogeneity and fibrosis contributed to its strength, the funny
current I f is blocked by 50% in the SAN (Figure 5.13). As a consequence, a 12%
CL prolongation is obtained in the uniform tissue compared to the control tissue
(912 ms vs. 814 ms), just as in single cell simulations of the FWS model (not
shown). A similar value is obtained in the HF case (average +10.7%, 745±27 ms
vs. 665±55 ms with no block, p = 0.021); however, a counter-intuitive average
CL shortening is achieved in the H condition (−3%, 741±25 ms vs. 817±181 ms,
p ≥ 0.05). This is actually explained by the presence of exit blocks in the control
H conditions which determine a longer average CL in the atrium despite the fact
that, inside the SAN, the CL is longer with I f block, as expected (741±25 ms vs.
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662±26 ms). Both conditions show lower CLs ((741±25 ms and 745±27 ms vs.
912 ms, p = 1 · 10−4 and p = 2 · 10−4 respectively) and higher SFs compared to
the uniform SAN case (1.62±0.04 and 1.63±0.02 vs. 1.39, p = 2 · 10−4 and p =
2 ·10−5). With the UF set-up, only 3 tissues achieved atrial driving. These show
CLs similar to the U case (907±2 ms, p = 0.01 vs. U and +11% prolongation
compared to control) but with slightly higher SFs (1.58±0.13, p > 0.05).

*
**

*
***

***

***
***

Figure 5.13: Cycle lengths and safety factor results for the human model with 50%
funny current block in different conditions: U (uniform tissue), H (SAN heterogeneity)
and HF (SAN heterogeneity and fibrosis). *p<0.05, **p<0.01, ***p<0.001.

L-type calcium current block in the SAN

Similar to I f block, we also simulated a 25% reduction in ICaL to assess the tissue
robustness during the upstroke phase, being this current the main responsible for
the slow SAN action potential. This block leads to loss of driving in the U and in
all H models. Intriguingly, 3 models out of 5 of the UF condition and 4 out of 5
of the HF one show a pace and drive behaviour. UF tissue #1 and HF tissues #3
and #4 show however 2:1, 3:1 and 2:1 exit blocks with consequent extreme atrial
bradycardia (CL = 2209 ms or 27 bpm, showing only 2 APs in 5 s, 2583 ms or
23 bpm and CL = 1797±0 ms or 33 bpm). HF tissue #5 has a complex electrical
activity as well, with re-entrant excitation showing 1 exit block in the last 5 second
of the simulation, with a resultant CL of 1142±463 ms. Only model #2 shows a
regular and physiological rate (CL = 806±0 ms), but the activation starts from the
center of SEP #2 (Figure C.5). UF tissues #2 and #4 show stable driving but at
a slightly bradycardic pace (CL = 1073±0 ms and 1076±0 ms both equal to 56
bpm). For this 4 models, the SF appears to be slightly reduced compared to the
HF model in other conditions (Figure C.3), even if not significantly.
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Similarly, the H configuration does not show significant differences in the SF
across conditions. Only the administration of 1 µM ISO significantly increases
the SF compared to any other condition with both H and HF set-ups (Figure C.3).
With only fibroblasts, the results are more complex since the highest SF are ob-
tained with ACh administration and I f block, showing a significant difference
with respect to control and ISO (ACh: p = 0.02 and 0.009; I f block: p = 0.004
and 0.003, respectively). Interestingly, SAN frequency synchronization is worse
in the HF than H condition with both I f and ICaL current blocks (Figure C.2, pan-
els G and H). In all other cases, the combination of heterogeneity and fibroblasts
determines a lower or equal σCL inside the SAN, opposite to what happens in the
rabbit model (Figure C.1).

Effects of SEP width and mosaic configuration on atrial driving

To gain additional understanding of driving mechanisms, two additional model
parameters were investigated: the width of the exit pathways and the cellular or-
ganization at their interface. Table 5.3 reports the effects of SEP width on the
driving capability of the SAN, showing that there is an inferior limit (width = 11
cells) for propagation. The results are similar for both the K and MBS model,
with no modulation of the CL with respect to SEP width. However, conduction
velocity along the leading SEP shows an increase proportional to the width, with
a corresponding decrease in conduction time. The MBS model needed a mosaic
configuration on top of the set-up described in the Methods, to be able to pace the
atrium. This consisted in a gradient of atrial cells interspersed in the SEPs. With-
out it, it was not possible to obtain propagation in a uniform SAN condition. When
heterogeneity was considered (without mosaic), only 1 model out of 5 achieved
very poor driving, with 3:1 exit blocks and consequent pronounced bradycardia
(CL = 1932 ms). However, even with the mosaic (uniform) configuration, only in
3 occurrences out of 5 the atrium was effectively activated (CL = 814±0 ms).

Combining heterogeneity, fibrosis and neural modulation

A final simulation including heterogeneity, fibrosis (HF tissue #3 with K model)
and simultaneous administration of 25 nM ACh and 1 µM ISO (named "full" model),
was run to model a condition as close as possible to SAN physiology. To repro-
duce a physiological activation sequence, the Rgap was lowered to 10 and 100 MΩ

for SAN cells and fibroblasts, respectively. In addition, the mosaic model was im-
plemented as with the MBS model simulations and the FWS model was modified
to account for simultaneous adrenergic and cholinergic effects in an additive way
(see Section ). This setting provides a CL of 1192 ms, with the activation starting
from the left central part of the SAN and exciting the atrium through SEP #3 after
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Table 5.3: Effect of SEP width on pacing and driving with K and MBS models. P but no
D: pace but no drive; CV: conduction velocity; CT: conduction time.

SEP width [# of cells] 7 11 15 19
K model

CL [ms] P but no D 814±0 814±0 814±0
SEP CV [cm s−1] - 0.35 0.41 0.52
SEP CT [ms] - 380 320 250
SF - 1.45±0.03 1.48±0.01 1.63±0.08

MBS model
CL [ms] P but no D 814±0 814±0 814±0
SEP CV [cm s−1] - 0.27 0.38 0.49
SEP CT [ms] - 490 350 270
SF - 1.38±0.15 1.45±0.23 1.31±0.09

roughly 80 ms (Figure 5.14). The propagation wave then re-enters the SAN from
SEP #1 and #5 where it collides with the depolarization coming from the SAN’s
head and tail. The SF results to be equal to 1.56.

If the fibroblasts’ Rgap was left to its original value of 1 GΩ, a more physiolog-
ical CL of 961 ms and a higher SF (1.75) were achieved, but atrial excitation was
achieved after ∼120 ms through SEP #5 and the slow CV inside the SAN allowed
the depolarization to enter from the other SEPs (Figure C.6). Interestingly, in the
absence of fibroblasts, pacemaking activity was completely suppressed.

5.4 Discussion
The results reported above show that atrial driving can be achieved in different
conditions in both the rabbit and human models, with cross-species agreement
on the beneficial contribution of heterogeneity. The simulations also show that
fibrosis increases human SAN robustness in different conditions, but seems less
advantageous for the rabbit SAN, as discussed in detail below.

5.4.1 Heterogeneity and fibrosis increase robustness of atrial
driving

An important and novel role of heterogeneity and fibrosis is that of increasing
the ability of the rabbit and human SAN to drive the atrium (Figure 5.5, 5.7,
5.9, 5.11 and 5.13). In all conditions, the H configuration show significantly
higher SF values in both rabbit and humans (> +10%). This is likely due to
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Figure 5.14: Propagation in the "full" model with heterogeneity and fibrosis plus 25 nM
acetylcholine and 1 µM isoproterenol administration. A) Activation time map. B) EGMs
obtained from the four electrodes of Figure 5.3 in the unipolar configuration. C) Action
potentials along the dashed black line of panel A. D) Conduction along the dashed black
line of panel A.

the presence of "stronger" cells (i.e. expressing for example more ICaL) that de-
liver more current at the SEP interface. UF and HF conditions have a similar
behaviour, since as further described below (section 5.4.4) fibroblasts act as cur-
rent sources and allow SAN cells to provide more charge to atrial tissue. Table
C.2 supports this mechanism by reporting how heterogeneity and fibrosis deter-
mine depolarized MDPs and higher upstroke velocities especially in the leading
SEP, compared to when they are absent. The contribution of heterogeneity in
ionic properties has long been deemed central to pacemaking robustness [1]. Re-
garding fibroblasts, experimental and computational works on ventricular tissue
[289], [324] allowed to hypothesize that they are able to influence the source-sink
relationship for an effective stimulus propagation in the SAN as well [314]. In-
deed, a possible first validation of the present results comes from co-cultures of
fibroblasts and ventricular myocytes [325]: in these experiments, the percentage
of myocytes preparations showing spontaneous activity was above zero only when
a minimum amount of fibroblasts (20%) was present and it reached a maximum
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(>80%) with 50% fibroblast density. Considering that fibroblast-myocyte cou-
pling was recently demonstrated in vivo (at least in mouse infarcted ventricular
tissue) [305], our simulations and these previous report point towards a role of the
fibroblasts’ depolarized resting potential in providing pacemaking robustness.

Exceptions to this general SF increase are represented by the rabbit HFlc con-
dition – probably because of the limitations concerning fibroblasts, see below
(section 5.4.9) – and by the human HF models with 25 nM acetylcholine adminis-
tration. On the opposite, 1 µM isoproterenol showed a synergistic effect with the
H and HF configurations, showing a raise in SF bigger than the one it determines
in the uniform one (Figure C.3). In fact, only ISO provided SF values higher than
the other conditions (control, ACh, current blocks) for the same configuration (H
or HF, Figure C.3).

The "full" model showed a SF value (1.56) closer to the average obtained
with ACh administration (1.54±0.09) than the one with ISO infusion (1.86±0.08).
When a weaker coupling of the fibroblasts is considered (original Rgap value of
1 GΩ), this is enough to substantially raise the SF towards the ISO values (1.75).
This is consistent with results from coupled rabbit SAN and atrial cell models,
which showed a substantial dependence of the SF on Rgap [203]. A further bene-
ficial consequence of increased Rgap in the "full" model is that of avoiding brady-
cardia (62 vs 50 bpm). Both effects nevertheless come at the cost of losing phase
synchronization inside the SAN (lower apparent conduction velocity, Figure C.6),
a fact that may facilitate re-entry onset. Most interestingly, when the fibroblasts
are removed from the "full" model, the SAN tissue loses automaticity. This sup-
ports their importance in mitigating atrial hyperpolarization, thus protecting SAN
myocytes depolarization and allowing atrial driving.

5.4.2 Heterogeneity and fibrosis provide protection from key
ion currents reductions

The simulations show that heterogeneity protects the SAN from loss of key ionic
currents (I f and ICaL) also when it is coupled to the atrium (Table 5.2, Figures
5.13 and 5.9), confirming its beneficial action found in isolated pacemaker tissues
[33], [34]. When fibroblasts are also considered, a stronger beneficial effect is
appreciated, allowing the SAN to pace the atrium despite a 25% ICaL block in the
UF and HF human set-ups, while all U and H tissues remained quiescent. As for
the raise in the SF , this is due to the depolarization of the MDPs and especially
to the increase in the dV/dtmax of SAN cells in the leading SEPs given by the
synergism of heterogeneity and fibroblasts (Table SC.3).

Particularly, with both I f and especially ICaL block, the HF condition shows
higher σCL values in the SAN than the H one, opposite to what happens in the
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other cases. This could be due to the fact that a portion of SAN cells loses the
strength (i.e. a large enough diastolic current) to depolarize at a rate set by the
fibroblasts’ resting potential. Possibly to a larger extent, the increased sink effect
would also differently slow SAN cells according to their intrinsic properties and
to the fibroblasts’ distribution.

5.4.3 Heterogeneity and fibrosis improve recovery from over-
drive suppression

In this work, the indirect SNRT , measuring the time interval between the first
atrial AP and the last paced beat [200], [212], was implemented to quantify the
ability of the SAN to recover driving capability after it was overdrive suppressed.

In the heterogeneous tissue in control conditions, the first spontaneous beat
propagates from the middle of the SEP slightly – but significantly – before than
it does in the uniform tissue. After this beat, re-entry are formed in all 5 mod-
els, but they do not stabilize on specific SEPs, as it happens with fibrosis. The
latter configuration sees the absence of exit blocks, in line with the observation
by [307] which saw lower exit blocks occurrences upon sodium current block or
ACh administration compared to when fibrosis was not considered in remodelling
due to heart failure. While this suggests again that fibrosis provides strength to
atrial driving, at the same time it leads in the present model to macro re-entry
stabilization. All conditions show SNRT values after pacing at 2 Hz similar to
those obtained in two explanted human hearts: U = 1102 ms, H = 1047±18 ms,
UF = 1124±9 ms and HF = 1063±163 ms vs. 1020 and 1459 ms [200]. When
corrected for the basal CL, the SNRT value of the uniform condition (288 ms) is
in agreement with computational reports (167 ms with pacing at 950 ms [200]).
However, after external pacing no exit blocks were observed in the experiments
[200] and in the computational model by [307]. In both cases, the exit blocks
were obtained only with reduced sodium current and ACh administration or in
heart failure remodelling conditions, which also lead to re-entry.

Further, the simulations with administration of 25 nM ACh show that fibrob-
lasts greatly reduce the SNRT compared to heterogeneous tissues (-37%), which
in turn recovered much earlier than a uniform one (-36%, Figure 5.10). In particu-
lar, the SNRT in the UF and HF set-ups with ACh administration are much closer
to the values without ACh (1479±223 ms vs. 1124±9 ms and 1371±165 ms vs.
1007±163 ms, p = 0.03 and p = 0.01) than the H condition (1923±325 ms vs.
1047±18 ms, p = 0.004), even if they are still significantly longer. Our result of
SNRT = 3020 ms in the U condition, evidencing nodal dysfunction (corrected in-
direct SNRT > 525 ms), is in line with ex-vivo experiments on dogs [326], [327]
and humans [200]. Modelling work on humans [200] congruently obtained atrial
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pauses of > 5 s seconds due to exit blocks happening at the SEP exits upon ACh
application, when the fast sodium current was blocked by 20%. However, in the
rabbit model by[190], the pauses duration was proportional to the number of fi-
broblasts connected to SAN cells. No pauses were reported in the model by [307].
During pacing, none of the models showed filtering of the paced stimulus through
the SEPs, as it was instead previously demonstrated in optical mapping experi-
ments in human hearts at frequencies lower or equal to 2 Hz [212].

The bigger strength shown by the HF condition can however also translate in a
more stable re-entry onset compared to the H one, where exit blocks could give the
SAN the chance to restore spontaneous activity. Nevertheless this did not happen
in the 8 s of simulation after the pacing was stopped, where re-entrant waves trav-
elled to the next SEP if they did not manage to excite the atrium through a certain
one. The major cause of this unphysiologic behaviour is the too low conduc-
tion velocity in the exit pathways, as it will be discussed in the limitation section
below. Longer simulations after the pacing was stopped were not performed to
check if the re-entrant circuits were abolished after a certain time and if this time
was different in the two set-ups. In the rabbit hc condition in fact, heterogeneity
showed a tendency to limit re-entry duration (Figure 5.6).

5.4.4 Heart rate modulation by heterogeneity and fibrosis
In the uniform condition, both the rabbit and the human models showed CLs equal
to single cell values (355 ms and 814 ms, respectively). For human, this is shorter
than previous computational works (vs. 883±1.7 ms [191] and 999 ms [200]), but
perfectly inside the range of human heart rates (74 vs. 60−100 bpm).

In rabbits, heterogeneity significantly shortens the CL in the lc configuration,
but in humans the occurrence of exit blocks determines a large atrial σCL and aver-
age values close to the uniform condition. Interestingly, the simultaneous presence
of heterogeneity and fibrosis determines opposite results: lower CL and σCL for
humans, higher values and dispersion for rabbits. Differently from what happens
in human single cell simulations indeed (Figure B.5), when SAN cells are hyper-
polarized by the atrium, the time during which their membrane voltage is below
the fibroblasts’ resting potential (−50 mV) is increased. Thus, the fibroblasts act
as current sources for a bigger portion of the DD phase, accelerating it. In addi-
tion, due to their depolarized resting potential, fibroblasts 1) soften intrinsic rate
differences due to parameter randomization among cells by pushing them towards
similar beating frequencies (Figure C.2) and 2) provide enough current to avoid
exit blocks from the SEPs, supporting the hypothesis of Chapter 4 of a protective
action of fibrosis over the SAN.

Why the opposite happens with rabbit might be due to the amount of fibro-
sis tested (40%), to the absence of a gradient of fibrosis, to the fibroblast model
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used (human atrial [255]) or to a combination of the three. To the best of our
knowledge, no rabbit-specific estimates of fibroblasts count in the SAN exist in
literature, but other mammals (e.g., mice, cats and dogs) show lower physiologi-
cal amounts than humans (20-30% vs. ∼45% [314]). While driving failure was
obtained by Oren and Clancy with 50% fibrosis [184], all UF and HF lc rabbit
models showed a pace and drive behaviour, highlighting how 40% may still rep-
resent a physiological fibrosis amount for rabbit. Otherwise, the different fibrob-
lasts modelling approaches (active vs. passive models or resistive barriers [184])
may account for the difference. By itself, the presence of fibrosis minimally pro-
longs the CL (Figure 5.5), even if to a significant level in humans given the small
variability across simulations (Figure 5.7). This small effect is consistent with the
work by Karpaev and colleagues [190] but contrasts with the results by Oren and
Clancy [184], with experimental data [289], [314] and with the results of Chapter
4 in the isolated human SAN. This discrepancy may be explained by the differ-
ence in voltage between the resting potential of the fibroblasts and the MDP of
SAN cells when they are also coupled to the atrium, according to the mechanism
described above.

Interestingly, when ACh is applied, the combination of heterogeneity and fi-
broblasts prevents the exit blocks occurring in the H model (CL = 1489±287 ms)
and shortens the CL of the U condition (1448 ms, slightly longer than in [200]),
avoiding bradycardia (991±76 ms, equal to 61 bpm) and reducing CL variability
(Figure 5.9). During ISO administration, the HF set-up also shows a tendency
to limit the tachycardia (109 vs. 113 bpm) achieved in the H condition (Figure
5.11), in agreement with the lower average heart rates obtained with fibroblasts
alone (90 bpm). Therefore, under this point of view, fibrosis provides robustness
to driving but at the same time reduces heart rate flexibility.

In the "full" model, a heart rate of 50 bpm was obtained. This slight bradycar-
dia was the consequence of the reduced Rgap of both SAN cells and fibroblasts,
needed to achieve a physiological atrial activation time. Also, considering the
simultaneous simulated infusion of ACh and ISO, it reports the predominance of
cholinergic over adrenergic effects, in line with experimental observations that the
intrinsic rate (e.g., in denervated hearts) is higher than the in vivo rate due to the
absence of the large basal parasympathetic tone [328], [329].

5.4.5 Heterogeneity and fibrosis shift the leading pacemaker
location

Depending on the randomized ionic properties, on the fibroblasts distribution or
on their interaction, clusters with different intrinsic properties (e.g., beating rate)
form inside rabbit tissue and become dominant. The activation sequence, even if
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consistent and stable in time, appears to be originating according to the location
of these clusters (Figure 5.4) more than distally from the atrium as in the uniform
model.

Thus, physiological levels of heterogeneity (σ = 0.2 for the log-normal distri-
bution [33], [34], [291]) and fibrosis ([61], [315], [317]) can overcome the atrial
sink effect and shift the leading pacemaker (LPM) location, at least at the coupling
values adopted. In the human model, interventions that decrease the strength of
the source or increase the sink – such as reducing Rgap in the full model, adminis-
tering 25 nM ACh administration or blocking I f – all brought the LPM away from
the SEP exits. Consequently, the electrical excitation followed a more regular pat-
tern of activation, propagating from the left part of the SAN towards the atrium
(Figure C.6).

Interestingly, keeping fixed the diffused fibrosis distribution while changing
the heterogeneity one resulted in atrial activation always from the same SEP
(not shown), suggesting that fibroblasts may guide propagation. This is further
strengthened by symmetrical simulations in which the distribution of cellular het-
erogeneity was fixed but the fibroblast one was changed, which resulted in atrial
activation via different SEPs.

5.4.6 Gradients in gap junctional conductivity are necessary to
achieve atrial driving

The SF computation in the rabbit model suggests that the lc configuration is safer
than the hc one since, by isolating the SAN, it avoids hyperpolarization by the
atrium and consequently allows the SAN to deliver more charge (Figure 5.5).
Similarly, a steep gradient in gap junctional coupling was found to be necessary
in order to obtain driving in the human model. This suggests that the most im-
portant parameter in order to achieve a robust atrial driving is inter-cellular cou-
pling, as highlighted in previous works [186], [187], [191]. Indeed, the slope,
half value and shape of transition inside and outside the SEPs were seen to deeply
affect propagation, with only a fine balance of these parameters, as reported in the
Methods section, allowing it to happen in the human model.

With rabbit, both the lc and hc conditions allowed the stimulus to propagate in
the atrium, showing advantages and disadvantages. For example, no re-entry was
shown in the lc condition, while hc one allowed driving with 25% ICaL block).
However, the hc condition seems rather unlikely if compared to gap junctional
resistance experimental values (0.6-25 nS [186]). Also, no atrial depolarization is
obtained in this configuration when 40% fibrosis is added to the tissue.
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5.4.7 Effect of exit pathways width and number

In the rabbit model the number of SEPs does not influence the average CL or
the SF , suggesting that, with the designed coupling gradient, the SAN represents
a strong enough source that does not get affected by an increased sink [204].
Concerning SEP width, the simulations show that with both the human K [20]
and MBS [27] models there is an inferior limit in the number of cells that has
to compose the exit pathways for the crista terminalis to be excited, as found
in the 3D detailed model by Amsaleg and colleagues [191]. However, Li et al.
[200] managed to achieve SAN-atrial propagation with one SEP as narrow as 3
cells (modelled as pieces of tissue 30x30 µm with a membrane capacitance of
30 pF), even in the context of simulated heart failure (20% I f block and INa blocks
in the SAN, non-conductive fibrosis in SAN and SEP, 5% INa block in atrium).
An explanation for this difference could be the fact that they scaled the maximal
conductance of the sodium current in the SEP by a factor 5, increasing the ability
of the pathway to capture the atrium.

With growing SEP widths, a slight increase in conduction velocity (and con-
sequent reduction in conduction time) was obtained in the K and MBS models
(Table 5.3). However, the CL did not appear to be affected by SEP width, con-
trarily to the 3D model [191]. This indeed showed that enlarging the SEPs led
to loss of driving due to excessive hyperpolarization coming from a larger sink
seen by the SEPs. This agrees with a previous study [206] reporting a CL pro-
longation up to SAN suppression with wider SEPs, while narrower SEPs allowed
instead pacing and driving on a larger range of conductivities. This discrepancies
might be ascribed to different aspects. Firstly, in a 2D setting like the one consid-
ered in this work, the interface between SAN and crista terminalis grows linearly
upon increasing SEP width, but quadratically in 3D. Second, in [206] the SEPs
are opened on both sides of the SAN. Third, the K model has a membrane capac-
itance of 50 pF, lower than the ones used in [191] (100 pF) and in [206] (81 pF).
All these factors could lower the sink effect in the present model, limiting the CL
modulation effect by SEP width.

5.4.8 The mosaic configuration helps to achieve atrial driving

In the last set of simulations, the MBS model resulted to be less easily excitable
than the K one. The reason for this is that in the present work we only used the
29 equations describing the action potential of the atrial cell, removing the ones
devoted to model the mechano-electric feedback and calmoduline-kinase activity.
While the AP features were still in accordance to experimental values (Table C.1),
the equations used were not optimized by themselves to describe the electrophys-
iology of a single atrial cell. The maximal upstroke velocity was for example
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lower than in the original MBS model (dV/dtmax = 177 vs 199 mVms−1). Thus,
even when the maximal conductance of the fast sodium current was doubled to
reproduce experimental values of conduction velocity in the crista terminalis, the
atrial tissue composed by MBS model cells struggled to depolarize.

If further refinements are needed in order to use the electrophysiology equa-
tions of the MBS model as a stand-alone, these simulations provided some useful
information on atrial driving. First of all, atrial cells interspersed in the exit path-
ways (so-called mosaic model) actually helped propagation compared to a flat
interface. While this set-up was not needed with the K model, its addition to gra-
dients in gap junctional coupling might represent a more robust – thus more likely
– anatomical architecture of the SAN [190], [191]. Second, if SAN heterogeneity
increases the amount of charge delivered to atrial cells (as shown above), this is
not enough to overcome gaps that only coupling or anatomical aspects (such as
indeed gradients and mosaic configurations) can. Indeed, without the addition of
the mosaic set-up, only one SAN heterogeneous distribution managed to drive the
atrium (and to an unphysiologically low rate due to exit blocks).

5.4.9 Limitations
It is important to take into account the several shortcomings of the present study.

The rabbit model had the advantage of featuring a SAN single cell model that
was developed from a larger amount of experimental data. However, the availabil-
ity of optical or electrical mapping data to validate the rabbit tissue model is more
limited than for the human SAN. As mentioned above, no rabbit-specific SAN
fibroblast model is present in literature, and the human atrial one was used. This
is a limitation also for the human model, since to the best of the authors’ knowl-
edge no SAN-specific fibroblast model exist for humans or any other species. In
this work we chose to use the Morgan et al. model [255] also for rabbits since
we privileged the similarity of cellular phenotype (atrial vs. sinoatrial) rather than
that of species (e.g. mice [250]). Other human fibroblast models [249], [330],
[331] were not taken into consideration. Here fibroblasts were distributed dif-
fusely according to a "concentration" gradient, with higher amounts distally from
the crista terminalis which lower approaching the end of the SEPs. However, his-
tological sections of the SAN of different species of mammals [245], [332], [333]
showed that fibroblasts actually form a structural network that supports and pro-
tects different clusters of SAN myocytes. Additionally, mechanical aspects were
neglected despite the fact that mechanics is known to have a profound modulatory
role on SAN activity ([52], [258], [259] and Section 1.6.1).

Both rabbit and human models share limitations in anatomical aspects. In-
deed, the 2D geometry adopted here represents a rough simplification of the SAN
complex structure described in Chapter 1 [60], [61], [211]. In particular for the
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human case, our model is anatomically more simple than the 3D one by Amsaleg
et al. [191] which considered fiber direction, too. Considering that in an elabo-
rated structure such as the SAN the anatomy has a clear impact on its function
[48], our stylized model geometry quantitatively affects the results. For example,
a conical shape of the SEPs may increase the strength of driving and limit the
occurrence of reentry by providing a less favorable source-sink mismatch for the
excitations entering the SAN. Also, we did not consider the presence of spatially-
dependent distributions of ACh receptors [267] (or of the maximal conductance
of the ACh-activated potassium current) or the presence of clusters of SAN cells
with different intrinsic pacemaking properties [268], [280] and consequently we
did not investigate the known effect of pacemaker shift following autonomic mod-
ulation. We only noted that cellular heterogeneity, fibrosis, acetylcholine or high
frequency pacing modified the location of the earliest activation site (e.g., Figure
C.5), which could be found closer to the atrium and even in the center of the SEPs,
wuthout investigating it quantitatively. This is different from the uniform SAN, in
which the beat originates distally from the atrium because of sink/source effects,
in agreement with the 3D model [191].

The main shortcoming of the model is represented by the slow conduction
inside the exit pathways. Considering a SAN cell length of 67 µm, average con-
duction velocity in the SAN was ∼1 cms−1 (lower than experimental values of
5 cms−1 [211]) which dropped to <0.5 cms−1 in the SEPs. These velocities cor-
respond to conduction times in the SEP of more than 300 ms (Table 5.3). There-
fore, atrial activation was achieved on average more than 500 ms after the stimulus
originates in the SAN, a value much higher than in other models (<100 ms [191],
[200]) and outside experimental ranges (82±17 ms [211]). The slow sequence
of activation sets the stage for re-entrant activity, as it happens in the H config-
uration in control conditions. Amsaleg et al. [191] reported velocities as low
as 1 cms−1 at the beginning of the gap junctional gradient in the SEP, but these
sharply increased along the SEP. When we used the mosaic architecture with the
MBS model, the limited width of the 2D SEP did not allow to have enough cells
for a smooth transition, thus also in this case the conduction velocity showed an
increase from <1 cms−1 to 100 cms−1 in a few cells span.

We did not consider the presence of a transitional cell phenotype, even though
they were reported in several experimental works [61], [176]–[179] and used in
previous mathematical models [76], [77], [184], [185], [334]. While this could
have helped achieve higher CVs in the SEPs, early attempts in the rabbit model
using scaling parameters for the SDiF model by Ly and Weinberg [185], resulted
in an unphysiological activation sequence from the right part of the SEPs, similar
to what was obtained by Oren and Clancy in 1D [184].

Another important limitation is that, as a first approach, all the conditions
tested in this work only regarded the SAN. This is reasonable regarding the pres-
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ence of fibrosis and vagal tone, which are considered to be minimal in the right
atrium in physiological conditions. However, it neglects the heterogeneity in ionic
properties of atrial tissue and its response to sympathetic stimulation, which likely
have a role in modulating the ability of the SAN in driving the atrium. In addition,
the number of in silico experiments run in this work appears to be limited com-
pared to the model parameter space. For example, besides testing only one level
of fibrosis, single values of I f and ICaL blocks were applied, as well as ACh or ISO
concentrations (the FWS model does not feature dose-dependent ISO effects) and
pacing frequencies. A full-scale sensitivity analysis, even if important for validat-
ing the model, would be computationally really expensive taking into account all
the degrees of freedom of the model (e.g., geometry, gap junctional values, dif-
ferent amounts of fibrosis, different levels of autonomic modulations, etc...) and
was outside the aim of this work. Nevertheless, a total of 187 simulations (76 for
rabbit and 111 for human) of cardiac tissues composed of 40000 cells were run
even with this more limited aim.

5.4.10 Future perspectives
Considering these limitations, future efforts will be directed particularly to over-
come the shortcomings in the description of fibrosis. For example, it would be
interesting to implement a network configuration of fibroblasts encircling clus-
ters of SAN cells, each with different electrophysiological properties according
to their location inside the SAN (e.g., head vs. tail [268], [280]). Would the fi-
broblasts act on homogenizing these properties – as they showed in the present
work – or on the opposite would they contribute on keeping the different clusters
separated? One could speculate that in the second scenario the autonomic nervous
system would select one of these clusters to become the leading pacemaker site
according to systemic needs [280].

As discussed above, all current blocks and neurotransmitter administration
were only applied in the SAN (both K and MBS models do not model autonomic
modulations effects), so it will be important in the future to study their effect
in right atrial tissue as well. Also, checking if fibrosis – alone or together with
heterogeneity – increases the chances of driving with the MBS model, as it did
with the K model when ICaL was blocked, would further support the idea of its
beneficial effect on atrial driving.

Finally, other future developments might be represented by the reproduction of
leading pacemaker shifts in a variety of conditions (autonomic modulation, ionic
concentrations or pH changes), as well as the investigation of pathological con-
ditions such as sinus node dysfunction and atrial fibrillation. Since the previous
Chapter (e.g., Figure 4.1) showed that the isolated SAN is robust to higher levels
of fibrosis (60%) it would be informative to test them in the context of SAN-atrial
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coupling. With these models, the hypothesis [61] that SND is caused by localized
fibrosis in the SEPs, more than by the overall amount of fibroblasts in the SAN,
could be evaluated in detail.

5.5 Conclusions
While further work is needed to overcome the model’s limitations and to describe
in more detail the underlying mechanisms, this study suggests that physiological
levels of SAN cellular heterogeneity and fibrosis, and most of all their synergistic
action, enlarge the parametric space for which the SAN is able to effectively drive
the atrium in 2D rabbit and human models. In a real setting, this could mean that
the role of heterogeneity and fibrosis is that of increasing the robustness of prop-
agation from the sinoatrial node to atrial tissue, ensuring sinus rhythm is guaran-
teed even in pathological conditions. Still, in agreement with previous literature,
anatomical aspects such as SEP width but most of all gap junctional coupling,
resulted of uttermost importance in allowing atrial excitation.

Adding on other hypothesis such as the role of fibroblasts in mechanical pro-
tection, these model predictions – if validated in experimental studies – represent
a quantitative explanation to the extraordinary heterogeneity and fibrosis seen in
sinoatrial tissue.
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Abstract
Chronic vagal nerve stimulation (cVNS) is emerging as an effective therapy in a
number of cardiovascular diseases such as myocardial infarction and heart failure.
However, its mechanisms of action and its therapeutic potential is still largely
unexplored.

In this work, we adopted heart rate variability analysis to assess the role of
cVNS in post-infarction recovery. Electrocardiographic telemetry data from ten
pigs divided in two groups (myocardial infarction and myocardial infarction with
cVNS), were acquired and analyzed along a time span of six weeks.

The results show that cVNS reduces the frequency-domain metrics variability
across pigs in 4-6 weeks and significantly increases the powers in the very-low
and low frequency bands in less than 4 weeks. The average heart rate is decreased
and the low-frequency on high-frequency power ratio is increased, suggesting im-
proved health and better prognosis of the cVNS group, but without reaching sta-
tistical significance.

Taken together, these findings report of a beneficial role of cVNS in counter-
acting maladaptive remodelling and in promoting better outcomes in the progress
of infarction.
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6.1 Introduction

The heart undergoes a tight control by the autonomic nervous system: chronotropy
(rate), inotropy (contraction), dromotropy (conduction) and lusitropy (relaxation)
– that is, every aspect of cardiac actvity – are all regulated by autonomic input.
However, not all portions of the heart are equally modulated. Indeed, the sinoatrial
node area is particularly rich in parasympathetic nerve terminals compared to the
right atrium [269]. These neurons are collected in the right-atrial ganglionated
plexus (RAGP), which contains adrenergic neurons too [269]. Both neuron types
release neurotransmitters such as ACh and NE, eliciting the second messenger
cascades described in Section 1.7.

From an anatomical perspective, the RAGP is part of the Intrinsic Cardiac Ner-
vous System (ICNS), which is the lowest level (closer to the heart) of a complex
hierarchical structure also composed by the Intrathoracic Extracardiac Ganglia in
the middle and by the Central Nervous System (CNS) at the top [335], [336]. The
ICNS connects in afferent and efferent manners with the other levels, but also pos-
sesses intrinsic connections that create Local Circuit Neurons (LCN) to process
information without the involvement of the higher centers [335]. Figure 6.1 shows
a simplified scheme of the whole hierarchy of cardiac innervation.

Figure 6.1: (Caption in next page).
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Figure 6.1: ▲ Schematic of the innervation of the heart. From Clyburn et al. [337]. The
higher centers in the CNS connect to the cholinergic branch of the ANS in the medulla,
from which the vagus nerve departs and directly synapses the RAGP. Differently, the
adrenergic branch receives efferent input in the spinal chord where efferent cholinergic
nerves exit to connect in the stellate ganglia (SG) to post-ganglionic noradrenergic nerves
that in turn innervate the heart. Afferent information to the CNS travels through Dorsal
Root (DRG) and Nodose Ganglia (NG). (ACh) acetylcholine, (naACh) nicotinic acetyl-
choline receptors, (NPY) neuropeptide Y, (NA) noradrenaline, (Y2R/Y5R) Y2 and Y5 NPY
receptors, (β1AR) β1 adrenergic receptors, (M2R) muscarinic receptors.

This brief intorduction overlooks many aspects of the elaborate anatomy of
the connections and of the complex function of the different cellular phenotypes.
However, the way the nervous system controls heart function is still largely un-
known, especially in diseased conditions [337], [338]. In recent years the field of
neurocardiology [339] has seen a stark rise in interest and exciting results [340]–
[342], providing promising therapies and new approaches to unresolved problems
such as cardiac remodeling after injury [337], [343]–[345]. Sympathetic hyper-
activation and parasympathetic withdrawal are frequent consequences of cardiac
insults, such as myocardial infarction [336], [337]. The imbalance of the ANS
in favour of a higher adrenergic tone leads to maladaptive tissue remodeling with
consequent poorer prognosis, as shown by the lower rate of survival in patients
showing markers of sympathetic activation (e.g., higher heart rate) following MI
[346], [347]. In this context, actions that would reduce sympathetic hyperactivity
and re-impose a parasympathetic dominance, would be beneficial at the clinical
level.

Vagal Nerve Stimulation (VNS) has demonstrated in recent years to be able to
serve this role, proving to be effective in counteracting remodelling [341], [348]
and in mitigating arrhythmias (neurally-induced AF [340] and ventricular tachy-
cardia/fibrillation after MI [348]) in mammals and in improving clinical markers
(e.g., mean heart rate, heart rate variability, left ventricular ejection fraction) in
heart failure clinical trials [344], [345]. This innovative technique is based on the
delivery of electrical stimuli to the vagus nerve through a surgically implanted
electrode. The stimulation is done at the fulcrum, that is the combination of stim-
ulus frequency, amplitude and pulse width that allows to obtain parasympathetic
activation while not affecting the heart rate [349]. The subjects undergo a titration
procedure to determine this operating point and to get accustomed to the therapy.
The fulcrum, which is subject-dependent, is reached when the afferent and efferent
components of the vagus nerve – characterized by different activation thresholds
– are stimulated with an intensity that allows to obtain equal but opposite effects
on the heart rate. A phenomenological mathematical model of this system [350]
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showed that increasing the stimulation amplitude first induces tachycardia because
of a reduced afferent-mediated central parasympathetic control. However, when
the amplitude is further increased, the heart rate is progressively reduced up to a
net bradycardic effect due to direct efferent effects of parasympathetic nerves on
the heart [350]. When the effect on the heart rate is balanced (at the fulcrum),
but also when the stimulus is below the threshold for a net sympathetic effect, the
models shows that neural activity is different from baseline. This tells that there
is the possibility for remodeling without in fact directly affecting the heart rate.

The objective of this Chapter is that of investigating the effects of cVNS ther-
apy in the recovery from myocardial infarction in pigs. To do this, Heart Rate
Variability (HRV) analysis was employed as a non-invasive tool of assessment, in
order to set the stage for future clinical investigation of cVNS efficacy. HRV is
indeed a widely used technique in clinical practice for its low cost, easy of use
and standardization [171], even if controversies remain in the meaning of spectral
indices (e.g., what determines the very-low and low frequency components of the
RR intervals spectrum [351]).

The hypothesis expressed in this work is that the beneficial effects that cVNS
was shown to have in pigs in terms of tissue remodelling, cardiovascular indices
improvement and arrhythmia inducibility reduction after MI [348], is also quan-
tifiable with HRV methods. In particular, myocardial infarction was reported to:
1) increase the low-frequency and decrease the high-frequency components of the
RR intervals spectrum [352], [353]; 2) have a strong correlation between mortal-
ity and reduced ultra- and very-low frequency components, and less to low- and
high-frequency ones [354]; 3) be a risk factor for sudden cardiac death, especially
with low respiratory sinus arrhythmia [355], [356] or low and very-low frequency
components and standard deviation of the RR intervals [346], [347]. Therefore, if
cVNS acts on counteracting maladaptive remodeling following MI, it is expected
to ameliorate these (and maybe others) HRV markers.

The next sections will illustrate the methodology adopted and the results ob-
tained, to conclude with a discussion of the main findings and of the possible
future developments.

6.2 Methods

6.2.1 Study Design
10 Yucatan mini-pigs (Sus scrofa, S&S Farms) were used for the present analy-
sis, divided in 2 groups: untreated myocardial infarction (MI, n = 5) and MI +
chronic vagal nerve stimulation (MI+cVNS, n = 5). MI induction, cVNS admin-
istration and telemetry acquisition were performed as in previous works [348]. In
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this study, we employed heart rate variability (HRV) analysis to assess the effects
of cVNS in the recovery from MI. To do this, telemetry data were acquired at
different time points (Figure 6.2) and analyzed at: baseline (BL), 2 days post-MI
(week 1), 1 week post-MI (week 2), 3 weeks post-MI (week 4), 5 weeks post-MI
(week 6). Since sinus rhythm was not stable during the first 24 hours after MI was
induced (due to the great presence of extrasystoles and arrhythmic episodes), only
the second day of acquisition was selected and analyzed. For better comparisons,
only the second 24h of each recording were consequently analyzed. One MI pig
died before reaching week 6, so only 4 pigs were used for this group at this time
point.

48h baseline (BL) 
recordings

48h MI (no VNS)
recordings

2 weeks MI and
MI+cVNS con�nuous 

recordings

48h MI and 
MI+cVNS recordings
every week (up to 6)

VNS system 
implant + �tra�on

LAD MI 
induced

10 Yucatan minipigs 
divided in 2 groups: 

MI (5) and MI+cVNS (5)

VNS turned on: 
• 13.5% duty cycle
• 5 Hz 
• ~1.5 mA

Figure 6.2: Design of the present study. In the specific group, the cVNS device was
implanted and titrated to determine the fulcrum. 48h baseline recordings were acquired
and then a myocardial infarction was induced via Left Anterior Descending Coronary
Artery (LAD) occlusion in all pigs. A 48h recording was acquired and then the cVNS
system was turned in the MI+cVNS group. At this point, two weeks continuous recording
followed by 48h recordings at week 3,4,5 and 6 were acquired.

6.2.2 Heart rate variability analysis

For each time point, the 24-hour long unipolar electrograms (EGMs) were ex-
ported from the acquisition system (Data Science International) using Ponemah
software (Data Science International). Files were converted to a .mat format using
Spike2 software (Cambridge Electronic Design Limited) and analyzed in Matlab
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R2019b (The Mathworks Inc.). Considering an average 100 bpm heart rate for
pigs, this database included roughly 7.2 million R peaks.

The PhysioZoo opensource software platform [357] was used to detect the R
peaks from the pig EGMs as well as to compute the HRV metrics. The source code
of the platform was modified to avoid using the software GUI (thus improving
computational times with long recordings), to automate data analysis and to work
with pig atrial EGMs. The jqrs algorithm [357] was indeed modified to better
discern between the similar-amplitude atrial P waves and ventricular R waves seen
in the EGMs. Pig-dependent thresholds were necessary for R waves recognition
due to the huge heterogeneity in telemetry data morphology across different pigs.
R peaks annotations were additionally randomly selected and manually inspected
to verify the method’s accuracy. See Figure 6.3 for an example of ECG trace and
R peak detection.

Figure 6.3: Example of ECG signal. 5 s baseline recording from pig #24594 (MI group,
blue line) and detected R peaks (red circles).

The RR intervals, obtained as the difference in time between identified R
peaks, were filtered by removing outliers and replacing them by linear interpo-
lation. The outliers were defined as: 1) intervals simultaneously 15% shorter and
15% longer than the previous and the subsequent one; 2) intervals 30% shorter
than the previous one and 3) intervals 50% longer than the previous one. This
method empirically proved to be effective in removing premature ventricular con-
tractions (PVCs) and artifacts (e.g., amplifier saturation, Figure D.1). Then, the
24-hour long tachograms were split into 5-minutes long, 80%-overlapping win-
dows on which HRV metrics were computed. Windows containing more than 2
outliers were excluded from the analysis (Figure D.2) in order to perform HRV
analysis only when the pigs where in sinus rhythm, according to clinical guide-
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lines [171]. In addition, the 5-minutes windows were randomly inspected to check
for stationarity and were removed if this requirement was not met.

Figure D.3 reports the obtained circadian variations in RR intervals for each
pig of the two groups at baseline, averaged over the 5-minutes windows. Four
types of HRV measures were computed and analysed: time-domain, frequency do-
main, fragmentation and non-linear domain metrics. The former included AV NN,
SDNN, RMSSD and pNN50, respectively the average, the standard deviation and
the root mean square error of the intervals between normal R peaks as well as the
percentage of RR intervals exceeding the previous one by 50 ms. These metrics
all arguably represent the activation levels of the parasympathetic branch of the
ANS [171]. The second included the ratio between the power in the low and high
frequency bands of the power spectral density of the tachogram (LF/HF ratio)
and the powers in the very low, low and high frequency bands normalized to the
total power (V LFn, LFn, HFn). Spectral bands were chosen as reported in literature
for pigs [358], [359]: VLF = 0.003-0.01 Hz, LF = 0.01-0.07 Hz and HF = 0.07-
0.3 Hz. Fragmentation metrics included the percentage of inflection points (PIP),
the inverse average length of the acceleration/deceleration segments (IALS), the
percentage of short segments (PSS) and the percentage of RR intervals in alterna-
tion segments (PAS) [360]. The last group consisted of 5 measures: RR interval
standard deviation along the long axis of the Poincaré plot (SD1), RR interval stan-
dard deviation along the short axis of the Poincaré plot (SD2), slope coefficients
α1 (short range RR interval correlation), α2 (long range RR interval correlation)
of Detrended Fluctuation Analysis and finally Sample Entropy (Samp.en.). All
metrics were computed using the PhysioZoo implementation [357]. See [360] for
a summary of definitions of all the measures used in this study.

Averages and standard deviations were obtained for all metrics across the se-
lected 5-minutes windows, obtaining 1 value for each pig at each time point for
every HRV measure. The spectral indices V LFn, LFn and HFn were adjusted to
take into account the effect of the average heart rate by multiplying them for the
ratio between AV NN at each time point and AV NN at week 1 (where the heart
rate was maximal due to MI). Statistical analysis was performed using a two-way
repeated measures ANOVA test to study the interaction effect of time and treat-
ment (cVNS) in the progress of MI. Data normality and sphericity were checked
using Shapiro-Wilk and Mauchly tests, respectively. If data normality was not
met, the non-parametric Friedman test was adopted. If sphericity was not met,
the Greenhouse-Geisser correction method was employed to adjust the P value.
Finally, the Tukey-Kramer method was adopted as a post-hoc test. All statistical
tests were performed in Matlab R2019b using built-in functions. P values < 0.05
were considered statistically significant.
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6.3 Results
Figure 6.4 and 6.6 report the results for the frequency-domain and fragmentation,
time-domain and non-linear metrics, respectively. There is a general tendency
in time-domain metrics reduction following MI, with a consequent recovery in
the last weeks (4 and 6) in both groups. However, no effect of treatment can
be appreciated and statistical significance is not met even with respect to time in
either groups (1 way ANOVA, p = 0.0512 for AV NN of the MI+cVNS groups).

All frequency metrics – with the exception of HFn which shows the biphasic
trend of time-domain metrics – undergo a progressive increase over time, which
becomes significant in the case of LFn and V LFn of the MI+cVNS (1 way ANOVA,
p = 0.0220, p = 2.43 ·10−5, respectively). Importantly, for these two metrics sig-
nificance is met with respect to the interaction between time and treatment (2 way
ANOVA, p = 0.0228 and p = 8.76 ·10−5), highlighting a role of the chronic vagal
nerve stimulation treatment. Post-hoc analysis reports a significant difference for
both LFn and V LFn metrics at week 4 (p = 0.00281 and p = 0.00440) and week
6 (p = 3.88 ·10−4 and p = 0.00310, respectively). Interestingly, the LF/HF ratio
also results significant from the Tukey-Kramer test (p = 0.00410 at week 6), but
does not reach significance in the ANOVA (p = 0.134).

No other metric (fragmentation or non-linear) resulted in positive outcomes of
the statistical tests, even though SD1 ans SD2 showed biphasic trends (similar to
time-domain metrics).

Nevertheless, an important trend is shown by the standard deviations of the
frequency-domain measures of Figure 6.4. Indeed, after MI is induced (week 1)
the dispersion of the metrics increases up to a maximum (between week 3 and 4,
Figure D.4) for both groups. After reaching this maximum, the metrics variability
across pigs undergoes a reduction at week 6, which is particularly marked for the
frequency measures of the MI+cVNS group, compared to the control MI pigs.

6.4 Discussion
The main finding of this study is represented by the fact that chronic application of
cVNS results in a reduction of frequency metrics dispersion across pigs. As it can
be appreciated in Figures 6.6 and D.4, weeks 2 and 4 see an increase in dispersion
in both MI and MI+cVNS groups, but only the latter shows lower standard de-
viations at week 6. This means that the cardiac innervation remodeling imparted
by cVNS is going on with different dynamics across the pigs, but it is complete
after 4-6 weeks for all animals in this group. Furthermore, since every MI+cVNS
subject shows equal frequency components, the action of cVNS appears to be that
of stabilizing neural input, providing robust control of the insulted tissues, instead
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Figure 6.4: Frequency-domain HRV metrics results. Dots represent values for single
pigs, averaged between the selected 5-minutes windows out of the 24h at each time point.
Bars and intervals represent mean±std values across different pigs at each time point. *p
< 0.05, **p < 0.01, ***p < 0.001.

of determining a sympathetic withdrawal in favour of parasympathetic activity.

The second result is indeed the significant increase in V LFn and LFn in time
(week 4 and 6, Figure 6.6) compared to the control MI group. Both adrenergic
and cholinergic activation seem to contribute to LF power [351], fact that blurs
the traditional distinction between a LF component being due to sympathetic ac-
tivity and a HF one being given by parasympathetic activation. Here, despite the
fact that spectral band thresholds were chosen according to literature values for
pigs, and were visually checked to correctly identify respiratory sinus arrhythmia
power in the HF band, a parasympathetic contribution in the LF band can not be
ruled out and may explain the discrepancy with reported reductions in LF power
with post-MI recovery [352]. Therefore, an increase in LFn may be interpreted as
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Figure 6.5: Fragmentation HRV metrics results. Dots represent values for single pigs,
averaged between the selected 5-minutes windows out of the 24h at each time point. Bars
and intervals represent mean±std values across different pigs at each time point.

a measure of an enlarged total autonomic activity, reflecting a healthier brain-heart
axis. This is also suggested by the increase in the LF/HF ratio which, even if it
does not meet statistical significance, is in agreement with previous works show-
ing "a better total ANS activity and better patient prognosis" (quoted from Chang
et al. [361]). That is, cVNS is acting on determining a more stable and stronger
global ANS activity more than downregulating the relative adrenergic contribu-
tion. V LF power seems instead to be originated by intrinsic rhythms of the heart,
in particular due to stimulation of afferent sensory neurons [351], [362], [363].
This agrees with the role cVNS has in stimulating the heart, promoting ICNS
activity and the general health of the organ. Indeed, low V LF levels have been as-
sociated with: 1) a higher sudden cardiac death risk after MI [347], [354], [364];
2) inflammation [365], [366]; 3) higher risk of adverse cardiovascular events and
hospitalization [367] and higher mortality [361] in chronic hemodialysis patients;
4) higher mortality in kidney disease patients [368]. Even if almost none of these
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Figure 6.6: Time-domain HRV metrics results. Dots represent values for single pigs,
averaged between the selected 5-minutes windows out of the 24h at each time point. Bars
and intervals represent mean±std values across different pigs at each time point.

studies reported normalized V LF power values, and some even omitted to report
the average heart rate, questioning the robustness of the results, our findings are
in line with most of the available literature. However, there are also contradictory
works, reporting that V LF is a risk factor for all-cause mortality in hemodialy-
sis patients [369] and is upregulated in patients suffering from obstructive sleep
apnea [370].

The third resuls is represented by the biphasic trends shown by the time and
non-linear metrics, which would likely reach significance with a larger number of
pigs. In particular, AV NN, SDNN, RMSSD, pNN50 and to a lesser extent SD1 and
SD2 show an initial shrinking, with lowest values at week 2, similarly to what HFn
does (in accordance with previous reports [352]). After reaching the minimum,
these indices tend to recover the initial values at week 6, with AV NN even showing
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Figure 6.7: Non-linear HRV metrics results. Dots represent values for single pigs, aver-
aged between the selected 5-minutes windows out of the 24h at each time point. Bars and
intervals represent mean±std values across different pigs at each time point.

an increase compared to BL. This shows that cVNS, if on one hand is calibrated
to leave the heart rate unaltered in the short term, it is able to promote neural
and cardiac remodelling that has long-term effects such as reducing the average
heart rate. The change in SDNN, RMSSD, pNN50 seems instead to be entirely
attributable to natural recovery, given that no appreciable differences can be seen
between the two groups.

The fragmentation and non-linear metrics do not produce significant results
either, but show a tendency to be increased by VNS at weeks 4 and 6 compared
to MI, with the exception of SD1 and SD2. Upregulation of these metrics was
reported to be associated with poorer survival in humans [371] and with aging in
mice [360]. However, they also represent measures of complexity and information
content of the signal and, as it is known, a too regular cardiac beat is a sign of
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diseases [372]. So, further investigation is needed to determine if these trends
may weaken the vision of cVNS as a promoter of cardiac health.

This study has other limitations, such as the limited number of pigs employed
which, as discussed above, may have reduced the power of the statistical tests.
In addition, the implants have been performed by different surgeons at different
timings, possibly contributing to intra- and inter-operator errors adding to the no-
ticeable HRV measures variability between the animals. Concerning HRV anal-
ysis, the automatic discarding of single RR beats longer or shorter than a certain
percentage compared to previous beats has long been recognized as having poor
outcomes with respect to manual annotation [171]. However, given the ampli-
tude of the employed database, it was necessary to adopt an automatic procedure
and perform human supervision only in small samples. More robust implementa-
tions, such as deep learning approaches, are left for future investigations. These
may also account for the identification of arrhythmic episodes and extrasystoles
to quantify the post-MI arrhythmia burden and the possible beneficial effects of
cVNS from this point of view. Besides the largeness of the database, another
strength of this study is represented by the long term analysis, spanning from
baseline conditions to acute MI up to recovery 5 weeks after MI. This allowed to
assess the effects of cVNS during a long period of time, along which which va-
gal nerve stimulation was shown to act. As reported by the results in this chapter
indeed, the VNS effects on HRV indices tend to saturate between week 4 and 6.

Understanding the mechanisms behind such complex phenomena will require
great effort in terms of experiment but also modelling [373]. There is still a huge
gap between what was shown in the previous chapter, where ANS control is phe-
nomenologically modelled as dose-dependent neurotransmitter effects at the ion-
channel or intracellular-calcium level, and the complex interactions inside the hi-
erarchy of structure between the ANS and the heart.

If a proof-of-concept of biophysically-detailed multiscale model of ANS con-
trol over the heart has been recently proposed [374], and mathematical descrip-
tions of neural network and VNS functioning are well established [350], [362],
[363], much work has still to be done to give a general description of cardiac neu-
ral control. Inspiration from neuroscience (Section 1.8) will likely give a major
contribution in developing sinoatrial node computational models, as it has already
started doing [280], [375]. In the short term, these models will help in reproduc-
ing and explaining intriguing phenomena such as leading pacemaker shifts seen
in a variety of experimental conditions.
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6.5 Conclusions
To sum up, in this Chapter EGM data of infarcted pigs was analyzed using heart
rate variability techniques to investigate the therapeutic effects of chronic vagal
nerve stimulation. The results suggest that cVNS is effective in counteracting
maladaptive remodelling following MI by stabilizing autonomic input and control
of the heart. This is shown by the reduced dispersion in HRV frequency metrics
in the MI+cVNS group compared to the control MI group at week 6. cVNS also
increases normalized V LF and LF powers while tends to reduce the average heart
rate, all indices of better health and prognosis after MI. Future studies are war-
ranted to enlarge the sample size and to understand the mechanism of action and
other possible beneficial effects of cVNS.





General conclusions

In recent times, computational models have become a consolidated tool for basic
research and have warranted promising clinical applications [42]. Compared to
animal experimentation or clinical trials, modelling studies show reduced costs,
times and ethical issues. Still, experiments are needed to give data in input to
models, creating a paradigm where the feedback between experimental data and
model predictions provide the best framework for cardiovascular research [376].
A fundamental strength of biophysically detailed models is that they allow the in-
vestigation of the mechanisms underlying phenomena in a direct and controllable
way. Taking this dissertation as an example, the conditional removal of specific
intracellular processes (e.g., sarcoplasmic calcium release, Chapter 2), perfectly
selective ion currents block (e.g., I f and ICaL, Chapters 3 and 5), the addition
of desired amounts of different cellular phenotypes inside cardiac tissues (e.g.,
Chapters 4 and 5), are all conditions hardly reproducible in the wet lab. This kind
of sensitivity analyses are enabled by the development of computational power
and high performance computing techniques, which provide reasonable simula-
tion times even when large populations of models or whole organs are studied.

The main limitation of mathematical models remains their validation [377]–
[379]. Due to their high non-linearity, springing from the extraordinary complex-
ity of biological organisms, the constant comparison and interaction with experi-
mental data is essential. This is especially true for human cardiac electrophysiol-
ogy, and even more regarding the sinoatrial node for which the scarcity of data is
particularly critical. While mathematical approaches such as automatic parameter
optimizations provide some workarounds, these necessitate stricter inspection of
their veracity. Experimental data can additionally have flaws that can propagate
into the models, even when they are performed according to state-of-the-art meth-
ods [380].

Keeping these considerations in mind, some key points can be extracted from
the present work. First of all, the simulations with the spatial model of rabbit sin-
gle sinoatrial node cell (Chapter 2) suggest that the contribution of local calcium
releases from ryanodine receptors to the diastolic period depends on the inter-
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play between the membrane and the calcium clocks. In fact, blocking LCRs has
resulted in both shortening and prolongations of the DD phase according to the
relative protein expressions of membrane ion channels and SERCA pump. Inter-
estingly, the presence of LCRs allowed to achieve a wider range of beating rates in
both single and coupled cells, in accordance with a recently proposed theory [39].
However, in coupled cells simulations this came at the price of reduced driving
ability of the dormant cell by the spontaneous one.

Chapter 3 highlights the remarkable robustness of the isolated SAN towards a
number of challenging conditions. Coupled SAN cells are indeed able to synchro-
nize their pacing frequency at physiological rates for human and rabbits despite
increasing amounts of heterogeneity, which causes a growing amount of cells to
become dormant when isolated. The addition of 50% ICaL block determines a
pronounced increase in this amount, bringing the SAN tissue to failure of auto-
maticity. Still, there are protective gap junctional resistivity values that allow few
dozens of cells to drive a tissue of thousands. Grouping together these few cells
enlarges the range of gap junctional coupling for which the whole tissue rhythmi-
cally depolarizes.

The substitution of SAN cells with different numbers of non myocytes (i.e., fi-
broblasts and connective, fat or scar tissue) was shown in Chapter 4 to not prevent
it from reaching synchronization, again highlighting its robustness. Nevertheless,
high presence (60% of the tissue) of dormant cells with low heterogeneity or of
patchy fibrosis resulted in spontaneous sinus tachycardia.

In Chapter 5 SAN robustness was investigated with respect to atrial driving.
In this context, the models showed that heterogeneity, gradients and fibrosis rep-
resent fundamental tools to achieve propagation of the heartbeat. This is a fasci-
nating concept since, usually, they are deemed as detrimental while speaking of
the working myocardium. For example, heterogeneity in ventricular repolariza-
tion times has been recognized as a mechanism of arrhythmia and an underlying
cause of sudden cardiac death [381]. Similarly, both fibroblasts proliferation and
fibrosis have been shown to serve as a substrate for both ventricular and atrial
arrhythmias [255], [300], [304], [382]. Fibrosis is also thought to have a role
in sinus node dysfunction [187], [196], [219], [222], [327], [383], [384], even
if no clear correlation between the amount of fibrosis and SND onset has been
demonstrated [314]. Therefore, thinking that the simulations carried out through-
out this work predict that heterogeneity and fibrosis are actually beneficial to SAN
physiology, surely requires experimental validation but also warrants further ex-
citing insights. One reason for which previous computational works obtained a
hampered SAN function when simulating the presence of non-myocardial tissue
is that resistive barriers (fibrosis) or passive loads were used as modelling ap-
proaches [184], [187], opposed to the presence of fibroblast-myocyte coupling
evaluated in this work. This overlooks their ability to act as current sources when



6.5. CONCLUSIONS 147

the SAN cells’ membrane voltage is below their resting potential, feature that al-
lows them to actually be beneficial to pacemaking activity ([190] and Chapter 5),
as reported in ventricular tissue cultures [325]. Only high amounts of patchy fi-
brosis – where the active fibroblasts work as functional blocks similar to resistive
barriers – favour arrhythmic conditions (Chapter 4).

At present, the only way to effectively treat patients with sinus node dys-
function [40], [54] is the implantation of an electronic pacemaker [41], [53],
[61], [213], [294]. These have several shortcomings, among which limited bio-
compatibility of the materials, battery duration and heart rate modulation can be
listed. The results presented in this work can be useful for the design and devel-
opment of biological pacemakers (BPs), which could overcome the drawbacks of
the electronic ones [385]–[387]. For example, the BPs could be tuned to show
desired levels of heterogeneity (close to the σ = 0.2 used in this thesis) and in-
clude fibroblasts in SAN hiPSCs-CM (human-induced pluripotent stem cells de-
rived cardiomyocytes) cultures. Further, BPs could enable the reestablishment of
autonomic control over the sinoatrial node.

As the results of Chapter 6 contribute to underline, the nervous system is in-
deed crucial for cardiovascular function. The heart rate variability analysis per-
formed in this work substantiates the hypothesis that vagal nerve stimulation coun-
teracts maladaptive remodelling due to sympathetic over-activation following my-
ocardial infarction. In particular, VNS stabilizes the activity of both branches of
the autonomic nervous system, as shown by the reduced variability of the nor-
malized powers in the different spectral bands. Thus, VNS appears a valuable
technique that could be applied to the treatment of a variety of cardiac pathol-
ogy (e.g., myocardial infarction, neurally-induced atrial fibrillation). Being the
sinoatrial node the main target of parasympathetic innervation to the heart [269],
[388], it constitutes a fundamental part of this treatment. The approach used here
to study VNS effectiveness in shaping the pig’s recovery from infarction does not
allow to investigate the mechanism by which this action in achieved (e.g., what is
driving the changes undergoing in the SAN). On the opposite side, there is still a
huge gap between computational models like the one used in Chapter 5 and such
complex organism-level processes, which has just started to be addressed [374].
The biophysically-detailed multiscale approach – adopted in this dissertation –
still appears as the most powerful instrument to unravel the intricate relationship
between the heart and the brain.

To conclude, the work carried out in this dissertation will hopefully foster
further research on the electrifying sinoatrial node.
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Table A.1: Parameters of the baseline model and 5 randomized cells.

Parameter Baseline model Cell #1 Cell #2 Cell #3 Cell #4 Cell #5
PCaL 0.36036 0.442601 0.345661 0.419823 0.36638 0.403361
PCaT 0.808023 0.8721 1.160421 0.831228 1.172885 0.941354
gKr 0.056798 0.0561 0.055484 0.083523 0.058341 0.071164
gKs 0.083711 0.091581 0.106977 0.095727 0.061447 0.086115
gNa 0.631268 0.608277 0.696954 0.617518 0.688411 0.928302
gfNa 1.010029 1.241765 1.211304 1.087815 1.031041 1.155007
gfK 2.020057 1.478146 1.603649 2.515432 1.802287 1.976057
gto 0.101003 0.16199 0.129886 0.093272 0.111471 0.108781
INaKmax 3.18159 3.014186 4.254118 3.127671 2.761788 3.961806
INaCamax 0.013013 0.010171 0.00859 0.020918 0.009938 0.012017
Pup 0.014 0.011135 0.013514 0.012734 0.009857 0.013763
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Table A.2: AP features of the baseline model and 5 heterogeneous cells with and with-
out LCRs in diastole. Cycle length (CL), Maximum Diastolic Potential (MDP), Action
Potential Amplitude (APA), Overshoot (OS), Action Potential Duration at 50% repolar-
ization (APD50), Maximum Upstroke Velocity (dV/dtmax), Take-off potential (TOP), and
ratio between charges fluxes during DD: sodium-calcium exchanger (QNaCa), funny chan-
nels charge (Q f ) and total charge (Qtot). Data is shown as mean ± standard deviation;
values were averaged on the last 2 s of 20 s simulation for the baseline simulation; the
first cycle was used in all other simulations to see acute effects of LCRs switch-off. The
first rows represent control conditions, the second rows in italic represent the condition
with no LCRs.

Feature Baseline model Cell #1 Cell #2 Cell #3 Cell #4 Cell #5
DD(ms) 193±1 129 112 278 218 168

308 168 166 151 158 187
MDP(mV) -61±0.1 -61 -59 -65 -62 -63

-58.5 -63 -62 -63 -63 -63
APA(mV) 78±0.8 75 76 85 74 77

67 81 80 81 81 81
OS(mV) 19±0.7 14 17 20 12 14

8 18 18 18 18 18
APD50(ms) 131±0.4 126 125 120 107 103

118 126 125 125 125 125
dV/dtmax(V/s) 6.4±0.2 6.3 6.1 8.8 6.5 7.4

3.7 8.8 8.7 8.8 8.7 8.7
TOP(mV) -34.9 -36.3 -34.7 -32.2 -33.5 -33.8

-34.2 -31.3 -31 -31.4 -31.4 -31.6
QNaCa/Qf(%) 87.2 62.5 163 66.1 51.7 59.5

55 39.5 53.5 26.4 32.8 42.7
QNaCa/Qtot(%) 111 84 100 119.4 99.4 93

111.3 61.6 72 36.8 46.5 66.1
Qf/Qtot(%) 127.3 134.5 61.1 180.5 192.4 156.3

202.3 155.8 134.9 139.7 141.8 154.6
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Figure B.1: AP features of the tissue containing dormant cells at different densities
(D) and SAN heterogeneity levels (σ ). Asterisks (∗) identify simulations with uncoupled
cells, whereas circles (◦) and squares (□) identify simulations with random and cluster
distributions, respectively. Mean±std.
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Figure B.2: AP features of the tissue containing scars at different densities (D) and SAN
heterogeneity levels (σ ). Asterisks (∗) identify simulations with uncoupled cells, whereas
circles (◦) and squares (□) identify simulations with random and cluster distributions,
respectively. Mean±std.
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Figure B.3: AP features of the tissue containing fibroblasts at different densities (D)
and SAN heterogeneity levels (σ ). Asterisks (∗) identify simulations with uncoupled cells,
whereas circles (◦) and squares (□) identify simulations with random and cluster distri-
butions, respectively. Mean±std.
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Figure B.4: Voltage map showing the electrical activity of the 2D tissue with fibroblasts
distributed in clusters (black rectangles), D = 60%, σ = 0.1. The red lines encircle cells
not reaching 0 mV, while the yellow dashed arrow shows the reentrant pathway around
one cluster determining the tachycardia seen in this condition (CL = 438ms).



157

498 498.5 499 499.5 500
t [s]

-60

-50

-40

-30

-20

-10

0

10

20

30

V
m

[m
V

]

Figure B.5: Effect of one fibroblast on a single human SAN cell model AP. The black
trace represent the AP of the isolated single human cell FWS model [25], while the orange
and yellow ones represent respectively the APs of the SAN cell and fibroblast (Morgan
model [255]) when coupled together with Rgap = 1GΩ.
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Supplemental Methods

In order to simulate simultaneous administration of ACh and ISO, the FWS model
[25] was modified to take into account their effects in an additive manner. In the
model, the only target shared by parasympathetic and sympathetic stimulation is
the parameter bup, the basal uptake rate of the SERCA pump. Its dependence on
ACh and ISO concentrations was thus according to the following equation:

bup =
0.7∗ [ACh]

0.0009+[ACh]
−0.25

where the first term represents the dose-dependent ACh response and the second
one a fixed reduction due to ISO at a fixed concentration of 1 µM.
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Supplemental Figures and Tables

Figure C.1: Example of cycle length distributions in rabbit SAN during atrial driving.
(Top) heterogeneous condition and (bottom) heterogeneous and fibrosis condition of cen-
tral and right panel of Figure 5.4, respectively.
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Table C.1: Biomarkers of the reduced MBS model. Experimental data is reported as
mean and range [lower bound, upper bound]. APD: action potential duration at 90,
50 and 30% of repolarization; Vamp: voltage difference between overshoot and resting
membrane potential; V : diast: resting membrane potential; dV/dtmax: maximal upstroke
velocity; Casys: systolic calcium concentration in the cytosol; Cadias: diastolic calcium
concentration in the cytosol; tt pca: time to calcium concentration peak in the cytosol;
rt50Ca: rise time to 50% calcium concentration peak in the cytosol; T TCa: total transient
duration. Definitions as in [27].

Biomarker Experimental data Original MBS Reduced MBS
Action potential

APD90 [ms] 263 [202, 332] 225 238
APD50 [ms] 50 [25, 94] 45 50
APD30 [ms] 8 [5, 14] 8 14
Vamp [mV] 103 [83 130] 120 112
Vrest [mV] -75 [-68, -75] -75 -76
dV/dtmax [mV ms−1] 179 [159, 232] 199 177

CCCaaa2+ transient
Casys [µM] 0.268 [0.18, 0.4] 0.221 0.519
Cadias [µM] 0.223 [0.2, 0.25] 0.187 0.172
ttpCa [ms] 53 [49, 56] 94 53
rt50Ca [ms] 178 [169, 187] 173 106
TTCa [ms] 539 [508, 570] 690 404

Table C.2: Action potential features in the SAN in different configurations in basal
conditions. The H, F and HF configuration reported are for tissue #1.

Feature U H UF HF
Whole SAN

CL [ms] 810±52.5 624±9.3 815±32.5 639±0.7
MDP [mV] -58.5±1.6 -56±2.5 -55.8±2.6 -54.4±6.4
dV/dtmax [mV ms−1] 7.4±1.3 8.5±1.9 7.9±2.2 8.4±2.6

Leading SEP only
CL [ms] 814±0.1 624±1.9 817±0.1 639±0.1
MDP [mV] -55.7±2.2 -56.1±2.4 -57.8±5.3 -59±6.4
dV/dtmax [mV ms−1] 7.7±4.4 7.6±3.7 9.3±5.6 10.4+6.9
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Figure C.2: SAN and RA CL standard deviation of the human model in different condi-
tions. In the SAN, σCL reports SAN myocytes synchronization; in the RA (hatched bars),
it can inform on the presence of SEP alternans or exit blocks. H: heterogeneity; UF:
fibroblasts; HF: heterogeneity and fibroblasts.
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Figure C.3: Comparisons of safety factor values in the human model in different con-
ditions. A) Uniform condition. B) Presence of heterogeneity. C) Presence of fibroblasts.
D) Presence of heterogeneity and fibrosis. No atrial driving was achieved with 25% ICaL

block in the A) and B).
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Figure C.4: Electromiograms in the tissue with ACh administration during and after
pacing. Ai) Uniform SAN tissue recordings with the 4 electrodes of Figure 5.3; Aii) Elec-
trode #3 signal with zooming on activity after pacing is stopped. The red arrow indicate
SAN activity not follow by the atrial spike (exit blocks). Bi) HF model #1 recordings and
Bii) zoom on electrode #3. P: pacing.
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Figure C.5: Activation time map of model #2 of the HF condition with 25% ICaL block.
Atrial activation at the SEP interface is taken as the reference instant. As pointed by
the red arrow, activation start in SEP #2 and travels both retrograde inside the SAN and
forward to excite the atrium. White picels represent the fibroblasts.

Table C.3: Action potential features in the SAN in different configurations with 25%
ICaL block. The H and HF configuration reported are for tissue #1.

Feature U H UF HF
Whole SAN

CL [ms] 1131±0.1 884±1.9 1073±155 805±24.9
MDP [mV] -58.5±2.1 -55.7±2.5 -54.9±1.9 -53.6±3
dV/dtmax [mV ms−1] 5.4±0.6 6.1±1.2 5.5±0.7 6.5±2.4

Leading SEP only
CL [ms] 1131±0.1 883±4.1 1296±433 806±0.1
MDP [mV] -59.1±5.2 -58.9±5.2 -55.8±3.9 -55.1±3.4
dV/dtmax [mV ms−1] 5.4±1.5 5.8±1.7 5.1±1.8 7.2±4.6
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Figure C.6: Activation sequence in the "full" model with heterogeneity and fibrosis plus
25 nM acetylcholine and 1 µM isoproterenol administration. Here Rgap of the fibroblast
is equal to 1 GΩ. A, B C and D represent sequential frames of the activation: the beat
originates in the SAN tail, exits from SEP #5 and re-enters from SEPs #1-4 reaching SAN
center and head in ∼ 300 ms.
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Figure D.1: PVC filtering. Original and filtered (i.e. with removed PVC) tachograms
(top) and corresponding raw ECG signal (bottom).
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Figure D.2: PVC filtering and noisy 5-minutes tachogram windows removal. 24h
tachogram (top) and close-up inspection of removed 5-minutes windows due to artifacts
presence (bottom).
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Figure D.3: Circadian variations of average RR intervals. RR intervals were averaged
over 5-minutes window and plotted against time during the day for all pigs at baseline.
MI group (top) and MI+cVNS group (bottom).
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Figure D.4: Standard deviation of frequency-domain (left) and fragmentation (right)
HRV metrics.
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Figure D.5: Frequency-domain HRV metrics results disaggregated by pig. Black and
gray solid lines and dots show mean±std values for MI+cVNS and MI groups (as reported
in Figure 6.4). Colored lines show trends for individual pigs for both MI+cVNS (left, solid
lines and dots) and MI (right, dashed lines and asterisks) groups, respectively.
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Figure D.6: Fragmentation HRV metrics results disaggregated by pig. Black and gray
solid lines and open dots show mean±std values for MI+cVNS and MI groups (as reported
in Figure 6.4). Colored lines show trends for individual pigs for both MI+cVNS (left, solid
lines abd dots) and MI (right, dashed lines and asterisks) groups, respectively.
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