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Abstract

Cultural heritage conservation and restoration stand at the crossroads of art, his-
tory, science, and technological progress. Traditional conservation and restora-
tion methods, while invaluable, are often constrained by their ability to adapt
to the complexity of cultural artefacts. In the contemporary landscape, ana-
lytical instruments and computational technology are profoundly shaping the
interdisciplinary field. Machine learning and data analysis, with their capacity to
unravel intricate patterns and trends within extensive datasets, offer a promis-
ing avenue for enhancing conservation and restoration practices. This thesis
aims to investigate the potential and limitations of machine-learning techniques
in processing extensive hyperspectral data acquired from historical art objects.
Through various case studies presented, we assess the effectiveness of machine
learning models, from off-the-shelf techniques to self-developed algorithms, in
supporting tasks ranging from material diagnostics and classification to mapping
and digital restoration. Additionally, we critically evaluate the challenges and
limitations associated with the implementation of machine learning, specifically
constrained by CH, and explore the transferability of machine learning models
to similar scenarios. Rooted in the obtained results, this thesis contributes to
the ongoing dialogue on leveraging cutting-edge technologies to preserve and
celebrate our diverse cultural heritage.
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Chapter 1

Introduction

In this chapter, we present the background and context of this thesis and introduce
the research questions that drove the study. Then, we summarise the contents
of each chapter. Finally, the academic activities carried out and the list of
publications are provided.

1.1 Research Background

Cultural Heritage (CH) conservation is a multidisciplinary field that involves
collaboration between historians, archaeologists, scientists, and technicians to
enhance the understanding of our CH and safeguard its integrity for future
generations [124]. Starting from the mid-20th century, Scientific Conservation,
which is based on the principles of authenticity, objectivity, and reversibility,
has become the dominant working methodology of the field [142, 96]. Material
diagnostics, in this context, stand at the heart of understanding the physical
composition, the current states, and the degradation mechanism of the artworks,
providing fundamental information for subsequent preservation and restoration.
This process is traditionally rooted in empirical and knowledge-driven methods,
which rely on a meticulous examination that involves micro-sample taking
from representative points and subsequent scientific experiments to decipher the
composition and characteristics of the samples, hence the artworks [132, 131].
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Over the last decades, the development of imaging spectroscopy has brought a
new perspective on how researchers engage with CH, allowing the registration
of detailed material signatures of the entire artwork simultaneously [115, 66].
Hyperspectral imaging (HSI) is one of the non-invasive analysis tools that
register a spatial map with spectrum collected at each pixel position [74, 6]. It
characterises detailed signatures of the material, attributed to the fine spectral
resolution down to nanometer scale and wide sampling range varying from
X-ray to Infrared [61]. Due to its superior capacity to document and reveal
rich information from the inherently complex and delicate art materials [74],
HSI has found a fruitful application to identify and characterize colourants in
a variety of media, including paintings, illuminated manuscripts, murals, and
prints [39, 22, 60].

However, handling the overwhelming volume of data, ranging from thou-
sands to millions of recorded spectra, and the nuanced details they encompass
presents an intricate challenge to conservators. The growing importance of
imaging spectroscopies has led the way to a new era of data-driven analysis,
making the conventional examination methods inadequate [133]. In this context,
Machine Learning (ML) algorithms emerge as promising tools for heavy spectral
data analysis, offering innovative solutions that directly correlate input data and
output results, minimizing the need for extensive knowledge of chemical reac-
tions and compounds [12]. While AI and ML have become integral to modern
life in various social sectors, their integration into conservation practices has
been more recent, commonly applied as a ’black-box’ [72]. The limited adoption
is partially attributed to the cautious approach necessitated in dealing with the
delicate and irreplaceable art pieces, while also influenced by unique challenges
presented in CH studies. Art materials, distinguished by their diversity in nature,
heterogeneity in compositions, multi-layering in structure, and degradation in-
fluenced by preservation conditions, exhibit characteristics that vary from one
piece to another. The uniqueness of problem faced by each case requires special
adaptation of ML algorithms, which increases the barrier to apply state-of-the-art
techniques in computer science and renders a one-size-fits-all model impossible.
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Since the output of the algorithms has usually strong links to the underlying
chemical nature, the interpretability of model is also greatly challenged. Fur-
thermore, obtaining a ground truth in CH can be challenging and the publicly
available labelled datasets are limited, Unlike applications such as object detec-
tion or language translation, which benefit from large standardized open datasets
[27]. These distinct challenges in CH analysis make the direct application of ML
tools complex, thus demanding deeper exploration and adaptation to the specific
context.

Despite these challenges, a range of cutting-edge data processing techniques
has already seen promising implementation in solving the existing challenges in
the CH sector. Principal components analysis (PCA) and minimum noise fraction
transform (MNF) are the data analysis tools most widely used by conservation
scientists for their speed and simplicity in reducing the dimensionality of HSI
data [36, 147, 90]. Clustering techniques and classifier have also been employed
to find the trends within data, including K-means clustering [52, 36], spectral an-
gle mapper (SAM) [55, 63], support vector machine (SVM) [80, 153], and fully
constrained least square (FCLS) [78, 162]. More advanced machine learning
models, from embedding techniques [156, 202] to neural networks (NNs) [123],
are applied for spectral signal unmixing and paint component mapping. In this
ever-evolving landscape, ML applications in CH are witnessing steady growth,
contributing meaningfully to the ongoing dialogue on leveraging computational
technology for the preservation and conservation of our cultural heritage.

1.2 Research Questions

Conservation of cultural heritage stands at the intersection of physical science
and technological advancement. Machine learning and data analysis, with their
capacity to discern patterns and trends within extensive datasets, offer a promis-
ing avenue for enhancing conservation and restoration efforts. However, cultural
heritage presents essential constraints in terms of their intrinsic vulnerabilities,
diversity and complexity. Challenges may range from issues related to data qual-
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ity and quantity to model interpretability and transferability. This thesis delves
into a nuanced exploration under the umbrella research question RQ-1, seeking
to unravel the multifaceted ways in which machine learning can contribute to
cultural heritage conservation:

How can machine learning and data analysis techniques contribute to the
conservation and restoration of cultural heritage objects?

The investigation involves sub-questions that address specific aspects of this
overarching theme, including conservation analysis, restoration applications,
and model transferability. By delving into these sub-questions, we seek to
provide a comprehensive understanding of the challenges, limitations, and appli-
cability of these advanced computational methods to pave the way for effective
implementation.

RQ-1.1 Can machine learning techniques address complex identification
and classification problems in CH?

Understanding the materials used at the time of execution of the artwork,
their distribution, and the current preservation states stand at the heart
of effective conservation efforts in cultural heritage. Traditional iden-
tification methods, often relying on chemical analyses involving micro
sample-taking, come with inherent limitations and become increasingly
inaccessible in the field due to their destructive nature [127]. With the in-
troduction of non-invasive and non-destructive analytical instruments, new
possibilities for looking into the elemental and molecular compositions
emerge [23]. However, the growing volume of big data exceeds the hu-
man capacity for the effective extraction of information. While statistical
methods may be adequate for simpler problems, machine learning offers a
promising avenue to address more nuanced and complex scenarios, where
the labelled datasets are limited and the ground truths are intricate due to
mixtures and degradations. In this way, we aim to explore the adaptability
of ML in addressing these distinctive challenges.
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RQ-1.2 To what extent can machine learning models detect and mitigate
the degradation of cultural heritage artefacts over time?

Degradation is a complex process that presents significant threats to the
preservation of cultural heritage objects. The assessment of chemical
and structural changes is essentially challenging due to the presence of
multiple degradation pathways and the co-existence of diverse degradation
products, particularly in the case of large organic molecules [136]. In this
sense, imaging spectroscopy and machine learning techniques emerge as
promising tools, offering new possibilities to discriminate alterations and
subtle changes without the need for laborious characterization processes.
Moreover, while conventional restoration is time-consuming and highly
dependent on the restorer’s skill, digital restoration enabled by machine
learning is increasingly considered a fast and subjective restoration so-
lution. The effectiveness of machine learning algorithms in detecting,
precisely mapping, and reconstructing damaged areas is to be explored,
shedding light on their potential to advance restoration practices.

RQ-1.3 How transferrable are the machine learning models developed
to similar scenarios in cultural heritage conservation and what future
applications can be envisioned?

One of the most important features of cultural heritage artefacts is their
uniqueness from piece to piece. Unlike standardized datasets common
in many other ML applications, the large variations of CH objects, such
as pigment palettes, degradation patterns, dimensions, and artistic styles,
make it challenging to extend the applicability beyond every single case.
Moreover, the scarcity of comprehensive databases and limited labelled
datasets further restrict the models to adapt across a broader range. Despite
these challenges posed by the nature of cultural heritage, the specific
machine learning models remain applicable within similar scenarios that
share the same problem or material composition. Thus, understanding
the transferability of these models is crucial for their practical utility
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and implementation. We seek to investigate the generalization ability
of machine learning models, exploring their efficacy in diverse cultural
heritage conservation contexts.

1.3 Outline

Given the background concepts exposed above, a detailed overview of the work
presented in this thesis is provided below:

Chapter 1 The first chapter introduces the context of the thesis and presents the
research questions. Lastly, it summarises the content of each chapter and the
publications derived from the findings.

Chapter 2 This chapter delves into the exploration of machine learning algo-
rithms for the task of classifying and identifying complex art materials. An
innovative data processing pipeline is presented, integrating spatial and spectral
clustering techniques to extract and map spectral signatures. We explore Simple
Linear Iterative Clustering (SLIC) Superpixel’s potential in reducing hyperspec-
tral data while maintaining spectral richness. This facilitates the application of
various machine learning algorithms, especially the soft clustering algorithms
Fuzzy C-Means clustering (FCM) and Gaussian Mixture Models (GMM), to
classify spectra into distinct colourant groups, identifying complex mixtures
and areas of degradation. The efficacy of the proposed method is demonstrated
through two highly diverse cases, one of cinematic films and one of pointillism
painting. The results highlight the potential of machine learning in aiding art-
work diagnostics, conservation, and restoration, with transferable models for
similar scenarios. This chapter aims to answer the research questions RQ-1.1,
RQ-1.2, and RQ-1.3.

Chapter 3 This chapter explores the application of machine learning to address
degradation issues, focusing on a case study involving the digital restoration
of degraded cinematic films. A novel Vector Quantization (VQ) algorithm is
developed, leveraging VNIR hyperspectral data. The VQ algorithm utilizes a
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what we call a multi-codebook that correlates degraded areas with corresponding
non-degraded ones selected from reference frames. Comparative analysis with
professional commercially available film restoration software reveals superior
results in terms of color reconstruction, tested on both RGB and hyperspectral
data. The restoration achieved on the single frame is further extended to a
collective frames, revealing its potential applicability to a broader spectrum
of images exhibiting similar deterioration patterns. The goal of the chapter is
to contribute insights that further address the research questions RQ-1.2, and
RQ-1.3.

Chapter 4 In this chapter, we aim to contribute to the systematic application
of the state-of-the-art technique, Neural Networks, in solving cultural heritage
problems. This chapter provides an exhaustive analysis of the literature related to
Neural Networks (NNs) applied for hyperspectral data in the Cultural Heritage
field. We outline the existing data processing workflows and propose a com-
prehensive comparison of the applications and limitations of the various input
dataset preparation methods and NN architectures. By leveraging NN strategies
in CH, this chapter aims to pave the way for a more systematic and informed
application of this novel data analysis method. This chapter aims to answer the
research questions RQ-1.1, and RQ-1.3.

Chapter 5 This chapter summarises the contribution of this thesis, highlights
key findings for each research question, and outlines potential directions for
further research.





Chapter 2

Spatial-Spectral Joined
Unsupervised Segmentation for
Colourant Analysis

Can machine learning techniques address complex
identification and classification problems in CH?
To what extent can machine learning models detect
and mitigate the degradation of cultural heritage
artefacts over time?
How transferrable are the machine learning models
developed to similar scenarios in cultural heritage
conservation and what future applications can be
envisioned?

— RQ-1.1, RQ-1.2, RQ-1.3

This chapter presents an innovative data processing pipeline that combines
spatial and spectral clustering techniques for the extraction and mapping of
spectral signatures in both cinematic films and pointillism painting. We explore
Simple Linear Iterative Clustering (SLIC) Superpixel’s potential in reducing
hyperspectral data while maintaining spectral richness. This facilitates the
application of various machine learning algorithms, especially the soft clustering
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algorithms Fuzzy C-Means clustering (FCM) and Gaussian Mixture Models
(GMM), to classify spectra into distinct colourant groups, identifying complex
mixtures and areas of degradation.

2.1 Introduction

Art conservation and restoration are complex processes that demand a deep
understanding of the materials and conditions of artworks [11]. Traditionally,
the identification process requires careful sampling from the artwork, which is
usually limited and risky, especially when dealing with precious pieces [76, 31].
In recent years, non-invasive spectral imaging tools have brought new possibil-
ities into the analytical investigation, where the identification and mapping of
diverse chemical compounds are enabled by examining characteristic spectral
features [58, 20, 6]. Hyperspectral Imaging (HSI) is one of these emerging
techniques in the Cultural Heritage (CH) field [152, 115]. It registers a map
of the artwork with spectrum collected at each spatial location, forming a 3-
dimensional datacube that contains high-resolutional information both spatially
and spectrally. However, artworks usually exhibit heterogeneous compositions
and complex preservation states, making the identification of material mixtures
and the detection of degradation particularly difficult [215]. Furthermore, the pre-
cise mapping of such details through the extensive spectral data is a challenging
task, demanding more efficient and automatic data segmentation techniques.

In the context of image segmentation, the choice between spatial and spec-
tral features hinges on data characteristics and analytical goals. While spatial
features excel in spatially contextualised data like urban planning and object
detection, capturing adjacent pixel relationships, spectral features, prominent
in hyperspectral data, shine in tasks requiring precise material identification.
In the cultural heritage field, spectral-based data processing algorithms have
thus found fruitful applications in extracting chemical information from the
heavy HSI dataset. Numerous works have applied data dimensionality reduction
techniques, such as Principal Component Analyses (PCA) [161], t-distributed
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Stochastic Neighbor Embedding (t-SNE) [156], and Uniform Manifold Approx-
imation and Projection (Umap) [202], to compress the high-dimensional HSI
data into a lower-dimensional space, facilitating the fast visualization and subse-
quent classification. However, these approaches often sacrifice critical spectral
details and result in condensed and overlapping data representations, complicat-
ing the accurate separation of material mixtures. Another common approach
is spectrum-wise classification, where techniques like Spectral Angle Mapper
(SAM) [63, 68, 14], Fully Constrained Least Square (FCLS) [78, 48, 62], or
Neural Network models [123] are employed to match or unmix spectral signa-
tures. These algorithms enable the accurate identification of pictorial materials
but are often constrained by the limited availability of labelled training data and
the computational cost of pixel-wise measurements. Moreover, hyperspectral
data possesses rich information in both spectral and spatial scales. While the
spectral aspect has seen significant development in analytical techniques, the
spatial aspect is often underutilised. Notably, HSI data exhibit redundancies
among spatially adjacent pixels due to similarities in material compositions at
small scale. Incorporating the spatial information into classification processes
offers great potential to enhance the clustering efficiency.

To address this, we developed a novel joint spatial-spectral data segmentation
approach to unravel intricate details in art objects. We leverage the Simple
Linear Iterative Clustering (SLIC) Superpixel algorithm [3] to spatially segment
the data by grouping repetitive spectra into compact and relatively homoge-
neous regions, providing an optimal balance between data complexity reduction
and spectral signature retention. Subsequently, a range of state-of-the-art un-
supervised clustering techniques is explored to reveal deeper insights into the
underlying patterns within the spectral data, especially the soft clustering algo-
rithms such as Fuzzy C-Means clustering (FCM) [194] and Gaussian Mixture
Models (GMM) [134]. The combination of spatial segmentation with clustering
algorithms has already demonstrated efficacy in the computer vision field for
improved segmentation accuracy with reduced computational time [110, 184].
While such methods have been mainly developed for colour images, they have
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found promising applications in CH, primarily for fast object extraction and edge
detection in document, book, and mural RGB images [93, 135, 209, 186, 91].
For analysing the high-dimensional HSI data, this joint clustering approach is
increasingly applied in the remote sensing field to assist urban or terrestrial data
classification [28, 88, 92]. Recently, it has also been extended in the domain
of CH analysis, particularly in feature delineation within mural paintings in
assist for the future restoration works [125, 113]. However, the full capacity of
spatial-combined classification to address the challenges of complex material
mixtures and degradation has yet to be fully explored.

The efficacy of our proposed approach will be demonstrated through its
applications on two distinct historical artworks: one of cinematic films that
exhibit non-uniform colour loss and colour balance shifts, and one 19th century
Neo-Impressionist painting that presents highly diverse pigment compositions
with numerous mixtures on canvas. Through this study, we introduce this novel
joint spatial-spectral data segmentation technique to the cultural heritage field to
explore its full potential in artwork diagnostics, conservation, and restoration.

The remainder of this chapter is organized as follows. Section 2.2 highlights
the research questions to be solved in this chapter. Section 2.3 provides compre-
hensive information on the materials and spectral datasets utilised in this chapter.
In Section 2.4, we detail the data processing methodology, starting from the
developed algorithm to the visualisation strategy and comparisons with other
approaches. The segmentation results and their analyses are discussed in Section
2.5. Finally, the conclusion and future perspectives are marked in Section 2.6.

2.2 Research Questions

The goal of this project is to investigate the potential of spatial clustering-based
clustering algorithms and soft clustering techniques in assisting cultural heritage
material classification. Through a more nuanced understanding of art materiality,
by identifying distinct materials, separating their mixtures, and localising the
areas of degradation, the following research questions are responded:
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RQ-1.1 Can machine learning techniques address complex identification
and classification problems in CH?

RQ-1.2 To what extent can machine learning models detect and mitigate
the degradation of cultural heritage artefacts over time?

RQ-1.3 How transferrable are the machine learning models developed
to similar scenarios in cultural heritage conservation and what future
applications can be envisioned?

2.3 Experimental

2.3.1 Materials

Film samples used in this chapter are provided by "L’immagine Ritrovata Film
Restoration Laboratory" (Cinematique of Bologna). They come from a historical
film fragment manufactured by Fuji Photo Film Co., Ltd. between April and
June 1986, with the authorship undetermined. In this case study, four positive
film frames, each measuring 34 mm × 19 mm (± 0.5 mm) in physical dimension,
are presented (Figure 2.1). The transparent support for these films is cellulose
acetate, and the yellow, magenta, and cyan dyes are located in distinct layers
within the emulsion, forming a trichromatic structure [208]. However, those
large synthetic organic molecules are intrinsically unstable and deterioration is
inevitable, making the preservation of the original colour a challenging problem.
Moreover, the degradation is non-linear among the dyes, which means certain
types of dyes degrade at faster rates over time, and is often spatially inhomo-
geneous that certain areas are more damaged than the rest. Among them, the
cyan dyes are the most unstable to degrade, followed by the magenta and yellow
dyes. As could be observed in Figure 2.1, the different stages of degradation
are reflected in the gradual transformation of the film’s colour, from its original
bluish hue (as seen in Film 21) to shades of purple (notably in the left half of
Film 23), followed by magenta dominance (most evident in Films 22 and 25),
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and eventually a yellowish appearance (as indicated by the irregularly shaped
stains observed on Films 22 and 25). The complexity of the non-linear and
inhomogeneous deterioration makes the spectroscopic measurement preferential
to the simple RGB values, by providing extended information on the colour loss
based on high-resolution spectral signatures. In this context, digital restoration
is advantageous to bypass the challenging and laborious manual restoration
procedure, where the successful identification and segmentation of degradation
areas are essential steps.

Fig. 2.1 The optical images of the film frames analysed.

The 19th century painting "Au temps d’harmonie (l’âge d’or n’est pas dans
le passé, il est dans l’avenir)" (In the time of harmony: The golden Age is not in
the past, it is in the future), oil on canvas, 300 x 400 cm by Paul Signac (ref 253
catalogue raisonné)[33] currently resides in the Town hall of Montreuil (Figure
2.2). It was executed between 1893 and 1895 and is nowadays one of the mas-
terpieces of the neo-impressionist artistic movement. The Neo-Impressionists
drew inspiration from the colour theories of Eugène Chevreul (1839) [46] and
Ogden Rood (1879)[168], and as such involved juxtaposing small dots of pure
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colours, sometimes complementary or of varying tones, to obtain the most lumi-
nous and vibrant paintings [182]. The so-called "pointillism" painting technique
makes the spatial feature-based data reduction especially advantageous, while
this large-size painting still exhibits a vast range of variations, including varying
intensities rising from distinct pigment compositions and multiple mixtures on
the canvas. To date, comprehensive material and colourimetric analysis of this
painting has not been undertaken, despite its significance in understanding Paul
Signac’s creative process, his colour palette, and the practical application of
colour theory on his canvas.

Fig. 2.2 The original Signac painting and the scanned part (marked in the black
rectangle).
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2.3.2 Data Acquisition

The spectral data of film samples were scanned in the University of Ljubljana
by a custom-made hyperspectral camera, which uses the push-broom system
with 2,448 across-track pixels and 2,048 wavelengths, composed of an imaging
spectrograph (ImSpector V10E, Specim, Finland) and a monochromatic camera
(Blackfly S, BFS-U3-51S5M-C, 5 MP, FLIR Integrated Imaging Solutions,
Canada)[65]. Spectral images of the film samples were acquired in a reflectance
geometry with a broadband LED light source covering the spectral range from
380 nm - 1000 nm. The spectral sampling rate is 0.3 nm in the spectral range of
322.9 - 1025.3 nm, where the considered effective range is from 380 nm to 780
nm. The effective spectral and spatial resolutions of the system were 2.9 nm and
100 µm, respectively, as evaluated by a gas discharge tube and spatial grids used
for system calibration. Simple calibration and normalization of the spectra are
performed at the time of registration. The initial data contained a lot of noise. To
improve the spectral quality, the datacubes were binned by five spectrally and
the excessively noisy wavelength range of less than 400 nm and over 750 nm
was cropped. Spatially, the uninformative border and perforation areas were also
removed, keeping only the image content. Each resulting datacube has a size of
1200 pixels (hor.) x 1000 pixels (ver.) x 180 channels.

Hyperspectral imaging dataset of the 19th century painting, Au temps d’harmonie,
was acquired in situ with a VNIR (Visible near InfraRed) push-broom PFD4k
camera by © Specim (Oulu, Finland) covering a spectral range from 400 to 1000
nm with 212 bands wavelength channels (spectral resolution of 3.0 nm). In order
to scan this large painting, difficult to access, the camera has been equipped with
a long working distance objective, i.e. OLE 140 (focal length 140 mm). The
assembled system was mounted on a motorized rotation stage, fixed on a tripod,
and set at a distance of 8.7 meters from the painting. The acquisition parameters
were set with a scanning speed of 0.02°/s, a frame rate of 5 Hz, an exposure time
of 190 ms, and a spectral binning of 4. It resulted in about a 30-minute scan,
with a pixel size of 0.50 (v.) x 0.59 (h.) mm. The illumination was provided by
two halogen lamps of 2 x 400 W, located 8 meters away from the painting with
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a 45° incidence angle. Additionally, twenty LED lamps present within the city
hall on both sides of the canvas could not be turned off and participated in the
illumination of the painting under study. The data were normalized with dark
and white references using the Specim plug-in in ENVI. The white reference cor-
responded to the white frame surrounding the painting and was saved at the same
time as the acquisition. A spectralon was first compared to the frame reflectance
signature to ensure the proper diffuse Lambertian properties of the white target.
Four acquisitions led to the hyperspectral cube of more than three-quarters of
the painting in less than 4 hours. As highlighted in Figure 2.2, only the upper
part of the painting and several centimetres of the lowest part are missing due
to the limited height of the tripod. The first pre-processing of data consisted of
the manual stitching of the four datasets using the ENVI software, as well as a
spectral crop of the dataset between 440-850 nm and a smoothing of the spectra
with Savitzky-Golay filter (13 number of points, 2 polynomial degree) using the
Spectronon (©Resonon) software. The final cube is composed of 6481 pixels
(hor.) x 4457 pixels (ver.) x 143 channels.

2.4 Data Processing Methodology

The comprehensive data processing pipeline, illustrated in Figure 2.3, include
several key steps, each detailed in the subsequent subsections. First, the acquired
HSI data are spatially clustered into homogeneous and compact regions, em-
ploying the superpixel technique. Then, a suite of state-of-the-art unsupervised
spectral clustering techniques, starting from the conventional hard clustering tech-
nique (Hierarchical clustering) to the more advanced soft clustering algorithms
(Fuzzy C-means and Gaussian mixture models), is tested based on the centroid
matrix extracted from each superpixel. This proposed approach is systematically
employed and analysed across two distinct case studies. In the film case, the
performance of the proposed method is compared against one grid-based data
reduction approach, exemplified by the application of hierarchical clustering. In
the painting case, the efficiency of the proposed technique is compared with a
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widely used supervised algorithm, Spectral Angle Mapper. The outcomes of
these analyses are comprehensively presented and examined through an adopted
visualization strategy.

Fig. 2.3 Schematic overview of the data processing methodology employed in
this chapter.

2.4.1 Spatial Clustering

SLIC (Simple Linear Iterative Clustering) Superpixel [3] is a widely used al-
gorithm for image segmentation to simplify image processing operations. It
divides the image spatially into a number of small and compact regions, within
each the superpixel is relatively homogeneous. It has a high potential to reduce
the hyperspectral data size, since it can effectively extract the information out
of the datacube by grouping similar and repetitive spectra while keeping the
full spectral signatures. SLIC works based on the following principles: First,
the cluster centres are initialised, i.e. evenly distributed throughout the image,
based on the chosen number of superpixels (K). Then, for each cluster centre, the
distances between the centre and the pixels in a local neighbourhood are calcu-



2.4 Data Processing Methodology 19

lated taking into account both the colour similarity and spatial proximity. Each
pixel is assigned to the closest cluster centre. Afterwards, the cluster centres
are recalculated and updated by taking the mean colour and spatial coordinates
of all pixels assigned to them. These assignment and update steps are itera-
tively repeated until reach convergence. During the iterations, the boundaries
between superpixels are continually refined also according to the compactness
parameter, which specifies the regularity of the superpixel, i.e. the lower the
compactness, the better adherence to object boundaries and the more irregularly
shaped. A regularisation term is also applied to ensure that each superpixel
region is continuous and connected. In the end, a label matrix (Lslic) is generated
that indicates the membership of each pixel to the superpixels, with the real
number of superpixels (N) usually slightly smaller than the input K.

In this step, colour images are used as inputs for simplicity and efficiency
during calculation. Multi-channel HSI data are projected and converted respec-
tively into 3-dimensional RGB colour space in the film case and L*a*b* colour
space in the Signac painting case using the code provided in [128]. In the lat-
ter case, the CIELAB coordinates are preferred, as they enable a subsequent
characterisation of the distribution of tone contrasts (L*) and hue variations (a*
and b*) in Signac’s work. Those resulting images are of the same spatial com-
position as the HSI cube, and the obtained superpixel label grid Lslic could be
directly transferred to the HSI data. Then, a spatial centroid approach is adopted
to prevent the loss of critical information when averaging the spectra within
each superpixel. Specifically, the coordinates of pixels within each superpixel
are averaged to get the spatial centre, and the spectra at the spatial centres are
extracted to form a new spatial centroid matrix in dimensions of N (number
of superpixels) x w (channels). This guaranteed the preservation of unmixed
spectral signatures and ensured the precision of material identification. In this
way, the HSI data is vastly down-sampled without losing the spectral resolution.
The centroid matrix is used as the input in the spectral clustering stage.

Alternatively, one grid-based data reduction is provided as a comparison to
the superpixel segmentation. The datacubes are decomposed into small sub-
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images by taking geometrical grids in the size of 25x25 pixels. The centroids
are extracted for each sub-image in the same way to form the input matrix. This
approach is only demonstrated for the films using hierarchical clustering.

2.4.2 Hierarchical Clustering

The Hierarchical Clustering Algorithm (HCA) is an unsupervised hard clustering
approach used to divide the data into nested levels of clusters [143]. Alternative
to the most common practices, such as k-means clustering, HCA does not require
the specification of a desired number of clusters beforehand. Instead, it forms
a hierarchy of clusters that enables the exploration of different levels of details
in the data set. The full process is described step-by-step in the following
paragraphs.

Distance metrics First, HCA regards each spectrum in the input dataset as a
single cluster and calculates the distances of every spectrum to each other. Three
different metrics are available for measuring the distances between every pair
of initial clusters: Euclidean, Chebyshev, and Cosine distance. Euclidean and
Chebychev distance are specialized forms of Minkowski distance (with p = 1
and p = ∞ respectively) [81], where the distance d between two spectra sr and st

of n channels is given by

d = p

√
n

∑
i=1

|sri − sti|p. (2.1)

For Cosine metric, the distance d of two spectra sr and st is instead given by:

d = 1− srs′t√
(srs′r)(sts′t)

. (2.2)

The distance matrix is used to determine the similarity and proximity of the
spectra, where the closest two spectra are grouped into a new cluster.
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Linkage Then, the newly formed cluster is considered as one large cluster in
the following step, and the intra-cluster distances are repeatedly recalculated
with a specified linkage method. Four different linkage functions are selected for
the tests: Complete, Single, Average, and Weighted. In Complete agglomeration
linkage, the distance d (p,q) between two clusters p and q is defined by looking
for the farthest distance between objects in two clusters

d(p,q) = max
(
d
(
spi,sq j

))
, i ∈ (1, . . . ,np) , j ∈

(
1, . . . ,nq

)
(2.3)

where np is the number of objects in cluster p, nq is the number of objects in
cluster q, spi is the ith spectra in cluster p, and sq j is the jth spectra in cluster q.
On the opposite, the Single linkage method finds the smallest distance between
objects in two clusters and is also known as the nearest neighbour. The Average
linkage method is defined by averaging the distance between every pair of spectra
in two clusters p and q:

d(p,q) =
1

npnq

np

∑
i=1

nq

∑
j=1

dist
(
spi,sq j

)
, i ∈ (1, . . . ,np) , j ∈

(
1, . . . ,nq

)
(2.4)

where np and nq are the numbers of objects in cluster p and q, spi is the ith spectra
in cluster p, and sq j is the jth spectra in cluster q. The Weighted linkage then
measures the weighted average of the components that have been linked in the
former step and divides the distances of these two components against another
cluster by 2.

Clusters During the iterations, HCA repeatedly merges the pair of clusters
with the smallest distance into larger clusters, until it reaches only one cluster
that contains every single initial cluster in the dataset. The grouping index and
intra-cluster distance information were recorded during each step in the process,
and this information forms a hierarchical tree that can be plotted in a dendrogram.
The tree-shaped graphics show clearly how the initial clusters are developed
in a multilevel hierarchy. The X-axis indicates the original cluster index, and
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the Y-axis represents the dissimilarity of clusters at each node. The height of
each node is proportional to the intra-cluster distance of the two leaves that are
connected. Finally, the cluster assignment of the data points could be obtained
by cutting the hierarchical tree at a given level or threshold. The entire dataset is
classified into two clusters at the level of node 1, three clusters at the level of
node 2, and so forth. Each cluster is a collection of multiple initial clusters; in
other words, every initial cluster is assigned to a specific cluster group. The HCA
is performed in Matlab using the Statistics and Machine Learning Toolbox™
[195].

2.4.3 Fuzzy C-Means Clustering

Fuzzy C-Means clustering (FCM) is a commonly used soft clustering technique
that extends the traditional hard clustering to handle uncertainty in cluster assign-
ment [79]. Unlike hard clustering which divides data into distinct clusters, FCM
allows data points to belong to multiple clusters in varying degrees, making it
especially suitable for pigment mixtures where the division of data is frequently
ambiguous. FCM works based on an iterative operation. The optimal number
of clusters (K) is determined using the subtractive clustering function in Matlab
[196], which estimates the total variations of data in FCM models [47]. With a
specified number of desired clusters (K), the FCM algorithm initialises with a
random assignment for cluster centres µ . Then, the membership possibility pi, j

for each spectrum si to each cluster centre µ j are calculated based on the fuzzy
c-means formula:

pi, j =

 K

∑
k=1

(∥∥si −µ j
∥∥

∥si −µk∥

) 2
m−1
−1

(2.5)

where m is the fuzziness exponent that defines the overlapping degree of the clus-
ters. Afterwards, the cluster centres µ are updated based on the new membership
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degrees pi, j

µi =
∑

N
j=1 pm

i jsi

∑
N
j=1 pm

i j
, i ∈ (1, . . . ,K) (2.6)

where N is the total number of spectra in the dataset. By iteratively updating the
cluster centres and recalculating the membership degrees, the objective function
Jm is gradually minimised:

Jm =
K

∑
i=1

N

∑
j=1

pm
i jD

2
i j (2.7)

where Di, j is the distance of the jth spectrum to the ith cluster, employing Eu-
clidean metrics. The algorithm finds the optimal partition of the dataset upon
convergence when the objective function Jm improves less than a specified mini-
mum threshold. Finally, FCM outputs the list of cluster centres µ and a fuzzy
partition matrix p that specifies the cluster membership grades for each data
point. The experiment is performed in Matlab using fcm function [194].

2.4.4 Gaussian Mixture Models

Gaussian mixture model (GMM) is further explored as a more advanced soft
clustering technique that employs probabilistic models to structure complex data
distribution [134]. In GMM, each cluster generated is fitted into a Gaussian
distribution component defined by its mean µ and covariance matrix Σ, where a
vector of mixing coefficients π defines the mixture of different components. For
a specified number of components (K), the initial values for component means
µ are initialised by applying the k-means algorithm [10], where the covariance
matrices are set to be diagonal and identical and the mixing coefficients are set
to be uniform for all components. With those initial parameters, the model is
iteratively refined using the Expectation-Maximization (EM) algorithm [134],
which consists of two main steps: the E-step (Expectation) and the M-step
(Maximization). In the E-step, the posterior probability pi, j for the ith spectrum
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si belonging to jth Gaussian component is given by

pi, j =
π jN

(
si | µ j,Σ j

)
∑

K
k=1 πkN (si | µk,Σk)

, (2.8)

where N
(
si | µ j,Σ j

)
is the Gaussian probability density function [134]. In

the M-step, the algorithm parameters, including the component means µ , co-
variance matrices Σ, and mixing proportions π , are updated using the posterior
probabilities p as weights:

π j =
N j

N
with N j =

N

∑
i=1

pi, j, (2.9)

µ j =
1

N j

N

∑
i=1

pi, jsi, (2.10)

Σ j =
1

N j

N

∑
i=1

pi, j
(
si −µ j

)(
si −µ j

)T
, (2.11)

where N is the total number of data points. These steps are iteratively repeated
until the log-likelihood of all data points reach convergence. After the training
stage is completed, the optimised component means µ serve as the cluster centres
and the posterior probability matrix p contains the membership possibilities to
each component of each data point. Furthermore, the output GMM model
could be applied to a new data set to predict the cluster belongings of unseen
spectra. The training is performed in Matlab using fitgmdist function [195], with
regularisation value set to 0.01 and other algorithmic parameters as default.

2.4.5 Spectral Angle Mapper

Spectral angle mapper (SAM) is one of the most widely used spectral classi-
fication and mapping techniques in CH field [59], [60]. This is a supervised
algorithm working based on the principle of comparing the spectral signature of
a targeted spectrum in the HSI cube to reference spectra. In this process, each
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spectrum is transformed into a vector in an n-dimensional scatter plot, where
n is the number of wavelengths. The angle α between the reference spectra r
(endmembers) and the observed spectra t are then calculated using the arccosinus
function [105]

α = cos−1

 ∑
n
i=1 tiri√

∑
n
i=1 t2

i

√
∑

n
i=1 r2

i

 (2.12)

The smaller the angle, the greater the similarity between two spectra (endmember
and observed). An angle threshold is set manually such that the spectrum is
classified as similar to an endmember if its angle is smaller than the fixed
threshold. The SAM was performed for the painting object solely using the
software Spectronon (©Resonon). Ten different endmembers have been selected
manually.

2.4.6 Visualisation

After obtaining the clustering results, a post-processing step is performed to
visualise the image segmentation. The cluster centres are first extracted and
plotted to examine the spectral signatures of each group determined. For HCA,
the cluster centre is determined by averaging all the spectra assigned to it, while
for FCM and GMM, the cluster centres are inherent components of the algorithm
and are automatically generated as part of the output. Then, each cluster label
is assigned a specific colour to create the colour map. In the case of the film
dataset, the jet colour scale is employed to enhance the differentiation among
various degradation groups. Conversely, in the analysis of the Signac painting,
the actual visual response, represented by RGB values, is calculated for each
centre spectrum by transforming the hyperspectral vector to RGB space using
the method described in [128]. This approach provides a realistic and intuitive
representation of the pigment groups, where the different colours and mixtures
are visually identifiable.

To perform image segmentation based on the clustering results, each pixel
in the image is assigned a label corresponding to the cluster of the superpixel’s



26 Spatial-Spectral Joined Unsupervised Segmentation for Colourant Analysis

centroid. In other words, if the centroid of the jth superpixel is assigned to
Cluster Ck, all the pixels within that superpixel are labelled with Cluster Ck.
For soft clustering algorithms FCM and GMM, where each spectrum belongs
to multiple clusters simultaneously, the cluster with the maximum possibility is
assigned. This process propagates the cluster assignments from centroids back
to individual pixels, resulting in the creation of a label map. Subsequently, each
pixel is coloured with a designated colour, leading to image segmentation where
each cluster is visually represented by a unique colour.

2.5 Results and Discussion

The segmentation outcomes achieved on both the film and painting datasets
are detailed in the following subsections. Within each case study, a thorough
discussion of the proposed joint clustering approach is presented, accompanied
by a comparative analysis against common practices.

2.5.1 Segmentation on Degraded Films

Spatial clustering results

First, SLIC superpixel segmentation was performed on the four film frames, 21,
22, 23 and 25. Two critical input parameters, the desired number of superpixels
(k) and the compactness, were investigated for the impact on segmentation.
A high number of superpixels can significantly increase the computational
load in subsequent processing steps, while an insufficient number can result in
inadequate division of sub-areas, such as improper grouping of incoherent pixels
and imprecise adhering to object boundaries. The compactness influences the
shape of superpixels, with the higher number leading to more regularly formed
contours.

As illustrated in Figure 2.4, presenting frame 22 as an example, various k
values ranging from 500 to 2,000 superpixels and the compactness from the
lowest to highest were tested. As shown in Figure 2.4a, when using an insufficient
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number of superpixels, larger segmented areas are achieved, sacrificing the finer
details. For instance, the thin painting frames are not clearly defined and have
merged with nearby background pixels on the wall. By increasing the number
to 2,000 (Fig. 2.4c), the finest contours of the human figure, the support of the
lamp, and the painting frames are successfully captured and it was determined to
be sufficient. On the other hand, with the lowest compactness (Fig. 2.4a-c), the
generated superpixel grids are irregularly shaped, conforming to the contours
of image content. Conversely, when the compactness increased to 20 (Fig.
2.4e), the segmented superpixels were more geometrically shaped and sacrificed
the fine details. Thus, the number of 2,000 superpixels and compactness of 1
were chosen for the following tests. Consequently, the four film frames were
segmented into 1,822, 1,864, 1,898, and 1,882 superpixels, averaging 659, 644,
632, and 638 pixels per superpixel, respectively. The spectral centroids of each
superpixel were extracted and concatenated together to form the input matrix
for the following spectra clustering. This reduces the data set size from 4.8
million spectra to 7,466 spectra with variations coming from all degradation
areas, maintaining full spectral resolution.

As a comparison, the simple grid-based data reduction is also applied (Fig.
2.4f). Grid size of 25x25 pixels was chosen to obtain a comparable size of
divided areas (625 pixels per sub-image). Similarly, the spectral centroid of each
sub-image is averaged and extracted to form the input matrix, obtaining 7,680
spectra combining all four frames.

Parameter analysis via grid-based approach

The initial phase of the tests involved assessing the effectiveness of various
clustering algorithms on a single film frame. In contrast to paintings, where
areas painted with distinctive pigments exhibit unique chemical compositions
and distinctive spectral characteristics, all pixels in a film share similar chem-
ical constituents and spectral responses. These constituents consist of yellow,
magenta, and cyan dyes, each combined in different proportions at every pixel
during exposure to imaging objects. Their visible spectra all share similar broad
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Fig. 2.4 Spatial segmentation results obtained on frame 22: a-c) 500, 1,200, and
2,000 superpixels with the compactness of 1, d-e) 2,000 superpixels with the
compactness of 5 and 20, and f) 25x25 geometric grid.

absorption positions, at around 430 nm (corresponds to the yellow dyes), 550 nm
(magenta), and 650 nm (cyan), with variations primarily in intensities. However,
the inevitable degradation process introduces non-uniform loss of dye content
across the image, while also being non-linear across the three dye types. No-
tably, the residual dye density is a complex interplay between the original image
content and the degree of degradation. This means that pixels subjected to the
same level of degradation may exhibit different spectral intensities, and pixels
with similar density of residual dyes can vary slightly in spectral signatures.
Therefore, while film data sets exhibit fewer spectral variations compared to the
painting case (presented in section 2.5.2), the magnitude of colour loss is subtle
and nuanced to capture. Hence, the effective segmentation of diverse degradation
groups is challenging but crucial for the future digital restoration process.

The spectral clustering methodology using HCA was first developed and
tested on grid-extracted centroid data (Fig. 2.4f) to explore the best parameter
combinations. As introduced in Section 2.4, in HCA, the optimal number of clus-
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ters is explored and determined after the hierarchical cluster tree is constructed.
Figure 2.5 illustrates the results obtained on film frame 22 with 10 clusters,
through different algorithmic parameter combinations. Three metrics (Euclidean,
Chebychev, and Cosine distance) and four linkage methods (Complete, Single,
Average, and Weighted) were tested. Due to the lack of ground-truth values,
quantitative analysis was not able to be conducted. Nevertheless, distinct degra-
dation features serves as crucial indicators, allowing for a qualitative evaluation
of the segmentation effectiveness. As marked on Figure 2.5, the identification
and separation of the less degraded corners (A1 and A4), the yellowish stains
(A2), and the remained magenta area surrounded by the stain (A3) are major
considered.

Out of the twelve combinations tested, the majority yielded successful re-
sults in segmenting the image based on dye densities, with the exception of
Single linkage. Single linkage tends to generate long and thin clusters due to
its reliance on the smallest distance between objects in two clusters, favour-
ing the separation of outliers. This characteristic, advantageous for clustering
galaxies in astronomy [70], posed crucial limitations in our context. In contrast,
Complete linkage, which relies on the largest distance and produces highly
compact clusters, demonstrated superior performance. It is the only one that
successfully separated the upper-left corner (A1) from the rest of the stained
area. The Average and Weighted Average methods allowed segmentation based
on major variances but were less sensitive to small variations compared to the
Complete method, only successful in detecting A4 area. On the other hand, the
choice of metric had a less pronounced impact compared to the linkage functions,
which significantly influenced the shape of final clusters. The results among the
three metrics are comparable, with Chebychev metric combined with Complete
linkage outperformed the rest, clearly delineating the yellowish stain (A2) and
separating the surrounded A3 area.

While this initial application of HCA to the film dataset successfully seg-
mented main degradation features, the precision and accuracy of the segmen-
tation should still be improved. The current limitation lies in the use of fixed
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Fig. 2.5 Comparison of the segmentation results obtained on film frame 22 using
hierarchical clustering with different combination of algorithmic parameters.
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grids for sub-image division, resulting in rigid boundaries between adjacent
sub-images and restricting the final image resolution. Given that the restoration
requires highly accurate treatment, especially in CH, the spatial relationship of
the pixels must be considered in addition to the spectral dimension.

Joint spatial-spectral clustering

The joint spatial-spectral clustering methodology was then tested and applied.
The initial phase of the tests involved assessing the effectiveness of various
clustering algorithms, first the hard clustering algorithm HCA and then the soft
clustering techniques, on a single film frame. After a thorough examination, a
threshold of 10 clusters was found to yield the most efficient results. Figure 2.6
a, c, e, and f depict the segmentation results conducted on frame 22, with the 10
clusters (C) mapped back to the original image. An arbitrary colour scale was
employed to maximize the visual distinction between clusters. This approach
effectively captured overall data variations, distinguishing areas with varying de-
grees of degradation, including the most extensively degraded yellowish regions
(C2, C3, C4, and C9), less degraded magenta sections (C1 and C5), and less
degraded darker areas (C6, C7, C8, and C10). Figure 2.6b, d, f, and h illustrate
the spectral centres associated with each cluster.

The primary distinctions among clusters mainly relate to overall spectral
intensity, featuring a shared broad absorption peak around 550 nm that gradually
decreases in reflectance. For the most extensively degraded group, denoted as
C2, the peak is nearly completely lost. In contrast, the least degraded group, C10,
exhibits another absorption peak around 650 nm indicating a slight preservation
of cyan dyes. However, cluster C9, partially covering the most degraded region,
also included a small portion of less degraded pixels with very light dye density,
as seen on the upper-left corner of the wall and the newspaper on the desk.
Similarly, clusters C1 and C5, characterized by less degradation and middle dye
density, exhibit overlap with the highly degraded region, such as areas on the
painting and the sofa. Notably, the spectral characteristics of C5 and C9 are
highly similar (Fig. 2.6b), with their spectral centres almost parallel to each other
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and a difference in reflectance intensity of less than 0.1. This small variation
challenges HCA’s ability to differentiate, often leading to the mislabeling of
pixels at the border of these two groups. Furthermore, it is worth noting that
while HCA minimizes differences within each cluster, it lacks a mechanism
to maximize variations between clusters. Consequently, cluster sizes tend to
become imbalanced, with smaller clusters persisting even in the later stages. As
we attempt to increase the number of clusters for finer data partitioning, larger
clusters divide, but smaller, less meaningful clusters are often extracted which
increases the difficulties in interpreting the results.

The results are improved upon transitioning to soft clustering techniques,
specifically Fuzzy C-Means (FCM) and Gaussian Mixture Models (GMM).
Figure 2.6c provides a visual representation of the segmentation achieved using
FCM with 10 clusters. The regions with varying dye densities are effectively
partitioned, as the results obtained through HCA. The less degraded darker areas
are covered by clusters C2, C7, C8, and C10, with C8 characterising the least
degraded region, in a shape similar to C10 of HCA results. For areas with
light dye density, FCM successfully distinguished extensively degraded regions
(C1, C3, and C9) from the less degraded surroundings (C4, C5, and C6). FCM
exhibits greater precision in separating two distinct degradation states, as evident
in the clearer distinction between clusters C3 and C6. However, cluster C1
continues to mix pixels of high dye content, encompassing pixels from both the
highly degraded areas, such as the painting in the centre of the wall, and the less
degraded surroundings, including the upper-right corner.

This ambiguity is also reflected in the spectra centres (Fig. 2.6d) where FCM
tends to form cluster centres that differ primarily in intensity but are uniform
in spectral characteristics. Specifically, clusters C1 in both HCA and FCM
correspond to the less degraded pixels in the upper-right corner. In HCA, C1
retains a spectral curvature similar to the least degraded group C10, distinct from
spectra centres with similar intensity. However, in FCM, C1 is smoothed and
averaged to fit into a compromised stage, consequently encompassing pixels
with distinct spectral signatures.
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Fig. 2.6 Comparison of the spectral clustering results obtained on film frame
22. First row, the segmented images marked with false colour scale via a)
HCA (chebychev metric, complete method, 10 clusters), b) FCM (10 clusters,
exponent of 2), c) GMM (10 clusters, regularization = 0.01) and d) GMM (7
clusters, regularization = 0.01) respectively. Second row, the corresponding
cluster centres obtained by e) HCA, f) FCM, g) GMM (10 clusters) and h) GMM
(7 clusters).
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In this context, GMM demonstrated superior performance compared to FCM
in efficiently capturing subtle spectral signatures. As opposed to FCM, which
relies on distance-based similarity measurements like in hard clustering, GMM
assumes that the data patterns within each cluster follow a Gaussian distribu-
tion. By computing Gaussian components more sensitive to spectral shapes,
GMM succeeds in detecting patterns in ambiguous data, rather than primarily
influenced by overall intensities. As depicted in Figure 2.6e, the segmentation
achieved using GMM with 10 clusters shows impressive results. The contours
of the most degraded yellow stain were accurately captured, with these areas
assigned to clusters C5, C3, and C9, while the surrounding magenta regions
were appropriately grouped into clusters C1, C4, and C8. Visual examination of
the RGB ground truth (Fig. 2.1) confirms that these two degradation stages are
well-separated, eliminating the misclassifications observed in HCA and FCM.
Specifically, the accurate partition of the newspaper on the table into two degra-
dation groups, C5 and C8, is achieved for the first time, even though they are
extremely similar in spectral intensities. Within this partition, C8 represents
the less degraded magenta areas, while C5 is within the extensively degraded
group, situated primarily on the wall. This clear separation is also observed in
the painting hanging on the left of the wall.

The efficient segmentation achieved by GMM is also reflected in the spectral
centres, as illustrated in Figure 2.6f. Analyzing the six clusters from the above-
mentioned two degradation groups reveals pairs of clusters for comparison: in
sequence decreasing in reflectance intensity, C5 and C8 the light dye density
pair, C3 and C9 the middle-density pair, and C9 and C4 the higher-density pair.
Within each pair, the former cluster, resembling the most degraded yellowish
areas, exhibits a less pronounced absorption curvature of around 550 nm, as
compared to the latter cluster which has a better preservation state of magenta
dyes that absorb mainly around 550 nm. Even when reducing the number of
clusters, this fine separation of various degradation degrees was retained, evident
in Figure 2.6g and h. GMM efficiently captures the total variances of degradation
patterns with a minimum of 7 clusters. Two clusters, C2 and C6, successfully
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depicted the yellowish region, while clusters C3 and C7 accurately captured the
surrounding magenta areas.

Collective segmentation

Based on its superior performance demonstrated on a single frame, GMM was
subsequently applied to perform collective segmentation across the entire dataset.
The input data consisted of superpixel centroids concatenated from all four
frames (21, 22, 23 and 25), including a broader range of spectral signatures.
After the model was trained, it was applied to each individual frame to predict
the cluster membership of each pixel. The results of this collective approach are
shown in Figure 2.7.

Fig. 2.7 The RGB images of frames 21, 22, 23, and 25 (a-d) and the collective
segmentation results marked in false colour using GMM models (e-h).

It was determined that employing a total cluster number of 13 yielded the
most efficient segmentation. As a result, the diverse degradation stages present
within each frame were effectively separated, while across all frames, areas
exhibiting similar degradation signatures were assigned to the same cluster. In
more detail, the fine contour of the extensively degraded yellowish region in
frame 22 was well captured as achieved in the single frame case. Frame 21,
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characterized by minimal degradation, was segmented mainly based on image
content into its light whitish part (C3), middle-tone portion (C8), and dark bluish
area (C9). Frame 23, presenting a transition from better-preserved bluish colour
(on the right) to slightly degraded purplish hues (on the left), was also effectively
segmented. Notably, the well-preserved bluish sections in frame 23 shared
clusters (C7 and C9) with frame 21, indicating the least degraded state. On the
other hand, the slightly degraded purplish sections were labelled with distinct
clusters (C8 and C5), reflecting their unique appearance across all frames. In the
case of frame 25, which displayed a degradation state comparable to frame 22
but featured different degradation stain patterns, similar clusters with frame 22
were assigned. Both frames 22 and 25 represented cluster C13, designating the
less degraded magenta areas, while C1 and C10 corresponded to the extensively
degraded yellowish regions. However, the yellowish stain that extended to the
darker lower half of frame 25 is not captured, as it merged with a larger cluster
C2 of less degraded magenta colour. Besides those clusters shared with frame
22, another cluster C6, corresponding to the darkest pixels in the image, was the
same cluster of purplish middle tone on frame 23, indicating a slight degradation
stage.

The spectral centres depicted in Figure 2.8 further highlighted the superior
ability of GMM to model the spectral variations. Besides modelling the nice
spectral response of degradation as in the single frame case, it’s also worth
noticing that cluster C3, primarily associated with frame 21, was the sole cluster
characterized by a higher proportion of cyan dyes than magenta, as indicated
by a larger absorption peak at 650 nm than 550 nm. Meanwhile, cluster C8,
mainly presented in frame 23, exhibited a pronounced absorption curvature
while decreased in the cyan range (650 nm), corresponding to its pinkish appear-
ance with a slight degradation of cyan dyes. Thus, GMM effectively captured
both dimensions of data variation, the dye content, and the degradation degree,
as represented in the segmentation results and reflected in the defined cluster
centres.
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Fig. 2.8 The spectra centres extracted in the collective segmentation of film
dataset using GMM models.
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In summary, GMM outperformed HCA and FCM at capturing small, distinct
spectral variations within the data, making it more effective at identifying and
segmenting various degradation areas in films. Furthermore, as the ultimate goal
is the digital restoration of the degraded film, it is crucial to achieve a coherent
and high-quality image after compensating the diverse degrees of degradation.
When employing hard clustering techniques, especially with the grid-based data
reduction method, the boundaries between different fading areas are sharp and
require additional efforts to smooth these boundaries for a better visual result.
This issue is addressed by superpixel spatial segmentation and soft clustering
techniques. Given that the algorithms produce a posterior possibility matrix, the
corrections applied to each degradation group can be effectively weighted by this
matrix. Pixels situated at the border of two groups usually exhibit comparable
possibility scores for both groups, resulting in a smooth transition along the
border, even without the need for additional filtering.

2.5.2 Segmentation on Neo-impressionist Painting

Spatial clustering results

Like discussed in the previous section, in the case of Signac’s painting, 75,000
superpixel was identified as the most efficient input value for k, while enabling
the generation of an output matrix size still within our computational capabilities
for subsequent steps. The original image, with spatial dimensions of 6,481 x
4,457 pixels (nearly 29 million spectra), was effectively partitioned into 74,697
compact and visually coherent regions (superpixels). These superpixels exhibit
an average size of 387 pixels, with the smallest and largest superpixels con-
taining 97 and 1,461 pixels respectively. As evident in Figure 2.9c and d, this
number of superpixels facilitated the effective capture of different paint dots,
with boundaries conforming to the artistic brush strokes and adjusting to varying
sizes.

In further detail, the various shades of blue in the sea juxtaposed with each
other (as could be seen in the RGB image Fig. 2.9a) were distinctly separated
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Fig. 2.9 Enlarged areas of the original painting (a and b) and superpixel partition
results obtained on Signac’s painting (c and d, k=75,000).
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into discrete superpixels. Similarly, the irregularly shaped pink, blue, and yellow
dots placed next to each other in the lower part of Figure 2.9d were clearly
defined. Furthermore, it’s noteworthy that the thin outlines are mostly captured
as well, exemplified by the female figure in Figure 2.9c (indicated by Arrow 1).
However, the algorithm faces limitations in precisely delineating exceptionally
thin outlines, such as that on the male figure (indicated by Arrow 2) in Figure
2.9b, which is approximately 3 pixels wide. The superimposing straight lines
of blue, yellow, and violet colour in the upper part of figure 2.9b (indicated by
Arrow 3) were also beyond the limit of the algorithm to be clearly defined, and
compounded by the limited spatial resolution of HSI data.

Spectral Angle Mapper results

The dataset associated with Paul Signac’s painting was 6 times larger and more
complex than the films studied previously. This dataset exhibited a wider range
of variations, including highly diverse spectral signatures and varying inten-
sities, resulting from the different pigment compositions and their numerous
mixtures. In this case, the supervised algorithm Spectral Angle Mapper (SAM)
was employed as a reference and comparison to the proposed approach. Then,
the same methodological approach was systematically tested to classify the
VIS-NIR spectra into clusters and generate corresponding mappings, starting
from the unsupervised hard clustering techniques HCA (H), to the soft clustering
techniques FCM (F), and GMM (G).

The complete pixel-wise identification of the painting using SAM is shown
in Figure 2.10. The rough location of the 8 major pure pigments was correctly
identified as compared to the original RGB image (Fig. 2.2): two cobalt blue
(CoO.Al2O3), one bright and one dark according to the proportion of white [13],
vermilion (HgS) [2], undetermined yellow, viridian green (Cr2O3.2H2O)[144],
copper and arsenic-based green (Scheele green or emerald green (3 Cu(AsO2)

2.Cu(CH3COO)2) [71]) [89, 16], cochineal lacquer [75, 38], undetermined white,
cobalt violet (Mg3−xCox(AsO4)2 . x H2O) [50, 37] and one mixture of vermilion
and undetermined yellow. The pure pigments were previously identified using
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a database of known pigments and selected as endmembers as introduced in
section 2.4.5. Only one pigment mixture (vermilion and yellow) was incorporated
as supplementary endmember due to its predominant presence on the canvas.
The extracted endmembers are illustrated in Figure 2.11 and the identification
associated with each endmember is summarised in Table 2.1.

Fig. 2.10 Complete painting segmentation results generated using SAM (10
clusters).

Although the pixel-wise supervised identification gives a quick and com-
putationally inexpensive result, where each spectrum is compared against the
10 reference endmembers, SAM’s results rapidly presented several limitations.
First, it is heavily dependent on the choice of representative endmembers, espe-
cially when dealing with 29 million spectra. By taking the spectra of the purest
pigments, all the minor variations in spectra caused by alteration or pigment
mixtures were ignored. Second, given the vast number of spectra, determining a
suitable threshold became a delicate balance between accuracy and efficiency.
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SAM
Cluster name HSI results Identification
Endmember 1 Three absorption maxima: 545

nm, 585 nm and 630 nm
Cobalt blue
(CoO.Al2O3)

Endmember 2 Three absorption maxima: 545
nm, 585 and 630 nm

Cobalt blue
(CoO.Al2O3)

Endmember 3 Sigmoid form, maximum of the
first derivative: 590 nm

Vermilion (HgS)

Endmember 4 Maximum of reflection at 520
nm, small inflexion at 700 nm

Viridian green
(Cr2O3.2H2O)

Endmember 5 Two maxima of absorption: 530
nm and 590 nm

Cobalt violet
(Mg3−xCox(AsO4)2. x
H2O)

Endmember 6 Two absorption maxima
log(1/R): 522 and 552 nm

Cochineal lake

Endmember 7 Linear reflectance around 1 Undetermined white
Endmember 8 Sigmoid form, maximum of ab-

sorption at 450 nm, maximum
of reflection reached around 709
nm, maximum of the first deriva-
tive: 526 nm

Undetermined yellow

Endmember 9 Maximum of reflection at 525
nm (broad peak), maximum of
absorption from 650 nm

Copper and arsenic-
based green (Scheele
green or emerald
green (3 Cu(AsO2)
2.Cu(CH3COO)2)

Endmember 10 Inflection at 550 nm, maximum
of absorption at 450 nm, maxi-
mum of reflection from 709 nm

Vermilion and yellow

Table 2.1 Spectral characteristics and identified pigments for each endmember
in SAM.
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Fig. 2.11 The associated endmembers used in SAM.

A lower threshold value left many pixels unassigned, as marked in black in
Figure 2.10, while a higher threshold, aimed at efficiently identifying more pix-
els, increased the likelihood of misclassification, such as assigning the pigment
mixtures not included in the endmembers to the wrong group of single pure
pigment. Moreover, the insensitivity to variations in spectral intensities of SAM
makes it unable to represent the different shades of blue or green used by Signac
to create his contrast. In this context, we found it more promising to reduce the
dataset using SLIC and subsequently apply unsupervised clustering algorithms
for identifying and mapping a wider range of pigment mixtures and degradations.

Hard clustering results

Unsupervised hard clustering HCA was then applied based on the superpixel
centroids. Cosine metric is selected due to its similarity to the SAM algorithm’s
settings in distinguishing spectral shapes. Figure 2.12 shows the most effec-
tive results obtained with a threshold set at 20 clusters, and the centre spectra
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of each cluster are illustrated in Figure 2.13. Then, the pigments associated
with each cluster were interpreted by comparing the cluster centres to the ref-
erence database, and the key spectral features and the identification results are
summarised in Table 2.2.

Fig. 2.12 Complete painting segmentation results generated using HCA (20
clusters, Complete linkage method and Cosine metric).

As listed in Table 2.2, this clustering included the same pure pigments,
as manually identified previously, except for vermilion which is only found
mixed with yellow (C6H). Additionally, the algorithm successfully distinguished
a larger number of mixtures that took into account the variation in overall
spectral intensity, resulting from an increasing quantity of white pigments [95].
Consequently, 6 different clusters of cobalt blue (C3H, C4H, C7H, C11H, C12H,
C18H), each with varying levels of white pigments, were differentiated and
mapped (Fig. 2.12). HCA revealed unidentified spectral mixtures characteristic
of : i) cochineal lacquer and cobalt blue (C17H - result of superimposition of



2.5 Results and Discussion 45

Fig. 2.13 Cluster centres extracted through HCA.

two dots of cochineal lacquer on cobalt blue), ii) viridian green and yellow (C1H,
C10H), and iii) mixture of cobalt blue and viridian green (C8H, C19H). The
latter combination was employed very occasionally by Signac to paint the darker,
almost black dots on the “pétanque” balls, respecting his preferences to avoid
all black pigment. In this way, the HCA results offered valuable insights into
Signac’s palette, particularly with regard to his various mixtures.

However, some recurring problems of this algorithm persist. As previously
explained on film samples, the size of certain clusters is not homogeneous. Some
clusters are too small and could potentially be combined with another cluster
without losing information, i.e. C10H of viridian green is composed of only 98
superpixels, while others are overly large, such as C5H of yellow composed of
14 934 superpixels which includes white dots or paler yellows that should be
separated into different clusters.
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HCA
Cluster name HSI results Identification
C3H, C4H,
C7H, C12H,
C18H

Three maxima at 544 nm, 582
nm and 622 nm

Cobalt blue

C11H Three maxima at 544 nm, 582
nm and 622 nm. High reflection
>0.8

White with some cobalt
blue

C8H Three maxima at 544 nm, 582
nm and 624 nm, small inflexion
at 710 nm

Viridian and cobalt

C19H Maximum of reflection at 510
nm, maximum of absorption
from 580 nm to 711 nm, in-
crease of the reflection

Viridian and cobalt

C17H Maximum of absorption from
517 nm to 572 nm, small inflex-
ion at 625 nm

Cochineal lacquer and
cobalt

C6H Two inflexions at ∼ 506 nm and
∼565 nm. Maximum of the first
derivative at 587 nm, another
maximum at 467 nm

Vermilion and yellow

C1H, C10H Maximum of reflection at 520
nm, small inflexion at 704 nm

Yellow and viridian

C5H Shape of sigmoid, minimum of
reflection at 452 nm and max-
imum reached around 750 nm,
inflexion from 540 to 700 nm,
maximum of the first derivative
at 471 nm

Yellow

C13H Shape of sigmoid, minimum of
reflection at 452 nm and max-
imum reached around 750 nm,
maximum of the first derivative
at 484 nm

Yellow

C14H Two maxima of absorption at
528 nm and 571 nm

Cobalt violet

C15H, C9H Maximum of reflection at 510
nm, small inflexion at 704 nm

Viridian green

C2H Two maxima of absorption at
520 nm and 550 nm

Cochineal lacquer

C16H Maximum of reflection at 533
nm (broad peak)

Copper and arsenic-
based green

C20H Maximum of reflection at 505
nm (broad peak)

Copper and arsenic-
based green

Table 2.2 Spectral characteristics and identified pigments for each cluster in
HCA.
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Soft clustering results

The soft clustering algorithms, FCM and GMM, were then tested. The most
effective results were obtained with 25 clusters as explained in the methodology
section 2.4.3. Figure 2.14 and 2.15 present the mapping results corresponding to
FCM and GMM clusters respectively. The cluster centres and the identification
of each cluster are presented in Figure 2.16 and 2.17 and listed in Table 2.3 and
2.4. Upon general observation, it is evident that the cluster centres produced by
FCM exhibit a higher uniformity in spectral features, displaying similar peak
positions with varying intensities divided into steps (Fig. 2.16). In contrast,
the GMM clusters present a greater diversity in spectral signatures with more
intermediate colour mixtures captured (Fig. 2.17).

As a result of careful inspection, FCM and GMM algorithms both distin-
guished the following pure pigments: cobalt blue, viridian green, cobalt violet,
cochineal lacquer, undetermined white, and undetermined yellow like HCA.
However, FCM was not successful in distinguishing the Scheele or Emerald
green, unlike HCA and GMM algorithms. In the case of more complex pigment
mixtures, soft clustering algorithms have provided insights into a wider range
of compositions. Five different mixtures of two pigments have been identified
inspecting the FCM spectral centres: once more, i) mixtures of vermilion and
undetermined yellow (C7F, 18F), ii) mixtures of cochineal lacquer and cobalt
blue (C5F), and iii) a mixture of viridian green with cobalt blue (C9F, C19F).
GMM further expended the mixtures distinguished, including vermilion and
undetermined yellow (C6G, C15G), cobalt blue and undetermined yellow (C8G),
as well as mixtures of cochineal lacquer and cobalt blue (C3G, C9G, C17G), and
a mixture of viridian green with cobalt blue (C1G, C24G). In total, five different
pigment mixtures are distinguished by the FCM, while eleven different mixtures
are recognised by the GMM, without taking into account mixtures with white.

An enlarged area of the painting and the main associated clusters are pre-
sented in Figure 2.18. The pink dots on the dancer’s dress as presented in Figure
2.18 a-c illustrate, however, the difficulties encountered by FCM to distinguish
some small variations in the spectrum. GMM demonstrated its ability to effec-
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FCM
Cluster name HSI results Identification
C3F, C6F,
C13F, C14F,
C16F, C21F,
C22F

Three maxima at 544 nm, 582 nm and
622 nm

Cobalt blue

C7F, C18F Sigmoid shape with two inflection at
∼503 nm and ∼564 nm. Maximum of
reflection of the first derivative at 588
nm, another maximum at 467 nm

Vermilion and
yellow

C10F Maximum of reflection at 514 nm, small
inflexion at 704 nm

Viridian green

C9F, C19F Maximum of reflection at 500 nm, small
inflexion at 710 nm

Viridian green
and cobalt blue

C2F Maximum of absorption at 523 nm and
580 nm (broadband), maximum of re-
flection at 473 nm

Cobalt violet

C12F, C15F Two maxima of absorption at 520 nm
and 555 nm

Cochineal lac-
quer

C5F Two maxima of absorption at 520 nm
and 570 nm (broadband), small inflexion
at ∼640 nm

Cobalt blue
and cochineal
lacquer

C4F, C24F Quite linear and high reflectance >0.8 Undetermined
white

C1F, C8F, C23F Minimum of reflection at 451 nm, max-
imum of reflection reached around 740
nm, maximum of reflection of the first
derivative: 476 nm and 516 nm (C1G),
521 nm (C8F), 483 and 516 nm (C23F)

Undetermined
yellow

C11F, C17F,
C20F, C25F

Minimum of reflection at 451 nm, max-
imum of reflection reached around 740
nm, inflexion around 530-740 nm, maxi-
mum of reflection of the first derivative:
480 nm (C11F), 481 nm (C17F), 472 nm
(C20F), 469 nm (C25F)

Undetermined
yellow

Table 2.3 Spectral characteristics and identified pigments for each cluster in
FCM.
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GMM
Cluster name HSI results Identification
C10G, C13G,
C22G

Three maxima at 545 nm, 584 nm and
627 nm

Cobalt blue

C6G, C15G Sigmoid shape with two inflection at
∼503 nm and ∼562 nm. Maximum of
reflection at ∼585 nm, two others maxi-
mum at ∼467 and ∼526 nm

Vermilion and
yellow

C7G, C11G,
C21G

Maximum of reflection ∼510 nm, small
inflexion at 704 nm

Viridian green

C25G Two maxima of absorption at 530 nm
and 568 nm (broad band) until 590 nm

Cobalt violet

C19G high reflectance >0.8 Undetermined
white

C5G, C16G,
C18G

Sigmoid shape, minimum of reflectance
at 452 nm and maximum of reflectance
reached at 700 nm, maximum of the
first derivative: 468 nm (C5G), 473 nm
(C16G) and 518 nm (C18G)

Undetermined
yellow

C12G, C20G,
C23G

Maximum of reflection at 520 nm, mini-
mum of reflection at 606 nm and small
inflexion at 705 nm

Undetermined
yellow and
viridian

C14G Maximum of reflection at 500 nm, min-
imum of reflection at 578 nm, small in-
flexion at 705 nm

Copper and
arsenic-based
green (+some
viridian green)

C1G, C24G One maximum of reflection at 497 nm,
three minima of reflection at ∼547 nm,
584 nm and ∼631 nm, small inflection
at 705 nm

Viridian green
and cobalt blue

C2G, C4G Two maxima of absorption at 520 nm
and 555 nm

Cochineal lac-
quer

C3G, C9G Two maxima of absorption at ∼518 nm
and 555 nm, small inflection at ∼628
nm

Cochineal lac-
quer and cobalt
blue

C17G Maximum of absorption at 555 nm
(broadband) and inflexion at 627 nm

Cochineal lac-
quer and cobalt
blue

C8G Two maxima at ∼543 nm and ∼580 nm,
small inflection at 624 nm

Cobalt blue and
undetermined
yellow

Table 2.4 Spectral characteristics and identified pigments for each cluster in
GMM.
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Fig. 2.14 Complete painting segmentation results generated using FCM (25
clusters, exponent=2).

tively distinguish this small pigment subgroup, which is correctly represented
as pink in Figure 2.18c, while in FCM results these dots were inaccurately rep-
resented as yellow (Fig. 2.18b). Cochineal lacquer is characterised by the two
minimum reflections at 520 and 555 nm [75], as precisely reproduced by GMM
(C2G and C4G) (Fig. 2.18g). On the contrary, FCM failed to distinguish these
unique spectral signatures, misclassifying them along with other yellow dots in
the grass (C25F) (Fig. 2.18f).

Moreover, as shown by Figure 2.18e, three spectra (C12G, C20G, C23G)
of the green clusters generated by GMM stand out from the others. Notably,
the spectra of these clusters have an absorption maximum shifted to the highest
wavelength at 520 nm, while hydrated chromium oxide (viridian green) alone
has a maximum absorption at 510 nm ( C7G, C11G, C21G in Figure 2.18e, and
C10F in Figure 2.18d) [144]. This type of shift is generally due to variations
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Fig. 2.15 Complete painting segmentation results generated using GMM (25
clusters, regularization=0.01).

in the pigment particle size or to the presence of another material [83],[116].
The spectra obtained by GMM corresponded in our case to a mixture of viridian
green and yellow at 520 nm. These results particularly highlight the contrast of
hues, dear to Signac to represent the vibration of his grass.

However, regarding the pure pigment mixed with white, the largest variety
of blue tones are identified with FCM, i.e. 7 with FCM (C3F, C6F, C13F, C14F,
C16F, C21F, C22F) against 3 with GMM (C10G, C13G, C22G) (Table 2.3 and
2.4). The different proportions of white mixed in those clusters mainly lead to
changes in spectral intensities, without altering the absorption positions [95].
On this point, FCM is more sensitive in capturing the variations in intensities,
leading to a better illustration of the contrast of tone used by Signac to represent
ripples in the sea (Figure 2.14).
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Fig. 2.16 Cluster centres extracted through FCM.

The same results were observed for the yellow dots. FCM identified 7
different shades of yellow (C1F, C8F, C11F, C17F, C20F, C23F, C25F) while
GMM obtained only 3 clusters (C5G, C16G, C18G). As marked with a false
colour scale in Figure 2.19a (FCM) and Figure 2.19d (GMM), the location of
each cluster is clearly mapped. This finer partition of FCM provides a more
refined representation of the yellow tones close to the real painting, as depicted
with the converted colours from spectral centres in Figure 2.19b, compared
to the GMM clusters with less gradient (Figure 2.19e). The spectral centres
related to each cluster are plotted in Figure 2.19c and f. Some spectra of FCM
showed a decrease in intensity (C1F, C8F, C23F). The diminution of reflectance
between each cluster is around 0.1 and can be due to a decreasing quantity of
white. The C18G of GMM algorithm has the same sigmoid shape and quite
the same intensity as the cluster C23F of FCM algorithm (0.02 of difference).
Some other clusters in FCM algorithm showed the same decrease of intensity
as well as an inflection in the 530 - 740 nm range (C25F, C20F, C11F, C17F).
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Fig. 2.17 Cluster centres extracted through GMM.

The same inflexion and shape of the sigmoid are observable on the two spectra
of GMM: C5G and C16G. This inflexion, like the drop-in intensity, could be a
clear sign of the deterioration of certain dots in the canvas. This would explain
the general discolouration of the yellow grass. While direct exposure to daylight
may have accelerated the process, it’s worth noting that Signac himself was
already aware of the issue: “the bright cadmium in two days turned into a
dirty greenish brown” Paul Signac, Journal, 14 July 1894 [183]. However, the
inflexion visible in the 530-740 nm range may suggest a sign of degradation
of chromium-based pigments rather than cadmium. Indeed, a similar inflexion
appears during the aging of PbCrO4 and PbCr0.2S0.8O4 in linseed oil in [141],
whereas this inflexion is not observed nor correlated to the degradation of CdS,
cadmium yellow pigment in linseed oil [140]. Signac may have changed the
nature of his yellow pigments in response to the problem of colour changes
during retouching.
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Fig. 2.18 Detail area of the original image (a) and the map obtained by b) FCM
(25 clusters), and c) GMM (25 clusters), supported by some spectra of green
dots identified by d) FCM and e) GMM, and some others characteristic spectra
of f) FCM and g) GMM.

In summary, the results presented above highlight the distinct strengths of
FCM and GMM in handling spectral data. FCM excels in its sensitivity to
variations in overall intensities, effectively partitioning pure pigment groups
based on a range of hues. Conversely, GMM demonstrates its superior precision
in capturing subtle spectral changes, enabling the accurate differentiation of
diverse materials and their combinations. These differences between FCM and
GMM may be attributed to their initialisation strategies [213]. For Signac’s
dataset, the size of different pigment groups is unevenly distributed. For instance,
there are approximately 24% of cobalt blue dots and 16% of undetermined
yellow dots on the canvas, while only 2.5% of cochineal lacquer and 0.1% of
Scheele or Emerald green. Consequently, since FCM takes initial cluster centres
randomly, larger pigment groups associated with more data points are more likely
to be over-represented by assigning more cluster centres relating to it, potentially
leading to the neglect and merging of smaller groups into larger clusters. On the
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Fig. 2.19 Maps of yellow clusters marked in false colours, real RGB colours,
and their associated spectra obtained by FCM (a-c) and GMM (d-f).
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contrary, GMM initialises the cluster centres based on a k-means algorithm [10],
which initially filtered all data points based on spectral features.

Furthermore, the distance measurement metrics and objective functions
employed in the two algorithms could have significantly contributed to the
observed differences in results. On one hand, the classical FCM algorithm
employed relies on the Euclidean metric as its distance measurement function in
the cluster updating stage. This metric naturally tends to yield intensity-based
partition and favours the formation of spherical clusters, where data points are
distributed more uniformly around a cluster centre. On the other hand, the
GMM algorithm models the data points as a combination of multiple Gaussian
distribution components with specific mixing coefficients as their weights and
optimises the log-likelihood of data points to a component centre. This inherent
flexibility allows GMM to form nonspherical and unbalanced clusters that can
accurately capture more complex underlying data patterns.

As a result, both the FCM and GMM clusters exhibit an average size of 2,988
spectra, while significantly different in the standard deviations (1,009 for FCM
and 2,857 for GMM). GMM produced the largest cluster comprising 10,087
spectra (C22G), associated with cobalt blue along with two other substantial
clusters each containing over 7,000 spectra (C10G and C13G). In contrast,
FCM’s largest cluster contains only 4,800 spectra, also in the blue category,
accompanied by six moderately-sized clusters (Table 2.3), each averaging around
3,000 spectra. Conversely, GMM generated very small clusters, including the
tiniest one with only 96 spectra dedicated to pure viridian green (C21F), and
several other clusters of hundreds of spectra, such as a 137 spectra cluster
representing Scheele or Emerald green, a 163 spectra cluster for unmixed white,
and a 399 spectra cluster denoting cochineal lacquer. On the other hand, FCM
yields just one cluster with fewer than a thousand spectra, C24F, with 686
spectra presenting mixed white. Scheele or Emerald green and cochineal lake
are integrated into the larger groups.

Thus, in essence, FCM excels in depicting variations within substantial
material categories, while GMM is adept at capturing unbalanced or non-uniform
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data patterns. These distinct advantages of soft clustering techniques have not
only contributed to a more comprehensive understanding of Signac’s palette but
also paved the way for future re-colourisation attempts, enabled by the precise
localisation of degraded pigments.

2.6 Conclusions and Perspectives

In this chapter, we explored the application of machine learning algorithms to
address complex identification and classification problems. We have developed
an innovative data processing pipeline combining both spatial and spectral
clustering techniques to extract and map spectral signatures, for diverse types of
data from both film samples and Paul Signac’s painting. The SLIC superpixel
algorithm has effectively reduced the data size by grouping similar and repetitive
spectra from the original dataset while preserving full spectral signatures and
important spatial features. Incorporating spatial information into classification
processes is proven to greatly enhance processing efficiency within extensive
datasets, as compared with the conventional methods.

Furthermore, the unsupervised clustering techniques have demonstrated their
superior ability to reveal underlying patterns of the data. Soft clustering al-
gorithms, specifically Fuzzy C-Means (FCM) and Gaussian Mixture Models
(GMM), excelled at capturing subtle spectral variations from overlapped data
and offered a more nuanced and detailed perspective of the art materials stud-
ied. They succeed in distinguishing various inorganic pigments presented in
the painting, identifying complex colourant mixtures in both cases, as well as
localising the degradation. These findings have not only shown the potential
of machine learning techniques in aiding artwork diagnostics and conservation,
but also provided an invaluable foundation for future restoration works. These
unsupervised techniques have proven invaluable in uncovering nuanced details
that humans cannot determine from the vast amount of data. However, while
unsupervised algorithms excel in finding intricate patterns and trends, the human
interpretation of the extracted spectral signatures remains indispensable. The
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synergy between automated techniques and human expertise is crucial for the
holistic and meaningful conservation process.

For the applicability of the model, the proposed process has been tested and
proven effective in two entirely diverse cases, indicating its adaptability to differ-
ent scenarios. In particular, the Gaussian Mixture models constructed using the
current training samples are directly transferable to the analysis of artworks with
similar palettes or material compositions. Through the expansion of the included
spectral dataset, these models can be applied widely and efficiently to numerous
similar scenarios. Future research efforts will also explore advanced parameter
settings, such as Mahalanobis distance-based, as introduced by Gustafson and
Kessel in 1979 [85], which instead assumes non-spherical cluster shapes and
may have improved performance on our dataset, given its flexibility in handling
clusters with diverse shapes. It can be set on FCM or GMM with different
covariance matrices, to further adapt these techniques to diverse data analysis
needs.



Chapter 3

Digital Restoration of Colour Films
via Vector Quantization Algorithm

To what extent can machine learning models detect
and mitigate the degradation of cultural heritage
artefacts over time?
How transferrable are the machine learning models
developed to similar scenarios in cultural heritage
conservation and what future applications can be
envisioned?

— RQ-1.2, RQ-1.3

This chapter proposes a novel vector quantization (VQ) algorithm for restor-
ing movie frames based on the acquisition of VNIR hyperspectral data. The
VQ algorithm utilizes what we call a multi-codebook that correlates degraded
areas with corresponding non-degraded ones selected from reference frames.
The spectral-codebook was compared with professional commercially available
film restoration software tested both on RGB and on hyperspectral providing
better results in terms of colour reconstruction.



60 Digital Restoration of Colour Films via Vector Quantization Algorithm

3.1 Introduction

Digital restoration is a rapidly growing methodology in cultural heritage whereby
images of art objects are computationally manipulated to visualize their original
appearance or reveal hidden information without actual physical intervention
[149, 17, 106, 90]. Digital restoration is increasingly playing a role in interpret-
ing and displaying an artwork when it is severely damaged [158, 210] or when it
has been stripped of historically significant information [35].

As has been recognized by UNESCO since 1980, moving images are a
fundamental part of the world’s Cultural Heritage [197]. Throughout the 20th
century, films were coloured with light and heat-sensitive dyes incorporated into
the emulsion layers. Today, these films often exhibit colour degradation, fading,
colour loss, bleaching, and colour change [197], thus necessitating their digital
restoration [126, 40, 41]. For motion pictures, the film is commonly restored
by scanning using an RGB scanner and manually processed with dedicated
software, such as Photoworks Photo Editor 2021 [151], DaVinci Resolve 17 by
Black Magic [24], and Paintshop Pro by Corel [51], to re-balance the colour and
adjust the colour saturation and contrast [40]. Conventional digital restoration
is laborious, with the resulting appearance reliant upon the restorers’ skills and
judgments about what looks appropriate.

In response to these subjective approaches, several algorithms have been
developed to automatically restore digitised films with minimal intervention
[126, 187]. Several of these techniques successfully detect scratches or lacunae,
and this missing content is in-painted using standard techniques [90, 52, 166,
112]. However, for faded colour, most existing models assume a homogeneous
reduction in colour and hue across the image frame. Only one deep learning
algorithm, based on latent space translation, trains with paired synthetic data
[206] to compensate for uniform fading. For more severe and inhomogeneous
colour loss, the algorithm is prone to failure. Other CNN algorithms focusing on
the colourization of black and white films [29, 109, 45, 107] rely on synthetic
training data sets that have the same limitation when it comes to uneven fading.
In historical films, the degradation of colour usually varies across and within each
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frame, so restoration models trained using many homogeneous synthetic images
may impose inaccuracies or even colour distortions. Another approach, based
on what is known as the Automatic Colour Equalization Model [41], imitates the
mechanics of the human visual system, optimizing colour contrast, saturation,
and balance according to human perception and aesthetics rather than restoring
the film to its original appearance. Such methods are generally ineffective when
attempting to restore artworks to a historically accurate state, as is the central
requirement in the cultural heritage sector.

Practical restoration of differentially degraded colour film thus remains an
unsettled problem. Here we propose advanced tools, such as spectral imaging, to
face the challenges imposed by the complexity of colour degradation in historical
films. Hyperspectral imaging has been increasingly applied to the analysis and
conservation of important artefacts [115, 74, 6]. The fine spectral resolution af-
forded by optical reflection spectroscopy, down to nanometre resolution, enables
the capture of degradation phenomena of film at high spatial and spectral resolu-
tion, which is otherwise hard to identify with the conventional RGB captures.
By combining spectral imaging with advanced machine learning algorithms, the
limitations of using synthetic data alone are overcome, given the large amount of
spectral data that may serve as the input to the algorithm. In addition, machine
learning also handles the challenge of processing large amounts of data which is
often a major concern in cultural heritage applications. Such methodology has
already been reported in the study of illuminated manuscripts where hyperspec-
tral imaging and a deep neural network were combined to perform the spectral
unmixing and quantitative estimation of pigment concentrations [163]. Another
important work on the degraded medieval manuscript [154] proposed a codebook
algorithm to fuse the hyperspectral data and XRF data that successfully revealed
the hidden content through the correlated spectral mapping. Although no ap-
plication of this approach has been reported on film restoration, those research
projects open the door for a novel solution to the colour degradation problem in
damaged historical films.
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This study proposes a machine learning algorithm that avoids subjective
choices in restoring differentially faded film. As described in more detail below,
a vector quantization algorithm is proposed that exploits a sparse representation
of spectral reflectance data obtained from degraded and non-degraded films.
After registration of representative degraded and non-degraded frames, a joint
dictionary is learned from these data sets, which calculates a restored repre-
sentation for the entire film. Spectral data were first processed using a simple
codebook approach and further improved by a multi-codebook method capable
of restoring frames with different degradation effects. The method proposed here
provides more accurate results than those obtained with the currently available
restoration software.

The remainder of the chapter is structured as follows. Section 3.2 illustrates
the research questions of this study. Then, we describe the dataset used and the
methodology of VQ algorithm in Section 3.3. In Section 3.4 we present and
discuss the results and comparative analysis. Finally, Section 3.5 concludes this
chapter and proposes possible future research perspectives.

3.2 Research Questions

Starting from the background analyzed in the previous section, in this chapter
our goal is to respond to the following research questions:

RQ-1.2 To what extent can machine learning models detect and mitigate
the degradation of cultural heritage artefacts over time?

RQ-1.3 How transferrable are the machine learning models developed
to similar scenarios in cultural heritage conservation and what future
applications can be envisioned?
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3.3 Materials and Methods

3.3.1 Materials

Six miscellaneous positive prints (Fig. 3.1) were provided by L’immagine
Ritrovata Film Restoration Laboratory in Bologna, taken from a historical film
fragment. They belong to the same scene but report different fading effects.
Each frame is measured to have a physical dimension of 34 mm x 19 mm (±
0.5 mm). The FUJI N4 edge mark is found on the perforation, identifying the
manufacturer as FUJI film. In addition, “N4” indicates the support material to
be cellulose acetate, and the code “86-AJ” was used to indicate the manufacture
time which corresponds to April-June 1986. The Fuji film set has a thickness
of around 130 µm, excluding the protective tapes attached to the surface. The
emulsion layer has a trichromatic structure with a thickness of around 15µm, in
dye sequences of yellow, magenta, and cyan. The dyes located in different layers
are degraded at separate rates through time [67].

Fig. 3.1 Optical RGB images captured by Canon EOS 5D Mark IV camera of
the film samples (S1-S6) considered in this chapter.

The best-preserved film S1 is regarded as "the good" reference to form
the codebook. From the degraded frames, four different fading effects are
recognizable, as indicated in Figure 1 (Type 1-4):
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1. A yellowish hue is formed due to the decomposition of cyan and magenta
dyes (yellowish upper part in S2).

2. A pinkish hue in S5 and S6 is due to the degradation of the cyan dye.

3. Purplish hue on the left part of S3 and the upper part of S4, probably due
to a very mild degradation that leaves an amount of the cyan dye and keeps
most of the colour density.

4. Bluish strips on the right of S3 and S6, as well as sample S1, are considered
un-faded parts that preserve most of the dyes.

Sample S6, containing pixels presenting all four described fading effects,
provides the richest information on the fading and is selected as the fade refer-
ence.

3.3.2 Data Acquisition Methods

The frames were scanned with a custom-made VNIR push-broom hyperspectral
camera [65], specifically built to have high spatial and spectral resolutions.
Spectral images were acquired in a reflectance geometry with a broadband LED
light source covering the spectral range from 380 nm 1000 nm [65]. The light
source was configured to illuminate the whole sample homogeneously from
two sides while using a combined diffusor/polarizer (Bolder Vision Optik, Inc.,
USA) in front of the LEDs. The samples were positioned on a white Spectralon
(Labsphere, USA) and affixed to the white surface using a custom-made frame,
with the dyed layers oriented towards the camera. Throughout this case study,
the quantity reported and discussed is, for simplicity, the reflectance. It is
important to note that this is the reflectance of the film and the white imaging
substrate. In terms of the film, it is composed of the true film reflectance and
the square of the film transmittance, since light first passes through the film, is
subsequently reflected from the substrate, and finally passes the film again before
being detected. This process amplifies spectral features, which is desirable for
the problem at hand. The simplification is justified in the scope of this case
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study since only the different spectral shapes of degraded and well-preserved
dyes are of interest. The imaging part of the system included an ImSpector
V10E imaging spectrograph (Specim, Spectral Imaging Ltd, Finland), a 50 mm
lens (Schneider Kreuznach Xenoplan 2.8/50-0902, Jos. Schneider Optische
Werke GmbH, Germany) and 5.0MP monochrome CMOS camera (Blackfly S
BFS-U3-51S5M-C, Flir Systems Inc., USA). To mitigate specular reflections, a
polarizer (Bolder Vision Optik, Inc., USA) was used in front of the objective in
a cross-polarized configuration with the LED polarizers. Images were acquired
with the resolution of 2,048 × 2,448 pixels in spectral and spatial dimensions of
the spectrograph, respectively. The spectral range considered is from 380 nm
to 780 nm. The field of view in the direction perpendicular to the scanning axis
was 73 mm. The system’s effective spectral and spatial resolutions were 2.9 nm
and 100 µm, respectively, as evaluated by a gas discharge tube and spatial grids
used for system calibration. In comparison, RGB images were acquired with a
Canon EOS 5D Mark IV camera.

3.3.3 Vector Quantization Algorithm

To gain the information needed to restore the degraded film, the proposed algo-
rithm relies on two spectral reference images for training: the best preserved of
an individual scene and a representative faded frame of the same scene. First,
we map the two frames into a space so they may be compared. To do this the
preserved B and degraded frames F are spatially registered pixel-by-pixel. This
is conceptually valid as the physical materials in both frames should be made of
the same material classes within a given spatial distribution. The only difference
is that the degraded frame B has a slightly altered chemistry compared to the
degraded frame F. Therefore, if the spectra of the preserved frame B can be
successfully clustered, such that the clusters represent the concentration of the
photographic dyes, then these clusters should be expected to correlate with the
degraded frame F intensities. At the core of our algorithm, we are finding the
reflectance spectra of the preserved frame that are best related to the reflectance
spectra of the degraded frame.
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To find these mappings, the degraded frame F is clustered into K groups to
find pixels composed of the most similar spectra. We use a vector quantization
method analogous to K-means clustering- except without an update step. Once
the initial clustering of F has been performed, we can predict what response for
the preserved frame B. The mean of F per cluster should be a strong estimate for
the composition of the pixels belonging to those clusters. Based on this, one can
estimate an image of a “restored” frame by replacing each cluster of pixels in
F with the mean of B response. Thus, the restored frame is estimated from the
degraded frame as

X̂restored = ∑
k

εCk [XF ] ICk (3.1)

where k is the cluster index and Ck is the kth cluster, and ICk is the indicator
function of cluster Ck. The whole process is schematized in Figure 3.2 and
summarized step-by-step here:

Step 1: To map the correlations between the degraded and non-degraded
states of the film, two references need to be selected: as previously stated,
1) a relatively best-preserved reference frame B that serves as the source of
"good" spectral signatures and 2) another faded frame F of the same scene
that provides the degraded spectra. The paired references are then registered
pixel-wise using Scale-invariant feature transform (SIFT) correspondence and
landmark transformation [169]. Through a pixel-to-pixel correlation, each pixel
spectrum on the faded reference Fi has a well-preserved correlated spectrum
Bi = aiFi, i = 1, . . . ,N where ai is the transformation coefficient of each pair of
spectra. From this point, it is useful to think of these correlated images as a joint
codebook C that contains paired information between the unfaded frame and the
faded one. Each spectrum thus serves as a codeword, and the paired references
form the codebook C of N paired codewords:

C = {(Bi,Fi) | i = 1, . . . ,N} . (3.2)
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Fig. 3.2 Schematic overview of the vector quantization algorithm. a) k is the
spectral wavelength number from the flattened image, N and M represent the
total pixel number respectively in the reference image and target image, and (j,b)
represents the index of the best representative codeword. b-e) RGB representa-
tion of fade reference (b), good reference (c), target frame (d) to be restored, and
the restoration result (e).

Since the faded frames used in this study are not artificially simulated but
actual historical samples representing degradation behaviours, there are subtle
content changes from frame-to-frame, such as human figures with slightly ad-
justed postures. These shifts cause small non-matched pixel regions around the
head area that are masked during the following calculation to avoid mismatches.

Step 2: Looking up the codebook and finding the index. To "translate" a
degraded spectrum in the target frame T into a best-preserved spectrum, we
need to look it up in the codebook first. Therefore, the spectrum Tj at each pixel
position in the target needs to be compared with every element throughout the
codebook C to locate the most representative spectrum Fb. The codebook index
b is learned by calculating the minimum cosine distance d between the target
spectrum Tj and the reference faded spectrum Fi. During this stage, the spectral
data cube is unfolded spatially into a flattened image with dimension Nxk, where



68 Digital Restoration of Colour Films via Vector Quantization Algorithm

N is the total number of pixels and k is the wavelength channels. When using
RGB images as input data k = 3, and for spectral data cubes k = 240. After
restoration, the unfolded matrix is reformed into the original spatial structure.
For each spectrum, Tj in the target cube T (Fig. 3.2d), the cosine distance d to
every spectrum Fi in faded reference F (Fig. 3.2b) is obtained by

d
(
Tj,Fi

)
=

Fi ·Tj

∥Fi∥
∥∥Tj
∥∥ (3.3)

The resulted distance matrix d has the dimension of NxM, where N is the
total pixel numbers in reference and M is that in the target. The two images do
not necessarily have to be identical in total pixel number and resolution. For the
jth spectrum in the target, the codeword F( j)

b that best represents Tj is identified
by

d
(

Tj,F
( j)
b

)
= min

i
d
(
Tj,Fi

)
(3.4)

which indicates the best match between the target spectrum and the reference
spectrum.

Step 3: Reconstructing the restored image. A target-to-codebook relationship
is established via the codebook index b =

{
b1,b2, . . . ,b j, . . . ,bM

}
formed of all

elements F( j)
b . Then, exploiting the pixel-to-pixel correlation in the codebook,

each spectrum Tj in the target image can be substituted by the corresponding
good spectrum B( j)

b of the best representation F( j)
b in the codebook. A restored

cube R (Fig. 3.2e) is formed where

R j = B( j)
b = ai · argmini d

(
Tj,Fi

)
. (3.5)

The faded image is reconstructed with the "good" spectral signatures, col-
lected from the good reference, following the calculated index.

VQ has already been applied to many recognition problems associated with
language [32]. As an analogy, the principle of this digital restoration strategy
is like the process of translating a foreign language. Each faded pixel in a
film frame would be an element to be translated into an unfaded pixel. Once
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the codebook is built, it may be applied to restore any frame with the same
degradation characteristics, not limited by size or resolution.

To overcome the limitations of the VQ methods, a multi-codebook was also
created to improve the algorithm’s accuracy using spectra hand selected from
multiple frames. The multi-codebook is one in which the atoms are hand-selected
and concatenated from multiple frames.

3.3.4 Comparative Analysis

Different elaborations were undertaken to compare the application of the novel
algorithm on the hyperspectral data. First, RGB-acquired images were digitally
restored with the professional software, including Photoworks Photo Editor
2021 [151], Paintshop Pro [51], SoftOrbits Photo Retoucher[185], and DaVinci
Resolve 17 [24], following the instructions available on their website. The RGB
data were also tested on our developed algorithm following the same pipelines
employed for processing the spectral data (Fig. 3.2).

3.4 Results and Discussions

3.4.1 Comparative Analysis: digital restoration of RGB data

Conventional approach

RGB images were acquired with a conventional camera and processed with
professional restoration software to evaluate the algorithm’s efficiency and re-
construction quality.

For the standard software, the colour correction relies on hand adjusting
the parameters until the best possible appearance is obtained according to the
operator’s skills and aesthetic judgments. Moreover, it is hard to compensate
for differential degradation across the frame and achieve a uniform result. As a
comparison to our approach, we tested several commercially available restoration
software to digitally restore the colour of our faded films. A first attempt was
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made using Photoworks Photo Editor 2021 (Fig. 3.3). Their retouch tool could
effectively remove structured defects, such as dirt and cracks, and restore the
image to a clean state as done by chemical cleaning. The colour restoration,
however, depends on the hand adjustment, which is time-consuming and highly
subjective. It is hard to separately treat the more degraded area and remove
those stains, bringing the entire image to a uniform appearance. For unskilled
non-professions like us, the best we can achieve still presents a large colour
difference from the reference.

Fig. 3.3 The RGB image before and after the retouch using Photoworks software.

Other more automatic restoration software were also tested (Fig.3.4). The
automatic fade correction enabled by Corel Paintshop Pro [51], noted to be based
on artificial intelligence technology, considers the fading to be homogeneous
on the image not only spatially, but also among different types of dyes. The
enhanced image is even more unbalanced, and the lost information of the already
degraded dyes could not be recovered through this type of practice. On the other
hand, the SoftOrbits Photo Retoucher[185], designed specifically for restoring
old photos, is equipped with an automatic re-colorization function. However,
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this program is developed based on black-and-white photos. The restoration
result appears yellowish and lost completely the unique colour characteristics.

Fig. 3.4 The RGB image before and after the automatic fade correction using
Corel Paintshop Pro (left) and re-colourised by SoftOrbits Photo Retoucher
(right).

Then, the DaVinci Resolve 17 software [24] is also tested, as it is one of
the commonly used commercial software by film restorers. In Figure 3.5, the
general restoration procedures are demonstrated.

As an example, Figure 3.5a reports the restoration result obtained on frame
S2 in comparison to the original state. As shown in Figure 3.5b, the primary
colour balance was adjusted on the base of selected points on the background
(wall areas). Then, two more correction nodes were added to fine-tune the
contrast, saturation, hue, tint, temperature, and RGB curves to restore the overall
appearance. After those steps, the darker lower half achieved a comparable
visual effect to reference S1. At the same time, the more extensively degraded
upper part still had a pronounced yellowish hue, which was finally enhanced
by selecting those areas and separately adjusting the parameters. The colour
appearance of the result (Fig. 3.5a) appears non-uniform, presenting a colour
difference from the reference. It can be confirmed with the histogram graphs,
taking the blue channel as an example, shown in Figure 3.5c, that the distribution
of the colours in the restored image is shifted mainly from the original S2 and
now matching with the reference S1.
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Fig. 3.5 The conventional digital restoration strategy. a) Comparison of RGB
images before and after the hand restoration achieved by DaVinci Resolve 17. b)
Illustration of the processing pipelines. c) Comparison of the histograms before
and after restoration with the reference S1.

The overall balance of the RGB colours is also adjusted closer to the refer-
ence, but the restored image still presents inconsistencies that are hard to correct
completely. The same procedure is repeated also on frames S3 and S5, and
the results are summarised in Figure 3.6d. The problems relating to restoring
a single frame persist, while it can also be noticed that a uniform appearance
among all three frames is also hard to achieve. Thus, the results achieved by
conventional practice are limited by the restorer’s subjective choice, personal
taste, and proficiency. Moreover, the processing of one single frame takes up
to 30 minutes and for historical films with inhomogeneous degradation, the
fine-tuning of parameters is inevitable from frame to frame.

VQ algorithm on RGB data

The VQ algorithm was applied to RGB data to evaluate the advantages of
processing with hyperspectral data. In particular, a codebook was created using
S1 and S6 as paired references (Fig. 3.6a,b). The wavelength channel has a
dimension k = 3. Then the digital restoration was achieved on target images S2,
S3, and S5 by the vector quantization method proposed above, finding the best
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Fig. 3.6 Originals and restoration results obtained via DaVinci Resolve software
and RGB-codebook approach. a-b) Optical RGB images of references S6 and S1.
c) Optical RGB images of target frames S2, S3, and S5. d) Manually restored
frames D2, D3, and D5 using DaVinci Resolve software. e) Restoration results
R2, R3, and R5 obtained via RGB codebook approach.

representative codewords in the fade reference S6 and then substituting each
pixel with the corresponding good one. The results are reported in Figure 3.6e.
A simple evaluation of the restoration performance is based on calculating the
colour difference ∆E between the obtained results R and reference S1 per pixel
through Euclidean distance:

∆E =

√
(rR − rS1)

2 +(gR −gS1)
2 +(bR −bS1)

2 (3.6)

where r, g, and b represent RGB channel values. The resulting grey-scale
matrices ∆E are shown as colour maps marked with the colour scale (Fig. 3.7),
where higher ∆E values are marked in warm colour, and smaller ∆E values
are drawn in blue. As references for the initial level of colour difference, the
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Frame
No.

Original
dE

DaVinci
Restored

RGB
codebook

Simple
codebook

Multi
codebook

Colour difference (dE)
S2 24.3901 7.9507 7.3894 4.7016 3.8401
S3 6.3129 7.7945 9.0021 6.2975 4.1670
S5 22.6927 8.8564 8.7019 6.7695 4.3850

PSNR (in dB)
S2 24.3901 22.1350 21.1825 25.3592 25.8963
S3 6.3129 19.4800 19.3644 22.3881 25.1200
S5 22.6927 19.6584 19.6892 22.5719 25.3910

Table 3.1 Calculation results of averaged colour difference dE and peak signal-
to-noise (PSNR) level of frames S2, S3, and S5.

original colour difference maps (Fig. 3.7a) are also obtained by calculating
∆E between the good reference S1 and each target image before restoration.
Areas highlighted in red and yellow indicate more significant colour differences
with respect to the reference, thus more degraded than the areas marked in blue.
However, it is worth mentioning that the rise of ∆E in contours is due to the
non-perfect alignment between the RGB image pairs, as is evident in Figure 3.6f
S3. Then a quantitative estimation of the overall performance dE for each image
is obtained by averaging the colour difference ∆E for all pixels:

dE =
1
M

(
M

∑
i=0

∆Ei

)
(3.7)

and listed in Table 3.1.
Observing the restored R2 and R5 images in Figure 3.6e, it can be highlighted

that even though the basic structure of the images is maintained, many pixels
were mismatched, especially in the most extensively degraded areas. This is
confirmed by the colour difference map shown in Figure 3.7c. For frames S2
and S5, even though the overall colour differences have decreased, from 24.3901
before restoration to 7.3894 after restoration in S2 and from 22.6927 before
restoration to 8.7019 after restoration in S5 (as reported in Table.3.1), there are
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several pixels mismatched, mainly in the most extensively degraded areas (Fig.
3.7c). As a comparison, the results obtained by DaVinci manual restoration (Fig.
3.6d) are more uniform in overall appearance without the irregular mismatching
pixels (Fig. 3.7b). However, the average colour difference for conventional
software method is slightly higher than the RGB codebook results, where for
results D2 dE = 7.9507 (dER2 = 7.3894, Table 3.1) and for D5 dE = 8.8564
(dER5 = 8.7019, Table 3.1), resulting from the overall shifts in colour. The
accurate colour representation is quite challenging using conventional restoration
software.

On the other hand, the original frame S3 (Figure 3.6c S3), which is much
less degraded than samples S2 and S5, is more uniform in colour and has more
negligible colour difference with respect to reference S1 (dE =6.3129, Table
3.1). However, since the degradation characteristics are very different from those
included in the fade reference (Figure 3.6a), the restoration result (Figure 3.7c
R3) is less accurate with a higher dE value (9.0021, Table 3.1), especially in the
wall painting areas and dark part on the right of the image. For restoration result
D3 obtained with DaVinci Resolve (Fig.3.6d), the colour difference dE is also
elevated to 7.7945, though still the smallest among all three frames. In this case
of the RGB codebook, the matching accuracy is primarily limited by the short
spectral vector formed from the RGB triplet values as source data. Nevertheless,
given the overall evaluation and quick processing time (seconds) compared to
hand restoration, the VQ technique still performs promising.

3.4.2 Vector Quantization: simple codebook approach

The proposed codebook method was performed on the spectral data obtained
with the VNIR hyperspectral camera [65]. The collected data cube with di-
mensions of 2,448 x 1,400 spatial pixels x 2,048 wavelengths was cropped and
binned to a spectral range limited to 380 nm to 780 nm (240 channels separated
by approximately 1.8 nm) and spatial dimensions of 1,300 x 1,040 pixels as
described in the section above and shown in Figure 3.8a. The high-resolution
three-dimensional data cube provides richer than the RGB image since it contains
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Fig. 3.7 Evaluation of the results obtained via RGB images-based approaches.
a) Colour difference (∆E) map of the original target frames S2, S3, and S5
compared to the reference S1. b) Colour difference (∆E) map of the restoration
results D2, D3 and D5 using DaVinci software. c) Colour difference (∆E) map
of the restoration results R2, R3 and R5 obtained via RGB triplet codebook
approach.
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spectral features associated with dye molecule deterioration. Reflectance values
are affected by two factors. First, every pixel on the film may contain a different
level of dye density due to variations in image content. For instance, the brighter
wall (pixel W in Figure 3.8) has a lower dye density than the dark floor (pixel F
in Figure 3.8), thus a higher reflectance value. Secondly, less light is absorbed
as the fading becomes more severe, contributing to the more intense reflectance
values observed.

Fig. 3.8 Datacube processing and selected spectra. a) Grey-scale illustration of
original datacube before and after initial processing. b) Comparison of spectrum
extracted from the same x and y coordinates on S1 and S6, respectively.

Two pairs of spectra, one from the wall (pixel W) and the other from the
floor (pixel F), were extracted from corresponding pixels in the better-preserved
S1 and the degraded S6. The comparison of spectra (Figure 3.8b) shows that the
wall pixel on deteriorated film W(S6) has a significantly higher reflectance across
the spectral range than sample S1. Furthermore, the deteriorated film F(S6) dras-
tically loses the absorption band around 660 nm compared to the best-preserved
sample F(S1). This feature is related to the degradation of cyan dyes that lead
to the overall purplish hue of the faded film. Those subtle spectra variations
serve as the fingerprints for looking up the most representative spectrum in the
codebook.
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For convenience, the restored data cubes are transformed into RGB space,
as shown in Figure 3.9a, using wavelength weighting methods. It can be ob-
served that the restoration results (Fig. 3.9a) contain many fewer mismatched
pixels than those tested using RGB triplet values (Fig. 3.6e), with overall lower
dE values in all three frames (Table 3.1). Employing the vector quantization
algorithm, however, the accuracy of the restoration is still dependent on the
selected reference spectra. If a spectrum on the target image is not contained in
the reference, the perfect match cannot be found, and a rise in noise level and
shift in hue would be expected. As already discussed in RGB codebook results
(Fig. 3.7c R3), frame S3 restored using a simple spectral codebook (Fig. 3.9a
R3) still presents unwanted bluish hues in the background and mismatched shade
on the right (marked in the yellow square), though much more limited than what
obtained with the RGB approach. The improvement of colour difference (from
9.0021 in RGB codebook to 6.2975 in simple codebook approach, Table 3.1)
could also be observed in the colour difference map (Figure 3.9b R3), where
pixels with high ∆E value disappeared in most of the areas and decreased in in-
tensity as compared to Figure 3.7c R3. On the other hand, frames S2 and S5 that
have similar degradation features with reference S6 achieved better restoration
accuracy, with significant mismatches corrected.

3.4.3 Vector Quantization: multiple codebook approach

To improve the representativeness of the spectra and the algorithm’s applicability,
a multi-codebook was created using spectra hand-selected from multiple frames.
Since the data cube is collected with a high spatial resolution, adjacent pixels are
mostly similar and highly repeating. Taking every pixel into the codebook would
produce a large vector, resulting in a high computational load. As illustrated in
Figure 3.10, a selection of pixels from S2, S3, S5, and S6 was employed to create
the multi-codebook. S1 was used as an unfaded reference to each faded reference
frame, and the pixel-to-pixel correlation was maintained between the pair of
references. One out of every five columns for each frame is kept reducing over-
sampling, preserving the total variance and representativeness of the spectral
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Fig. 3.9 Results and evaluation of simple codebook approach. a) Digital restora-
tion outcomes R2, R3, and R5 were obtained via a codebook approach visualized
in RGB format. b) Colour difference map of the above restoration results in a
simple codebook approach.

features. Then, the four compressed reference cubes are combined to form a new
multi-codebook reference containing spectral information from all instances.
The multi-codebook was tested for each frame via the same vector quantization
and index substituting process.

The results of the digital unfading via the multi-codebook approach are re-
ported as RGB images in Figure 3.11a. Restoration using the three-codebook
approach (Fig.3.6, Fig.3.9, and Fig.3.11,) achieved the most satisfactory restora-
tion accuracy with the lowest dE values (Table 3.1). From the colour difference
maps (Fig.3.11b), it could also be confirmed that the unevenly degraded pixels
in the original frames (Fig. 3.7a) are recovered, achieving a uniform appear-
ance, and the mismatches occurred in RGB codebook, and simple codebook
approaches are now corrected. For frame S3, the noticeable shift in hue and
the mismatching on the right (highlighted in yellow square in Figure 3.9 R3)
disappeared when the more representative multi-codebook was used (in Fig.3.11
R3). Furthermore, the noise of the painting hanging on the wall (highlighted
in red square in Fig.3.9 R3) is removed, and the colour is restored closer to the
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Fig. 3.10 Schematic overview of constructing multi-codebook, using spectra
hand-selected and combined from multiple samples S2, S3, S5, and S6.

reference when using a multi-codebook (Fig. 3.11 R3). For frame S2, the lighter
desk and the brightness and contrast of the sofa (highlighted in a black square in
Fig. 3.9 R2) are corrected and improved when using multi-codebook (Fig. 3.11
R2) and are now closer to the reference image. The restoration results obtained
through simple and multiple codebooks are comparable for sample S5, which
shares the most similar degradation features with reference S6 (Figure 3.6a). At
the same time, a small noisy area around the sofa (highlighted in the green square
in Fig. 3.9 R5) is successfully corrected with a multi-codebook (in Fig. 3.11
R5). The pixels of significant colour difference concentrated in the head area
(marked in the red circle in Figure 3.11b) are not restoration errors, as could be
checked with Figure 3.11a, but due to the non-overlapping of the human figure
(as already noticed in Figure 3.7a) in the target frames with the reference S1.
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Fig. 3.11 Results and evaluation of the multi-codebook approach. a) Digi-
tal restoration outcomes R2, R3, and R5 were obtained via a multi-codebook
approach visualized in RGB format. b) Colour difference map of the above
restoration results in a simple codebook approach.

3.4.4 Comparison of Different Restoration Methods

To better evaluate the quality of the reconstruction, peak signal-to-noise ratio
is also estimated for all the results (Table 3.1). The Root Mean Square Error
(RMSE) between the restoration result R and the reference B is first calculated.
Then, the PSNR value (in dB) of the reconstructed image R is estimated by:

PSNR = 20log10

(
MAXB

RMSE

)
(3.8)

where MAXB is the maximum signal value in the referential ground truth
image B. This measurement is conducted both on the restoration results obtained
from the conventional restoration software and on the transformed RGB repre-
sentation from the spectral results achieved via codebook approaches. The image
format is double decibel in our process, so the MAXB here is 1. Following the
definition of PSNR, the higher the value, the better the quality of the degraded
image being reconstructed.
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Observing the results in Table 3.1, the results achieved with RGB triplet
codebook are comparable with those obtained with the conventional restoration
software DaVinci Resolve 17, while the spectral codebook approaches tend to
have significantly higher PSNR levels, indicating a better reconstruction quality.
The general tendency of increasing PSNR level when including more elements
in the codebook is also observed. The multi-codebook outperformed all other
tested methods, obtaining the highest PSNR level while achieving the best colour
difference metrics. Even though the image quality is improved the most with
the multi-codebook approach, there is still noticeable noise in the reconstruction
results. This noise is presumably connected to the still over-abundant sampling
rate when constructing the codebook. Other data reduction methods, such as
clustering and segmentation techniques to remove the non-correlated elements
and only keep the representative centroids of each cluster, may help in further
reducing the noise.

3.5 Conclusions and Perspectives

In this chapter, we focus on the application of machine learning to address
degradation issues, presenting a case study of the digital restoration of degraded
cinematic films. This chapter demonstrates that imaging spectroscopy combined
with digital unfading machine learning technique successfully restores historic
motion pictures with inhomogeneous fading, obtaining a result which is hard
to achieve with conventional methods. Our vector quantization method has
been positively tested with a pipeline of data processing techniques to restore
faded cinematic film, mainly because of the high-resolution spectral features that
capture the minimal but essential differences among pixels.

In terms of transferability, the constructed multi-codebook exhibits promising
potential for the restoration of deteriorated films of the same type. Additionally,
the spectra bank collected in the codebook could be further expanded to include
various types of samples and degradation effects, enabling its application to
a broader spectrum of damaged films. This advancement may facilitate the
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simultaneous automatic restoration of multiple images from the same movie.
However, the effectiveness of the proposed method relies upon the availability of
a reference non-degraded frame to achieve authentic and subjectively accurate
restoration results. The method’s applicability is notably constrained by the
absence of ground-truth images, limiting its scope. Another drawback lies in
the large size of the high-resolution spectral data files, potentially leading to
prolonged computational processing times.

As a future perspective, the method can be further improved by combining
with advanced clustering techniques to include only the centroids of each ob-
tained cluster in the spectra bank. Forming a more compact multi-codebook,
the computational load will be further lightened, and the noise level is expected
to be reduced. The proposed method could also be transformed into a robust
dictionary learning program to complete the tasks.





Chapter 4

Neural Networks for Hyperspectral
Imaging of Historical Paintings

Can machine learning techniques address complex
identification and classification problems in CH?
How transferrable are the machine learning models
developed to similar scenarios in cultural heritage
conservation and what future applications can be
envisioned?

— RQ-1.1, RQ-1.3

This chapter provides an exhaustive analysis of the literature related to Neural
Networks (NNs) applied for hyperspectral data in the Cultural Heritage field.
We outline the existing data processing workflows and propose a comprehensive
comparison of the applications and limitations of the various input dataset
preparation methods and NN architectures. By leveraging NN strategies in CH,
this chapter contributes to a wider and more systematic application of this novel
data analysis method.
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4.1 Introduction

Hyperspectral imaging (HSI) has become widely used in the field of cultural
heritage (CH) for painting analyses supporting the identification of original and
degraded paint compounds, and revealing underdrawings [6, 74, 115, 152]. The
non-invasive and non-destructive analysis tool can be applied in situ in either
reflectance, transmittance, or fluorescence mode [108, 157, 179]. It registers a
spatial map and collects a spectrum at each pixel position, in the wavelength
range varying from infrared to X-ray. The contiguous set of 2D images collected
through the energy range of interest produces a 3D data cube containing millions
of spectra, which poses an analytical and computational challenge. Thus, the
effective processing of heavy spectral datasets remains an active research area
with the primary challenge being to efficiently process data and extract rich
information from the inherently complex and delicate painting materials [57, 58].

A range of cutting-edge data processing techniques has particularly been
applied in the CH domain to reduce the dimensionality of the dataset, classify
spectral signatures and finally unmix spectral signature to map paint components.
Thus, numerous approaches were developed, starting from the conventional
multivariate analysis and statistical methods (e.g., spectral angle mapper (SAM)
[14, 55, 63, 68], fully constrained least square (FCLS) [78, 82, 162], princi-
pal component analyses (PCA) [172, 150, 69, 161], minimum noise fraction
transform (MNF) [39, 44], and k-means clustering [15, 165, 193]), to the more
advanced machine learning algorithms (support vector machine (SVM) [80, 153],
hierarchical clustering [122], embedding techniques [7, 199, 156, 202], MaxD
[15, 14, 100], dictionary learning [121, 201]) with a growing interest for neural
network algorithms (NNs) [72]. NN-based models first gained a tremendous rise
in digital image classification due to their superior ability in feature extraction
and pattern recognition [148, 170, 171, 198]. Then, the application of NNs for
spectral imaging data drastically expanded over the last 5 years for performing
advanced mapping of artistic painting materials (Figure 4.1) [49]. NNs’ main
advantages reside in the extreme flexibility of the types of data they can pro-
cess, with superior ability to extract hidden and sophisticated structures (both



4.1 Introduction 87

linear and nonlinear) contained in the raw spectral data [1]. This relies on the
large flexibility of the NN architectures available (number of neurons, type of
layers, and depth), making NNs adaptive for a wide range of tasks and input
data [148]. Unlike other machine learning algorithms, the learning of NNs is
fully automated, without the need for extensive manual tuning of the underline
functions. This powerful and efficient learning ability makes them suitable for
complicated tasks and complex painting systems, where the large nonlinear data
manifold becomes a merit.

Fig. 4.1 Record count of the scientific publications related to the use of NNs
to process hyperspectral datasets from CH paint-based materials over the last
twenty years (Web of Science, December 2022 [49], using keywords “paint”,
“spectral imaging” and “neural network”).

In this circumstance, the rapid rise of NN-based strategies has outlined
a variety of data analysis workflows available to the community. However,
the flexibility in the architecture designs and the automated learning process
(often referred to as “black-box”) cause difficulties in application, and very
rare studies have documented their choice on the architecture and appropriately
described the use of specific features. In this context, the present article proposes
a comprehensive overview of the applications of NNs for HSI of historical
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paintings. A systematic and exhaustive search was conducted in the time frame
up to December 2022 [21, 42, 43, 53, 77, 80, 97, 101, 102, 117, 118, 146, 155,
160, 159, 163, 164, 178, 180, 188, 190, 189, 212], which included database
searches on Web of Science [49] and manual searches of relevant journals,
conference proceedings, and PhD theses. The inclusion criteria were set on
implementing NN techniques for processing HSI data in the CH field, with the
main focus on solving paint component mapping problems.

The remainder of the chapter is structured as follows. Section 4.2 illustrates
the research questions of this chapter. The basic terminology and working
principle related to NN is introduced in Section 4.3. Then, we describe the two
main applications involving the use of NN for the analyses of data acquired on
historical paintings in Section 4.4. In Sections 4.5 and 4.6 we present adaptations
of the dataset and NNs architecture to the specific constraints of ancient and
historical materials. Finally, Section 4.7 discusses and questions the prominent
trends that may lead to the future novel implementation of NN algorithms for
historical paintings.

4.2 Research Questions

Starting from the background introduced in the previous section, in this chapter
we aim to respond to the following research questions:

RQ-1.1 Can machine learning techniques address complex identification
and classification problems in CH?

RQ-1.3 How transferrable are the machine learning models developed
to similar scenarios in cultural heritage conservation and what future
applications can be envisioned?



4.3 NN Working Principle 89

4.3 NN Working Principle

NNs are a group of computational algorithms that receive and process informa-
tion in a way that mimics the neural system of a brain. Most applications in the
CH field have adopted the feed-forward structured NN schematically presented
in Figure 4.2 [192]; hence, in the following, we concentrate on this type of NN.

Fig. 4.2 A schematic illustration of an example of a fully connected feed-forward
neural network with two hidden layers. x, h, and y represent the neurons in the
input, hidden, and output layers, respectively, while n, m1, m2, and k are the
total number of neurons in each layer.

The basic units of a neural network are called “neurons”. Each neuron
receives an input, performs a computation, and passes the output to other neurons.
The neurons are aggregated in layers of different functionality. The input layer
directly receives the input data, its output is passed to the hidden layers which
perform the computation, and their output is passed to the output layer which
produces the final results. The output of a given neuron is obtained as a weighted
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sum of the output values of the neurons from the previous layer plus a bias
[175, 181]. The obtained value is then usually passed through a non-linear
activation function, thus producing the neuron output. The ensemble of weights
and biases is the model parameters of the NN, and is automatically optimised
via learning. A NN with more than one hidden layer is also known as a deep
learning (DL) model. An additional set of parameters, called hyperparameters,
controls the speed and the quality of the learning process [64]. These parameters
need to be defined before the learning process begins and are further tuned in
order to obtain the optimal model for a given dataset. Below we list some of the
most common hyperparameters encountered in the CH literature:

• Number of hidden layers and neurons in each layer. The number of layers
defines the depth of the network and is at the heart of the architecture
affecting the performance of a NN [4].

• Activation functions define how the inputs to a neuron are transformed into
an output to be fed into the next layer, where sigmoid, ReLU, and softmax
functions are frequently used [98].

• Loss functions, such as mean squared error (MSE) and cross-entropy loss,
are used to estimate the error between the ground truth and predicted
output values [214].

• Learning rate defines how quickly a network updates its parameters to-
wards convergence [86].

• Number of epochs and batch size. Epochs are the number of times the
training data appears to the network and batch size determines after how
many input sub-sets the network should update its parameters [86].

In a feed-forward NN, data flows through the network in only one direction,
from the input layer to the output layer, without looping back, as in recurrent
neural networks (RNNs) [99, 119] or generative adversarial networks (GANs)
[56, 207]. There are different types of hidden layers used according to the
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specific architecture, such as fully connected layers, convolutional layers, or
pooling layers [5, 145]. The various NN architectures with different choices of
hidden layer types are detailed in Section 4.6.

After defining the NN architecture and hyperparameters, the datasets are
usually divided into a training, validation, and test set. During the training
process, the model is presented with a training set, which is a set of samples
that the model uses to learn the relationships between the input features and
the target outputs. The model parameters (weights and biases) are optimised
during this step. The system auto-updates itself through the feeding of input
data, without the need to hand-adjust up to millions of parameters in the network.
A validation set is used during training to adjust the hyperparameters in order
to improve the performance of the model and prevent possible overfitting on
the data. In the most common case of feed-forward NNs, the optimisation is
accomplished through a process called backpropagation that involves two steps.
First, during the forward propagation, the input data is introduced to the input
layer, and is transmitted through each hidden layer in sequence until an output is
generated. By comparing the output result with the ground truth, an error signal
is computed for each neuron in the output layer, indicating the direction and
magnitude to adjust. Second, during the backpropagation, the error signals are
transmitted backwards from the output layer to each node in the last hidden layer,
and repeatedly propagate backward layer by layer. After the model has been
trained, it is tested on a previously unseen test set to evaluate its performance
and the ability to generalise to unseen data.

There are several learning strategies that have so far been applied in the
field of CH: supervised learning, unsupervised learning, and transfer learning
[84, 192, 216]. In the first case, the available dataset consists of data points and
their labels, and the NN algorithm learns a function which maps the input to the
output by learning from available labelled examples, as observed in most cases
[42, 43, 53, 77, 80, 101, 118, 146, 155, 160, 159, 163, 164, 178, 188, 190, 189].
The second type of learning, unsupervised learning, is used to analyse and cluster
unlabelled data [102, 117, 180]. In the case of transfer learning, the model is pre-
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trained with a large dataset and then fine-tuned with a separate smaller dataset
[21, 97, 212]. This type of learning is discussed in detail in Section 4.6.3.

4.4 NN Application to the Study of Artistic Paint-
ing

The ability of NNs to efficiently learn high-level features from vast data has
gradually attracted the interest of CH scholars in assisting with spectral data
processing.

The preliminary applications of the NN models for CH were implemented on
multispectral imaging (MSI) datasets twenty years ago, and focused on the im-
provement of spectral data resolution and the digital reconstruction of reflectance
curves [42, 146, 178]. Super-resolution spectral reconstruction was first studied
in the computer vision field with primary attention on the device-independent
digital image reproduction using spectral reflectance as the intermediate space
for colour management [9, 172]. The very first example of using NNs on multi-
spectral data in CH applications was conducted by Ribés and Schmitt in 2003
[53, 160, 159], to achieve high fidelity and illuminant invariant colour repro-
duction of fine art paintings. They developed a non-linear model to learn the
spectral reflectance curves from multispectral images. Osorio-Gomez et al. later
proposed an alternative method for similar tasks on oil canvas paintings [146].
Recently, a similar approach by Shi et al. [178] further optimised faithful print
reproduction of oil paintings to model the bidirectional mapping between the
spectral reflectance and the 3D printer ink stack layouts. In luminescence MSI
development, NNs have also been applied by Chane et al. to learn the radiomet-
rically calibrated emission spectra with resolution in the nanometre scale from
15-band multispectral data [42].

With the significant development and spread of HSI instruments over the last
decades, the fast and high-resolution acquisition of the spectral data on artworks
has overcome the limitation of multi-spectral sampling. Moreover, in the last
five years, the research focus has shifted from spectral super resolution to more
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practical conservation and restoration related questions. To date, the objectives
of implementing NN on the spectral data analysis in CH are mainly focused
on paint component identification and the relative spatial visualisation of their
distribution. Conventionally, the material identification is performed through
the time-consuming interpretations of measured spectral features by CH experts,
which is also challenging when associated with complex material mixtures
and layered structures. By implementing NN, the pixel-wise identification
process could be efficiently achieved using automated data-driven solutions with
minimal human intervention. More specifically, the paint component mappings
are generally classified into the following categories, further developed below:

1. Paint component identification determines the presence or absence of a
pigment based on a given spectrum—classification task;

2. Paint component unmixing refers to quantitatively decomposing a given
spectrum to its base constituents—regression task.

4.4.1 Paint Component Identification

The majority of the research is focused on the first category of tasks that generates
a qualitative map of paint components through NN. The simplest case of such
application covers the single pigment identification without consideration of pig-
ment mixtures or binding media. Chen et al. developed a model to automatically
identify pure pigment areas of heritage paintings based on visible reflectance
(VIS-RIS) data in favour of the authentication of artworks [43]. Jones et al. have
recently focused on X-ray fluorescence (XRF) data to automatically classify
historical pigments used in Renaissance paintings to help understand the artist’s
materials and technique [97]. Additionally, a two-step mapping approach has
been proposed by Kogou et al. for the material identification of a Peruvian wa-
tercolour painting based on macro-XRF data [102]. In this approach, the spectra
are first classified into areas with similar features and then the pigments present
are hand identified. The proposed strategy has been later applied on visible and
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near-infrared (VNIR-RIS) data for bronze corrosion products’ identification in a
large museum collection [117].

As opposed to the simplified model assumption of a single layer of pure
pigments, historical paintings usually feature a more complex mixture of pig-
ments or even have a multi-layered structure. Therefore, a multi-labelling model
is necessary for a robust solution to correctly identify the multiple pigments
present within every single pixel. Kleynhans et al. have developed a non-linear
model to produce a qualitative multi-label map of the intimate pigment mixtures
in a single step [101]. Their training dataset is based on VNIR-RIS spectra
extracted from well characterised 14th century illuminated manuscripts to make
accurate predictions of the materials used by the same art school. In addition
to the one-step solution exploiting the hand-labelled database, Grabowski et
al. have developed alternative data processing pipelines for a fully automatic
pigment classification task [80]. They have broadened the applicability of the
algorithms to paintings with unknown material compositions, as they first obtain
the labels through automatic identification with several pigment libraries, and
then use NNs to classify the entire painting and create a multi-label map.

NNs have also been applied to detect the degradation areas of murals. Mural
paintings often suffer from several diseases, such as flaking, deep loss, mud
besmirch and sootiness, in various degrees. The documentation of those dam-
aged areas and the identification of their composition is essential for mural
conservation and restoration. Sun et al. have applied NN in combination with
the dimensionality reduction method, PCA, to identify the degree of flaking
in murals at Mogao Grottoes based on spectra in the near-infrared (NIR-RIS)
range [189]. Lin et al. adopted a similar approach, combining NN with MNF, to
classify the VNIR mural images into various types of damaged regions [118].

4.4.2 Paint Component Unmixing

Several works performed quantitative unmixing of complex paint systems that
aim at estimating the concentration of each paint component on a per-pixel
basis. Rohani et al. have proposed a quantitative non-linear unmixing strategy
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of hyperspectral data that involves two steps: first, the NN decomposes the
reflectance into its constituent pure pigments members and then the two-constant
Kubelka–Munk model is applied to accurately estimate the concentration of pig-
ments in mixtures [163]. The same authors later developed a semi-quantitative
pigment unmixing algorithm that relies on training two identical NNs simul-
taneously [164]. The first NN performs multi-label pigment classification and
assigns multiple pigment classes to every spectrum. The second NN tackles
the spectral unmixing problem and outputs coefficient maps, thus providing a
semi-quantitative mapping of the abundance of the pigment classes. Pouyet
et al. adopted the same architecture and applied it to datasets acquired in the
short-wave infrared (SWIR-RIS) domain [155]. Another study by Fukumoto
et al. applied the encoder–decoder (ENDEC) NN model (fully described in
Section 4.6) that estimates the pigment concentration as an intermediate output
and includes a further spectral remix step to reconstruct the predicted spectrum
from the estimated concentration [77].

Apart from paint component mapping, NN implementation has also been
explored to solve other spectral unmixing problems related to the layered struc-
ture of paintings, such as thickness estimation and paint segmentation. Xu et al.
have targeted the multi-layered structure of the painting that also applied a NN
to fully automate the pigment identification process [21]. Their work is based on
XRF data and has simulated XRF spectra with three-layered pigments to train
the model. Shitomi et al. have developed a physics-based ENDEC model (fully
described in Section 4.6), where the decoder part is based on the Kubelka–Munk
(KM) model, to estimate the thickness and mixing ratio of pigments [180]. Re-
search conducted by Striova et al. applied the NN to improve the visibility of the
pentimenti and underdrawing style based on VNIR multispectral data acquired
on a pair of homonymous paintings by Manet and Titian, respectively [188].
Furthermore, in assisting the study of historical painting styles, Zhang et al. have
developed a strategy to extract the sketches of damaged or degraded paintings
that also exploits spatial features [212]. In a recent advancement, Sun et al.
adopted a pre-trained model originally designed for photo restoration to virtually
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repair the scratched mural paintings that also extend the applicability of NN to
digital restoration [190].

4.5 Datasets Preparation Methods

The spectral input sources, data types, pre-processing steps, and labelling meth-
ods are crucial for the dataset preparation. Figure 4.3 summarises the general
workflow across the literature and all the alternatives in this preparation process.
After collecting and pre-processing the available data, the obtained dataset is
split into two or three subsets: training, validation, and/or test set. A common
data splitting ratio is 80% for the training and 20% for the validation and/or test
[77, 155, 188, 189]. The alternatives are 64% training, 16% validation, and 20%
test according to [163], or 70% training and 30% validation as in [43].

Fig. 4.3 Summary of the dataset preparation workflow.
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4.5.1 Spectral Inputs

As introduced in Section 4.4, the early studies were mainly conducted on MSI
data for spectral reflectance curves reconstruction. These data were mostly
acquired or simulated in reflectance mode, with one exception utilising a 15-
band luminescence acquisition in the 450–740 nm range [42]. The reflectance
data mainly fall into the VIS domain, either collected with seven narrow-band
interferential filters in the range of 480–650 nm [146], or 31 bands with high-
dynamic range (HDR) multispectral capture within the spectral range of 420–720
nm [178]. Multispectral data extended to the SWIR range was also inspected,
as presented by Striova et al. in 2018, who acquired 32 narrow-band images
with spectral coverage from 390 up to 2500 nm [188]. Furthermore, Ribés et al.
proposed using artificial data that simulate seven-channel camera responses over
the 400–760 nm range [53, 159].

In more recent studies, the hyperspectral data were widely used as inputs
to the neural networks. The spectral range of the input data varies from RIS
to macro-XRF, and the data samples are characterised with improved spectral
resolution down to the nanometre scale and increased wavelength channels
up to hundreds or even thousands. Some of the studies are based on XRF
data, acquired in various experimental conditions (power source, acquisition
time, and beam size) [21, 97, 102]. The RIS data cover several wavelength
domains, from the most conventional VIS range (380–750 nm [77], 400–700 nm
[180], 400–720 nm [43]), extended to NIR (383–893 nm [163, 164], 377–1033
nm [190], 377–1037 nm [212], 400–950 nm [101], 400–1000 nm [117, 118],
822–1719 nm [189]), to the recently emerging SWIR range (930–2500 nm [117],
1000–2500 nm [80, 155]).

4.5.2 Data Types and Labelling Methods

Artificial data

In the shortage of adequately labelled datasets, physical models can be applied
to generate a library of synthetic spectra with a sufficient amount of training data.
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Two approaches have been used in accordance with different spectral inputs: the
fundamental parameters (FP) method for XRF spectra and the Kubelka–Munk
(KM) theory for RIS data. For these data, the ground truth is known, favouring
not only the multi-label classification, but also quantitative estimation or even
unmixing in multi-layer structures. The FP method is based on Sherman’s
equations that describe the theoretical relationship between the measured XRF
signal intensity of the element and its concentration in the sample [177]. With
defined pigments and concentrations, simulated spectra responses are generated.
Jones et al. applied this method to create a training dataset containing 3000
spectra of 15 pigment classes [97], modelled as a simplified case that only
accounted for the primary fluorescence of single-layered samples. Xu et al. [21]
have employed a more complex model that simulates XRF spectra for three-layer
structures in mixtures of 12 different pigment classes, resulting in 16,224 spectra
in total. Both studies have adopted a transfer learning strategy that further fine-
tunes the NN model with a smaller quantity of experimental data, after the initial
training with the large synthetic dataset.

For the reflectance data, Kubelka–Munk (KM) theory is widely used to
estimate the interaction between the incident light and paint layers [19, 139]. This
physical model measures a sequence of absorption and scattering coefficients to
predict the reflectance spectra from the composition of pigment mixtures. The
KM theory can be applied to decompose the measured spectra and thus estimate
the pigment concentrations via spectral unmixing. Moreover, it can be used for
mixing models that generate many patterns of synthetic spectral data, with given
pigment types and concentrations. Rohani et al. have applied a nonlinear KM
mixing function to generate simulated spectra of pigment mixtures [163, 164].
All possible two/three mixtures out of 11 pure pigments [164] and 12 pigments
[163] were modelled and 500 random combinations of coefficients/concentration
values were selected for each mixture, obtaining 110,000 spectra and 143,000
spectra in total , respectively. Fukumoto et al. have used a similar approach to
build the synthetic dataset based on 19 reference pigments [77]. Two datasets
were prepared: the first one that served as a trial to validate the method contained
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1,771 spectra of only one combination and the second one contained 1,445,136
spectra which included all combinations of 4 colours out of 19, including white
with 5% mixing steps. Furthermore, Shitomi et al. synthesized the spectral
responses of layered pigments with a given layer thickness and mixing ratio
[180]. Three pigments of primary colours are used for the simulation with
thickness varying from 0 to 3.2 µm, generating in total 35,700 spectra.

Chen et al. used an alternative method to create an artificial spectral database
[43]. They generated augmented pure pigment samples by adding random noise
and amplitude offset to the reference pigment database, and synthesised simu-
lated colour mixtures using an ideal subtractive mixing function. All possible
mixtures of 3 pigments out of a selected set of 16 pigments were generated with
increments of 10%, yielding a total of 21,240 spectra.

Modern data

Even though artificial data is advantageous regarding the large amount of data and
the known ground truth, it remains challenging to fully simulate the instrumental
and environmental noise, and the real physical processes. To address this issue,
many cases included the data acquired on modern samples in the training process.
These samples are prepared prior to analysis, including single pigment powders
or pellets, and mock-up paintings. The true concentration, or at least the known
composition of paint layers, can be used to automatically label the training data.

A few studies have measured the spectral response directly on dry pigment
samples as either pigment powders or pellets of a single pigment, with small
data sizes up to hundreds of spectra [80, 97, 117, 155]. Most generally, mock-
up samples are prepared to imitate the historical painting materiality (binder,
pigment(s), preparation layer, and support). The pigments selected to create the
mock-ups are commonly based on analysis of the historical artworks and the
range of pigment fractions, binder ratios, and layer thicknesses are consistent
with that in the historical objects [21, 80, 155, 180]. The spectral data acquired
on the mock-ups covered both pure pigment areas and two to three pigment
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mixtures, with also variances in paint thickness in some cases. The input datasets
have an average size of 80 thousand spectra.

In some cases, the mock-ups were used to test the performance of the NNs
previously trained on artificial datasets. Rohani et al. created mock-up paintings
with selected combinations of mixtures and pure pigment examples to test their
model [163, 164]. Fukumoto et al. applied their NN on 33 mock-up paintings
made by previous work [77], and Xu et al. created a set of mock-up paintings,
of which 20% of the obtained spectra were used to fine-tune the model and 80%
served as the test case [21].

Historical data

Historical data are those acquired directly on historical objects. Those data are
either included in the training process by forming the input dataset or serving
as a test case to verify the performance of the proposed model. The types of art
objects and the sizes of the dataset used present a large variability. Within the
historical set, both labelled and unlabelled data are used.

Kogou et al. used an unlabelled dataset composed of 41,327 XRF spectra
acquired on a Peruvian watercolour painting (c. 1860) by Francisco Pancho
Fierro [102]. With the aid of an unsupervised NN model SOM, the large number
of XRF spectra was reduced into 13 distinct clusters of unlabelled material
compositions. Liggins et al. applied the same model to two excavated bronze
fragments, classifying the SWIR and VNIR images with hundreds of thousand
spectra (exact size unreported) into three corrosion areas [117]. They also built a
reference spectra database composed of 17 samples of powdered and fragmented
ancient Chinese bronze extensively characterised by other analytical instruments.
The identification was performed by manually comparing the obtained averaged
spectra in each cluster with the reference.

On the contrary, supervised networks require labelled input data, which is
quite challenging for historical objects that are usually unknown and heteroge-
neous materials. The main labelling method proposed in the literature relies on
the visual inspection of the spectral features, and manual annotation to mark areas
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with a certain presence of pigments or degradation features. To confirm this man-
ual identification, complementary analyses can be used, such as RIS, XRF, Fibre
Optics Reflectance Spectroscopy (FORS), X-ray Diffraction (XRD), Raman
and Fourier Transform Infrared (FTIR) spectroscopies [80, 102, 117, 118, 189].
However, this labelling method is very time-consuming. Thus, usually only
small inherent areas with limited pixels are selected, resulting in a much smaller
dataset size. Moreover, the obtained labels are not suitable for the quantitative
assessment of concentrations.

In some cases, the historical objects in question were extensively studied in
previous reports and have been well characterised for all chemical components,
available as the ground truth maps. Kleynhans et al. used selected areas on
four paintings from the illuminated manuscript Laudario of Sant’Agnese (c.
1340) to form their training dataset [101]. In total, 25 classes of paints were
identified, and 16,683 individual spectra were collected across all four paintings.
Two out of the four paintings were also used to test the performance of the
model. Pouyet et al. also used selected areas of the historical object, a Tibetan
thangka dated from the beginning of the 19th century, as part of the training
data [155]. They have built their input sets from multiple sources, including
single-pigment pellets, pigment mixture mock-ups, and the historical thangka,
altogether presenting 12,000 spectra. Striova et al. applied the network based
on an oil painting Madonna of the Rabbit by É. Manet (c.1856) to improve the
visibility of pentimenti and underdrawing style [188]. 50k randomly selected
pixels from the analytical data acquired formed their input dataset.

The above-mentioned data types and labelling methods are mix-used in some
studies to build a more reliable training dataset. Both historical data and modern
replica data were used to build the input datasets in [155]. A large simulated
dataset and a smaller mock-up dataset were used in different learning stages in
the transfer learning approaches [21, 97].

However, historical data are more frequently used for the test of the developed
network as the ultimate goal usually is to study the material composition and
distribution of historical artworks: one illuminated folio from the 15th century
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Book of Hours in [163]; two impressionistic paintings, the Poèmes Barbares by
Paul Gauguin (1896) and The Bathers by Paul Cezanne (1899–1904) in [21];
a set of 11 paintings by the late Portuguese artist Amadeo de Souza-Cardoso
in [43]; and an early Renaissance painting, Saint Michael Triumphs over the
Devil by Bartolomé Bermejo [97]. In [190], a pre-trained model was tested on
damaged murals of a Buddhist temple (c. 1392) to repair the scratches.

4.5.3 Pre-Processing

Several data pre-processing workflows were proposed to improve the data qual-
ity before feeding into the NNs. Other than the common calibration process
that calibrates the signal with respect to the background and the instrumental
environment, the pre-processing mainly focuses on denoising and data reduction.

First, for RIS data, the low wavelength channels (usually the first 15 bands)
or the last bands in the infrared range are usually quite noisy and removed as
noted in [117, 118, 163, 164, 189]. For XRF data, taking a spectral range starting
from 2.80 keV was suggested in [21] to avoid the peak overlaps in the low energy
range that often confuses the model and affects the efficiency.

Then, the smoothing of the signal is performed by binning and applying
various filters to further improve the signal-to-noise ratio. For RIS data, a
spectrally moving average filter that reduced the wavelength channels by a factor
of 4 was used in [164], and a Savitzky–Golay filter was applied in [43, 163] to
reduce the high-frequency noise. For the XRF dataset, spatial median filtering
with a 3 × 3 pixels kernel and spectral binning on 5 were employed [102]. On
the other hand, noise was introduced to the artificial XRF spectra to increase the
robustness of the dataset [21].

Data dimensionality reduction techniques, including PCA and MNF, are
applied in some cases to centralise the information in fewer bands [118, 146,
190, 189]. An inverse PCA transformation was applied in [189] after processing
the first component by high-pass filtering. A pipeline of statistical algorithms,
including t-SNE (t-stochastic distributed neighbourhood embedding), DBSCAN
clustering, HySime (hyperspectral signal subspace identification by minimum
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error), SISAL (simplex identification via split augmented Lagrangian), and SAM
(spectral angle mapper), was built in [80] to fully automate the identification
process and the results were fed into the NN. Data reduction in relation to
balancing the number of samples in each pigment class was also reported in
[101]. This task was accomplished by iteratively removing similar spectra (based
on measuring Euclidean distance for the similarity) in the over-abundance classes
until the samples per class are more evenly distributed.

As suggested by Fukumoto et al., selecting candidate pigments can also
be considered a pre-processing step [77]. Even though the detail of pigments
considered in each study is not listed and compared in this chapter, it presents a
large variability from case to case.

4.6 Model Architectures and Their Evaluation

A wide range of NN architectures has been explored in response to the vari-
ous research questions, from spectral super-resolution to single or multi-class
classification, and from quantitative concentration estimation to spatial feature
extraction. In general, as the research problems become more complex, more
complicated NNs are implemented to fully learn the structure contained in the
input data. In this section, we review the NN models implemented in CH in the
time frame from 2003 up to early 2023, roughly in the sequence from the sim-
plest architecture to the more complex ones. We first introduce the unsupervised
learning networks with the example of a self-organizing map (Section 4.6.1),
then mainly focus on the supervised approaches, such as multilayer perceptron
(Section 4.6.2) and convolution neural networks (Section 4.6.3). In the end, the
most complex hybrid approaches are presented, including multi-branches net-
works that mix-used the above basic types, encoder–decoder networks (Section
4.6.4), and deep belief networks (Section 4.6.5). The detailed configurations,
structures, choice of hyperparameters, and evaluation methods of the mentioned
architectures are summarised.
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4.6.1 Self-Organizing MAP (SOM)

A self-organizing map (SOM) is a type of unsupervised learning algorithm, i.e.,
it does not require a labelled dataset. The algorithm takes the pixel-level spectra
as input and maps them onto a 2D layer, the SOM [103]. SOMs thus contain
only a single layer of neurons, in which every neuron is associated with a weight
vector, with the same length as that of the input vectors. The training takes on the
competitive learning strategy, where each neuron competes with its neighbours
to be the “winner” for a given input, with the winning neuron and its neighbours
adjusting their weights to better match the input. The SOM NN has a single input
parameter—the number of neurons, which should be larger than the number
of clusters. This type of clustering method naturally allows for a visualisation
of the high-dimensional spectral data in 2D space in the form of single-cluster
maps. With each cluster representing a distinct group of similar spectra, the
SOM clustering analysis is able to reduce the large number of spectra to a few
clusters of similar spectra, thus capturing variations in the density of the paint
and the relative concentration of materials [102, 117].

SOM has been applied for two different clustering tasks using multispectral
XRF data [102], and SWIR and VNIR data [117]. In the former case, the number
of final clusters was set to 13. In [117], the authors do not provide information
on the number of clusters chosen. In their work, SOM was applied to all spectra
from each of the two image cubes. After initial clustering, the number of data
points was reduced, and the mean spectrum for each cluster was calculated.
Then, a secondary clustering was applied again using SOM, grouping the spectra
by shape but not by intensity. In order to evaluate the clusters, the quantisation
error is computed for each cluster and if it is above a given threshold, the cluster
is disintegrated, and the data is subjected to a new round of clustering. The
threshold is increased stepwise until all data samples are clustered.
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4.6.2 Multilayer Perceptron (MLP)

A multilayer perceptron (MLP) is a fully connected class of feed-forward NNs
in which each neuron in one layer is connected to every other neuron in the
next layer [173], as illustrated in Figure 4.2. An MLP typically has three or
more layers: an input layer, one or more hidden layers, and an output layer.
An MLP with a single hidden layer is considered a shallow NN, while those
with two or more hidden layers are regarded as deep learning models which
are frequently denoted as deep MLP or deep neural networks (DNNs). The
output layer produces the final prediction, which can be a continuous value (for
regression tasks) or a class label (for classification tasks), depending on the
activation functions used [98].

Shallow MLP

As an early application, a shallow MLP was applied in [146] to predict reflectance
spectral curves. The input datasets are reflectance spectra reconstructed using
linear techniques, such as pseudoinverse, PCA, and cubic-spline interpolation.
The neural network was composed of an input layer of size 3 × N (where N is
the number of channels), a hidden layer of 85 neurons per channel, and an output
layer of a single neuron per channel. Linear activation functions were used in the
hidden and output layers. The root mean squared error (RMSE) was the metric
employed. The neural network parameters were optimised with the aid of the
Levenberg–Marquardt algorithm [111, 130]. The training was set to stop when
RMSE fell below a certain threshold, which was fixed to a small arbitrary value.

A shallow MLP was also applied in [118] to identify mural disease. A three-
layer model of 6, 8, and 5 neurons in each layer was developed. The VNIR
spectra of 1,040 channels were pre-processed by MNF to reduce the spectral
dimension and minimise the noise. The first six bands of the transformation
results were selected to be the input. The output layer corresponds to the five
predicted classes, including diseased and non-diseased areas. A single hidden
layer of eight neurons was used. No information on activation and loss function
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was provided. The number of epochs was set to 1,000, the minimum error of the
training target was 0.0001, and the learning rate was 0.01.

A shallow MLP classifier was implemented for automatic pigment identifica-
tion in [80]. They used an off-the-shelf model from the scikit-learn library [174],
with hyperparameters set to default values: the model has a single hidden layer
of 100 neurons, RELU activation function, and Adam weight optimizer. The
input to the NN is the 256-channel SWIR spectra with pigment labels generated
from the previous steps using t-SNE, HySime, SISAL and SAM, and the output
returns one of the five pigment classes.

Deep MLP

Pigment identification and spectral unmixing using deep MLP networks were
exploited in a series of publications [155, 163, 164]. In [163], a multi-label
classification (the number of labels equals the number of pure pigments) DNN
with four fully connected layers of 256, 128, 64, and 32 neurons and an output
layer of 16 neurons was developed. The sigmoid activation function was used
for all layers, whose output is a vector of 0 and 1. The loss function employed
in this model was the average binary cross-entropy loss. In [164] and [155],
the authors expanded the first approach from pigment identification to pigment
unmixing in the VIS energy range with the aid of a two-branch DNN model.

As schematically presented in Figure 4.4, the first branch of the NN performs
pigment identification as a multi-label classification problem as in [163]. The
second branch of the DNN model aims at performing spectral unmixing. It is
a fully connected network also consisting of four layers of 256, 128, 64, and
32 neurons, with relu/sigmoid activation functions. The input layer represents a
reflectance spectrum of 256 bands. The output layer contains 11 neurons, whose
values correspond to pigment concentrations. To correctly predict the latter,
the softmax activation function was employed in the output layer, such that the
output values sum up to 1. Adam optimizer with default parameters is used. The
batch size was set to 64. The training was performed for 200 epochs. In order to
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prevent overfitting, early stopping with a patience of 10 was used. The model
made use of late fusion, which was shown to give optimal results.

Fig. 4.4 Schematic representation of the two-branch MLP model used in [155,
164].

In [188], Striova et al. used a deep MLP composed of five layers to extrap-
olate NIR reflectance spectra from VIS data. The proposed NN takes visible
reflectance spectra from 400 to 750 nm as input and predicts spectra in the NIR
range from 1200 to 1700 nm. The input and output spectra both have 16 channels.
The neural network is composed of four hidden layers of sizes 15, 15, 15, and 1
neuron(s). The sigmoid activation function was used in each layer, except for the
last one where a linear activation function was employed [26]. The model was
trained using the scaled conjugate gradient algorithm. The MLP-extrapolated
NIR image contains information related to the VIS bands only. Therefore, in
order to obtain the pure NIR spectra without the visible contribution, the com-
puted extrapolated spectra were extracted from the measured NIR spectra, and
the resulting intensity values were scaled between 0 and 1.

In [178], accurate painting reproduction via 3D printing was achieved by
optimising the multi-layer composition of different inks with the aid of a bidirec-
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tional model. The model consists of two fully connected neural networks. The
first neural network has four hidden layers of 300 neurons each. The hidden lay-
ers as well as the final layer use the ReLU activation function. The loss function
is the Euclidean distance between the prediction and the measurement (scaled by
the square root of the number of wavelength bands/channels). The second neural
network takes the 31-band reflectance spectrum as input and predicts the ink
layout (an 11-dimensional vector). This neural network consists of eight hidden
layers, each layer containing 160 neurons. The ReLU activation function is used
for all hidden layers, and a softmax activation function is used in the output
layer. This NN is deeper as it attempts to learn a more complicated dependence,
namely the prediction of ink layout from reflectance spectra. Two additional
loss functions were employed which were shown to produce more stable and
consistent training results, namely perceptual loss and thickness loss. Finally,
the backward function is trained to minimise the total loss, which is a sum of the
spectral, perceptual and layer thickness loss functions. A soft-quantisation layer
is applied at the end of the layout prediction layer in order to force the neural
network to predict close-to-integer values for the number of ink layers.

4.6.3 Convolutional Neural Networks (CNNs)

A convolutional neural network (CNN) is a specialised type of deep neural
networks that uses convolution operation in at least one of the hidden layers
to down-sample the input data and extract features. A convolutional layer is
made up of a set of kernels (the set is also known as a filter) which are matrices
of weights, optimised during training. The filters convolve with the input to
produce a feature map. In the case of CNNs the neurons are sparsely connected as
opposed to the full connectivity in MLPs, which means each neuron only receives
input from a restricted area around it. Frequently, one or more convolutional
layers followed by a pooling layer form a convolutional block. There are usually
multiple convolutional blocks followed by a fully connected block to produce
the final outputs. Different types of blocks can be connected in various ways to
form a customised architecture for the designed task [8, 191].
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One-Dimensional-CNN

One-dimensional (1D)-CNN is a CNN that processes one-dimensional input data.
Input data for CNNs are often two-dimensional, or an image, taking advantage of
CNNs’ capacity to learn the spatial correlations. However, in the CH literature,
spectral input is commonly used, i.e., series of spectra serve as the inputs to the
network without maintaining the spatial relationship.

Kleynhans et al. trained a typical 1D-CNN model for multi-class pigment
classification based on VNIR data [101]. As summarised in Figure 4.5, the pro-
posed model consists of one input layer, four hidden layers, and one output layer.
The input layer has one dimension with 209 neurons, which is the wavelength
number of the input spectra. The first two hidden layers are 1D convolutional lay-
ers with, respectively 64 and 32 filters and kernel sizes of 5 × 5 and 3 × 3. This is
followed by a max pooling layer, which down-samples the previous hidden layer
by 2 to reduce the dimensionality, keeping the maximum value of every second
neuron. Then, two fully connected layers of sizes 100 and 25 form the last two
layers. The output consists of 25 classes corresponding to the labels of the input
spectra, including both pure pigments and pigment mixtures. The rectified linear
unit (ReLU) activation function is used as activation function for each hidden
layer, while softmax is used for the final layer, which gives a probability value
between 0 and 1 for each class, summing up to 1. The final class is assigned
by defining a threshold; at 0.99, a number of pixels remain unclassified. By
decreasing the threshold from 0.99 to 0.85, part of the unclassified areas was
assigned a class with rising in false positive identifications.

The performance of the model was measured with a categorical cross-entropy
loss function, while the stochastic gradient descent optimizer was applied to
minimise the loss function. For the learning process, the model was trained with
batch sizes of 50 and epochs of 30, and evaluated on a validation set of 10% of
the training data. The training started with a learning rate of 0.01, which was
decreased if after four epochs (cycle through full training dataset) the validation
loss did not decrease.
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Fig. 4.5 Schematic 1D-CNN network architecture used in [101]. The input layer
(shown in blue) takes as input the VNIR spectrum, followed by a series of hidden
layers (shown in green) that perform feature extraction using convolutional
kernels (shown in orange). The output layer (shown in yellow) produces the final
classification results.

CNN with Transfer Learning

Transfer learning (TL) is a learning strategy in which a model trained on one
set of data is reused as the starting point to train a new model on data with
slightly different properties. Both models adopt the same architecture but possess
different parameters. The low-level features learned by the pre-trained model
are maintained when training a new model by freezing all parameters on certain
layers, commonly the earliest layers which tend to learn more general structures
from the input. The model, thus, only adjusts a smaller portion of parameters to
adapt to the new data, making it possible to achieve high accuracy with much
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less training data and computational resources. TL is especially useful when the
available data is limited while the NN has a rather complex architecture, as the
model can leverage the knowledge it gained from the larger dataset to the new
task. In CH, two works have adopted the TL strategy to exploit large artificial
datasets [21, 97].

In [97], a CNN model was applied to classify XRF spectra into pigment
classes (15 classes were used in this study). The network was composed of three
convolutional layers with max-pooling layers in between, and the output layer
predicts the label for the corresponding pigment. The ReLU activation function
was used for each layer except the final layer, which used the softmax activation
function. The model is pre-trained on synthetic XRF data, and then fine-tuned
with spectra acquired on real pigment samples, by freezing the weights in all
layers in the network except the final layer. The performance of the model was
evaluated before and after the fine-tuning, and the model with transfer learning
showed higher accuracy.

A more complex CNN model was developed in [21] to identify layered
pigments. The inputs were XRF spectra with 3815 channels. The model consists
of five convolutional blocks, each made up of a 1D convolutional layer, a batch
normalisation layer, and a max-pooling layer. The number and size of the
kernels of each 1D convolutional layer were set at 64,64,64,64,128 and 5,3,3,3,3,
respectively. The model is then followed by a post-convolutional layer with 128
kernels with a size of 3, a flatten layer, a dropout layer and a fully connected
layer. The activation function LeakyReLU is used for every layer other than the
final layer, while the output layer uses a sigmoid activation function. The output
predictions were in 11 classes, outputting the probabilities of each class (each
pigment) between 0 to 1. The loss was calculated to optimise the performance
of the model by averaging the binary cross entropy of each predicted class.

The model was pre-trained with the artificial dataset using randomly ini-
tialised weights. It was further fine-tuned with data acquired on mock-ups, in
two training steps: first, the pre-trained weights were fixed in all convolutional
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layers, whereas only the fully connected layers were fine-tuned. Next, all layers
were trainable and were further fine-tuned with the mock-up dataset.

Multi-Branches CNN

Two different types of complex CNN architectures have so far been employed to
analyse hyperspectral data from painted artworks: the first one to perform sketch
extraction [212], and the second one to identify pure pigments [43].

In the first case, an efficient edge-detection algorithm, consisting of a combi-
nation of two NNs, a bi-directional cascade network (BDCN) [87] and a U-net
[167], was employed. BDCN consists of five Incremental Detection (ID) blocks,
which contain convolutional layers and a Scale Enhancement Module (SEM).
Each block is connected to the next one by a pooling layer. A carefully designed
loss function making use of a distinction between edge and non-edge pixels was
employed. To account for the imbalanced distribution of edge and non-edge pix-
els, a class-balanced cross-entropy loss was employed [212]. Due to insufficient
training data, the authors resorted to transfer learning by pre-training the BDCN
model on a publicly available dataset of natural scenes. The network parameters
were then fine-tuned on a target cultural relics dataset.

In [43], Chen et al. achieved pure pigment identification with a multi-class
classification problem using a three-branch deep-learning (DL) model. Unlike
the 1D-CNN where a single spectrum is used as input, in this case, the first two
branches of the NN take as input a small sub-cube around a central pixel, thus
allowing for a combined spectral and spatial investigation. The first branch of
the neural network consists of five sets of 3D convolutional filters with ReLU
activation functions. It takes a 9 × 9 sub-cube of the hyperspectral cube around a
central pixel as input. The architecture of the second branch is identical to that
of the first one using the derivative of the same sub-cube as input.

The third branch of the model takes the reflectance spectrum of the central
pixel as input and computes the spectral correlation map between the pixel and
a reference pigment database. This result is fed to a shallow fully connected
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feed-forward NN, which analyses the error between the reflectance spectrum of
the pixel and the spectral signatures in the reference pigment database.

The outputs of the three branches are flattened, concatenated in a single
vector, and fed into a fully connected feed-forward deep NN of five hidden layers
with ReLU activation functions. One of these layers is a dropout layer, intended
to minimise overfitting. The output layer consists of 17 neurons—16 for the pure
pigments, and 1 neuron which predicts whether the reflectance spectrum belongs
to a mixture or not. A threshold of 0.9 is applied to the output to discriminate
between the spectra of pure pigments and pigment mixtures. The categorical
cross-entropy loss function was employed. The NN parameters were optimised
with the aid of the Adam optimizer with a learning rate of 0.0001. The training
was performed for 20 epochs.

4.6.4 Encoder–Decoder (ENDEC)

An encoder–decoder (ENDEC) is a neural network model which consists of two
parts—an encoder and a decoder. The two parts usually have inversed structures,
with the encoder working in the normal direction that compresses the input data
into a lower-dimensional representation (latent), and the decoder reconstructing
the input from the latent, thus working in the opposite direction [104, 137]. The
typical structure of an ENDEC model is illustrated in Figure 4.6. The hidden
layers can be either fully connected, convolutional or even recurrent, based on
the specific architecture [94]. The encoder and decoder are trained together by
minimising the difference between the reconstructed outputs and the inputs. The
training can be performed through either a supervised or unsupervised learning
strategy as the ground truth is already provided in the input data; thus, in some
cases, no explicit labels are needed.

A fully connected ENDEC was used in [77] in order to learn the dependence
of reflectance spectra on pigment concentrations. The input and output of
the ENDEC are reflectance spectra, whereas the intermediate layer represents
pigment concentrations. The encoder part consists of eight layers of 300 neurons
each, and an output layer of 19 neurons (for 19 pigments). The ReLU activation
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Fig. 4.6 Typical architecture of an encoder–decoder neural network. The input
(shown in blue) is first compressed by the encoder part (shown in green) into
a lower-dimensional representation (shown in orange). The decoder part (also
marked in green) then performs up-sampling from the middle output and pro-
duces a reconstruct version of the input (shown in yellow).

function was used in all layers, except for the output layer, where the softmax
activation function was employed. The mean absolute error (MAE) between the
ground truth and the predicted concentrations was the loss function in the encoder
part. The decoder part is composed of four hidden layers of 500 neurons each;
the ReLU activation function was used for all layers. The mean squared error
was the loss function of the decoder part. The Adam optimisation algorithm with
default parameters was employed. In order to avoid overfitting, L2 regularisation
was applied, with a weight decay value of 1e-5 . The learning was first performed
only in the decoder unit, then the decoder weights were fixed, and the encoder
part was trained.

Another type of encoder–decoder architecture, based on CNN and known
as U-net [167], was used in [212] to refine and denoise sketches extracted by
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a BDCN. The encoder NN consisted of four blocks each composed of three
convolutional layers and a pooling layer. The decoder part of U-net consisted of
four blocks composed of three convolutional layers. Weight decay regularisation
was employed to reduce overfitting.

An unsupervised autoencoder model is proposed in [180] for paint layer
thickness and pigments mixing ratio estimation. It is a type of ENDEC net-
work that utilises unlabelled data for training, with the goal to learn a compact
representation of the input data (middle output). Since the ground truth of the
reconstructed spectrum is the input data itself, the model is also considered
self-supervised. In this case, the input of the encoder is spectral data of layered
surface objects and is decomposed into latent variables in the middle layer. The
decoder part is based on the Kubelka–Munk theory; as such, the latent variables
are physically interpretable as pigment thickness and pigment mixing ratio. The
encoder consists of seven fully connected layers with ReLU activation function,
and the number of neurons in each layer is 300. For the middle output layer,
a ReLU function is used to force the thickness to be positive and a softmax
function is used for pigment mixing ratios. A special loss function is designed,
and the Adam algorithm is used for optimisation. The training was repeated
in three cases with different types of inputs: artificial data, data measured on
mock-ups of tomb mural pigments, and that of watercolour pigments.

A variation autoencoder (VAE)-based network was applied in [190] for
recovering large areas of scratch damage in mural paintings. The model adopted
is pre-trained in a previous study [205] designed for old photo restoration; thus,
no training process is involved and the murals serve as test cases to the pre-trained
model. Since the VAEs are able to learn compact representations of input data
(encoder part) and generate new data following the probabilistic distribution (the
decoder part is also known as the generator), the model is capable of repairing
the lost contents in murals that suffer from similar damages of photos. The input
to the NN is a true colour image synthesised from VNIR datacube, which is
pre-processed and enhanced to assist the restoration. The model consists of two
identical VAEs and an adversarial mapping network (GAN). The two VAEs take
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the damaged images and the related ground truth images as inputs, respectively,
where the encoder transforms the input into a compressed representation in
latent space (middle output), and the decoder part generates a reconstructed
version of the input image. Then, the middle outputs of the first VAE (damaged
images) are translated into that of the repaired ones of the second VAE through
the mapping network. The encoder part and decoder part are both composed
of three convolutional/deconvolutional layers and four residual blocks, and the
mapping network has six convolutional layers, six residual blocks, and one
partial non-local block.

4.6.5 Deep Belief Network (DBN)

Deep belief networks (DBNs) are a type of NN that consist of multiple layers. In
a DBN, the lower layers consist of the so-called restricted Boltzmann machines
[73, 211], typically used for unsupervised learning and designed to learn the
underlying probability distribution of a dataset, and the top layer is usually fully
connected. The training process of DBN is different from MLP and CNN, which
involves pre-training the lower layers using unsupervised learning and then
fine-tuning the top layers using supervised learning through backpropagation
[120]. DBN can be used to solve unsupervised learning tasks to reduce the
dimensionality of features, as well as for supervised learning tasks to build
classification or regression models.

In [189], a DBN-initialised neural network was used to predict the degree
of flaking. The NN is composed of two hidden layers, with the number of
neurons configured as 200 and 150, respectively. The weights of the DBNs are
pre-trained layer-by-layer, from the first hidden layer to the outermost layer; the
learning rate was set to 0.01 for 100 epochs, and the momentum was set to 0.4.
No information on activation functions and output layer is provided.
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4.6.6 Model Performance Evaluation

The testing of the generated output on an unseen dataset is accompanied by
different evaluation criteria. For the test sets, the ground truth is already known
by the methods described in Section 4.2 and the quantitative evaluation of
the prediction accuracy is performed [21, 77, 80, 101, 118, 163, 189, 212]. As
summarised in table 4.1, it is measured by calculating sensitivity, overall accuracy
(OA), average accuracy (AA), standard deviation (STD), R-squared coefficient of
determination, root mean square error (RMSE), or using the individual per-class
accuracy. For those tested on a new set of historical paintings, the performance
is evaluated more qualitatively. The output results of the networks are commonly
cross-validated with other analytical instruments, involving the manual check of
spectral features of selected points using XRF, FORS, FTIR or micro-Raman,
and optical microscopy [43, 97, 102, 155, 163, 188].

The performance of the NNs is also frequently compared with other meth-
ods and algorithms. In [101], it is compared with the conventional two-step
approaches that first perform a spectral clustering and then label the present
pigments based on additional information. In addition, the performance of the
NN models are particularly compared with other linear unmixing algorithms, in-
cluding support vector machine (SVM), spectral angle mapper (SAM), and fully
constrained least squares (FCLS) [43, 101, 155, 163]. In [101], the 1D-CNN is
proven to outperform the SAM by 2.1% and the SVM by 6.4%, respectively, in
identification accuracy. In [155], the DNN classification model outperformed
SAM by 5.1% in accuracy, with the latter performing poorly in identifying pig-
ments present in mixtures or from areas where the endmembers are not priorly
defined. FCLS is tested in [163] for decomposing the given spectrum to a linear
combination of pure pigment spectra; however, the accuracy of estimated mixing
coefficients largely underperformed the DNN model proposed. SAM and FCLS
are also tested in [43] for identifying pure pigment areas by setting a threshold,
while the performances are far from the multi-branch CNN model developed.

In some cases, the performances of different NN architectures are also evalu-
ated and compared. The CNN-based model is compared with the unsupervised
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Metrics Type Formula Ref.

Sensitivity Sensitivity =
True positive

True positive + False negative
[21]

Overall accuracy
(OA)

OA =
No. of correctly classified examples

Total No. of examples
[21, 80,
101, 118]

Average accuracy
(AA)

AA =
1
M

m

∑
i=1

OAi,

M− number of classes,
OAi −overall per class accuracy

[80]

Standard devia-
tion (STD)

ST D =

√
1
N

N

∑
i=1

(xi −µ)2,

N-total No. of examples,

µ =
1
N

N

∑
j=1

x j

[80]

Coefficient of de-
termination (R2)

R2 = 1− RSS
T SS

RSS = Σi

(
yi − ypred

i

)2
-sum of squared residuals

T SS = ∑
i
(yi − ȳ)2 -total sum of squares

[189]

Root mean square
error (RMSE) RMSE =

√√√√∑
N
i=1

(
yi − ypred

i

)2

N
[77, 163,
189, 212]

Table 4.1 Most commonly encountered metrics for the quantitative evaluation of
prediction accuracy in CH.
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SOM in [61], the 1D-CNN model is compared with MLP and outperforms the
latter in [101], and the unsupervised autoencoder is tested to be superior to
the supervised model in [180]. Moreover, in developing the algorithms, NN
models with different algorithmic choices are tested and evaluated. The DBN is
compared with an artificial NN-based approach in [189]; two MLPs performing
multi-class and multi-label classification, respectively, are compared in [163];
and four DNN architectures with different fusion stages are tested in [164].

4.7 Discussions and Conclusion

The promising adoption of NNs within CH is evident throughout the literature.
The NN models that learn and adapt on their own are relatively easy to build and,
once the model is properly trained, the application to real problems is very fast,
i.e., it takes only tens of seconds.

As summarised in Table 4.2, we have demonstrated the wide applications
of NNs in solving paint component mapping problems, from pure pigments
to complex mixtures, from classification to concentration estimation, and from
multi-class to multi-layer systems. Different architectures were chosen according
to multiple factors, from fully connected networks to the more advanced convo-
lutional networks or encoder–decoders, from shallow single-layer networks to
complex multi-branch NN models, taking unsupervised learning to supervised
or transfer learning strategies. Furthermore, the training datasets also present a
large complexity, varying in spectral ranges, input data types, and preparation
methods, from artificial data to historical data, and from modern model paintings
to historical artworks of different origins.
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Over the last few years, various algorithms were developed with the aim
of capturing complex features from HSI data for an in-depth analysis of the
rich spectral features [114]. However, as observed in the remote sensing field,
the scale of the HSI training data is limited due to the cost, complexity, and
labelling constraints in their development [176]. That, in turn, causes a sub-
optimal learning of NN with large numbers of parameters. The complexity of the
architecture and the variability of the data is often unbalanced, which frequently
causes poor applicability to real-world problems. In this circumstance, a specific
discussion, concerning the datasets and the NNs architectures, is addressed, for
a more systematic use of NN for HSI in CH.

Supervised NN models represent a major part of the models developed for
classification or unmixing purposes (85.7%). However, due to the costly and
labour-intense labelling of HSI data, the supervised models suffer from very
limited labelled input datasets that constrain the effective learning of the massive
spectral parameters required for accurate classification or regression results
[30, 129]. Extensive use of those models will soon represent a bottleneck that
will significantly inhibit their practical application for wider HSI data analysis.
Building new HSI benchmark datasets to meet the training needs of the NN
model is expensive and time-consuming [138]. Several HSI datasets have been
built over the last few years for diverse HSI applications, and multiple open-
source databases of diffuse reflectance references flourished simultaneously
[25, 34, 54].

However, the currently labelled HSI samples are still far below the demands
of the current NN models, as well as verifying the performance of evolving
algorithms. Limited training samples cause model overfitting during training
which significantly affects the model performance. Overfitting can be desirable
when the application is specific to a set of data that is mostly similar to the training
set, as the model can make very accurate predictions. However, in most cases, it
is good practice to avoid overfitting to increase the applicability of the model
and make it more resistant to noise and other types of variations. The generation
of artificial training data, simulated through theoretical approximations, has been
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proposed to help generate new training samples to mitigate the cost of preparing
multiple modern replicas [21, 43, 77, 97, 163, 164, 180]. The available training
data size is largely expanded: the averaged data sizes for modern replicas
and historical data are around 80 k and 12 k, respectively, while the artificial
sets generated have on average 250 k spectra (Table 4.2). Similarly, several
works address this issue by expanding the dataset through an augmented dataset
approach [43], and a mixed use of various dataset types (artificial, modern,
historical) [21, 97, 117, 155].

In CH, a general trend has been observed with NN algorithms becoming
more powerful and widely applied, leading to increasingly complex architectures
to tackle more difficult tasks. This trend is driven by the increasing complexity
of data and the improvement in computing power. However, it is important to
balance the complexity of the network with the size of the dataset in order to
achieve the best performance and efficiency. For large and complex datasets,
a more advanced network with more hidden layers and complex structures is
preferred, while a simpler network is sufficient for smaller datasets and simpler
tasks. This practice is observed in the CH literature where relatively simpler
models (SOM and MLP) have an averaged training set size of around 80 k spectra,
while for more complex architectures (CNN, ENDEC and DBN), the averaged
size is 215 k spectra (Table 4.2). For the NNs of the same category, refs. [97] both
adopted a CNN architecture and transfer learning strategy, respectively, while
using the same input range and data type. As the model used in [21] is much more
complex than in [97], the size of the training data is also significantly increased.
It is generally recommended to start with a simple network configuration and
gradually increase complexity to find the optimal architecture for a given dataset,
and to reach the optimal model performance in terms of accuracy and computing
power.

In conclusion, spectral imaging instruments have become a common tool
in CH studies accompanied with a natural extension of dataset and data range.
The use of neural networks (NNs) is likely to become increasingly important for
assisting the interpretation and information extraction of hyperspectral dataset.
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As such, the approach will soon grow and provide more examples, available to the
community. In this context potential research axes arise from this chapter. Many
researchers have indeed recognized the limitation of current practices in terms
of poor generalisation ability and applicability to other datasets, highlighting the
need for new, larger and more complex reference hyperspectral datasets. One way
to address this issue is to continue to increase the dataset by including a wider
range of data from larger pigment databases and more variable painting structures.
In order to facilitate this process and increase model transferability, a move
towards open-source algorithms and publicly available datasets is indispensable.
Similarly, the combination of NN models with complex physical models (four-
flux KM approximation [18, 200], or the radiation transfer equation [203, 200])
needs to be explored, providing larger and more diverse artificial datasets. In
parallel to data augmentation and synthetic data generation that has started to
be addressed in the field, neural network models that can efficiently utilise a
limited number of labelled samples have to be tested. As such, transfer learning
or weakly supervised methods should be further explored to mitigate the demand
for training samples [204].





Chapter 5

Conclusions

Cultural heritage conservation and restoration stand at the crossroads of art, his-
tory, science, and technological progress. Traditional conservation and restora-
tion methods, while invaluable, are often constrained by their ability to adapt
to the complexity of cultural heritage artefacts. In the contemporary landscape,
analytical instruments and computational technology are profoundly shaping the
interdisciplinary field. Machine learning and data analysis, with their capacity to
unravel intricate patterns and trends within extensive datasets, offer a promising
avenue for enhancing conservation and restoration practices. In this thesis, we
have focused on how machine learning and data analysis techniques can con-
tribute to the conservation and restoration of cultural heritage objects. Through
various case studies presented, we have investigated the potential and limitations
of machine-learning techniques in processing extensive hyperspectral data, in
supporting tasks ranging from material diagnostics and classification to mapping
and digital restoration. This chapter summarises the contributions of this thesis,
highlighting key findings for each research question we presented in Chapter 1.

RQ-1.1 Can machine learning techniques address complex identification
and classification problems in CH?

This research question is investigated through a case study faced in Chapter
2 and reviewed through the literature in Chapter 4. For unsupervised algo-
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rithms, as presented in Chapter 2, the application of joined spatial-spectral
clustering algorithms to address complex identification and classification
problems is demonstrated. The developed data processing pipeline has
exhibited great adaptability to the Cultural Heritage context: the SLIC
superpixel algorithm is especially suitable for pointillism paintings for
maintaining the important spatial details while enhancing the processing
efficiency, and the soft clustering algorithms excel in extracting patterns
from complex overlapping data. These algorithms succeed in distinguish-
ing various inorganic pigments in artworks, identifying complex colourant
mixtures, as well as localising degradation. However, while these tech-
niques have proven invaluable in uncovering nuanced details that humans
cannot determine from vast amounts of data, human interpretation remains
indispensable for a meaningful result. The fine-tuning of hyperparameters
to achieve a reliable result is highly dependent on human expertise to
decompose the chemical meaning behind the subtle spectral variations
captured in the clusters.

On the other hand, the application of supervised approaches, such as
those discussed in the neural network literature in Chapter 4, involves
models learning from labelled training data. The wide adaptability of
Neural Networks (NNs) in solving paint component mapping problems is
demonstrated, from pure pigments to complex mixtures, from classification
to quantitative concentration estimation, and from multi-class to multi-
layer systems. These supervised models, once properly trained, offer
fast and efficient applications to real problems. However, the success of
supervised approaches relies on the accessibility of accurately labelled
training data, making the preparation of datasets a critical aspect. In the
CH field, where the availability of large labelled datasets is often limited,
human input and expertise are crucial in the creation of these labelled
datasets, by generating synthetic data from physical models, preparing
mock-ups, or hand labelling the data from historical artworks. Therefore,
both unsupervised and supervised approaches highlight the interconnected
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roles of automated techniques and human efforts, requiring a balanced and
collaborative approach to effective cultural heritage conservation practices.

RQ-1.2 To what extent can machine learning models detect and mitigate
the degradation of cultural heritage artefacts over time?

This research question is explored through case studies in Chapter 2 and
Chapter 3. In Chapter 2, the developed approach has succeeded in captur-
ing and localising the degradation of yellow pigments in Signac’s painting,
suggesting chromium-based pigments rather than cadmium, providing
valuable insights into the artist’s palette. Furthermore, the algorithm is
employed to segment degraded film into differential fading areas. By
revealing subtle patterns indicative of degradation, the machine learning
algorithms not only provide a nuanced perspective on the degradation
process but also lay a foundation for future restoration works.

Chapter 3 delves deeper into the potential of machine learning to address
degradation issues, focusing on the digital restoration of degraded cine-
matic films. The proposed vector quantization algorithm, constructing a
codebook that stores the paired spectral signatures between degraded and
non-degraded references, achieves subjective restoration by capturing min-
imal yet essential differences among pixels. The positive results obtained
highlight the potential of machine learning in mitigating the effects of
degradation, particularly in scenarios with inhomogeneous fading patterns,
a challenge hard to treat with conventional methods. However, while
this automated technique minimises human intervention in the restoration
process, the accuracy and reliability of restoration results depend crucially
on the availability of a ground-truth reference. Furthermore, the high
computational load arising from the high-resolution spectral data may
potentially limit its application to large-scale film stock.

RQ-1.3 How transferrable are the machine learning models developed
to similar scenarios in cultural heritage conservation and what future
applications can be envisioned?



130 Conclusions

The adaptability and transferability of machine learning algorithms, as
an essential aspect of the technique, are discussed throughout the thesis.
In Chapter 2, the adaptability of the proposed method is demonstrated
through the two distinct cases. The painting dataset exhibits a larger
variability of distinctive spectral characteristics rising from the unique
chemical compositions of each pigment, while the film dataset is smaller
in size with all pixels sharing similar chemical constituents and peak posi-
tions, varying mainly in subtle degradation loss. Nevertheless, the same
methodology has achieved remarkable results in both cases. In particular,
the Gaussian Mixture models built through the current training samples
are directly applicable to the analysis of artworks with similar palettes,
material compositions or degradation types. By expanding the included
spectral features, these models can find wide and efficient applications in
numerous similar scenarios.

In Chapter 3, the proposed approach is initially applied to a single frame
and subsequently extended for the collective restoration of entire datasets.
This extension involves constructing a multi-codebook that incorporates
spectral features from multiple frames and exhibits promising potential
for the restoration of deteriorated films of the same type. Additionally, the
spectra bank collected in the codebook could be expanded to encompass
various types of samples and degradation effects, enhancing its applicabil-
ity to a broader spectrum of damaged films.

In Chapter 4, the superior adaptability of Neural Networks is demonstrated
through their wide application with various architectures to tackle more
difficult tasks. However, due to the labour-intensive labelling of hyper-
spectral data, the supervised models suffer from limited labelled input
datasets for the accurate updating of the massive parameters. Limited
training samples frequently lead to overfitting during training and poor
generalisation ability to other datasets. While overfitting can be beneficial
for specific cases, balancing the complexity of the architecture and dataset
variability is crucial to achieving a robust solution for real-world appli-
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cability. This limitation highlights the need for larger and more diverse
reference hyperspectral datasets, such as pigment databases, extended
spectral ranges, and more variable painting structures. To facilitate this
process and increase model transferability, a move towards open-source
algorithms and publicly available datasets is indispensable.

For future research directions, numerous aspects within the application of
machine learning techniques in cultural heritage context merit exploration. While
this thesis has been focused on Hyperspectral data, other types of data, such
as macro-XRF and Raman spectroscopy, and the integration of multimodal
data sources still need investigation. Dealing with the data challenge offers an
opportunity to delve into semi-supervised learning approaches to reduce the
dependency on large labelled datasets. Concerning more complex conservation
problems, predictive modelling emerges as a potent avenue, considering also the
temporal dimension in the degradation pathway. Additionally, there is a critical
need to enhance the explainability of machine learning models in the context of
cultural heritage conservation, facilitating better collaboration between machine
learning algorithms and conservation experts.
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