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Abstract

The rapid evolution of telecommunication systems has led to the intro-

duction of new generations of wireless communication standards, which re-

quire signals with wide bandwidth (BW) and a very high peak-to-average

power ratio (PAPR) to improve spectral efficiency and maximize data speed.

However, such advancements can only occur through the evolution of radio

frequency (RF) and microwave devices, which should be capable of operating

at higher frequencies, greater BWs, and with higher efficiency than before.

To meet these demanding specifications, transmitter architectures evolved

from a single linear RF power amplifier (PA) to more complex topologies.

The objective of the thesis is to analyze the possibility of exploiting the

additional degrees of freedom in multi-input (MI) PA topologies to improve

their performance in terms of trade-offs among the main figures of merit:

linearity, efficiency, and power. The proposed algorithms were tested on

three different topologies of MI PAs, each presenting different optimization

challenges and objectives.

On a PA array, a beam-dependent digital predistortion (BD-DPD) algo-

rithm was tested to enhance the linearity of the system under varying PA

load conditions, by adjusting the beam direction. The method is based on

machine learning and allows a low-complexity real-time update of the DPD

coefficients by exploiting feature-based model reduction. The validation is

performed through over-the-air measurements of a 1x4 array operating at 28

GHz with 100-MHz of modulated BW.

On a supply-modulated PA (SM-PA), a gradient-based multi-objective

v



vi Abstract

optimization (MOO) algorithm was applied to optimize the trade-off between

linearity and efficiency of the PA. To avoid dealing with an unbearably high

number of experimental acquisitions, MOO is made feasible by fast simula-

tion of an empirical surrogate model of the PA, which is progressively refined

from a reduced set of iterative acquisitions. The proposed technique enables

the adoption of a dynamic supply shaping function, and it automatically ac-

counts for the signal statistics. Eventually, the method outperforms classical

SM approaches yet using a DPD of the same order. This is demonstrated by

the experimental results on a Gallium Nitride SM-PA operating at 3.5 GHz

in the presence of OFDM-like high-PAPR modulated signals with 10-MHz

and 20-MHz BWs.

Finally, a derivative-free algorithm, the Bayesian optimization, was tested

on a multi-input load-modulated amplifier, specifically on a dual-input Do-

herty PA (DIDPA) targeting 100-MHz modulated BW at 24 GHz. The

optimization focuses on improving power added efficiency (PAE) while main-

taining linearity with DPD linearization. A joint optimization considers the

mutual effect of DPD linearization and PAE-maximization. Validation is

done with a multiport on-wafer measurement system using a vector network

analyzer for wideband characterization of a millimeter-wave DIDPA. To re-

alize this, a dual-input control algorithm is proposed for user-defined control

across a 600-MHz BW with a central frequency of 24 GHz between the inputs

of the DIDPA.
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Chapter 1

Introduction

1.1 Overview

To fulfill stringent linearity and power added efficiency (PAE) require-

ments, radio-frequency (RF) transmitters and power amplifiers (PAs) are

evolving into complex systems with multiple-inputs (MIs). PA arrays, for

instance, inherently incorporate MIs for beam steering capabilities. Various

designs such as dual-input Doherty [4], outphasing [5], and load-modulated

balanced amplifiers [6] employ an additional modulated input to induce pre-

defined load-pull between two amplifier branches, enhancing PAE. Supply

modulation in ET and polar PAs involves an additional input at the base-

band terminal [7].

As PA complexity rises and high linearity is needed across broader modu-

lation bandwidths (BWs), digital predistortion (DPD) is a critical necessity

for efficient RF PAs. In load-modulated PAs or ET PAs, where supply is

modulated based on a predetermined shaping table (ST) function of the

RF envelope, MIs are derived from the single signal to be amplified. Con-

sequently, these PAs could still be treated globally as single-input single-

output (SISO) systems, relying on classical SISO DPD techniques. However,

this limits PA operation to choices made during the design stage, relying on

simulation models. Despite recent advances in wideband device character-

1



2 1.1 Overview

ization [8, 9], broadband operation and concurrent supply/load modulation

may introduce spurious critical distortions that are challenging to predict at

the design stage or compensate for with SISO DPD after implementation.

Considering a multiple-input single-output (MISO) PA description would

provide additional degrees of freedom to extract maximum performance from

a designed PA. As MIs are typically generated digitally, minimal changes in

the transmitter configuration are necessary, but more intricate MISO behav-

ioral models and alternative DPD strategies must be considered. Multiple-

input multiple-output (MIMO) Volterra-based behavioral models considering

mutual nonlinear effects among inputs [10–12] have been explored for PA ar-

rays [13, 14], load-modulated [15, 16], supply-modulated [3, 17–19] PAs, and

concurrent multi-band PAs [20]. For instance, the work in [3] implements

a two-step method for dynamic load modulation, with the first step involv-

ing offline identification based on a static control function derived heuristi-

cally from continuous-wave (CW) characterization of the PA. However, this

method may not guarantee optimal joint control of the two inputs in real-

world applications with modulated signals and spurious mutual dynamics.

The second step involves DPD using an inverse model explicitly consider-

ing the time-varying load control voltage fixed from the previous step. Ar-

chitecturally, the predistorted signal is obtained using a classical coefficient

learning routine, resembling typical DPD where only linearity improvement

is targeted.

In practice, a well-defined PA inverse function with dynamics is only

established for the symmetrical N ×N case (equal inputs and outputs) [21].

Although the outputs of each single PA can still be obtained in PA arrays [22],

other mentioned PA architectures inherently present similar problems to a

MISO systems case. Considering an asymmetric architecture M ×N with N

(inputs) > M (outputs), the non-injective relationship between inputs and

outputs suggests some degree of overfitting as different input configurations

might yield the same linearized output.
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1.2 Power Amplifiers Metrics

1.2.1 Modulated Signal Characteristics

The use of multitone signals in PA testing could be considered as an en-

hancement of the classical two-tone analysis. The main feature of multitone

signals is the possibility to better approximate the frequency content of mod-

ern communication signals. [23] Consequently, multitone signals are typically

used in measurement labs to provide a periodic, well characterized waveform

that can simulate complex modulated RF signals. The already mentioned

two-tone test signal is typically employed to illustrate many FoMs which rep-

resents linearity of RF circuits. [24] Such as intermodulation distortion (the

unwanted generation of signals close to the multitone band caused by mix-

ing products from the harmonic products from all frequency orders), cross-

modulation (the transfer of the modulating part from one modulated signal

to another, with a different carrier frequency) [25], memory effects, and gain

compression/expansion. Unfortunately, because of modern communication

standard requirements (i.e. high data rates and high spectral efficiency),

signals can present large bandwidth in relation to the carrier and high peak

to average power ratio (PAPR). That makes these signals impossible to cor-

rectly represent by two-tone test signals. A multitone excitation is defined

by the number of tones it contains, their spacing and the total bandwidth of

the excitation signal, in addition to the magnitude and the relative phases

of the tones. Thus, the multitone signal can be defined as follows:

x(t) =
N∑
k=1

Akcos(ωkt + θk), (1.1)

where Ak is the amplitude and θk is the phase of the kth sine function, N

is the number of sinusoids, and ωk = ω0 + (k − 1)δω, with ω0 being the

frequency of the first tone and δω the constant frequency separation between

them. It is possible to obtain different shapes of the time domain envelope by

changing the relative phases between the multitone frequency components.

Therefore, multitones can be used to emulate communication standards by
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varying the relative phases in order to fit the desired probability density

function (PSD) [26].

Since the signal it is necessary to emulate has a defined bandwidth fbw

and time duration T , the selection of the two first parameters is straight-

forward. Having defined the bandwidth of the multitone excitation with

fbw, the number of tones can be derived such that the multitone excitation

has enough resolution in time domain to correctly represent the emulated

complex envelope, using the formula:

NTones = fbw ∗ T. (1.2)

Alternatively, a desired tone spacing can be defined and then the required

number of tones calculated. One straightforward approach to obtain the

relative magnitudes and phases of the tones is to consider a Fourier series

representation of a particular time realization of a communication signal

[26]. In practice, a discrite Fourier transform is used to obtain Fourier series

coefficients of a complex discrete-time signal of finite time duration:

x(n) =
1

N

N∑
k=1

X(k)e
j2πkn

N =
N∑
k=1

Ake
j( 2πkn

N
+θk) (1.3)

where Ak and θk are the as in Eq. 1.1.

There are many reasons why multitone signals are prefered instead of

actual modulated signals for device testing and modeling. First of all, with

these signals it is possible to emulate the statistical characteristics of the

modulated signals through the use of the relative phases of the tones. There-

fore it is possible to perform an analysis that is not related to any particular

standard, emulating a class of modulated signals characterized by a PDF.

This is possible selecting a set of Ak and θk with an iterative procedure,

which aims to minimize the difference between the synthesized PDF and

the desired one [23]. In addition, multitone signals are periodic, so they are

straightforward to generate and measure by using many instruments com-

monly used to characterize bandpass modulated signals, such as vector signal

generators, spectrum analysers, and vector network analyzers (VNAs). It is
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therefore possible to use the measuring instrumentation that cannot directly

manage the modulated signals (e.g. large signal analyser) or that needs a

periodical versions of the modulated signals in order to perform broadband

measurements (e.g. a VNA).

1.2.2 Linearity Metrics

After the definition of the excitation signal used in this work to test RF

devices, it is now possible to define some multitone FoMs which are used

to evaluate linearity performance of the device under test (DUT). The first

figure of merit presented is the adjacent channel power ratio (ACPR), which

is a measure of the spectral regrowth caused by devices’ non-linearities. This

quantity is defined as the ratio between the power generated in the side

bands, i.e. the adjacent channels, due to spectral regrowth and the in-band

average output power:

ACPR =
PS

Pout

=

∫
∆ωS

S(ω)dω∫
∆ωC

S(ω)dω
, (1.4)

where Pout denotes the total measured output power in the interval ∆ωC ,

which represents the channel bandwidth, while PS refer to the power in the

adjacent channel, whose frequency ranges is ∆ωS. S(ω) is the power spectral

density (PSD) of the PA output signal. Furthermore, to better emulate the

metrics for various standards, it is possible to define variants of the expression

using different integration masks (for example by calculating only the power

of one of the two side-bands).

Although ACPR is a widely used figure of merit in wireless standards,

it is a metric for the out-of-band distortion and a poor metric to measure

nonlinear distortion whose effects are visible in the main channel (the in-

band distortion). For this purpose, when referring to modulated signals,

the error vector magnitude (EVM) is typically used, which however needs a

demodulation and measures the error between measured and expected sym-

bols. Although multitones are not properly modulated signals, the EVM
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can be measured as the ratio of the purely nonlinear distortion power (i.e.,

the output signal power minus the linearly related power to the input) to

the input signal power [27] across the excitation bandwidth. Considering a

generic model of a nonlinear amplifier:

y = f(x), (1.5)

where y and x are vector which represents the time-domain envelope sig-

nal measured at the amplifier output and input, while f(•) is the generic

nonlinear relation between them; the EVM can be defined as:

E(ω) = Sy(ω) − |GBLA(ω)|2Sx(ω),

EVM =

√ ∫
∆ωC

E(ω)dω∫
∆ωC

|GBLA(ω)|2Sx(ω)dω
,

EVMdB = 20 log10(EVM),

(1.6)

where Sy(ω) is the PSD of the output signal y, Sx(ω) is the PSD of the input

signal x, and GBLA the approximation of a linear dynamic gain that mimics

the operation of a typical radio receiver, where the equalizer estimates a

frequency response function to compensate for the equivalent linear distortion

of the channel and transmission chain [28].

A figure of metric analogous to EVM which can be used with this kind of

signal is the normalized mean square error (NMSE), which measures the error

between the measured and expected samples of a generic time waveform:

NMSE =

∑
n |ỹ(n) −Gx(n)|2∑

n |ỹ(n)|2
; (1.7)

where ỹ(n) and x(n) are the n-th samples of ỹ and x, while G is the desired

linear complex gain of the amplifier. The main advantage of the NMSE

consists of having a time-domain measurement of the distortions introduced

by the device, but it requires an envelope measurement. Without a direct

measurement of the signal samples in the time domain, it is possible to

extract the NMSE starting from the measurement of the amplitude and phase

spectrum. The NMSE measures the total distortion introduced by the PA
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Figure 1.1: Generic single-transistor linear PA electrical scheme

comparing the output complex envelope with a linearly amplified version of

the input

1.2.3 Power and Efficiency metrics

Denoting with PRF
OUT the total RF power transferred to the load and with

PRF
IN the total power provided by the RF signal (Fig. 1.1), the PA must

provide the following power gain:

G =
PRF
OUT

PRF
IN

. (1.8)

With reference to Fig. 1.1 the power balance of a single transistor amplifier

is defined as follows:

PD = PDC
IN + PRF

IN − PRF
OUT , (1.9)

where PDC
IN represents the overall power provided by the PSU. The efficiency

metrics mainly used are two:
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• Drain Efficiency: the standard efficiency Figure-of-Merit (FoM) which

measures the ratio between the average RF power transferred to the

load Pout and the average power drawn from the power supply PDC .

η =
PRF
OUT

PDC
IN

. (1.10)

• Power Added Efficiency (PAE): this metric takes into account the RF

power provided from input signal of the amplifier (PRF
IN ). This is par-

ticularly important when the amplifier shows such a low power gain

that the power needed to drive the input is not negligible, and should

be considered in the power balance. The PAE can therefore be defined

as:

PAE =
PRF
OUT − PRF

IN

PDC
IN

. (1.11)

1.3 Digital Predistortion

1.3.1 Behavioral Modeling

The characterization of a device through behavioral modeling can be un-

derstood by dividing it into some simpler steps.

• The choice of two observables which is considered as the input and the

output of the system and whose mathematical relation must be approx-

imated. For instance, in the case of RF PAs, the lowpass equivalent of

the modulated signal at the input and output sections of the circuit.

• The choice of a mathematical expression that can approximate the

transfer function between the input and output, always considering

the inevitable compromise between computational complexity and the

capability of the function to map all the possible effects of non-idealities

of the PA (i.e. nonlinearities, memory effects). The function can be im-

plemented as a linear-in-the-parameters expression, in order to simplify

coefficient fitting.
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• The choice of a model identification procedure and validation method-

ology, which measures the model fitting. The aim of the identification

algorithm is to find the optimal point, in terms of a set of coefficients of

the model, which minimizes the fitting error of the behavioral model.

In practice, for PAs, the observables are the low-pass complex envelope

of the RF signals. Band-pass signals can be converted into their low-pass

equivalents through a down-conversion operation and vice versa through an

up-conversion operation. Therefore considering a generic modulated signal:

x̃(t) = I(t) cos (ωct) −Q(t) sin (ωct), (1.12)

where I(t) and Q(t) denote the in-phase and quadrature components. So, it

is possible to use the phasor representation:

x̃(t) = Re[(I(t) + jQ(t))ejωct] = Re[x(t)ejωct], (1.13)

where x(t) is called low-pass equivalent signal or complex envelope and owns

the same information content as the band-pass signal x̃(t).

Then, the behavioral approach can be mathematically modeled the power

amplifier as a time-invariant and discrete-time nonlinear filter which maps

an input function x to an output function y, where x and y represent the

whole complex envelopes of the RF signal measured respectively at the input

and output sections of the PA. Obviously dealing with the measurement of

signals’ time samples and having already specified that we desire to elaborate

a discrete time model of the device, the x and y functions represent discrete

time signals, measured as complex vectors. Finally, the time samples x(n),

y(n) are the complex symbols of the input and output low-pass equivalent,

as stated in Eq. 1.14, where the transfer from the continous-time to the

discrete-time representation is explained:

x(n) = x(nT ), (1.14)

where T is the sampling time.
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Volterra Model

The choice of the mathematical model of the PA is subject to some phys-

ical considerations on the device. Under the conditions of operator causality,

stability, continuity, and fading memory, the PA is modeled through the

following function [29]:

y(n) = fD[x(n), x(n− 1), ..., x(n−Q)], (1.15)

where Q is the amplifier memory span and fD is a multidimensional nonlin-

ear function of its arguments. There are various ways to approximate this

function and obtain a representation that can be suitably fitted in order to

imitate the behavior of a particular device. For instance it is possible to use

look-up-table-based models, artificial neural networks or polynomials [29].

The latter type of approximation is the most used in the DPD field and it

will be used to implement the predistorter in this thesis.

If fD is approximated by a polynomial obtained with a multidimensional

Taylor series development, then a structure similar to a nonlinear FIR filter

known as a Volterra series or a Volterra filter is obtained. The Volterra model

is the most comprehensive model for nonlinear dynamic systems. Thus, with

this approximation the function fD is developed in series and represented in

this form:

y(n) =
M−1∑
m1=0

M−1∑
m2=m1

...

M−1∑
mK=mK−1

h(m1,m2, ...mK)
K∏
k=1

x(n−mk), (1.16)

where h(m1,m2, ...mK) is the function that identifies the parameters of the

Volterra series expansion (also called the discrete-time Volterra kernels), K is

the model nonlinearity order and M is the memory depth. The set of coeffi-

cients h are the already mentioned parameters that will be identified in order

to fit the behavior of the DUT. The number of parameters in the conven-

tional Volterra series increases exponentially with the of order of non-linearity

and the memory depth. Increasing the size of the optimization problem by

incrementing the number of coefficient soon leads to an unsustainable compu-

tational complexity. This affects both the coefficient identification problem
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Figure 1.2: Class AB PA with high-level gain compression. (a) NMSE vs

number of parameters of the model, (b) NMSE vs computational complexity

measured in number of floating point operations per seconds (FLOPs), (c)

adjacent channel error power ratio (ACPER) vs FLOPs [1].

(increasing the load for the optimization method) and the actual implemen-

tation and calculation of the function (for example in terms of the number

of sums and products). Therefore the practical use of the Volterra series is

limited. To reduce this computational complexity, various techniques have

been proposed to simplify the Volterra model. These Volterra-based models

can be managed with dynamic deviation reduction techniques or through a

systematic pruning of the coefficients, obtaining for instance a memory poly-

nomial (MP) model, a generalized memory polynomial (GMP) model or a

Kautz-Volterra model [1] [30] [31]. The aim of these procedures is to select

a subset of the Volterra coefficients, ideally keeping those that have greater

influence in the approximation of the device.

Memory Polynomial Model

The MP model represents a very compact version of the Volterra series

and is widely used in behavioral modeling and in the predistortion of PAs

with memory effects. If we represent the possible approximate models for a

PA in a graph that relates its computational complexity to its performance,

in terms of adherence to the real behavior of the device (measured with the
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NMSE between the PA and model output), as in Fig. 1.2a. It is clear that

the MP has low complexity with limited performance, while the Volterra

series is much more complex with a consequently better approximation of

the behavior of the device. The MP model is obtained through the pruning

of the Volterra series, removing all the coefficients that take into account the

cross-terms, i.e. all those monomials that correspond to products between

values referring to different time instants. So the MP model results in the

following description:

y(n) =
M−1∑
m=0

K∑
k=1

am,kx(n−m)|x(n−m)|k−1, (1.17)

where K and M are the nonlinearity order and the memory depth of the

DUT, respectively, and am,k are the model coefficients.

It is important to note that all polynomial models are linear functions

with respect to their coefficients, often allowing the adoption of straightfor-

ward optimization algorithms to identify them. Therefore, the MP model,

but more generally all the models based on a polynomial expansion of fD,

can be visualized with a practical vectorial representation:

y = Ha, (1.18)

y = [y(0), y(T ), . . . , y(nT ), . . . , y((N − 1)T )]t, (1.19)

a = [a0,1, . . . , a0,K , . . . , aM−1,1, . . . , aM−1,K ]t, (1.20)

where y is the time samples vector of the complex envelope sampled with

a period T at the model output (Eq. 1.19), a is a vector that contains the

coefficients of the model, which in the case of the memory polynomial is

obtained with the expression 1.20. Finally, H is a matrix built starting from

the complex baseband input signal of the system, in accordance with the

model basis function set. This matrix, which will be addressed as regression

matrix, can in the case of memory polynomial and a generic input of the
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model x be represented with the expression:

H =


x(0) . . . x(0)|x(0)|(K−1) . . . 0 . . . 0

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

x(n) . . . x(n)|x(n)|(K−1) . . . x(n − (M − 1)) . . . x(n − (M − 1))|x(n − (M − 1))|(K−1)

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

x(N) . . . x(N)|x(N)|(K−1) . . . x(N − (M − 1)) . . . x(N − (M − 1))|x(N − (M − 1))|(K−1)

 .

(1.21)

It is important to highlight that the formulation of the Eq. 1.19 (unlike the

Eqs. 1.17, 1.20, 1.21) is valid for any polynomial model, regardless of the

adopted pruning.

1.3.2 DPD Model Identification

The target is to design an appropriate predistorter that is able to com-

pensate for non-idealities and ensure a more linear amplification of the signal

to be transmitted. All the mathematical considerations expressed in the pre-

vious paragraphs remain valid to explain the fundamental concepts of the

design of a predistorter. By presenting the definitions of the signals consid-

ered and the models adopted by behavioral modeling, the next paragraphs

will focus on the identification process of the models as they occur in the

DPD. Conceptually, the DPD consists in implementing a block upstream of

the PA as in Fig. 1.3.

The block must preprocess the input signal to the DUT using a non-

linear function complementary to the one of the PA, so that the cascade of

the predistorter and the PA operates as a linear amplification system. Fig. 1.3

also shows the AM/AM and AM/PM characteristics of the various cascade

blocks in order to better understand the concept of complementarity between

predistorter and PA, in fact, the target is to have a constant gain over the

whole operating range of the Linearized Power Amplifier (LPA). The figure

clearly shows how the predistorter is designed to generate a gain expansion

that compensates for the gain compression commonly observed in PAs. It

is important to note that, in this case, the maximum input power of the

predistorter, and consequently also of the LPA, is lower than that of the non-

linerized PA. This maximum input power of the LPA is determined by the
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Figure 1.3: AM/AM characteristics of each block of the predistorter-PA

chain.

maximum linear output power chosen for the LPA. This fundamental aspect

will be discussed several times later in the selection of the normalization gain

for the DPD. Considering a nonlinear device, the relationship between the

instantaneous power input to the predistorter Pin,PD and the output of the

PA Pout,PA expressed in dBm is:

Pin,PD(n) = Pout,PA(n) − |GLPA|dB (1.22)

where GLPA is the desired complex gain of the LPA. Then, taking into ac-

count that the relationship between the input and output power of the PA

is given by the instantaneous gain of the device GPA(n):

Pin,PA(n) = Pout,PA(n) − |GPA(n)|dB (1.23)

In this way, it is possible to define the desired instantaneous gain of the

predistorter GPD(n):

|GPD(n)|dB = Pin,PA(n) − Pin,PD(n) = |GLPA|dB − |GPA(n)|dB. (1.24)

The desired phase shift of the predistorter ΦPD(n) is defined analogously:

ΦPD(n) = ΦLPA − ΦPA(n) (1.25)
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where ΦPA and ΦLPA are the phase shift introduced by the power of the PA

and linearized PA. These relations show how, for a given signal, by knowing

the AM/AM and AM/PM characteristics of the amplifier, it is possible to

directly obtain the AM/AM and AM/PM characteristics of the predistorter.

The ability of the DPD system to compensate the distortions introduced

by the PA depends on the match between the characteristic of the predis-

torter and the DUT to be linearized. Since the nonlinearities of the DUT

may vary with the drive signal over time, due to various dynamic and time-

varying effects that can be generically defined as memory effects, it would

be essential to continuously update the predistortion function to keep the

system composed of the DUT and the predistorter linear. A memory-less

predistorter is not practicable, due to the latency of a feedback capable of

constantly updating the model coefficients. Consequently, it is necessary to

implement and identify predistorters with more complex models (like the one

described in Subsection 1.3.1), by including nonlinear dynamic effects, that

allows for broader prediction capabilities. The identification of these types

of predistorters typically follows a direct or an indirect learning architecture.

1.3.3 Indirect Learning

In the topologies shown in Fig. 1.4, the input and output signals to the

PA are used to calculate the coefficients of the predistorter model. Also, in

the same Fig. 1.4 it is shown how this possible implementation of DPD can

be achieved in two alternative ways. In the first architecture, the direct be-

havioral model of the PA is identified and subsequently inverted analytically

or numerically, then the predistorter coefficient update will be performed.

The post inversion of the model is problematic as its complexity increases,

i.e. its ability to correctly approximate strongly nonlinear devices or with

the presence of marked memory effects.

In the second variant of indirect method the predistorter is identified

simply by copying the model of the post inverse of the PA. This method is

based on the assumption that the post-inverse is identical to the pre-inverse
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Figure 1.4: Indirect learning Architecture implemented realized through the

(a) analytical model inversion and the (b) postdistorter identification

this version is properly called Indirect Learning Architecture (ILA). In order

to identify the postdistorter model, the most commonly used method is the

least square (LSQ) identification. Once the fixed linearization gain G and

the input excitation ỹ(t) used for the identification phase have been defined,

it is possible to measure the distorted output y(t) of the PA, as depicted in

Fig. 1.4b. The LSQ method aims to minimize the difference between the

postdistorter output x̃(t) and the PA input x(t). After the measurement

of the output of the PA, it is possible to define the regression matrix H of
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a generic postdistorter, obtained from y(t) samples divided by the desired

linear gain G, similarly to Eq. 1.18:

x̃ = Ha (1.26)

Hence, the postdistorter set of coefficient a, therefore also the predistorter

model, by minimizing the squared error between x̃ and x:

min
a

∥x̃− x∥ =⇒ H+x̃ = (HH+)−1a (1.27)

using the Moore-Penrose inverse:

a = H†x̃ = (HH+)−1H+x̃ (1.28)

After the identification phase, it comes a verification phase in which the

ỹ is used as input excitation of the linearized PA to verify the linearization

procedure. The linearization gain G can be chosen selecting a desired out-

put peak power (e.g. at 1-dB compression point) and following one of this

two different approach: the constant output average power technique or the

constant output peak power technique. In the first approach G is chosen in

order to preserve the average output power between the identification and

the verification phases, while the second method aims to preserve the peak

output power.

1.3.4 Direct Learning

In the direct learning architecture (DLA), the predistorter is directly iden-

tified from the PA stimulus-response pairs. Since the PA is a complex system

featuring nonlinear dynamic effects, the direct identification of the pre-inverse

is not trivial. One way to directly identify the model is by using iterative

nonlinear optimization algorithms. Thus, the model identification can be

performed iteratively by adding feedback to the system which includes the

predistorter in the updating loop, as in Fig. 1.5. The closed loop exploits

concepts derived from control theory, trying to directly minimize the error
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Figure 1.5: Direct Learning Architecture
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Figure 1.6: Iterative learning control architecture.

and tracking between the measured output y, suitably normalized with the

desired linear gain, and the input of the predistorted system yd.

The direct learning consists of updating the coefficients that directly uses

the input and output of the linearized system. Closed loop direct learning

systems show some problems especially with regards to slow convergence

and high computational complexity given the absence of a regular relation-

ship between the coefficients and the linearity error. Added to this is the

possibility of divergence of the algorithm due to the closed loop. In addition,

the convergence issues must be handled.
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Iterative Learning Control

A typical implementation of the direct learning DPD architecture is repre-

sented by the well know iterative learning control (ILC) [32]. With reference

to Fig.1.6, it is possible to define a vector representation for sampling of the

signals (as adopted in the previous Sections):

x = [x(0), x(T ), . . . , x(kT ), . . . , x((K − 1)T )]t,

y = [y(0), y(T ), . . . , y(kT ), . . . , y((K − 1)T )]t,

e = [e(0), e(T ), . . . , e(kT ), . . . , e((K − 1)T )]t,

yd = [yd(0), yd(T ), . . . , yd(kT ), . . . , yd((K − 1)T )]t.

(1.29)

The linearization problem could be generalized as

f : RK → RK ,x → y,

e = y − yt = f(x) − yt = 0V ,
(1.30)

Since the non-linear system f(x) − yt = 0V has the same number of

variables and equations, it can e solved using the well-known Newton iterative

method:

xn+1 = xn − J−1en, (1.31)

where J is the Jacobian matrix of f , and xn is the predistorted signal at the

nth iteration.

xn+1 = xn − Γen, Γ =



Γ(0) . . . 0 . . . 0
...

. . .
...

...

0 . . . Γ(k) . . . 0
...

...
. . .

...

0 . . . 0 . . . Γ(K − 1)


. (1.32)

in general, the higher the values of the learning gain Γ(k) are, the faster

is the ILC convergence, with the drawback of a higher risk of instability

of the iterative loop. The convergence of the ILC has been demonstrated



20 1.4 Device Parameters Optimization

if Γ(k) < 2
Jk,k

. Considering a quasi-memoryless PA, the relationship can

be simplified as Jk,k < y(kT )
x(kT )

. Therefore, a good guess (which maintains

convergence) is represented by the instantaneous gain:

Γ(k) =
x(kT )

y(kT )
. (1.33)

When convergence is reached, xn represents the predistorted signal.

The ILC procedure described above can be considered a non-parametric

DPD approach, since the predistorted signal xn is obtained without defin-

ing any model for the predistorter. The principal drawback for this non-

parametric approach is represented by the iterative procedure, which requires

many acquisitions . The system that adopted this mechanism would require

a long time to achieve the DPD, which requires an iteration loop for every

bunch of data to be sent. This makes the non-parametric DPD based on the

ILC not feasible for real-time operation.

In the context of direct learning architectures, the ILC could be used as

part of a predistorter coefficient fitting algorithm [32]. Once the DPD model

has been chosen and the regression matrix H for yd has been calculated, it

is possible to fit the predistorter parametric model by solving the problem

described in Eqs. 1.261.271.28.

1.4 Device Parameters Optimization

1.4.1 Single-Objective Optimization Problem

In this work, the optimization approach follow a generic black-box ap-

proach:

max
ϕ

f(ϕ), (1.34)

where f is a generic FoM (e.g. PAE, NMSE, ACPR, etc.) which is extracted

by simulations or directly measured using modulated signals. ϕ is a vector

representing the whole set o variables: DPD coefficients, voltage biases and

circuit parameters when they are accessible. The following list describes
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some characteristics aimed at assessing how suitable a method is for solving

our problem:

• Number of function evaluation The objective function needs a not

negligible time to be evaluated due to high computational cost for the

simulation of the device and the time necessary to carry out a measure-

ment. Consequently, the optimization method must try to minimize the

number of function evaluations.

• Dependency on the initial point The performance of an optimiza-

tion strictly depends on the choice of the initial point. In general, the

convergence point could depend on the iteration starting point, since

the objective function is unknown and non-convex. The task of the

method is to reduce this dependency as much as possible, by aiming

for a global solution.

• Non-smooth optimization During an iteration, the algorithm could

push the device out of the safe-zone, i.e. it could try to evaluate the

objective function at a point corresponding to excitations that are not

allowed for a specific DUT (e.g. too much input power or a too high

supply voltage). Hence, the assumption of classical differentiability is

not realistic since for many points the objective function cannot be

evaluated. Therefore, the method must be robust enough in order to

overcome this problem.

• Initial point Due to the non-convex nature of f , the optimization

could converge at different points depending on the choice of the initial

guess point ϕ0.

• Stopping criteria The achievement of a local minimum point can

be measured in various ways, for example by directly evaluating the

gradient at the point, or by measuring the convergence of the series of

evaluations. Since the addressed optimization aims at finding a global

maximum/minimum point, the definition of a stopping criteria that
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defines the achievement of the objective of the problem is not trivial.

Indeed, there is no way to define a precise metric that measures the

degree of global optimality of a point of a non-convex function.

1.4.2 Gradient-Based Algorithm

The gradient-based methods are a class of optimization algorithm that

leverage on local information about the unknown function f . They leverage

the gradient information to guide the optimization process efficiently. In

many cases, gradient-based optimization methods guarantee convergence to

a local minimum of the objective function. This property ensures that the

optimization process reaches a stable solution, at least in the vicinity of the

starting point. Gradient-based methods are susceptible to getting stuck in

local minima, especially in high-dimensional spaces. This can compromise

the ability to find the global minimum of the objective function. The major

drawback of the class of algorithms is the derivatives extraction: computing

gradients can be computationally expensive, especially when dealing with

large datasets or complex models. This can slow down the optimization

process. The convergence of gradient-based methods can be highly dependent

on the initial values of the model parameters. Poor initial conditions may

lead to convergence to suboptimal solutions or slow convergence.

1.4.3 Derivative-Free Algorithm

Derivative-free optimization algorithms are optimization methods that

do not rely on the computation of gradients or derivatives of the objective

function. Derivative-free optimization is well-suited for optimizing functions

that are nonsmooth, discontinuous, or have complex and irregular behav-

ior. Traditional gradient-based methods may struggle in such cases. These

methods are often less sensitive to the choice of initial conditions compared

to gradient-based methods. This can be advantageous when dealing with

poorly conditioned or ill-posed optimization problems. Derivative-free algo-
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rithms can be effective for global optimization, as they do not rely on local

gradient information that might lead them to converge to local minima. They

are often capable of exploring a broader solution space. Derivative-free op-

timization methods typically require more function evaluations compared to

gradient-based methods for achieving convergence. This can result in slower

convergence rates, especially for high-dimensional problems. Compared to

some gradient-based methods, derivative-free optimization algorithms may

have limited theoretical guarantees regarding convergence rates or optimal-

ity. Derivative-free methods often treat the objective function as a black

box, making it challenging to incorporate problem-specific knowledge or con-

straints into the optimization process.

1.4.4 Multi-Objective Optimization Problem

When dealing with multiple FoMs is not possible to identify a single value

for ϕ that can be considered as global optimum. This introduces the concept

of Pareto front. In a multi-objective optimization (MOO), the Pareto front

is the set of points whose related value of the objective functions can not be

improved in value without degrading some of the other objective values.

FoMs Combination

Rather than performing an unfeasible high amount of function evalua-

tions, an efficient way to identify the Pareto frontier consists of combining

the FoMs to be optimized in a single scalar objective function g(x) and thus

adopt a single-objective optimization algorithm. Considering the case of a

MOO that considers two FoMs, a polynomial combination among two differ-

ent FoMs is considered:

g(ϕ) = λf1(ϕ)k + (1 − λ)f2(ϕ)k; with λ ∈ [0, 1]; (1.35)

where k is the polynomial order, λ is the combination parameter, while f1(x)

and f2(x) are normalized scalar FoMs. The Pareto front exploration is per-

formed sweeping λ. The selection of the polynomial order k strictly depends
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on the expected shape for the Pareto front. The effect of the selection of k

in the Pareto extraction is analyzed in Sec. 4.4.

Constrained Optimization

The proposed procedure aims at identifying an optimal set of ϕ so that

one or more functions of those coefficients, i.e., one or more scalar FoMs,

are either maximized (equivalently, minimized) or constitute a constraint.

In this way the MOO can be seen as a constrained optimization, in which

the solutions obtained by varying the constraint represent the Pareto front

among the optimized functions. Let us consider f(ϕ) as corresponding to a

particular FoM to be maximized, and g(ϕ) as the one on which the constraint

is imposed. The following optimization problem must be solved:

max
ϕ

f(ϕ) subject to g(ϕ) < η, (1.36)

where η is a scalar quantity and depends on the application. In particular,

we target those situations where the functions f and g correspond to two

conflicting specifications, which are to be jointly optimized. The possible

solutions to the optimization problem will depend on the parameter η, which

expresses the constraint on g. So, the problem described could be seen as a

MOO, where the solutions obtained by varying η represent the Pareto front

between the two optimized functions f and g.

1.5 Multiple-Input Power Amplifiers Archi-

tectures

1.5.1 Beamforming Arrays

Active beamforming arrays, currently employed in telecommunications

systems, present challenges related to linearity specifications and the de-

sign of DPD. The traditional SISO DPD is influenced by inherent variations

among the PAs within the array and the dynamic loading conditions during
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changes in beam direction [33]. These factors can result in suboptimal SISO

DPD performance when trained along one beam direction and then applied

to other steering angles [34,35].

Addressing the nonlinear distortion caused by beam dependency may in-

volve real-time identification of DPD coefficients under varying operating

conditions [36]. However, this typically necessitates high-performance feed-

back loops and hardware/software with high complexity, potentially render-

ing it impractical for real-world deployments. The DPD architecture pro-

posed in [37] achieves real-time linearization of a beamforming device with-

out a feedback loop but requires sensing the output of each PA during the

DPD training phase. Additionally, a complex nonlinear predictive function

must be calculated in real-time for every DPD coefficient, imposing a heavy

burden on signal processing.

However, their performance tends to be suboptimal when the beam is

directed at other angles. This is attributed to the mutual nonlinear coupling

between the paths of the beamformer and antennas, along with variations in

the overall channel response. To address this limitation and enable the use

of a single DPD coefficient set for all steering configurations, DPD learning

must involve different positions in the identification dataset [34] or leverage

MIMO models [38].

1.5.2 Supply Modulated PAs

The enhancement of the spectral efficiency of modern communication

standard leads to the use of high PAPR signals. This results in the PA op-

erating in a very low-efficiency area, since its operating point has to be set

in a grater back-off region to satisfy linearity constraint. Therefore, in this

condition standard class AB/B linear amplifier works far below the point of

maximum efficiency. To boost the efficiency in the back-off region various

technologies have been proposed over time, which use different techniques to

achieve better efficiency, such as load modulation, supply modulation and

their hybrids [2]. One of the most promising candidates for this role is the
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Figure 1.7: a)Envelope Elimination and Restoration b)Envelope Tracking [2].

supply modulation technique, which can be divided into two categories: the

envelope elimination and restoration (EER), and ET technique. As shown

in Fig. 1.7(a) the EER maintains the PA operating point in the saturation

region, so in the point of maximum efficiency, by keeping constant the am-

plitude of the input signal. Therefore, the amplitude and phase information

of the original input signal envelope is split: the phase information remains

in the RF path and it is preserved in the actual PA driving signal; while the

amplitude information follow the supply path in order to modulate the sup-

ply and restore the linear amplification. The ET PA (Fig. 1.7(b)) keeps both

phase and amplitude information of the input complex envelope in the RF

path. The basic idea of this technique is to drive the PA in its high-efficiency

region by dynamically changing the supply voltage, following the amplitude

of the input signal envelope. A critical design problem of the supply modu-

lated PA is the nonlinear behavior of the circuit properties as a function of

the supply voltage. This is a challenge both from a linearity and an efficiency

point of view. For instance, the dependency of the output impedance from
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Figure 1.8: PA gain characteristic and PAE with various drain supply

voltages (from 10 to 28 V).

the drain voltage may cause a power mismatch and makes it hard to maintain

high efficiency for driving a signal with high PAPR. Also when the supply

approaches zero the PA tends to shut down, this can cause gain collapse and

unpredicted memory effects that increase distortion. Another critical task

for the supply modulated architecture is the design of the supply modula-

tor. This base-band amplifier must have sufficient bandwidth to be able to

follow the amplitude of the input complex envelope, which is at least twice

the input signal bandwidth. Furthermore, EER/ET PA require the use of a

high-efficiency supply modulator to increase the overall efficiency.

In ET PA design, the relationship between the input power and efficiency

(Fig. 1.8), together with the gain trajectory, can be examined to estimate

the potential of the ET architecture applied to a particular PA. Indeed the

PAE versus input power characteristic is employed to implement an envelope

tracking (ET) system that optimizes efficiency. For this purpose the supply

signal must follow the input envelope in order to follow maximum efficiency

points for the various input power levels. This can be achieved by implement-

ing a look-up table which ensures that the required voltage is provided to

the amplifier for a given envelope amplitude. Choosing a properly designed

shaping table, the gain over input power characteristic can be employed to
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develop a system that optimize linearity, providing linear gain rather than

maximum efficiency.

After the supply modulator design, many factors contribute to perfor-

mance degradation, such as the already mentioned output impedance mis-

match and the poor synchronization between the input envelope and the

supply signal. In particular, time misalignment between the PA driving

signal and the dynamic drain voltage generated by the supply modulator

reduces system efficiency and increases output distortion. Indeed, the poor

synchronization between the two waveforms increases power dissipation be-

cause the drain voltage minimum will not occur at the same time of RF

envelope minimum. Moreover, unconsidered dynamic effect, with the result-

ing out of phase drain current, may result in output distortion. Waveforms

mismatch will also mean that the PA may operate in far compression, caus-

ing nonlinear distortion. In addition poor synchronization may be observed

in the output signal as a strong memory effect. Once overcome the synchro-

nization problem, the other nonlinear effects can be reduced with a DPD

approach. ET PA can be seen as an unique block to which it is possible to

add a predistorter, consequently DPD can be performed to optimize linearity

requirements.

1.5.3 Load-Modulated PAs

Load-Modulated PA architectures leverage multiple active devices and

additional control signals to enhance PA performance with a dynamic change

of PAs load conditions. The MI load-modulated architecture tested in this

thesis is a variant of the Doherty PA (DPA).

The DPA has gained widespread application in the sub-6 GHz range [39]

and is currently under investigation at microwave frequencies in the form of

microwave monolithic integrated circuits (MMICs) [40]. In classical DPAs,

the input signal is split by a 90-degree quadrature hybrid to feed an auxiliary

(peaking) PA, which modifies the output impedance of the main PA at high

power.



1. Introduction 29

For proper DPA operation, the design flow should rely on accurate MMIC

process design kits (PDKs). However, synthesizing optimal loadlines for

broadband signals at high operating frequencies is challenging due to mutual

dynamic load-pulling of the transistors in the two branches and the limited

fractional BW of the output combiner. While wideband active load-pull

characterization techniques [8, 9, 41] theoretically allow for accurate model

extraction considering the global device behavior under dynamic active in-

jection, MMIC PDKs are often validated under nominal conditions only and

may lack precision for the successful design of MMIC DPAs at microwave

frequencies.

An alternative approach, rather than establishing hardware behavior at

the design stage, involves leaving additional parameters for load (or sup-

ply) modulation as digitally controlled external inputs. In this context, the

dual-input DPA (DIDPA) [4] eliminates the implementation of the input

90-degree quadrature hybrid in hardware, enabling the two PA branches to

be digitally controlled as independent inputs. The same concept applies to

outphasing PAs [5], where the input signal separation network is often imple-

mented digitally. While this approach still allows the digital implementation

of the exact nominal behavior of the corresponding hardware version, the

availability of multiple control variables provides greater flexibility in fine-

tuning the overall PA performance. In principle, these additional degrees of

freedom could be utilized to concurrently optimize other FoMs, such as PAE.

However, identifying such an optimum may involve inefficient trial-and-error

approaches or the formulation of a non-trivial high-dimensionality optimiza-

tion problem. Consequently, ongoing research explores approaches based on

numerical optimization or machine learning for optimal signal-input synthesis

and operating point selection of digitally controlled PAs [42,43], particularly

focusing on DIDPAs [44,45].
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1.6 State of the Art

Unlike traditional SISO PA architectures, MI PAs (e.g. the DIDPAs,

and SM-PAs) features independent RF inputs for the main and auxiliary

amplification branches, similar to load-modulated or outphasing architec-

tures. By controlling these inputs and adjusting the bias voltages, the PA

operating conditions can be highly adaptable, optimizing different figure of

merit (FoMs). However, effectively tuning the numerous parameters of the

DIDPA using automatic optimization methods remains an active area of re-

search [44,45]. The possibility of leveraging the additional degrees of freedom

provided by the dual-input architecture has been explored in the literature,

both to enhance efficiency and linearity by optimizing the relationships be-

tween inputs [4,46,47], and to develop new dual-input DPD architectures [48].

DPD is typically considered in systems that implements digitally controlled

load-modulated devices [49, 50], due to the strong distortion introduced by

these highly-efficient architectures. Nevertheless, joint optimizations that

take into account the mutual effects of DPD and variable tuning, especially

for K-band devices, are not a particularly explored field in the literature.

In [51], the effect of phase shift in a load-modulated power amplifier is

studied as the central frequency varies. It demonstrates that with a proper

configuration of various free parameters to optimize the load-modulated PA,

it is possible to increase energy efficiency while meeting linearity require-

ments.

In [52], a linearization method exploiting the dual-input architecture of

an SM-PA is presented to improve the efficiency-linearity trade-off. The

problem can be considered analogous to the case analyzed in this chapter,

replacing the digital parameters used to adjust the supply modulation with

those of the DIDPA. Efficiency maximization is achieved through a-priori

analysis of the best set of digital parameters, without considering the effects

of linearization and DPD on the behavior of the PA.

In [53], the digital parameters of the DIDPA are specifically optimized

(e.g., power splitting ratio and relative phase between the two input branches)
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to increase its efficiency. A derivative-free heuristic algorithm based on simu-

lated annealing is employed for this purpose. The research demonstrates the

potential for a significant improvement in the drain efficiency of a DIDPA

by comparing its performance with an analog Doherty PA. The extension

of this work is described in [54], and more in detail in [55]. In particular,

the authors employ a custom heuristic algorithm based on a combination of

simulated annealing and extremus seeking to maximize an objective function

that combines linearity and efficiency. The DPD is integrated a-posteriori

into the system optimization, repeating the optimization (changing the set

of starting parameters) in cases where there is a significant degradation of

performance due to linearization.

It is important to emphasize that a common characteristic of the afore-

mentioned works is that DPD is always applied a-posteriori, without con-

sidering its effects on the actual distribution of the modulated signal output

of the PA. As shown in Fig. 1.9, the distorted signal obtained from a non-

linearized PA (e.g., without DPD applied) has a different distribution from

that obtained by applying linearization. This different configuration of the

output signal can change the value of optimal parameters. Furthermore, to

the best of the author’s knowledge, all the literature works regarding the

optimization of dual-input devices have been validated using DUT with a

sub-6GHz frequency target.

1.7 Thesis Organization

The objective of the thesis is to investigate optimization algorithm as

well as machine learning techniques able of jointly identify DPD coefficients

and PA parameters (when they are accessible by the design). The idea is

to enhance PA performance following a generic MOO approach. In order

to expose the work done in the sense of MI PAs optimization, the thesis is

organized as follows:

• Chapter 2 describes the realization of a real-time beam-dependent DPD
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Figure 1.9: Comparison between the distorted and linearized output signal

probability density function (PDF) of a given PA with its PAE characteristic.

(BD-DPD) that exploits the MI nature of beamforming arrays to im-

prove device linearity.The MI architecture is exploited to implement a

DPD system capable of linearizing the device as the load conditions

change with varying beam angles. A machine learning-based strategy

is suggested for globally linearizing microwave active beamforming ar-

rays. This approach facilitates the real-time update of DPD coefficients

with low complexity by leveraging order-reduced model characteristics.

This eliminates the necessity for repetitive local DPD identification

steps under diverse operating conditions of the beamformer, such as

varying beam angles or RF power levels. The validation of this method

is conducted through over-the-air measurements of a 1x4 array operat-

ing at 28 GHz over a 100-MHz modulation bandwidth.

• Chapter 3 presents a novel approach for DPD in SM-PAs that utilizes

a generalized dual-input architecture. In contrast to traditional meth-

ods, this technique treats the SM and RF signals as distinct digital

inputs, allowing for their joint predistortion. Employing a MOO strat-

egy facilitates the exploration of inherent PA performance trade-offs
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to simultaneously enhance PAE and increase RF output power, while

maintaining a specified level of linearity performance. To address the

challenge of a high number of experimental acquisitions, MOO is made

practical through the rapid simulation of an empirical surrogate model

of the PA. This surrogate model is progressively refined based on a lim-

ited set of iterative acquisitions. The proposed approach supports the

use of a dynamic supply shaping function and automatically considers

the statistics of the signals. Ultimately, the method surpasses conven-

tional SM approaches while employing a DPD of the same order, as

evidenced by experimental results on a GaN SM-PA operating at 3.5

GHz with OFDM-like high-PAPR modulated signals featuring 10-MHz

and 20-MHz bandwidths.

• Chapter 4 describes a preliminary simulation-based work aimed at im-

plementing and comparing optimization strategies to achieve optimal

input splitting and biasing of a DIDPA. The Bayesian optimization

(BO) is introduced and compared to another derivative-free heuristic

optimization algorithm. An example of MOO is described by address-

ing the competitive maximization of PAE and RF output power.

• Chapter 5 introduces a methodology to optimize the performance of

a DIDPA using BO using direct measurement. The BO employs two

approaches: one based on a quasi-static model derived from continuous-

wave measurements, and the other on direct modulated measurements.

The optimization focuses on improving PAE while maintaining linear-

ity with DPD linearization. A joint optimization considers the mu-

tual effect of DPD linearization and PAE-maximization. Validation

is performed using a multiport measurement system based on a VNA

for wideband characterization of a millimeter-wave dual-input Doherty

PA. A dual-input control algorithm is proposed for user-defined con-

trol across a 600-MHz bandwidth, enhancing PAE without sacrificing

linearity.
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Chapter 2

Beamforming Array

2.1 Problem Statement

This chapter describes the realization of a open-loop beam-dependent

digital predistortion (BD-DPD), based on the works [35] and [56]. In partic-

ular, the BD-DPD exploits the multiple-input nature of beamforming arrays

to improve device linearity without requiring feedback or the collection of any

other information about individual PAs in the array. A global DPD beam

adapter (BA) is identified from a reduced set of measurements at the air

interface, providing all necessary information for adjusting DPD coefficients

with a minimal number of predictive functions.

2.2 Beam-Dependent Linearization

2.2.1 DPD architecture

The proposed architecture for the BD-DPD, as illustrated in the block

diagram in Fig. 2.1, is designed to identify an open-loop BA. Conceptually,

the block diagram describes the two main phases of BD-DPD: the offline

pre-training procedure which identifies the BA parameters, and the real-

time BA. The role of the BA is to dynamically adjust the DPD coefficients

35
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Figure 2.1: Block diagram of the adopted DPD configuration for active beam-

forming arrays.

along with the operating conditions in a predictive manner, operating with-

out feedback from the output of the array. In this work, varying operat-

ing conditions mean the variation of the beam direction angle (θ) and the

peak-to-average power ratio (PAPR) of the input signal (ρ). Assuming a

linear-in-the-parameters model for the DPD, the open-loop BD-DPD can be

expressed as y = Xc(θ, ρ), where y represents the predistorter output, X is

the model regression matrix based on the predistorter input x, and c denotes

the variable predistorter coefficients, dependent on θ and ρ.

The implementation follows a two-phase approach. Firstly, an offline pre-

training phase focuses on identifying the parameters of the open-loop BD-

DPD generator model. During this phase, the power amplifier (PA) array

is linearized for a subset Γ of operating conditions, and the data obtained

from this linearization process are utilized to extract the BA model c(θ, ρ).

Subsequently, the real-time linearization phase takes place, where the DPD

coefficients are adaptively adjusted by the BA in a predictive manner based

on the provided beam angle and input signal PAPR. Notably, this DPD

update occurs in an open-loop fashion, without incorporating any feedback

in real-time operation.

Given the numerous potential states during the operation of a beamformer
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(a) (b)

Figure 2.2: (a) Real and (b) imaginary part of the first DPD coefficient while

the beam angle θ and the input signal PAPR θ change. The surface is a spline

interpolation.

array, the derivation of a comprehensive DPD model might necessitate an ex-

tensive array of unique DPD parameter sets (c(θ, ρ)), conceivably requiring

one for each state (θ, ρ). However, this approach is susceptible to overfit-

ting. Figure 2.2 describe this concept by showing the variations of one DPD

coefficient while changing θ and ρ. Therefore, the practical implementation

of the BD-DPD would be too intricate for real-time BA. Consequently, the

initial pre-training procedure aims to reduce these coefficients by identifying

a diminished set of model features. Recent findings in [57] highlight that the

PA behavior can be effectively approximated across various operating condi-

tions using a reduced set of features. The reduced set of features generally

represents a better conditioned problem (with a lower overfitting) than the

mere prediction of DPD coefficients.

2.2.2 Feature-based Model Reduction

The feature-based model reduction leverages a transformation matrix A,

which is the change of basis matrix from the adopted DPD model and the

reduced model:

y = Xc(θ, ρ) ≃ XAω(θ, ρ), (2.1)
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Here, ω(θ, ρ) represents a coefficient vector functioning as a BA and exhibit-

ing a reduced dimensionality compared to c(θ, ρ). The initial linearization of

the beamformer array is achieved using the iterative learning control (ILC)

approach [32] applied to the pre-training subset. This process yields a DPD

set denoted as ck, consisting of Γ coefficients for each of the K distinct op-

erating conditions:

ck = (XH
k Xk)−1XH

k yk, (2.2)

where yk and Xk are the N × 1 (where N is the number of time-domain

complex samples) vectors representing respectively the optimal predistorted

signal by ILC and the DPD regression matrix, both corresponding to the kth

operating condition. Then, A can be identified by the following minimization

problem:

min
(A)

∑
k

∥XkAωk − yk∥2, (2.3)

where ωk is the S × 1 reduced set of coefficients for the kth operating con-

dition. As reported in Algorithm 1, a generalized QR-SVD algorithm [57] is

here used to solve (2.3) and obtain A by taking as inputs all DPD coefficients

and regression matrices structured as:

C = [c1, ..., cK ]; X̂ = [X⊤
1 , ...,X

⊤
K̂

]⊤. (2.4)

Here, X̂ denotes the vertical concatenation of K̂ non-repeated Xk matrices

from the pre-training set.

The reduced set ωk of DPD coefficients for the kth operating condition

is ultimately determined by the expression:

ωk = ((XkA)HXkA)−1(XkA)Hyk. (2.5)

Subsequently, a global BA model ω(θ, ρ) can be derived by interpolating ωk

across beam angles (θk) and input power levels (ρk). This study employs

either a 2D cubic spline model or a polynomial model for interpolation. To

linearize the array, the actual DPD coefficients can be easily updated as
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Data: X̂ ∈ C(NK̂)×Γ, C ∈ CΓ×K

Result: A ∈ CΓ×S

1: Perform QR decomposition on X̂: X̂ = Q̂R̂

2: D = R̂C

3: Perform QR decomposition on D: D = UΣV

4: Select an arbitrary number S of singular values of Σ

5: Form U ′: Compress U selecting the S columns that correspond

6: to the selected singular values of Σ

7: A = R̂
−1
U ′

Algorithm 1: Generalized QR-SVD Algorithm

c = Aω(θ, ρ), utilizing the value of ω(θ, ρ) corresponding to the given beam

angle and input signal PAPR. The introduced SVD-based procedure solves

the automatic selection of a reduced set of significant features (S ≪ K) for

the global BA behavior. Consequently, it significantly reduces the number

of coefficients needed for effective beam adaptation. Instead of storing and

interpolating across a total of Γ × K DPD coefficients obtained from pre-

training at K different operating conditions, it is sufficient to store a much

smaller A matrix (Γ × S) and the S × 1 interpolated functions ω(θ, ρ).

2.3 Over-the-Air Measurement Setup

The implemented over-the-air (OTA) configuration (Fig. 2.3) operates

at 28 GHz. Up/down conversion from an intermediate frequency (IF) of

1.55 GHz is executed using a two-way mixer (TMYTEK UDBox) with a

shared local oscillator. A Keysight M8190 arbitrary waveform generator is

utilized for generating modulated signals at IF. The IF receiver comprises

a Mini-Circuits ZRL-2150+ low-noise amplifier and a wideband oscilloscope

(Keysight DSO9254A) with a 500-MHz acquisition bandwidth (BW).

The device-under-test (DUT) is a 1x4 active beamformer array (TMYTEK

BBoard), equipped with signal splitting and individual power amplification,
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Figure 2.3: (a) Block diagram and (b) photo of the OTA measurement setup.
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attenuation, and phase control in each signal path. The beamformer is pow-

ered by an Analog Devices HMC943 preamplifier, driving the four integrated

PAs into their nonlinear region with up to 5-dB compression, resulting in

a maximum available output power of 10 dBm for each path. The signal is

OTA-transmitted by a 4-way patch antenna array and received in the far-field

by a horn antenna. The excitation signals are random-phase multi-tone sig-

nals with BW = 100 MHz, with statistics matched to a Gaussian OFDM-like

signal. The assessment of linearization performance involves measurements

of the adjacent channel power ratio (ACPR) and error vector magnitude

(EVM).

2.4 Experimental Results

2.4.1 DPD Identification

The selected pre-training set comprises a systematic sampling of K =

50 distinct operational points, uniformly chosen across the θ, ρ parameter

space illustrated in Fig. 2.4 (depicted as blue circles). The beam angle is

incrementally adjusted in 5◦ intervals, while the input power encompasses

signals with varying PAPRs ranging from 7 dB to 11 dB, all possessing

the same peak power. It is worth noting that this specific choice for the

pre-training set is not exclusive, and alternative strategies, such as Latin

hypercube sampling, can be adopted [58].

By employing Algorithm 1 and assessing the singular values obtained for

D (Fig. 2.5a), a dimensionality of S = 5 for ω(θ, ρ) has been identified as

suitable for the array-under-test. This determination is based on the resid-

ual error being below the targeted normalized mean square error (NMSE)

threshold of −45 dB, as outlined in this study. As illustrated in Fig. 2.6, the

interpolation results for the first complex component of ω(θ, ρ) across beam

angle and PAPR, using both the adopted third-order polynomial model and

the 2D cubic spline, exhibit favorable fitting characteristics. The chosen

parametric structure for the predistorter is the generalized memory poly-
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Figure 2.4: Array operating conditions used as a pre-training set (blue circles)

and as a validation set (red crosses).

nomial (GMP) model [59]. Specifically, the GMP nonlinear, memory, and

cross-memory orders are set to 7, 9, and 1 respectively, ensuring a NMSE of

−49 dB between the non-parametric predistorted signal (obtained through

ILC) and the signal modeled by the GMP-based predistorter (Fig. 2.5b).

2.4.2 DPD Validation

The validation of BD-DPD encompasses examination across 25 distinct

operating conditions in different beam angles and PAPR values across the

considered ranges, as illustrated in Fig. 2.4 (depicted as red crosses). The

performance evaluation, presented in Fig. 2.7, compares the proposed BD-

DPD against a fixed DPD strategy. The fixed DPD involves utilizing a

constant set of coefficients derived from a single operational scenario (θ =

0◦,PAPR = 11 dB), maintained invariant across different beam directions

and input signal PAPR. To provide context, Fig. 2.7 also includes cases

without DPD and the scenario representing the optimal achievable DPD
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Figure 2.5: (a) Singular values of matrix D as from Algorithm 1. (b) Model

fitting error (NMSE) of the GMP-based predistorter.

Figure 2.6: Cubic polynomial and spline interpolation of the first reduced

feature across all tested conditions. (a) Real and (b) imaginary part.
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Figure 2.7: DPD performance comparison. (a) ACPR and (c) EVM in the

validation points plotted across beam angle. (b) ACPR and (d) EVM in

the validation points plotted across PAPR. The continuous line indicates

the average value in a given DPD configuration across all tested operating

conditions.
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performance. The optimal performance is achieved through a dedicated non-

parametric ILC-DPD approach, extracted individually for each operating

condition.

Figure 2.7 distinctly reveals a consistent reduction in distortion attributed

to variations in beam directions and PAPR for both implemented BA in-

terpolations. In Figs. 2.7a-b, the BD-DPD demonstrates enhancements of

approximately ∼ 5 dB and ∼ 10 dB in terms of ACPR for cubic and spline

BAs, respectively. The corresponding improvements in EVM are approxi-

mately ∼ 5 dB for both implemented methods, as depicted in Figs.2.7c-d.

Figures2.8a-b illustrate the gain and AM/PM characteristics of the non-

predistorted and predistorted array in a specific operating condition from

the validation set (θ = 27◦, PAPR = 8.2 dB). Additionally, the correspond-

ing output spectra are presented in Fig. 2.9.

2.5 Computational Complexity Analysis

In addition to improving the linearity of the beamforming system, the

proposed technique allows for a reduction in computational complexity dur-

ing the real-time operational phase, compared to similar techniques in liter-

ature. The BD/DPD complexity is compared to [37], where a power- and

beam-dependent DPD with PDPD basis functions (or DPD coefficients) is

proposed. A model with a number of coefficients PPA = PDPD is extracted

for every PA of the array during pre-training phase. Then, a set of NF re-

duced features is extracted from the PA models and linearly combined dur-

ing the real-time coefficient update phase to obtain the reduced array model.

Eventually, these features are further combined into a DPD generator with

nonlinear order K obtaining the updated DPD coefficients.

Compared to [37], the proposed method does not require a separate mod-

eling of every PA of the array during the pre-training procedure, since the

pre-training procedure is performed by measuring the combined distorted

output of the array. This allows for scaling up the technique to beamforming
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Figure 2.8: (a) Gain and (b) phase characteristics of the predistorted and

non-predistorted array in the test condition P as from Fig. 2.4 (θ = 27◦,

PAPR = 8.2 dB).
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Figure 2.9: Spectrum of the predistorted and non-predistorted array in the

condition P as from Fig. 2.4 (θ = 27◦, PAPR = 8.2 dB).

arrays with a high number of PAs. In addition, the proposed method does

not depend on the number of PAs in the array, neither during the pre-training

phase nor in the real-time DPD adaptation.

Moreover, Table 2.1 shows that the proposed method requires less com-

plex multiplication if K > 1. This table compares the total number of

complex multiplications required for the proposed method, the one in [37],

and the basic case of a dedicated training for each way of the array (appli-

cable numerical data has been provided and adapted to this work), showing

the advantage of the proposed method.

2.6 Achievements

An architecture for BD-DPD leveraging feature-based model reduction

tailored for beamformer arrays is introduced. The array-level application

of feature-based reduction is independent from the number of PAs within

the array. This feature-based approach implements a low-complexity update

of the DPD for the array, adjusting it based on the beam direction and RF

power level, without requiring extraction of a different DPD coefficient set for

each operating scenario. The proposed BD-DPD is effective in significantly
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Dedicated Training Wang [37] Proposed Method

PA Model NS • PPA N/A N/A

Generation

Array Model NPAs • PPA NPAs •NF N/A

Generation

DPD Coefficient P 2
DPD • (NS + PDPD + 1)+ NF •K • PDPD NF • (PBA + PDPD)

Generation +PDPD •NS

Total Complex ≃ 622 • 109 20 + 920 •K 986

Multiplications

Table 2.1: Number of total complex multiplication needed during the real-

time DPD coefficients update. Where PPA = PDPD = 184 and NF = 5.

NPAs = 4 is the number of PAs in the beamforming array. Ns = 105 is num-

ber of samples in the tested signal. PBA = 14 is the equivalent number of

complex-valued multiplications that are required in the 2D cubic interpola-

tion of the real and imaginary part of the function ω(θ, ρ). K is not provided

since there is no analogous value in the method proposed in the manuscript

that can be adapted.

reducing DUT in-band distortion and residual out-of-band regrowth across

all tested beam directions and PAPR levels.



Chapter 3

Supply-Modulated Power

Amplifier

3.1 Problem Statement and State of the Art

This Chapter explores a comprehensive digital predistortion (DPD) frame-

work incorporating an optimal digital control strategy, intending to leverage

the degrees of freedom provided by MIs to enhance power amplifier (PA)

performance. Traditional DPD for PA linearization typically approaches the

problem as an optimization task focused on minimizing the deviation be-

tween the actual PA output signal and the desired amplified signal. In con-

trast, this work introduces an additional concurrent maximization for other

PA Figures-of-Merits (FoMs), implementing a multi-objective optimization

(MOO) approach. When solely considering linearity, DPD may not lead

to optimal operation in compromise with other FoMs. MOO or any con-

strained optimization (CO) has seldom been applied to DPD coefficient learn-

ing [42,60,61], and it has not been explored in the context of multiple-input

single-output (MISO) PAs. Although MOO has been investigated recently, it

has been mainly applied to set specific design parameters without including

DPD coefficients as optimization variables, performing DPD in a separate

step [45,53,62–66].

49
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This Chapter focuses on the case of supply-modulated PAs (SM-PAs),

utilizing the complex RF envelope and dynamic supply voltage as indepen-

dent inputs (Fig. 3.1b). In envelope-tracking (ET) [7], a static shaping ta-

ble (ST) maps the signal envelope to a proportional supply voltage control,

typically shaped for maximum average power added efficiency (PAE), see

Sec. 1.5.2. While such shaping is commonly envisioned at the design stage

and extracted from CW measurements at different supply voltages [7,67], the

compensation of nonlinear distortion induced by supply modulation (SM) is

often assumed to be handled by single-input single-output SISO DPD, as de-

picted in Fig. 3.1a [7]. In some cases, the dependency on the supply voltage

has been included as an additional variable within the RF path predistorter

(RF predistorter) [18, 68–71] or compensated separately [72], but without

joint control of the controlled variables. In the proposed approach, no pre-

liminary supply control waveform is extracted since both the low-frequency

(LF) supply control and RF input control (i.e., the two predistorted signals)

are entirely unknown at the start of the PA optimization. Both LF and RF

signal are jointly identified, considering the mutual effect on the linearity

and efficiency of the PA. This method is applicable to any type of SM-PA,

such as ET or polar. Essentially, the two inputs are concurrently identified

through an optimization-based DPD learning process, implementing a true

joint optimal control.

This Chapter summarizes the results published in [73]. It is an exten-

sion of the preliminary work on where a dual-input single-output (DISO)

DPD for SM-PAs [74], which employed a combination of gradient descent

and linearization through indirect learning control (ILC) [75]. The gradient

descent, relying on finite differences approximation for each DPD coefficient,

was acquired through simulation-based evaluations of the device-under-test

(DUT) and directed towards the maximum PAE point. The ILC-based step

performed classical linearization of the PA, obtaining a second optimization

direction to uphold the linearity constraint. The algorithm alternated be-

tween these two directions. As indicated in [74], it became evident that
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Figure 3.1: Block diagram for ET PA linerization with (a) SISO predistorter

and (b) single-input dual-output predistorter with joint RF-LF coefficient

learning.

practically any data-intensive optimization approach, where complex DPD

coefficients are the variables to be optimized, would result in an impractical

number of DUT evaluations (i.e., actual PA measurements in an experimental

setting).

The adopted optimization employs an even more computationally de-

manding algorithm than in [74]. Yet, to make it experimentally feasible, a

surrogate modeling approach [76] is adopted. Surrogate modeling (SuMo)

is well-established in electromagnetic optimization [76–79] and has been ex-

plored for active devices in circuit design [80], transistor compact model-

ing [81], and adaptive optical amplifiers [82].

Section 3.3 provides details of the measurement setup employed for SM-

PAs to demonstrate the proposed technique. In Sec. 3.4, a preliminary static

analysis is conducted to assess the achievable PA performance when choosing
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the two control signals solely from CW characterization. The performance

evaluation of the DUT optimized using the SuMo-based MOO framework is

presented in Section 3.6. Concluding remarks are presented in Section 3.8.

3.2 Joint Dual-Input Digital Predistortion

3.2.1 Multi-objective Optimization

Considering the general MOO problem described in Sec. 1.4.4, this Sec-

tion describe the MOO problem definition in the case of SM-PAs performance

enhancement. The SM-PA can be represented as a DISO 1×2 system block,

illustrated in Fig. 3.1b. In this configuration, the joint predistorter/supply

shaper takes the form of a 2×1 block, featuring two parallel paths for RF

and LF signals. This design enables control at both RF (for the PA input)

and LF (for SM), with the control policy expressed through two parallel pre-

distortion blocks. These blocks can be parametrically represented, with each

output serving as a nonlinear dynamic mapping of the input signal x(t):

x̃(t) = R(x(t− τ),ρ)τ ∈ [0, Tm];

ṽ(t) = L(x(t− τ),λ)τ ∈ [0, Tm].
(3.1)

Here, x̃ and ṽ denote the RF and LF control signals, Tm is the maximum

memory length, and ρ and λ are vectors of parameters for the functions R
and L, respectively. R and L are the functions that respectively identify the

RF and LF predistorter of Fig. 3.1b. This parametrized structure accommo-

dates a broad range of predistorters and STs, allowing the implementation

of various joint supply modulation and DPD strategies based on the RF/LF

coefficient values [17]. Notably, both LF and RF predistorters can incorpo-

rate a full nonlinear-dynamic structure to account for memory effects induced

by the dynamic RF input and supply [17], extending the standard approach

for ET PAs that typically implements a static function to realize the supply

modulation.
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To optimize the overall SM-PA performance with a fixed predistorter

structure and a specified number of coefficients, a MOO problem is formu-

lated. The goal is to identify coefficient values for the LF and RF branches

ρ and λ that maximize or minimize multiple scalar figures of merit (FoMs).

For instance, a typical objective for SM-PAs is to maximize PAE in mod-

ulated conditions while adhering to regulatory linearity constraints. This

MOO problem can be equivalently expressed as a CO problem using the ϵ-

constraint approach [83], where one FoM is optimized while the others are

constrained by limit values ϵ. Different trade-off solutions can be obtained

by varying the constraint values, allowing the identification of a Pareto front

of non-dominated solutions.

Consider a simplified case where two FoMs f and g are involved, with f to

be maximized and g to be constrained (e.g., PAE and NMSE, respectively).

The corresponding CO problem, equivalent to an MOO task, is defined as

follows:

max
ρ,λ

; f(ρ,λ) subject to; g(ρ,λ) < ϵ. (3.2)

Various algorithms from literature [83] are available for solving such prob-

lems, each offering different computational trade-offs and solution localities.

Irrespective of the method chosen, multiple evaluations of f and g are re-

quired for iterative convergence toward an optimized solution.

While the functional relationships described by f and g are typically

not known analytically due to their dependence on complex factors such

as specific PA and SM devices, signals of interest, and predistorter model

structures, their values for given coefficient sets ρ and λ can be experimen-

tally evaluated. This involves generating LF/RF predistorter blocks using

the coefficients, producing the correct RF/LF control signals, and collecting

measured responses from the DUT to compute all FoMs. Depending on the

number of coefficients, predistorter complexity, and algorithm employed, the

optimization process may necessitate a substantial number of DUT measure-

ments, potentially making it time-consuming for practical applications.
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3.2.2 Surrogate Modeling

To mitigate the additional workload due to the iterative optimization al-

gorithms, many SuMo strategies have been proposed in the literature [79]

across various applications in diverse fields. SuMo methods entail an ini-

tial establishment of a simplified model for the DUT. The premise is that

this SuMo can reasonably approximate the DUT behavior while being highly

efficient in execution. Consequently, to arrive at a provisional iterative solu-

tion for optimization, the CO algorithm can invoke the SuMo multiple times

instead of conducting DUT measurements.

For the SuMo, any model formulation can be employed, provided it is

sufficiently accurate to characterize the DUT and suitable for the chosen

CO, such as being continuous and differentiable for gradient-based optimiz-

ers. Additionally, the SuMo simulation time should be sufficiently short in

comparison to the time required for measurement and data transfer. In the

context of the configuration depicted in Fig. 3.1b, a dual-input PA behavioral

model is utilized as the SuMo for the SM-PA, as elaborated in Sec. 3.2.4.

Due to the imperfect approximation properties, there will inevitably be a

deviation between the performance predicted by the SuMo and the measured

one. However, the SuMo can be iteratively refined to furnish an improved

representation of the DUT behavior. These model refinement steps can be

interleaved with CO steps, during which the refined SuMo is leveraged to

determine the predistortion coefficients for optimizing performance.

3.2.3 SuMo-based MOO algorithm

This section describes the SuMo-based MOO algorithm by referring to

the flow chart in Fig. 3.2, which summarizes the steps of the optimization

process. The SuMo extraction is initialised with an initial set of excitations at

both inputs, thereby collecting the measured PA response in an initial dataset

D(0), which contains the applied control inputs and the measured outputs.

These initial excitations are designed to thoroughly explore the PA behavior,
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identifying an initial coarse SuMo model M(0) that best approximates the

PA behavior with a minimal number of acquisitions (see Sec. 3.2.4). The

preliminary verification ensures that the deviation between the measured PA

response and the response predicted by M(0) for the initial excitations is

sufficiently small, ensuring proper implementation and faithful reproduction

of the measured quantities.

In the first optimization step, the CO algorithm is launched, employing

M(0) to evaluate the objective f and constraint g, yielding a tentative DPD

coefficient set ρ(0),λ(0) intended to jointly optimize the performance metrics.

These identified coefficients generate the predistorted LF/RF inputs, which

are then experimentally tested on the actual DUT. Generally, these coeffi-

cients may not be precise for the PA, as they are identified using the response

of M(0) as a proxy for real measurements.

The input-output measurements from this stage are assembled in a new

dataset D(1), reflecting the actual behavior of the SM-PA when the ρ(0),λ(0)

values are employed in the predistorter. Subsequently, the algorithm checks

the exit conditions, which could be determined by evaluating a maximum

number of iterations, the incremental improvement [61], or by reaching a

specified PA performance in terms of the analyzed FoMs.

If the exit conditions are not met, the procedure iterates. A new refined

SuMo M(1) is identified using the new D(1) dataset, in conjunction with the

previously available dataset D(0). This refined SuMo is expected to more

closely align with the observed PA behavior in the optimal operating point

of interest, as D(1) is measured under conditions more similar to the final

ones. The M(1) is then utilized for another CO step, in which a new set of

coefficients ρ(1),λ(1) is determined. The procedure is repeated until the exit

criteria are satisfied.

In general, at the ith iteration, the following steps are executed:

1. SuMo identification: a new SuMo M(i) is identified using the mea-

sured datasets collected up to that point D(0), . . . ,D(i).

2. Constrained Optimization: M(i) is employed to evaluate f and g
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during a CO step, where the tentative optimal predistorter coefficients

ρ(i),λ(i) are sought as maximizers of f , while adhering to g(ρ(i),λ(i)) <

ϵ.

3. LF/RF Predistortion Testing: the LF/RF predistortion coefficients

ρ(i),λ(i) are tested on the DUT, with the input and output waveforms

of interest collected in the dataset D(i+1)..

4. Exit Condition Check: exit conditions, potentially dependent on

the measured performance of the DUT during the measurement D(i+1),

are assessed.

These iterative steps of SuMo identification, CO of the SuMo, and DUT

measurements should ensure that the SuMo predictions progressively con-

verge to the actual DUT performance (at least in a neighborhood of the final

solution) and that optimal coefficients for the two DPD branches are iden-

tified. Upon completing the last iteration, the identified coefficients should

ideally maximize f while adhering to the constraint g in the actual measure-

ments, even though they were identified using a SuMo for both FoMs at each

step. Once a suitable solution is achieved, the algorithm can be restarted

with different values for the ϵ constraint on g to identify different trade-offs

between the two FoMs of interest.

3.2.4 Multi-Objective Optimization Implementation

In the context of the adopted SM solution (Fig. 3.1b), the SuMo needs to

characterize the entire transmitter, encompassing both the supply modulator

device and the PA. Specifically, it should establish a functional mapping

between the control inputs x̃ and ṽ and the measured RF output y(t), the

actual supply voltage v(t), and the supply current i(t) (Fig. 3.1b). These

quantities are then employed to compute the values of the relevant FoMs

during the MOO procedure.

The SuMo should ideally encompass the overall transmitter efficiency,

modeling the power consumed by the supply modulator driving the PA. How-
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Stop or repeat for different ϵ

yes

no

Figure 3.2: Flow chart of the surrogate-based MOO algorithm for joint RF

input/supply DPD.

ever, in this specific study, a linear supply modulator topology is employed

(see Sec. 3.3), which is characterized by low-efficiency performance. Typi-

cally, multi-level or bandwidth-limited switching converters are used for this

purpose [67, 84]. Given this configuration, the global optimization of the

supply modulator and PA is not suitable. Instead, the optimization focuses

solely on the PAE of the RF PA, omitting the supply modulator efficiency in

the calculations. Nevertheless, the framework can be theoretically extended

to bandwidth-limited or switched cases using a suitable SuMo to describe
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the behavior of the entire transmitter (SM+PA) and employing appropriate

FoMs (e.g., global efficiency instead of PA efficiency).

As highlighted in the Introduction, PA behavioral modeling has been ex-

tensively explored in the literature, with some works considering the presence

of MIs [11], such as the supply input in SM-PAs [17]. Among various ap-

proaches, the memory polynomial (MP) formulation stands out as one of

the most common solution, offering a satisfactory description of the PA with

a reasonably limited number of coefficients and, consequently, fast simula-

tion time. Thus, in the adopted implementation, the SuMo for the PA is

represented by the following dual-input MP model:

y(n) =

Mδ∑
m=0

Kδ∑
k1=1

Kδ+1−2k1∑
k3=0

δm,k1,k3 x̃(n−m)|x̃(n−m)|2(k1−1)ṽ(n−m)k3 , (3.3)

where x̃(n) and ṽ(n) are the sampled versions of the inputs (RF input

envelope and baseband input to the supply modulator, respectively), and

y(n) is the sampled RF output envelope. Kδ and Mδ are the nonlinear and

memory orders. Additionally, beyond the RF output, the baseband current

i(n) absorbed by the PA is modeled to obtain the PAE, as described by the

following real-valued dual-input MP:

i(n) =

Mσ∑
m=0

Kσ∑
k1=1

Kσ+1−2k1∑
k3=0

σm,k1,k3 |x̃(n−m)|2(k1−1)ṽ(n−m)k3 . (3.4)

Considering that the SM is never ideal in setting the prescribed supply

voltage waveform v(n) (sampled version of v(t) in Fig. 3.1), the same formu-

lation in (3.4) is adopted for modeling v(n) as a function of the same two

digital controls x̃(n) and ṽ(n).

In the SuMO, the RF and LF DPD structures are chosen to match the

same degree of description. The RF predistorter model within the 2×1 block

in Fig. 3.1b is based on the classical MP:

x̃(n) =

Mρ∑
m=0

Kρ∑
k=1

ρm,kx(n−m)|x(n−m)|2(k−1), (3.5)



3. Supply-Modulated Power Amplifier 59

where ρm,k are the RF DPD coefficients, Kρ is the nonlinearity order,

and Mρ is the memory depth. Correspondingly, the adopted supply control,

which generalizes the static ST approach, is processed by an MP-based LF

predistorter:

ṽ(n) =

Mλ∑
m=0

Kλ∑
k=1

λm,k|x(n−m)|2(k−1), (3.6)

where λm,k are the LF DPD coefficients, Kλ is the nonlinearity order,

and Mλ is the memory depth. These orders should be selected to achieve the

linearity and efficiency targets dictated by the application. Simultaneously,

an upper limit to the predistorters model order is indirectly imposed by the

MOO algorithm, as excessively optimizing a large number of variables can

significantly reduce the convergence speed and stability of the method.

The MP formulations in (3.3) and (3.4) are linear-in-the-parameters, al-

lowing the SuMo to be straightforwardly extracted through linear regression

across an experimental dataset. The initial dataset D(0) in Fig. 3.2 needs to

be carefully designed to offer a sufficiently comprehensive MP-based descrip-

tion, steering the MOO promptly in a suitable optimization direction. For

this purpose, the applied controls should span the available variable space for

x̃ and ṽ maximally. Simultaneously, the operating regime of the DUT should

not deviate significantly from the target regime resulting from the modula-

tion signal of interest, as large discrepancies might lead to slow convergence

or oscillating behavior between the SuMo and the DUT.

The selected compromise for D(0) involves applying, at the RF input,

an amplitude-scaled version of the desired RF modulated output. The sup-

ply modulator input comprises a random-phase modulated excitation, inter-

leaved in frequency with respect to the RF input, ensuring broad coverage

of the dual-input variable space [85]. This approach dynamically repeats a

given frame of the RF input at many supply voltage values within a single

waveform record, resulting in an operating point similar to the target one,

yet general enough to properly condition the MOO. Subsequently, the ten-

tative optimum is experimentally tested, and new measurement data D(i) is
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collected. In the next iteration, the SuMo is extracted from a cumulative

database of all previously collected data, progressively refining it toward the

target regime while maintaining a degree of global description. Although

other adaptive sampling methods could be considered, this approach has

proven effective (see Sec. 3.6).

While various CO algorithms could be explored [83], this work utilizes

the interior-point algorithm [86], implemented by the fmincon function in

MATLAB®. It solves the CO by treating it as a sequence of approximate

minimization problems, where the constraint is converted into a logarith-

mic barrier function. The algorithm employs a combination of second-order

derivative or conjugate gradient methods to solve the approximate problem.

For setting up the CO, the following definitions have been applied:

• The objective function (f) is related to the PAE of the PA, excluding

consideration of the supply modulator performance in this context;

• The constraint function (g) is based on the Normalized Mean Square

Error (NMSE), given by:

NMSE (dB) = 20 log10

||y −Glinx||2
||Glinx||2

; (3.7)

where y and x represent the vectors for the RF output and input signals

of the RF predistorter (see Fig. 3.1b). The linearity constraint can be

aligned to the communication standard specifications, linking linearity

to metrics like Adjacent-Channel Power Ratio (ACPR) or Error-Vector

Magnitude (EVM). While these metrics could also be considered [61],

the specific choice of NMSE addresses both in-band and out-of-band

distortions, making it the most commonly used in DPD literature;

• The linearization gain (Glin) in (3.7) is a fixed parameter selected for

each optimization process, determining the average RF output power

(Pout);

• The constraint limit ϵ is translated into a maximum NMSE selected

for each optimization process. A realistic constraint should consider
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the deviation between the actual performance and the one predicted

by SuMo. The constraint value varies across different CO runs to out-

line a specific segment of the Pareto front representing non-dominated

solutions for the MOO problem.

3.3 Measurement Setup

A measurement configuration designed for SM-PAs is depicted in Fig. 3.3

to showcase the proposed technique. The DUT is a 10-W PA operating in

class-AB at a central frequency fc = 3.5 GHz, utilizing the CGH40010F

Gallium Nitride HEMT from Wolfspeed for the PA and the ADA4870 driver

amplifier from Analog Devices to realize the SM. To enable dynamic supply,

the original PA evaluation board had its largest supply capacitors (33 µF, 1

µF, and 33 nF) removed.

The adopted supply modulator has a maximum 1-A output current, ap-

proximately 4.5 voltage gain, 50-MHz large-signal bandwidth, and a 2500-

V/µs slew rate. It is biased for a supply voltage swing ranging from 8 V

to 28 V. Despite the device stability ensured by a 5-Ω output resistance, it

introduces non-idealities in applying the dynamic supply voltage due to an in-

herent interdependence between the current drawn by the PA and the actual

supply voltage. Baseband voltage and current are sensed at the SM-PA node

using a traditional 1:10 high-impedance probe and a 100-MHz clamp current

sensor (Keysight N2893A), respectively. Although this supply terminal con-

figuration may introduce additional distortion due to spurious dynamics of

the baseband voltage, the proposed SuMo model is expected to describe and

automatically compensate for these broadband SM nonidealities during the

MOO routine [87].

The RF input is generated via direct RF synthesis using a Keysight M8190

arbitrary waveform generator (AWG) operating at 8 GSa/s, preamplified

by the Mini-Circuits ZHL-42W+ amplifier. The dynamic supply voltage

waveform provided to the supply modulator input (LF input) is generated
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Figure 3.3: Block diagram (a) and photo (b) of the measurement setup for

supply-modulated PAs used to perform the experiments.

using a 2 GSa/s Agilent 81150 AWG. Both RF and LF signal generators

share a common 10-MHz reference, with synchronization achieved through a

trigger signal from the 81150.
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Given the a-priori unknown supply waveform, a procedure is implemented

to characterize and compensate for the time-invariant delay between the RF

and LF inputs. Initially, a random-phase multi-tone excitation is applied to

the RF input while maintaining a DC voltage at the supply. This step allows

retrieving the delay on the RF input - RF output envelope path (τRF ≃ 3.3

ns). Subsequently, a random-phase multi-tone excitation is applied to the

LF input while maintaining a CW excitation at the RF input, realizing a

suitable up-conversion of the LF excitation to retrieve the delay between the

LF input - RF output envelope (τLF ≃ 4.3381 µs). The identified delays are

then compensated in signal generation.

Following attenuation, the DUT output is down-converted by the LTC5594

I/Q mixer from Analog Devices, with its local oscillator (LO) synthesized by

the Agilent E8257D. The outputs of the mixer are captured by a 4-channel

oscilloscope (Agilent 9254A) featuring a bandwidth of up to 2.5 GHz and a

sampling rate of up to 20 GSa/s. The two remaining oscilloscope channels

are employed for supply-terminal voltage/current sensing.

3.3.1 Synchronism between LF and RF Branches

With this setup, given that no supply waveform is a-priori known, an

initial identification and compensation of the delays (due to measurement

triggering and hardware, e.g., preamplifier, baseband sensing, etc.) of the

RF and LF branches should be performed. In particular, an approach similar

to [88] has been followed:

1. a random-phase multi-tone excitation is applied to the RF input, while

keeping a dc voltage at the supply. This step allows to retrieve the

delay on the RF input - RF output envelope path (τRF );

2. a random-phase multi-tone excitation is applied to the LF input, while

keeping a CW excitation at the RF input. This step allows to realize

a suitable up-conversion of the LF excitation, so to retrieve the delay

on the LF input - RF output envelope (τLF ).
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Figure 3.4: Result of the delay compensation. The reported values for the

input controls are the ones realized at the PA ports, in linear scale (V).

As can be seen from Fig. 3.4, the RF output before compensation is char-

acterized by a strong hysteresis with respect to the two inputs due to de-

lay misalignment. After applying the compensation of τRF ≃ 3.3 ns and

τLF ≃ 4.3381 µs, the trajectory of the RF output is reasonably approxi-

mated by a surface, which indicates that the dual-input PA can be roughly

described by a 2D quasi-static relationship, demonstrating the effectiveness

of the delay compensation procedure.

Clearly, beside the delay compensation, the SM-PA will still feature resid-

ual nonlinear dynamic effects, which have to be accounted for in the SuMo

procedure and DPD formulation/learning process. Finally, as the SuMo ac-

curately models the PA behavior and its dynamics due to both inputs, the

joint MOO of the RF and LF paths is able to steer the input controls in

an optimal way for both amplitude range and bandwidth. While a wrong
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Figure 3.5: Output power (a), static gain (b)-(c) and PAE (d) characteristics

of the SM-PA for different values of the RF and LF control voltages. The

RF input power ranges from 2.6 dBm to 28.6 dBm (shown in linear scale on

the x-axis). The LF control is swept in order to obtain measured the drain

voltages in the 8 V (black) to 30 V (red) range. The Rayleigh probability

density function for an input rms power of 19 dBm of interest is shown in

(e).

solution could be realized across the iterative steps, this will result into a

lower PA performance, hence the MOO algorithm will automatically adjust

the controls at the subsequent iteration towards improved performance and

proper supply modulation.

3.4 Preliminary Static Analysis

A static analysis of the PA represents the typical starting point for the

design of SM and DPD strategies [7]. The AM/AM and AM/PM character-

istics, as well as the dissipated power, are measured by concurrently sweeping

the power of an input RF CW excitation and the dc supply voltage. The

static output power, gain and PAE characteristics, measured at a fixed CW

with fc = 3.5 GHz, are reported in Figs. 3.5a-d. The maximum RF input

control is selected in order to reach the 3-dB compression point with respect

to the small signal gain (16 dB) at the nominal drain voltage of 28 V. At
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Figure 3.6: Rayleigh probability density function for an input rms power of

19 dBm of interest.

the same time, the LF control is swept in order to obtain measured drain

voltages in the 8 V to 30 V range.

The selection of the static control law ṽ(n) = h(|x̃(n)|), derived from

the memoryless relationship between the two control variables, can be ap-

proached in various ways. Three distinct strategies are considered for com-

parative analysis:

• Fixed Supply Voltage. This scenario reflects the PA behavior without

the SM, maintaining the drain voltage at a specified level, considered

as a baseline. In this particular case, ṽ needs a slight increment with x̃,

proportional to the current absorbed by the PA, to compensate for the

voltage drop across the 5-Ω output resistance of the supply modulator

(refer to Sec. 3.3). The fixed supply voltages tested cover the range

from 8 V to 28 V.

• Maximum PAE. For a constant RF input power, the DUT will ex-

hibit varying PAE values based on the LF control ṽ, as illustrated in

Fig. 3.5d for the curves PAE(|x̃|, ṽ). This strategy, for each RF input

control value x̃, selects the LF input control ṽ that maximizes the PAE.

Additional shaping can be applied to prevent undesirable irregularities

in the resulting characteristics.
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Figure 3.7: Static supply-shaping strategies for the SM-PA under test: fixed

supply (28 V, black), iso-gain (12.5 dB, red) and maximum PAE (cyan). The

RF input power ranges from 2.6 dBm to 28.6 dBm (shown in linear scale on

the x-axis). Gain magnitude (purple) and PAE (green) contours with respect

to the control variables are also reported.

• Iso-gain. The LF control ṽ is chosen to ensure that an identical gain

magnitude is achieved for all RF input powers. This involves selecting

a suitable iso-line of the gain |G(|x̃|, ṽ)| response surface in Fig. 3.5b-c.

While equalizing the gain of the DUT, this strategy still necessitates

DPD to compensate for AM/PM distortion and any residual amplitude

deviation. This characterization analyzes constant gains in the range

of 9 dB to 12.5 dB.

For the PA under examination, Figure 3.7 illustrates the resulting supply

STs along with the static gain and PAE contours. Although non-parametric

look-up tables are a conceivable implementation for the static h functions,

the prevalent approach involves utilizing a parametric representation [3], such

as the one presented in (3.6). As emphasized in Sec. 3.2, the adoption of a
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Figure 3.8: RF Output Power, NMSE and PAE trade-offs for fixed supply

(a-d), iso-gain (b-e) and (c-f) maximum PAE shaping strategies. Squares

indicate the non-linearized case, circles indicate the statically predistorted

case using a 5-th order polynomial.

parametrized ST is crucial for the proposed MOO framework. Hence, to

ensure an fair comparison (i.e., same model complexity) between classical

supply-shaping methods and those derived from MOO (Sec. 3.6.1), the STs in

Fig. 3.7 were implemented using a static polynomial (Mλ = 0) of order Kλ =

5 (6 real coefficients). A preliminary assessment of the SM-PA performance

can be derived from the static characterization for each ST. Specifically, the

average RF input power Pin(|x̃|, ṽ), the average RF output power Pout(|x̃|, ṽ),

the DC dissipated power Pdc(|x̃|, ṽ), and the complex gain G(x̃, ṽ) are known

static functions of the LF/RF control variables x̃ and ṽ.

A comprehensive evaluation of the effectiveness of each shaping strategy

becomes apparent only after applying predistortion to the SM-PA. Once h is

determined, implementing DPD becomes feasible by adopting the SISO SM-

PA configuration in Fig. 3.1a. DPD structures theoretically allow for dynamic

terms to accommodate memory effects, practical implementation involves

testing the PA under modulated excitations. The static CW characterization,

on the other hand, provides information for a correspondingly static DPD. In

practical terms, obtaining a static predistorter involves identifying a suitable

mapping x̃(n) = q(|x(n)|)x(n) between the ideal x and predistorted x̃ signals.
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For this static case, we adopt an indirect learning architecture (ILA) DPD

with a polynomial formulation for q, consistent with (3.5), where a fifth-order

nonlinearity (Kρ = 5) is selected, and no memory is considered (Mρ = 0).

As stated in Sec. 1.2, To provide a accurate assessment of prospective per-

formance under modulated conditions, the static PA characteristics can be

appropriately weighted by the probability density function (PDF) of the sta-

tionary stochastic process representing the excitation signal class to which the

ideal input x belongs [89]. For orthogonal-frequency-division-multiplexing

(OFDM) waveforms, widely adopted in 5G and other telecommunications

standards, the asymptotic envelope is complex-gaussian [90]. The amplitude

then follows a Rayleigh distribution, as depicted in Fig. 3.5e for an input rms

power of 19 dBm. Due to finite measurement time in the characterization

stage, the amplitude distribution and spectral characteristics of the process of

interest can be accurately emulated using various noise-like or random-phase

multi-tone excitations [9].

For a given set of h and q, the statistical properties of the excitation signal

need to be considered in the static prediction. To this end, let us define the

statistical expectation values [89] for the considered FoMs:

Pout =

∫ +∞

0

P̂out(u)pdf(u)du;

PAE =

∫ +∞
0

(
P̂out(u) − P̂in(u)

)
pdf(u)du∫ +∞

0
P̂dc(u)pdf(u)du

;

NMSE =

∫ +∞
0

|Ĝ(u)q(u) −Glin|2u2pdf(u)du∫ +∞
0

|Glin|2u2pdf(u)du
;

(3.8)

where the variable u = |x| is employed to represent the ideal envelope am-

plitude in a simplified notation:

Ĝ(u) = G(|x̃|, ṽ) = G (|q(|x|)x|, h(|q(|x|)x|)) ;

P̂in(u) = Pin(|x̃|, ṽ) = Pin (|q(|x|)x|, h(|q(|x|)x|)) ;

P̂out(u) = Pout(|x̃|, ṽ) = Pout (|q(|x|)x|, h(|q(|x|)x|)) ;

P̂dc(u) = Pdc(|x̃|, ṽ) = Pdc (|q(|x|)x|, h(|q(|x|)x|)) .

(3.9)
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The integrals in (3.8) can be computed using adaptive quadrature or

Monte-Carlo methods, considering the measured static PA characteristics

and the known signal distribution.

The Pareto sets depicting these metrics for the three examined SM strate-

gies are illustrated in Fig. 3.8a-c. For each shaping technique (h), a set of q

different DPD coefficient sets are evaluated, sharing the same model structure

and complexity but differing in Glin. This approach enables the exploration

of conflicting requirements between Pout and NMSE in each case [61]. The

fixed supply characteristics in Fig. 3.8a exhibit the lowest overall PAE for a

given level of Pout and linearity. Conversely, the shaping technique for maxi-

mum PAE predictably displays the highest PAE values while exhibiting poor

linearity for all tested DPDs. The iso-gain characteristics show an interme-

diate behavior, featuring a favorable trade-off between RF Pout, PAE, and

NMSE after linearization.

A maximal (or non-dominated) point is defined as a point for which no

other point in the set has all better metrics simultaneously (i.e., linearity,

PAE, and Pout in this case). In the context of MOO, maximal points can be

seen as exhibiting the best overall PA performance for the given constraints.

The different shaping techniques and DPD strategies highlight that some

points in the Pareto sets in Fig. 3.8 are not maximal. Indeed, the existence

of dominated points demonstrates that certain SM and DPD techniques are,

in this respect, suboptimal. As investigated in the following, this implies

that one or more metrics can be improved without sacrificing the others by

simply identifying proper DPD coefficients.

3.5 Choice of the DPD Model

The final linearity and the PA efficiency in the presented approach depend

on both the SuMo used for the optimization and the model for the RF and

LF predistortion/supply modulation branches.

In terms on the SuMo, if the model was not accurately reproducing the
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PA behavior, the MOO algorithm would converge to a solution which might

be optimal for it, but not for the actual PA. At the same time, the SuMo

must be computationally efficient to evaluate as the MOO algorithm, which

typically requires several thousands of evaluations of the cost functions in

order to find a solution. The proposed framework is already fully compatible

with other types of SuMo (e.g. artificial neaural networks), as long as they

can fulfill these accuracy/computational load requirements.

In terms of the LF/RF DPD models, the use of a more complex formu-

lation can indeed increase the overall linearity and efficiency performance of

the PA. However, the number of coefficients in the model directly impacts

the number of variables that have to be optimized by the MOO algorithm.

Functions of a higher number of variables are typically more challenging to

optimize, requiring a proportionally higher number of evaluations of the cost

functions and presenting worse convergence properties.

Therefore, this work focuses on a memory-polynomial type of formulation

for the RF DPD and LF supply modulation branches in order to test the novel

proposed framework preliminary using a simple (i.e., relatively low number

of coefficients) and well-known model. Moreover, this choice allows for a

straightforward comparison with other common approaches for identifying

the DPD/supply modulation controls of similar complexity. Indeed, the use

of a more complex model or the same formulation with more terms can be

a valuable future step in order to further optimize the PA performance and

test the capabilities of the MOO algorithm to provide optimal solutions in

more challenging cases.

3.6 Optimization Results

3.6.1 MOO-based Static Shaping Table

The MOO procedure outlined in Sec. 3.2 has been implemented for a spe-

cific target signal: a 10-MHz bandwidth random-phase 1k-tone modulated

signal with a peak-to-average power ratio (PAPR) of 9.3 dB, adhering to the
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P1
P1

P2

P2
P3

P3

(a) (b)

Figure 3.9: MOO-based Pareto front for maximum PAE and constrained

NMSE using a static ST (dark blue x), compared with the standard iso-gain

ST (@ 12.5 dB) with SISO DPD (red circles) and maximum PAE ST with

SISO DPD (light blue +). The corresponding DPD complexity is reported

in Table 3.1. The test signal is a 10-MHz random-phase 1k-tone with PAPR

= 9.3 dB.

statistical properties discussed in Sec. 3.4. The dual-input SuMo, described

by (3.3) and (3.4), is characterized by Mσ = Mδ = 3 and Kσ = Kδ = 7,

parameters identified as suitable for describing the DUT under this specific

operational condition. The DPD, specified by (3.5) and (3.6), has a config-

uration of Mρ = 2 and Kρ = 5 for the RF predistorter, and Mλ = 0 and

Kλ = 5 for the LF predistorter. With Mλ = 0, the MOO is utilized to derive

a static ST, allowing for a direct comparison with the conventional CW-based

approaches. For the chosen nonlinear and memory orders, the total number

of optimized real variables is 36, comprising 15 complex coefficients for the

RF predistorter and 6 real coefficients for the LF predistorter.

The Pareto set of non-dominated points is derived systematically, max-

imizing the PAE at different Normalized Mean Square Error (NMSE) con-

straint values (indicated by blue x in Fig. 3.9a), while maintaining a constant

Glin in all instances. The chosen Glin corresponds to the 3-dB gain compres-

sion level achieved at the fixed drain bias of 28 V, resulting in Pout ≃ 32 dBm

(blue x in Fig. 3.9b), which equates to ≃ 41.5 dBm peak power. Each point

on the resultant Pareto front corresponds to a specific set of LF/RF predistor-
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Figure 3.10: MOO-based Pareto front for maximum PAE and constrained

NMSE using a static ST (dark blue x), compared with the standard iso-gain

ST (@ 12.5 dB) with SISO DPD (red circles) and maximum PAE ST with

SISO DPD (light blue +). The DPD complexity used is higher than the one

in Fig. 3.9 (see Table 3.1). The test signal is a 10-MHz random-phase 1k-tone

with PAPR = 9.3 dB.

* *

(a) (b)

Figure 3.11: MOO-based Pareto front for maximum PAE and constrained

NMSE using a static ST (dark blue x), compared with the approach in [3]

(purple squares), the standard iso-gain ST (@ 12.5 dB) with SISO DPD (red

circles), and maximum PAE ST with SISO DPD (light blue +). The test

signal is a 20-MHz random-phase 2k-tone with PAPR = 10.11 dB.

tion coefficients, representing a distinctive optimal trade-off among various

Figures of Merit (FoMs). This is achieved by varying the constrained NMSE

from -40 dB to -30 dB for the SuMo. However, the SuMo inherently contains

modeling errors, quantifiable in approximately 5 dB of difference between
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the modeled and actual measured NMSE values (Fig. 3.9 underscore this

difference). This discrepancy is as an intrinsic lower limit to the MOO lin-

earization capabilities, and a maximum of 14 iterations is set as the stopping

criterion for this work.

The performance of the MOO joint RF/LF DPD identification method

is compared with those obtained by employing traditional shaping strategies

coupled with standard SISO DPD, as introduced in Sec. 3.4. To ensure a fair

comparison, the same DPD model orders as the MOO case are adopted. The

LF/RF control laws for each of the compared methods are then tested using

a different realization of the same random-phase multitone signal used in

the identification phase. Specifically, we consider the ST for maximum PAE

(light blue curve + in Fig. 3.9a) and for iso-gain (red circles in Fig. 3.9a)

at different Glin, resulting in distinct RF Pout levels as reported in Fig. 3.9b.

Experimental results clearly demonstrate that the ST combined with the RF

DPD, both automatically determined by MOO, enables the linearization of

the PA in a more power-efficient operating point compared to the classical

SISO DPD approach, resulting in up to approximately 56% PAE in combi-

nation with RF Pout of ≃ 32 dBm and NMSE of −34.5 dB (P1 in Fig. 3.9).

Conversely, the traditional iso-gain (12.5 dB) configuration provides slightly

superior linearity and Pout but significantly reduced PAE (P2 in Fig. 3.9),

while the ST for maximum PAE achieves a maximum of approximately 51%

PAE but at a much lower linearity and RF Pout (P3 in Fig. 3.9). The com-

prehensive performance metrics for these points of interest are reported in

Table 3.1.

The superior performance of the proposed joint DPD-SM approach, out-

performing traditional methods in terms of output power, PAE, or both, with

the given DPD model complexity, can be attributed to the MOO algorithm

ability to fully exploit the specified maximum NMSE level. It can automati-

cally opt to sacrifice linearity (up to the imposed constraint) to enhance other

metrics. In contrast, the iso-gain and maximum PAE approaches predefine

the ST coefficients and subsequently identify suitable DPD coefficients to
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Point PAE (%) RF out

(dBm)

NMSE

(dB)

ACPR

(dB)

# RF

coeff.

# LF

coeff.

P1 56.2 32.0 -34.5 -44.7 15 6

P2 41.5 32.8 -35.9 -48.5 15 6

P3 51.1 30.3 -28.7 -38.8 15 6

P4 36.5 27.6 -41.2 -52.6 48 6

P5 27.4 31.0 -41.4 -55.3 24 6

P6 28.9 30.3 -41.0 -53.9 24 6

P7 25.9 25.9 -40.8 -53.4 24 6

P8 39.4 28.2 -39.6 -50.2 48 6

P9 38.1 31.0 -39.7 -49.1 24 6

P10 31.4 30.9 -39.8 -53.1 24 6

P11 34.8 27.7 -39.7 -52.3 24 6

P20 58.1 32.0 -34.1 -45.5 15 16

P21 52.5 30.5 -34.7 -47.3 15 16

Table 3.1: Operating points for a 10-MHz OFDM-like RF input

(Figs. 3.9, 3.10, 3.12).

Point PAE (%) RF out

(dBm)

NMSE

(dB)

ACPR

(dB)

# RF

coeff.

# LF

coeff.

P12 30.5 26.4 -39.5 -48.3 48 6

P13 18.4 30.6 -39.8 -47.0 24 6

P14 14.7 23.2 -39.3 -50.2 24 6

P15 10.9 25.1 -39.2 -49.6 24 6

P16 35.6 27.5 -36.1 -44.8 48 6

P17 23.0 30.7 -36.5 -43.3 24 6

P18 21.8 28.6 -36.0 -45.9 24 6

P19 25.4 25.7 -35.8 -45.8 24 6

Table 3.2: Operating points for a 20-MHz OFDM-like RF input (Fig. 3.11).

maximize linearity. For the considered DPD complexity level, the number

of available RF DPD coefficients might be insufficient to effectively linearize
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the maximum PAE and iso-gain cases.

To further investigate this behavior, the previous analysis was repeated

under similar experimental conditions, with an increase in RF DPD MP

orders to Mρ = 3 and Kρ = 8 (24 complex coefficients). In all cases, the

LF STs were maintained with Mλ = 0 and Kλ = 5. Accordingly, the SuMo

complexity for the MOO DPD case was slightly increased to Kσ = Kδ =

8, while keeping Mσ = Mδ = 3. When employing a higher-order DPD,

the SuMo needs to offer correspondingly improved prediction capabilities.

The results are depicted in Fig. 3.10. As anticipated, the resultant Pareto

fronts generally show lower NMSE values. Unlike the lower DPD complexity

case, the MOO DISO DPD exhibits PAE values similar to those seen for

the maximum PAE and iso-gain cases, along with comparable NMSE values.

This convergence among different strategies suggests that the increased RF

DPD order is sufficient to ensure optimal linearity and efficiency in all cases.

However, for similar NMSE and PAE values, the proposed MOO method

achieves a significantly higher RF output power (∼ 2 − 4 dB) than classical

STs, particularly in the high linearity region of the Pareto front.

Additionally, the model introduced in [3], already presented in Sec. 3.1,

was included for comparison. To implement this method, the RF predistorter

was enhanced by explicitly incorporating the dependency on the supply volt-

age modulated using the maximum PAE ST, as illustrated in Fig. 3.7. To

accommodate the non-ideal supply and its interdependency with the PA, the

model was fitted using the dynamic supply voltage measured at the PA ter-

minal, not the supply control generated by the AWG on the LF path, as done

for the other approaches. Moreover, the resulting DPD for the RF branch

employs twice the number of coefficients compared to the other methods to

achieve similar linearity. While this approach yields the highest PAE among

all methods, it exhibits significantly lower output power than the MOO case

for corresponding NMSE values, constrained by the use of the a-priori max-

imum PAE ST. Overall, the implementation requirement of a larger number

of DPD coefficients and explicit knowledge of the measured supply voltage
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prevents a straightforward comparison with the other examined methods.

In summary, eight landmark points (P4-P11 in Fig. 3.10), two for each

of the four different DPD-SM strategies at NMSE levels of ≃ −41 and

≃ −40 dB, are reported for comparison in Table 3.1, along with the cor-

responding RF/LF DPD complexity orders.

The previous analysis was then replicated, maintaining the same DPD

and ST orders, using a 20-MHz-wide random-phase multi-tone signal with

PAPR = 10.1 dB. Similar trends were observed, albeit with lower average

output power and PAE values. The PAE-NMSE Pareto front closely resem-

bled that between the MOO, iso-gain, and maximum PAE cases. In contrast,

the predistorted model from [3] with the maximum PAE ST exhibited signif-

icantly higher PAE. The MOO DPD, however, displayed significantly higher

output power than all other cases. For this test, another eight landmark

points (P12-P19), two for each of the four different RF/LF DPD strategies

at NMSE levels of ≃ −40 and ≃ −36 dB, are reported in Table 3.2.

3.6.2 MOO-based joint LF/RF Digital Predistortion

In the case of a 10 MHz bandwidth, the MOO technique was evaluated

by incorporating a memory depth of Mλ = 2 into the LF predistorter. It has

been tested that no superior performance could be achieved with higher Mλ

values. This configuration unlocks dynamic LF supply shaping, a design and

identification approach that is not obtainable with standard SM techniques.

The predistorter orders for the remaining LF/RF are maintained as shown

in Fig. 3.9. Consequently, the total number of optimized variables increases

to 46: 15 complex coefficients for the RF predistorter and 16 real coefficients

for the LF predistorter.

The resulting maximal points on the Pareto plots for Pout ≃ 32 dBm

are illustrated in Figure 3.12. Specifically, operating point P20 is identi-

fied as the optimal trade-off between linearity (NMSE < -34 dB) and PAE

(≃ 58%), outperforming the P1 operating point described in Sec. 3.6.1 (also

shown in Fig. 3.12). The MOO algorithm was also applied with a lower Glin,
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(b)

Figure 3.12: Comparison among the PAE/NMSE (a) and RF output

power/NMSE (b) Pareto fronts obtained by the MOO algorithm by max-

imizing PAE under constrained NMSE and fixed linearization gain. Three

cases are reported: static LF predistorter (blue crosses), LF predistorter

with memory (red pluses), LF predistorter with memory at a lower RF out-

put power level.

corresponding to Pout ≃ 30.5 dBm, to empirically test the achievability of

higher linearity levels by reducing the average output power [61]. The re-

sulting Pareto front and representative point P21 are depicted in Fig. 3.12.

As expected, this case exhibits reduced Pout compared to the previous cases

with higher Glin. However, this reduction in performance is not propor-

tionally matched by an increase in linearity, and the PAE is decreased by

≃ 5%. This underscores the complex trade-off profile between the Figures

of Merit (FoMs), which can be automatically explored using the proposed

MOO framework.

The supply control functions obtained for the MOO-based analyzed cases

are presented in Figure 3.13. The MOO procedure results at points P1 (MOO

static supply shaping, Pout=32 dBm), P20 (MOO dynamic supply shaping,

Pout=32 dBm), and P21 (MOO dynamic supply shaping, Pout=30.5 dBm)

from Fig. 3.12 are compared with the traditional iso-gain (12.5 dB) and

maximum PAE static supply STs introduced in Sec. 3.4. It is evident that

the optimal static ST identified by MOO, offering significant global perfor-

mance improvement over the classical cases of P2 and P3 (Table 3.1), is
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Figure 3.13: Different supply control functions obtained with the MOO (dark

red, black, blue, and green curves) compared to the classical shaping tables

from the static PA analysis (red and light blue lines). The RF input power

ranges from 2.6 dBm to 28.6 dBm (shown in linear scale on the x-axis).

positioned below the iso-gain ST but above the maximum PAE one. Al-

though the overall qualitative behavior is similar across different cases, the

specific best operating point could not be deduced from the static character-

izations in Sec. 3.4, demonstrating MOO unique capability in accounting for

RF DPD. Importantly, MOO is not in principle restricted to classical ET or

polar PA behavior and may result in a favorable hybrid form between the

two, depending on the characteristic of the PA under study. The introduc-

tion of LF dynamics (Mλ = 2) introduces hysteresis in the characteristic,

indicating that the relationship between RF input and supply control cannot

be described using a simple look-up table in this case.

Figure 3.13 also presents the ST resulting from the operating point P17

previously shown in Fig. 3.11 and Table 3.2, which is substantially differ-

ent from the previous ones. This emphasizes that, unlike classical a-priori
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Figure 3.14: Time frame of the LF input control waveform at different iter-

ations, corresponding to the operating point P1 in Fig. 3.9. The test signal

is a 10-MHz random-phase 1k-tone with PAPR = 9.5 dB.

STs, the MOO-based technique automatically identifies the most suitable

supply control based on the specific operating point at a different excitation

bandwidth (BW).

3.6.3 Iterative behavior

Illustrated in Figs. 3.14- 3.15, an instance of the iterative behavior of the

constrained MOO algorithm is provided for the P1 operating point (refer to

Fig. 3.12 and Table 3.1). As it can be noticed, the method is able to steer

towards a better linearity performance already from the very first iteration.

Concurrently, the MOO algorithm automatically reaches an optimized SM

starting from a fixed supply of 28 V (Fig. 3.14). Consequently, for the supply

control, the optimizer imposes a significant reduction in drain voltage already

in the initial iterations, thereby increasing the PAE.

The complete iterative values for PAE and NMSE are depicted in Fig. 3.15.
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(a)

(b)

Figure 3.15: MOO iterative behaviour corresponding to the non-dominated

solution P1 in Fig. 3.9. The values of (a) PAE and NMSE (b) at each iteration

for the SuMo (red) and the measured PA (blue) are compared. Black dashed

line in (b) identifies the level of the fixed linearity constraint.

As the successive iterations are computed, the performance exhibits minimal

oscillations across the constraint, eventually stabilizing around the joint op-

timum. Fig. 3.15 also illustrates the actual discrepancy between the mea-

surement and the adopted MP-based SuMo prediction. Specifically, for the

adopted SuMO formulation and choice of iterative extraction dataset(s) D(i),

such a deviation in the prediction is already reached within very few itera-

tions. This residual deviation constitutes a lower limit for the MOO lin-

earization capabilities. However, depending on the actual application (e.g.,

different signal characteristics), more tailored modeling representations could

indeed be adopted within the same MOO framework. Conversely, the PAE

does not depend as strongly as the NMSE on the model, and an error of

just a few percentage points for the PAE (as typically accepted) could be

easily reached with the adopted SuMo, hence the good performance pre-
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Figure 3.16: (a) AM/AM characteristics, (b) AM/PM characteristics, and

(c) RF output spectra at different iterations. The test signal is a 10-MHz

random-phase 1k-tone with PAPR = 9.5 dB.

diction throughout the iterations. In this context, Fig. 3.16 shows the dy-

namic AM/AM and AM/PM characteristics of the PA together with the

(linearized) output spectra for three selected iteration points that are high-

lighted in Fig. 3.15.

Figs. 3.17a-c display the dynamic gain and AM/PM characteristics of the

PA along with the power spectra at the first (non-predistorted conditions at

fixed supply 28 V and 3-dB compression) and last iteration for the operating

point P9 with BW=10 MHz (refer to Fig. 3.10 and Table 3.1). The same plots

are also presented for operating point P13 with BW=20 MHz in Figs. 3.17d-f

(refer to Fig. 3.11 and Table 3.2). It is important to emphasize that both

operating regimes are suitable non-dominated trade-offs among PAE, RF

output power, DPD complexity, and resulting linearity. Hence, they do not

represent the maximum level of linearity that could be reached for this PA.

3.7 Comments on the Residual Distortion

Considering Fig. 3.16a, the AM/AM figure still show a lot of memory

effects and the spectra plot also indicates there are some remaining distor-

tions. With respect to this measured residual distortion of the SM-PA, it is

worth highlighting the specific configuration of the GaN-based PA here here

in use: the largest supply capacitors of 33 µF, 1 µF, and 33 nF have been
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Figure 3.17: (a,d) Gain characteristics, (b,e) AM/PM characteristics, and

(c,f) RF output spectra for two examples of non-dominated operating points

(blue: initial conditions; red: last iteration). Operating point P9 in Ta-

ble 3.1 (10-MHz OFDM-like signal with PAPR=9.5 dB: PAE=38.1%, RF

Pout=31.0 dBm, NMSE=-39.7 dB) in top row; Operating point P13 in Ta-

ble 3.2 (20-MHz OFDM-like signal with PAPR=10.1 dB: PAE=18.4%, RF

Pout=30.6 dBm, NMSE=-39.8 dB) in bottom row.

removed from the original evaluation board. Additionally, ADA4870 sup-

ply modulator, which has a non-zero output resistor, and the sensing setup

at the supply terminal with the current clamp probe, which introduces a

non-negligible parasitic inductance, should be noted. This specific hardware

setting implies different from the typical hardware implementation of the PA

and, possibly, leads a lower absolute performance. For this reason, the actual

behavior of the PA cannot be easily compared with the nominal performance

from the datasheet.

In order to better compare the performance of the SM-PA, Figure 3.18a-f

provides an example of gain and AM/PM, and spectrum in the case of fixed

supply (28V supply). The blue curves represent the PA distorted output at

≃ 3dB compression for a 10MHz-bandwidth (Figs. 3.18a-c) and for a 20MHz-

bandwidth input signal (Figs. 3.18d-f). The red curves show the linearized
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(b)

(e)(d) (f)

(a) (c)

Figure 3.18: (a,d) Gain characteristics, (b,e) AM/PM characteristics, and

(c,f) RF output spectra before and after ILA DPD at constant 28V sup-

ply. (10-MHz OFDM-like signal with PAPR=9.5 dB: PAE=18.0%, RF

Pout=31.8 dBm, NMSE=-40.4 dB) in top row; (20-MHz OFDM-like signal

with PAPR=10.1 dB: PAE=17.0%, RF Pout=30.9 dBm, NMSE=-38.4 dB)

in bottom row.

output applying an ILA DPD to the fixed supply PA (28V supply). Finally,

it is possible to note that in Figs. 3.17a-f the blue curves are the same of

Figs. 3.18d-f), since the starting point of the MOO correspond to the non-

predistorted condition at fixed supply.

3.8 Achievements

This work introduces a novel framework for the generalized DPD of

MISO PA architectures, specifically demonstrated for SM-PAs. The proposed

surrogate-based MOO technique automates the exploration of the trade-off

between linearity and efficiency, enabling joint control of the RF input and

SM.

Furthermore, the framework facilitates the implementation of a general-

ized dynamic DPD on the SM, as opposed to the static ST, and inherently
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considers the input signal statistics. The resulting operating regimes outper-

form classical methods for STs not only in terms of the optimized FoM, i.e.,

PAE, but also in terms of linearity for a given RF output power (Pout).

The feasibility of the method and the actual optimum achieved are, how-

ever, constrained by the fidelity of the SuMo. While this work employs a

dual-input MP formulation, more accurate modeling approaches could be

chosen depending on the application, reducing the discrepancy between sim-

ulations and measurements and enhancing optimization reliability.



86 3.8 Achievements



Chapter 4

Simulation-based optimization

of the DIDPA

4.1 Introduction

This chapter summarizes the findings published in [91], which is a prelimi-

nary simulation-based work aimed at implementing and comparing optimiza-

tion strategies to achieve optimal input splitting and biasing of a dual-input

Doherty power amplifier (DIDPA) under high peak-to-average power ratio

(PAPR) modulation. The DIDPA is designed using state-of-the-art 150 nm

gallium nitride (GaN) on silicon carbide (SiC) Monolithic Microwave Inte-

grated Circuit (MMIC) technology. The designed DIDPA operates at a center

frequency of 24 GHz, targeting applications in the 5G Frequency Range 2

(FR2). Following the formulation of the DIDPA optimization problem in

this Chapter, a series of simulation-based experiments will be employed for

evaluating various optimization approaches.

Section 4.2 explores single-objective optimization utilizing the coordinate

descent algorithm. This method iteratively considers pairs of input variables

to maximize Power Added Efficiency (PAE). A second methodological strat-

egy employs a Bayesian framework, implementing both a single-objective

optimization (Section 4.3) and a comprehensive multi-objective optimization

87
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(MOO) in Section 4.4. In the latter, both PAE and Radio Frequency (RF)

output power serve as joint target figures of merit (FoMs), leading to the

derivation of a Pareto frontier representing non-dominated solutions. These

solutions correspond to sets of input variables where improvements in ei-

ther PAE or RF output power are unattainable without compromising the

other. Section 4.5 discusses and evaluates the performance of the PA opti-

mal configurations derived from the distinct optimization frameworks under

high-PAPR wideband-modulated signal excitation.

4.1.1 DIDPA Design

The DIDPA here under analysis was previously designed by the EDM-

LAB research group at the University of Bologna. The adopted process was

the Win Semiconductors NP15-00 150 nm GaN manufactured on 100 mm

SiC wafers. This process is well suited for mm-wave high-power applications

featuring ft = 34.5 GHz. The breakdown voltage exceeds 100 V thanks to a

source-coupled field plate. At 20 V operation, the maximum power density

is 4 W/mm at 29 GHz. This work focus on the optimization of the device

that followed the design phase, which is not part of the thesis. The DIDPA

block diagram is shown in Fig. 4.1, while its layout is shown in Fig. 4.2.

A two-stage amplification is used to target 25 dB of gain at 24 GHz. The

devices of the driving stage are 2 × 75 µm HEMTs whereas, in the final

stage, 6 × 75 µm HEMTs were used both for the main and the auxiliary

PAs. The nominal drain voltage is VD = 20 V for all the stages. In Fig.

4.2, it is possible to visualize the asymmetry of the output combiner that

provides the required 90-degree phase shift in the combination of the output

signals. The chip dimensions are 3.8 mm × 4.2 mm.

The performance of the DIDPA enforcing the nominal input split and

bias by applying the values from Tab. 4.1 is shown in Fig. 4.3a,b, which

respectively display the S-parameters and the continuous-wave (CW) large-

signal characteristics. With a peak PAE of 40% and PAE of 30% at 6 dB of

output backoff, the performance of the presented PA is in line with similar K-
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Figure 4.1: Block diagram of the DIDPA schematic with explicit labeling of

the optimization variables (α, ϕ, V M,D
GG , V M,F

GG , V A,D
GG , and V A,F

GG ), the main and

auxiliary branch RF inputs (respectively, uM and uA), and the RF output

(y). The block diagram highlights the two-stage DIDPA with the input

and output matching networks of each stage, and the quarter-wave output

combiner.

band high-gain (two-stage) DPAs found in the literature, e.g., [92–94]. The

nominal input split and bias are extracted in the design phase in order to

implement a classical single-input DPA: class C bias for the peaking amplifier,

class AB for the main amplifier, and the optimal input split for this bias

configuration.

4.1.2 Optimization Problem

The pursuit of an optimal set of input variables to achieve peak Power

Amplifier (PA) performance can be characterized as a Multi-Objective Opti-

mization (MOO) problem. Here, the control inputs form a set x of variables,

while the PA performance is assessed by multiple scalar FoMs, such as out-

put power, PAE, and gain. These FoMs represent the diverse objectives of

the problem, with the goal of maximizing (or equivalently minimizing) them.

The definition of the variables x is contingent upon the specific PA topol-
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Figure 4.2: Layout of the simulated DIDPA MMIC with labeling of the

main and auxiliary branch RF inputs (respectively, uM and uA), and the RF

output (y).

(a) (b)

Figure 4.3: (a) S-parameters and (b) CW large-signal characteristic of the

DIDPA when the nominal bias and input splitting are applied.

ogy being investigated. If considering to apply an optimization framework

to outphasing PAs, it may involve the amplitude/phase split of the inputs,

while in Load-Modulated Balanced Amplifiers (LMBAs), it may encompass

parameters like injection ratio and input-referred phase displacement [95].

In the case of a Dual-Input Doherty Power Amplifier (DIDPA), as de-

picted in Fig. 4.1, effective optimization variables include the parameters
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α ϕ (deg) VM,D
GG (V) VM,F

GG (V) VA,D
GG (V) VA,F

GG (V)

0.5 −90 −1.7 −1.7 −2.3 −2.1

Table 4.1: Nominal values of the parameters considered for DIDPA optimiza-

tion.

of the input splitter, specifically the amplitude ratio α and the phase dis-

placement ϕ between the two split signals [44]. Additionally, the DIDPA

behavior is significantly influenced by the biasing voltages across all stages,

determining the amplitude level at which the peaking amplifier impacts the

main amplifier and vice versa. Consequently, it is logical to consider all bias

voltage values as optimization variables. In this Chapter, the focus is on gate

bias voltages for the driver and the final PA of each DPA branch, namely for

the main PA (V M,D
GG and V M,F

GG , respectively) and for the auxiliary PA (V A,D
GG

and V A,F
GG , respectively). The six real variables considered, along with their

nominal values established in the design phase (before any optimization), are

detailed in Tab. 4.1.

The performance of the DIDPA can be evaluated through different FOMs,

depending on the final application. The DIDPA here under analysis is de-

signed targeting wideband communication signals, so it should be assessed

in terms of the compromise among PAE, RF output power, and linearity

when excited with suitable modulated signals. More precisely, the FoMs to

be optimized are here embodied by the following performance quantities:

PAE (%) =
PRF
out − PRF

in

Pdc

; PRF
out (W) =

1

2NRout

N−1∑
n=0

|yn|2;

NMSE (dB) = 10 log10

∑N−1
n=0 |yn −Glinun|2∑N−1

n=0 |Glinun|2
;

(4.1)

where Pdc is the total power absorbed from the DC supply, PRF
in is the sum of

the RMS injected power at RF at the two inputs, Rout = 50 Ω is the output

resistance, un and yn are, respectively, the complex envelope samples of the

input (before digital split) and output signals, N is the number of time-

domain signal samples, and Glin is the desired linear gain for the device. It is
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crucial to acknowledge that the functional relationships underlying the FoMs

in (4.1) are typically not explicitly known in a mathematical formulation, as

they rely on complex nonlinear interactions within the Power Amplifier (PA).

Consequently, solving the optimization problem in a closed form is usually

impractical. Conversely, the FoMs in (4.1) can be obtained through direct

evaluation of the PA response for a given set of input parameters, facilitated

by simulation- or measurement-based experiments.

An intuitive approach for identifying the maximum (or minimum) of an

objective function g(x), describing a specific FoM without making assump-

tions about the function characteristics (e.g., convexity), involves sweeping

all variables (factorial sweep) across appropriate value ranges. These ranges

can be defined for the DIDPA variables in Tab. 4.1, specifically α ∈ [0, 1],

ϕ ∈ [−180, 180] (deg), with the remaining four bias voltage variables hav-

ing limited ranges to adhere to the safe operating area of the transistors.

However, the need for suitable resolution and the high dimensionality of the

problem makes a full factorial sweep impractical. For instance, a uniform

factorial sweep would demand r6 FoM evaluations, with r representing the

a fixed number of evaluation points for each dimension. This easily leads to

several hundred-thousand FoM evaluations, which are clearly impractical in

simulation- or measurement-based experiments.

Although there are suitable experimental designs for efficient exploration

of the space of the variables [58], they would still require an excessively

large number of evaluations for the specific application under consideration,

without guaranteeing the detection of actual optima. Other optimization

approaches available in the literature [96] rely on iterative algorithms, such

as calculating numerical gradients of objectives and constraints at each iter-

ation. Gradient-based optimizers may be more efficient in determining the

optimal direction and might be considered as an effective tool for DIDPA

optimization [74], but are considered impractical due to the number of eval-

uations needed, proportional to the number of optimization variables (six in

this case).
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4.1.3 Quasi-Static Surrogate Modeling

Beyond the considerations above, the evaluation of a PA FoM, i.e., of the

objective function g(x) can be particularly time consuming for orthogonal-

frequency-division-multiplexing (OFDM) modulations involving a large num-

ber of carriers and long signal frames, as adopted in modern high-data-rate

telecommunication standards. In order to make optimization feasible, in [73]

it was proposed to exploit surrogate models (SuMos) of the FoMs in (4.1),

namely models that are fast in terms of extraction and evaluation, while also

accurate enough to enhance convergence and steer the iterations towards the

global optimum. Here, the same approach is followed by using multi-variable

quasi-static AM/AM–AM/PM characteristics as the basis for DIDPA sur-

rogate modeling. Such a surrogate description can jointly handle the six

considered variables, and can be straightforwardly and efficiently evaluated

by standard CW single-tone experiments.

To calculate FoM prediction in the presence of modulated signals from

the quasi-static model (QSM), the DIDPA quasi-static CW characteristics

should be weighted by the probability density function (PDF) of the station-

ary stochastic process corresponding to the excitation signal class of inter-

est [89, 97]. In the case under consideration, the class of OFDM-modulated

signals asymptotically corresponds to a Gaussian complex envelope [27],

thus to a signal amplitude matching a Rayleigh distribution, as discussed

in Sec.1.2. Therefore, the RF output power (PRF
out ) and the PAE can be

written as follows:

PRF
out =

∫ +∞

0

P pdf
out (p)dp; PAE =

∫ +∞
0

P pdf
out (p)dp−

∫ +∞
0

P̂in(p)P pdf
out (p)dp∫ +∞

0
P̂dc(p)P pdf

out (p)dp
;

(4.2)

where P pdf
out (p) is the probability density function of the desired output-

modulated signal, P̂in(p) is the static relationship between the output p and

the input P̂in power of the DIDPA, and P̂dc(p) is the static relationship be-

tween the output p and the absorbed power at DC. Calculating FoMs with

Eq. 4.2 is conceptually equivalent to exciting the QSM with a modulated
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signal. While such a QSM representation might be suboptimal for wideband

signals, it will be shown that for the case under examination it provides suffi-

cient ability to sort out the main interdependencies among the input variables

and it proves effective for the optimization. The actual DIDPA broadband

behavior can always be checked with a final experimental assessment under a

wideband signal excitation. In this context, the aim is to see the FoMs calcu-

lated with the PDF-based SuMo in Eq. 4.2 converge to the values calculated

under a wideband signal excitation in (4.1).

The choice of the optimization algorithm is critical as it determines the

number of iterations and FoM evaluations needed to reach a solution, and

the complexity involved becomes particularly high when considering multiple

objectives. In this context, the RF output power and the PAE as defined

in (4.2) will be used as the key FoMs to evaluate PA performance. Re-

garding linearity, let us exploit the adopted QSM representation considering

that the typical AM/AM–AM/PM characteristics of a well-designed PA are

monotonic and thus biunivocal, and hence analytically invertible [70,73]. In

other words, given a theoretically infinite complexity for the predistorter,

the AM/AM–AM/PM characteristics can be exactly linearized, and hence

always respect any required NMSE constraint.

Although the hypothesis of exact linearization (i.e., resulting in infinite

DPD complexity) is clearly unrealistic, non-parametric DPD methods like

Iterative Learning Control (ILC) [75] allow to find the ideal predistorted

waveform (up to the numeric precision) for a given PA regime. While the ac-

tual parametric predistorter implementation (with a finite set of DPD coeffi-

cients) will clearly entail higher NMSEs, DPD complexity nowadays available

in hardware for communications applications can typically accommodate suf-

ficient linearization performance. Therefore, the NMSE constraint will not

be explicitly accounted for in the optimization methods described in Sec-

tions 4.2 and 4.3 to be applied to the quasi-static AM/AM–AM/PM model.

The optima found with these methods will then be tested in Section 4.5 under

wideband modulated excitation in order to validate this assumption.
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α ϕ (deg) VM,D
GG (V) VM,F

GG (V) VA,D
GG (V) VA,F

GG (V)

0.01 1 0.1 0.1 0.1 0.1

Table 4.2: Resolutions of the variables employed in the 2D factorial sweeps.

4.2 Coordinate Descent Optimization

The coordinate descent (CD) algorithm finds the local optimum of the

target objective function g(x) by successively solving a maximization (or

minimization) problem along a limited set of coordinate directions. In prac-

tice, a subset of the six control variables x of the DIDPA is selected, and the

optimum is searched across this subset while blocking the other variables to

fixed values. The procedure is then repeated by cycling through the other

subsets of variables, optimizing one subset at a time. This method allows

for a reduction of FoM evaluations, as each of the iterations deals with a

problem of lower dimensionality.

In particular, the six variables in Tab. 4.1 are divided into three subsets

of two variables each, namely the splitting variables (α,ϕ), the biasing of

the main PA (V M,D
GG ,V M,F

GG ), and the biasing of the auxiliary PA (V A,D
GG ,V A,F

GG ).

This configuration makes it feasible to find the optimum across a 2D space by

means of 2D factorial sweep with sufficient resolution (Tab. 4.2). Figure 4.4

reports an example of the 2D sweeps for each iteration, showing that the

dependency of PAE on the variables is sufficiently regular in the application

domain, allowing to easily select the maximum point at each cycle.

Figure 5.5 displays the flow chart for the CD algorithm applied to the

quasi-static AM/AM–AM/PM model and aimed at the maximization of the

PAE metric as defined in (4.2). In the depicted flow chart, the sequence

and selection of variables for optimization is fixed in the order (α,ϕ) →
(V A,D

GG ,V A,F
GG ) → (V M,D

GG ,V M,F
GG ). However, any other different permutation

could be adopted (Tab. 4.3).

Firstly, the splitter parameters (α, ϕ) are swept while keeping the bias-

ing parameters fixed at nominal values (Tab. 4.1) so as to identify a point
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Figure 4.4: Example of 2D sweeps cyclically realized by the coordinate de-

scent optimization of PAE for the DIDPA under study versus (a) input split-

ter parameters (α, ϕ), (b) auxiliary amplifier bias voltages (V A,D
GG , V A,F

GG ), and

(c) main amplifier bias voltages (V M,D
GG , V M,F

GG ).

(α, ϕ)max corresponding to the maximum PAE across the 2D domain defined

by the splitter. Then, the same procedure is applied to the bias voltages of

the auxiliary amplifier (V A,D
GG , V A,F

GG ), while the splitter parameters are fixed

at (α, ϕ)max. Once the point (V A,D
GG , V A,F

GG )max corresponding to the maxi-

mum PAE among the swept values has been identified, the same procedure

is eventually repeated for the main amplifier bias voltages (V M,D
GG , V M,F

GG ).

The adopted descent order may clearly have an impact on the optimum

found by the algorithm. Thus, all the permutations have been tested, and

the results after one iteration of the flow chart in Fig. 4.5 are reported in

Tab. 4.3. The relatively small differences suggest that all orders identify a

similar optimum, making CD a reliable solution for this optimization prob-

lem.

In addition, the same flow chart can also be iterated. Thus, as further

tested, The order achieving the best PAE in the first iteration has been con-

sidered, namely (V M,D
GG ,V M,F

GG ) → (V A,D
GG ,V A,F

GG ) → (α,ϕ), and left it iterating

until no incremental improvement could be seen between two successive it-

erations. Table 4.4 compares the results between the case with only one

iteration and the iterative case (six iterations in total, with a proportional

number of PAE evaluations involved), reporting only a small increment in
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Start

Obtain PAE for all swept values of (α, ϕ) keeping

(V A,D
GG , V A,F

GG ) and (V M,D
GG , V M,F

GG ) at initial values

Select the point (α, ϕ)max with maximum PAE

Obtain PAE for all swept values of

(V A,D
GG , V A,F

GG ) keeping (α, ϕ)max fixed

and (V M,D
GG , V M,F

GG ) at initial values

Select the point (V A,D
GG , V A,F

GG )max

with maximum PAE

Obtain PAE for all swept values of (V A,D
GG ,V A,F

GG )

keeping (α, ϕ)max and (V A,D
GG , V A,F

GG )max fixed

Select the point (V M,D
GG , V M,F

GG )max

with maximum PAE

Evaluate stopping criteria Update initial values

Stop

Figure 4.5: Flow chart for the coordinate descent optimization algorithm for

the case of descent order (α,ϕ) → (V A,D
GG ,V A,F

GG ) → (V M,D
GG ,V M,F

GG ).

PAE. It is worth highlighting that the retrieval of the PAE value for a given

set of input variables corresponds to the evaluation of the quasi-static PAE

expression in (4.2), which is very quick in a classical PC simulation environ-

ment (in the order of a few seconds), thus making it feasible to realize the

high number of PAE evaluations as the ones reported in Tab. 4.4.
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Coordinate Descent Order PRF
out (dBm) PAE (%)

(α,ϕ) → (V A,D
GG ,V A,F

GG ) → (V M,D
GG ,V M,F

GG ) 24.0 24.5

(α,ϕ) → (V M,D
GG ,V M,F

GG ) → (V A,D
GG ,V A,F

GG ) 23.9 24.1

(V M,D
GG ,V M,F

GG ) → (α,ϕ) → (V A,D
GG ,V A,F

GG ) 24.2 24.3

(V A,D
GG ,V A,F

GG ) → (V M,D
GG ,V M,F

GG ) → (α,ϕ) 24.0 25.2

(V M,D
GG ,V M,F

GG ) → (α,ϕ) → (V A,D
GG ,V A,F

GG ) 23.8 25.0

(V M,D
GG ,V M,F

GG ) → (V A,D
GG ,V A,F

GG ) → (α,ϕ) 23.9 25.3

Table 4.3: Comparison among optimum DIDPA performance obtained by ap-

plying the coordinate descent algorithm to the QSM for PAE maximization.

All optimized performances involve the ILC-based analytical linearization of

the QSM during the optimization.

Algorithm PRF
out (dBm) PAE (%) PAE Evals

Nominal (no optim) 24.2 18.2 –

Coordinate descent

(V
M,D
GG

,V
M,F
GG

) → (V
A,D
GG

,V
A,F
GG

) → (α,ϕ) 23.9 25.3 1730

Coordinate descent (iterated)

(V
M,D
GG

,V
M,F
GG

) → (V
A,D
GG

,V
A,F
GG

) → (α,ϕ) 23.4 26.2 10,380

Bayesian 23.6 26.1 100

Table 4.4: Comparison among nominal and optimum DIDPA performance

obtained by applying the various single-objective optimization algorithms to

the QSM for PAE maximization. All optimized performances involve the

ILC-based analytical linearization of the QSM during the optimization.
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4.3 Bayesian Optimization

The Bayesian optimization (BO) algorithm aims at minimizing an un-

known scalar objective function that is expensive to evaluate (e.g., the eval-

uation is expensive in terms of time or resources, or the number of times

the objective function can be evaluated is otherwise limited). The approach

itself may be placed in the general class of surrogate methods as it exploits

a SuMo to find the expected minimum at every iteration. The SuMo is ex-

tracted from a dataset D composed by the previous evaluations exploiting a

regression algorithm and updated with new samples at every iteration.

The peculiar aspect of BO consists of using a stochastic model g̃(x) as

SuMo [98]. In this context, g̃(x) does not directly provide a determinis-

tic prediction of the value of g(x) in the evaluated point, but it represent a

stochastic process. Therefore, g̃(x) assigns to every possible x a random vari-

able whose distribution represents the probability of g(x) assuming a given

value. The typical SuMo for Bayesian optimization is the Gaussian Regres-

sion Model (RGM) which, in this work, is extracted on top of the baseline

QSM made of AM/AM–AM/PM characteristics of the DIDPA, as discussed

in Section 4.1. The RGM is based on Gaussian processes, characterized by

their covariance function [99].

Two key elements must be defined for implementing BO:

1. A parametric model for the Gaussian process covariance function. The

parameters of this model represent the hyperparameters of the RGM,

which are updated at every iteration using the samples of g(x). The

basis functions that are typically used in these applications are the ra-

dial basis functions or squared exponential functions. In this work, the

covariance model is based on the Matern functions (the Matern func-

tions are the default basis functions adopted by the MATLAB bayesopt

routine used in this work) [99].

2. The acquisition function (AF) is used to estimate the location of the

minimum/maximum of interest. Since the RGM does not provide a
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deterministic value for the RGM estimation, it is necessary to choose

a function that selects the predicted value among all possible ones.

Therefore, the AF takes the stochastic process as the input, and it

provides a deterministic function, whose minimum/maximum is the

point that will be evaluated by the objective function. One possible

strategy is to choose the AF that calculates the expected improvement

or the probability of improvement in the evaluated point [100]. The

AF used in this work is called lower confidence bound:

a(x) = µ(x) − wσ(x), (4.3)

where µ(x) and σ(x) are, respectively, the mean and the variance of

the Gaussian process in the evaluated point x, while w is a scalar

parameter used to select the tradeoff between exploring unknown points

or searching new optima close to the previously expected ones.

Figure 4.6 outlines the basic steps of the adopted algorithm. At every

iteration n, the method extracts the RGM from the dataset Dn, which is

the collection of all the evaluations of the objective function g(x) at that

iteration. Then, it selects the point xn that should be evaluated next by

minimizing the AF. At the end of every iteration, the method evaluates the

exit conditions, which in this case are set as a maximum number of iterations

without an improvement of the objective function.

The result of applying this algorithm to maximize the PAE of (4.2) as

calculated using the QSM (AM/AM–AM/PM characteristics) of the DIDPA

is shown in Tab. 4.4. The BO results in a similar optimal point as the

iterative version of CD, but it requires much less evaluations of the objective

function.

4.4 Multi-Objective Bayesian Optimization

It is of clear interest for PA application to optimize not only the PAE

(single-objective optimization), but the compromise between PAE and RF
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Start

n = 0

Collect initial dataset D0 = [x0, g(x0)]

Update

the posterior probability distribution

of the Gaussian process g̃(x) using Dn

Compute AF using g̃(x) distribution

Find xn minimizing AF

Evaluate g(xn)

Evaluate stopping criteria

n = n + 1

Update dataset

Dn = [Dn−1;xn−1, g(xn−1)]

Stop

Figure 4.6: Flow chart for single-objective Bayesian optimization.

output power. Table 4.4 highlights a trade-off between PAE and PRF
out , since

the points found optimizing the PAE show a lower level of PRF
out . In order to

preliminarily visualize such a trade-off for the DIDPA under study, Figure 4.7

reports an extensive sampling of the space of the variables from a high number

of evaluations of the QSM, reporting the ILC-based linearized performance

on the 2D plane of the objectives. The solution points highlighted with red

circles identify the non-dominated points (Pareto frontier) representing best

PAE–RF output power trade-offs.

Rather than performing an unfeasible high amount of function evalua-

tions, an efficient way to identify the Pareto frontier consists of combining

the FoMs to be optimized in a single scalar objective function g(x) and thus

adopt a single-objective optimization algorithm such as in the previously de-
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scribed CD or BO cases. In particular, the BO was chosen for this test given

that it compared favorably with respect to CD. A polynomial combination

among two different FoMs is considered:

g(x) = λf1(x)k + (1 − λ)f2(x)k; with λ ∈ [0, 1]; (4.4)

where k is the polynomial order, λ is the combination parameter, while f1(x)

and f2(x) are normalized scalar FoMs.

Considering the DIDPA, the scalar FoMs to be used in the problem in

(4.4) are obtained from the PAE and PRF
out in (4.2) by means of the following

normalization:

f1(x) = 1 − PAE(x) − PAEmin

PAEmax − PAEmin

; f2(x) = 1 −
PRF
out (x) − PRF

out, min

PRF
out, max − PRF

out,min

;

(4.5)

where PAEmax is the result of single-objective PAE maximization, while

PAEmin is the PAE value in the point that maximizes PRF
out . PRF

out, max is

the result of the single objective PRF
out maximization, while PRF

out, min is the

PRF
out value in the point that maximizes PAE. The set of optimal points have

then been obtained by sweeping λ from 0 to 1 with the aim to identify the

non-dominated points of the Pareto frontier. Each of the points is obtained

through one iterative single-objective optimization of the QSM of the DIDPA

as depicted in Fig. 4.6, where λ = 0 corresponds to PRF
out maximization (f2

minimization), while λ = 1 corresponds to PAE maximization (f1 minimiza-

tion).

Clearly, the way the FoMs are summed influences the results [101]. Fig-

ure 4.8 reports the optimal points against the normalized FoMs, showing the

effects of changing the order k of the polynomial combination within the op-

timization. In particular, Figure 4.8a, reports the use of a linear combination

(k = 1), showing that, in this case, it is not possible to identify optimal points

laying in the non-convex region of the normalized Pareto front. Indeed, the

algorithm provides those optima best favoring either f1 or f2, but not their

concurrent combination, given that the points in the non-convex region do
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Figure 4.7: Sampling of the six-dimensional variable space show-

ing many possible trade-off points between RMS RF output

power and PAE, highlighting the profile of non-dominated points

(Pareto frontier).

not actually represent a minimum for the combined objective function. Con-

versely, Figure 4.8b shows the estimated Pareto frontier with k = 3, allowing

to identify the non-dominated trade-off points in the non-convex region.

Figure 4.9 displays the same results as Fig. 4.8, yet de-normalized to the

actual PRF
out and PAE values. Figure 4.9a shows the trade-off points obtained

by performing the MOO based on a linear combination of the objectives

(k = 1), which is not able to converge to the optimal trade-off points in

the non-convex region of the Pareto frontier previously reported in Fig. 4.7.

The case using the non-linear combination (k = 3) is instead able to identify

the non-convex region of the Pareto front. The latter thus demonstrates the

possibility of extracting the Pareto frontier in an efficient way by BO.

In Fig. 4.9b, P1 and P4 are the values for maximum PRF
out and PAE,

identified by optimizing the combined objective function with λ = 0 and λ =

1, respectively. P2 and P3 represent two possible compromises between PRF
out
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Figure 4.8: Estimated optimal points (red circles) in a non-convex Pareto

frontier with different FoM combinations with contour lines of the combined

objective function for λ = 0.5. (a) Linear combination (k = 1), (b) non-

linear combination (k = 3). The arrows indicate the combined minimization

of the two scaled FoMs.

Figure 4.9: Estimated Pareto frontier between RMS RF output power and

PAE obtained with a (a) linear combination (k = 1) and (b) non-linear

combination (k = 3), while sweeping the combination factor λ.

and PAE, and they are, respectively, obtained with λ = 0.16 and λ = 0.84.

The results related to these points are summarized in Tab. 4.4, where they

are compared with the values previously obtained with the CD algorithm.
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Algorithm λ PRF
out (dBm) PAE (%) Nr of Function Evaluations

Nominal

(no optim) – 24.2 18.2 –

Coordinate descent (iterated) – 23.4 26.2 10,380

Bayesian P1 0 24.9 2.0 100

Bayesian P2 0.16 24.5 6.3 100

Bayesian P3 0.84 24.2 20.0 100

Bayesian P4 1 23.6 26.1 100

Table 4.5: Comparison of PA performances obtained by means of PDF-based

SuMo simulation at the optimal points.

4.5 DIDPA Performance underWidebandMod-

ulation

The optimal points based on the QSM (Tab. 4.4) must be validated under

actual wideband-modulated signals, thus accounting for the DIDPA dynamic

effects. This validation is here performed by circuit envelope (CE) simula-

tions with a random phase multitone as input test signal, whose statistics can

be setup to faithfully reproduce modern 5G signals [28] (See Sec. 1.2.1). The

adopted signal BW and tone spacing are 100 MHz and 10 kHz, respectively,

resulting in a 10k-tone signal with PAPR = 10.4 dB. Coherently with the

considerations in Section 4.1, the non-parametric ILC algorithm was applied

in order to linearize the DIDPA.

The test results of the single-objective optimization for PAE maximiza-

tion by CD (Section 4.2) and BO (Section 4.3) are reported in Tab. 4.6. First

of all, it should be noted that the nominal DIDPA configuration without op-

timization displays a reduction of more than 2% in terms of PAE and 0.4 dB

of RMS RF output power with respect to the PDF-based evaluation of the

QSM in Tab. 4.4. This difference is expected, due to the dynamics accounted

for by the multitone CE simulation.

Also under actual high-PAPR-modulated excitation, the optimized per-

formance obtained provides a substantial improvement with respect to the

nominal conditions (up to ∼ 8% of absolute PAE increase), although slightly

worse than the one predicted by the PDF-based QSM in Tab. 4.4. The results

are similar between CD and BO, although BO takes much fewer evaluations.
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Figure 4.10: Spectra of the output RF signal before (blue lines) and after

linearization (red lines) with PA parameters at (a) nominal values, (b) after

coordinate descent (iterated) optimization, and (c) after Bayesian optimiza-

tion (P4).

Figure 4.11: PA gain and AM/PM characteristics before (blue lines) and

after linearization (red lines) with PA parameters at (a) nominal values,

(b) after coordinate descent (iterated) optimization, and (c) after Bayesian

optimization (P4).

The hypothesis of sufficient linearization is demonstrated by the fact that

both the adjacent-channel power ratio (ACPR) and NMSE are low enough

with respect to the typical specifications of telecom standards.

Figure 4.10 shows the spectra before and after the ILC-based linearization

of the DIDPA with nominal parameters, and for the optimal points identified

by the CD and the BO, corresponding to the performance FoMs reported in

Tab. 4.6. The same data are depicted in Fig. 4.11 in terms of dynamic gain

and AM/PM characteristics.

Those optimal trade-off points identified by the MOO described in Sec-
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Algorithm λ PRF
out (dBm) PAE (%) ACPR (dB) NMSE (dB)

Nominal – 23.8 16.7 −65.6 −59.0

Coordinate descent (best permutation) – 23.5 24.0 −56.7 −50.1

Coordinate descent (iterated) – 23.4 24.6 −54.5 −47.8

Bayesian P1 0 25.0 2.0 −52.8 −46.1

Bayesian P2 0.16 24.1 6.0 −56.2 −47.8

Bayesian P3 0.84 23.7 20.0 −60.2 −53.6

Bayesian P4 1 23.4 24.6 −52.2 −45.7

Table 4.6: Comparison of PA performances obtained by means of envelope

simulation with modulated signals at the optimal points found running the

coordinate descent or Bayesian optimizations on the PDF-based SuMo.

Algorithm α ϕ (deg) V
M,D
GG

(V) V
M,F
GG

(V) V
A,D
GG

(V) V
A,F
GG

(V)

Nominal 0.5 −90 −1.7 −1.7 −2.3 −2.1

Coordinate descent (best permutation) 0.5 −80 −1.8 −2.3 −2.5 −2.7

Coordinate descent (iterated) 0.6 −75 −1.9 −2.5 −2.4 −2.9

Bayesian P1 0.49 −87 −0.6 −0.3 −0.5 −0.1

Bayesian P2 0.21 −69 −1.1 −2.0 −1.0 −1.4

Bayesian P3 0.43 −81 −1.7 −2.2 −2.2 −2.2

Bayesian P4 0.61 −75 −1.9 −2.6 −2.4 −2.9

Table 4.7: Nominal values of the parameters considered for DIDPA optimiza-

tion.

tion 4.4 were also validated under the same modulated excitation. In particu-

lar, optimal points P1-P4 are reported in Tab. 4.6, demonstrating a very good

alignment with Tab. 4.4 and the effectiveness of the SuMo-based optimiza-

tion, despite the slightly reduced overall performance. Also in these cases,

the linearity performance is satisfactory with respect to the specifications by

telecom standards. Table 4.7 reports the values of the optimization variables

corresponding to the FoMs shown in Tab. 4.6. In the case of single-objective

PAE maximization (i.e., in the CD method and Bayesian P4 point), Tab. 4.7

highlights that BO and iterated CD deliver almost the same operating point,

although many fewer function evaluations are needed for BO (see Tab. 4.4).

This relatively fast convergence property allows the efficient exploration of

the Pareto frontier by means of a series of single-objective optimization. In

order to show the linearization performance achieved in the optimal point P3

by BO, Figs. 4.12 and 4.13, respectively, show the spectra, gain and AM/PM

characteristics of the DIDPA before (blue curves) and after (red curves) the

ILC-based linearization.
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Figure 4.12: RF output spectrum before (blue lines) and after linearization

(red lines) at optimal point P3.

Figure 4.13: PA gain and AM/PM characteristics before (blue lines) and

after linearization (red lines) at optimal point P3.
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4.6 Conclusion

This chapter offers a preliminary analysis of the MOO applied to the

DIDPA. The tests were performed using a simulation environment. The

main achievements can be summarized as follows:

• the BO has been found suitable to be used as an algorithm to optimize

time-consuming functions. Table 4.4 demonstrates that the BO results

in a similar optimal point as the iterative version of CD, but it requires

much less evaluations of the objective function.

• The QSM can be used as a surrogate model to avoid using direct modu-

lated simulations or measurements. The optimal points obtained using

the QSM has been successfully linearized and the efficiency performance

obtained after the linearization is comparable to the QSM predictions.
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Chapter 5

DIDPA Optimization on Direct

Measurements

5.1 Problem Statement

In order to assess nonlinear devices, such as radio-frequency (RF) PAs,

network analysis is employed to extract FoMs like input/output match, avail-

able power gain, and load-pull contours, along with signal analysis FoMs like

error vector magnitude (EVM) [102]. Modern multi-input PA topologies like

DIDPA need complex modules with multiple ports and input signals [91].

These complexities, including non-50-Ω interfaces, are now addressed through

microwave monolithic integrated circuits (MMICs), requiring on-wafer mea-

surements before integration into multi-chip modules [103–105].

Various receiver options exist for capturing wideband (WB) signals at

millimeter-wave frequencies, each with its advantages and disadvantages.

Direct measurement of the time-domain RF signal using high-frequency os-

cilloscopes in the 70-GHz to 110-GHz range is a straightforward approach

but may lack resolution and prove costly for multi-channel high-frequency

measurements [106–108]. Alternatively, spectrum analyzers in the frequency

domain remain a conventional method for characterizing WB signals, mea-

suring figures-of-merit based on spectral regrowth. However, the trend to-

111
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wards complex modulation schemes necessitates vector signal analysis tools

for millimeter-wave component testing, introducing challenges in cost and

impedance mismatch handling [109,110].

Legacy vector network analyzers (VNAs) primarily focus on measuring

scattering parameters, yet recent advancements have expanded their func-

tionalities for large-signal measurements, multi-port setups, and WB signal

analysis [8,9,28,111–120]. Techniques have been proposed for characterizing

complex devices such as power amplifiers, frequency converters, and two-

port devices using spectral correlations and absolute power measurements.

However, the inherent narrow bandwidth of VNAs poses challenges for mod-

ern modulation bandwidths, leading to proposed solutions involving separate

measurement and stitching for full-BW response [118,121].

This Chapter introduces an alternative VNA-based wideband multiple-

input multiple-output (MIMO) system, which has been extendly described

in [122, 123]. The setup utilizes a mixer-based VNA architecture with wide-

band intermediate frequency (IF) outputs. This design allows external dig-

itizers to capture the full modulation bandwidth, with coherent averaging

for dynamic range and vector error correction for non-50-Ω measurements.

Building on prior research [124], this study provides a more detailed descrip-

tion of the measurement system and investigates limiting effects on overall

performance. It explores mixer switch and local oscillator isolation dur-

ing calibration, addressing discrepancies between continuous-wave (CW) and

WB calibrations. Additionally, the study delves into the effects and limita-

tions of intermodulation distortion (IMD), interleaving, and quantization in

the WB IF acquisition using an external oscilloscope.

The system capabilities are demonstrated in characterizing an on-wafer

DIDPA at 24 GHz. The tuning of DIDPA inputs allows for adaptability

and improved efficiency. The setup is able to perform the wideband charac-

terization and linearization of a dual input Doherty PA at millimeter-wave

frequencies. By leveraging on the setup capabilities, a dual-input control

(DIC) algorithm is proposed in order to set an user-defined relationship con-
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trol across a 600-MHz bandwidth at the DUT on-wafer plane.

The BO measurement validation follows two different approaches: the

first relies on a quasi-static model (QSM) obtained from continuous-wave

measurements, while the second relies on direct modulated measurements.

The optimization toolbox focuses on PAE improvement, while ensuring sus-

tained linearity levels with DPD linearization. The approach involves a joint

optimization process for both efficiency and linearity, considering the mutual

effect between DPD linearization and PAE-maximization throughout. The

methodology is validated with an on-wafer multiport measurement system

based on a VNA. The application of the DIC procedure, in conjunction with

BO, increase in PAE while maintaining the same level of linearity as the

nominal device. The efficacy of the QSM approach is verified through op-

timization using a BO approach based on direct modulated measurements.

Comparative analysis between the two approaches, demonstrates no signifi-

cant differences between the performance of QSM-BO and results obtained

through direct modulated measurements and linearization.

5.2 Millimeter-wave MIMO VNA Setup

5.2.1 Measurement system

The block diagram and photograph illustrating the on-wafer three-port

measurement setup, as provided by the FBH institute, can be observed in

Fig. 5.1a-b [123] [122]. To couple the three incident and three reflected waves,

external directional couplers and pad-attenuators are employed, strategically

configured to optimize the dynamic range of the acquisition process. The

measurement of the coupled waves is conducted using a specialized 4-port

Keysight N5247BC PNA-X vector network analyzer (VNA). A notable cus-

tomization in comparison to a conventional narrowband VNA involves the

incorporation of a wideband downconversion hardware, facilitating an inter-

mediate IF exceeding 2 GHz, and cable re-routing for IF signal measurement

through external hardware. In this particular setup, the six IF signals un-
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dergo coherent digitization employing a 6-GHz digital sampling oscilloscope

(DSO - Keysight MXR608A).

Calibration of the setup is performed across a 600 MHz band at the on-

wafer DUT reference plane, employing a tailored calibration procedure based

on a short-open-load-thru (SOLT) method and absolute-amplitude steps with

an external power meter. The magnitude and phase of the waves are com-

puted utilizing identified error terms and the power coefficient, assuming

favorable output matching conditions. The DUT is stimulated at port 1 and

port 3 through two external IQ mixers, which are driven by a common local

oscillator generated internally by the VNA. Complex-baseband IQ signals are

generated utilizing a Tabor WX2184C arbitrary waveform generator. The in-

put power levels to the DUT input ports are augmented through high-gain,

high-power pre-amplifiers. All instruments in the setup synchronize through

a shared 10 MHz reference and are triggered by a single common trigger

signal.

5.2.2 Dual Input Signal Control

While the measurement system enables full network analysis, this study

focuses solely on forward measurements with signals injected at P1 and P3.

DUT is nominally matched at the inputs and output, with anticipated low

reflections. Additionally, system reflections within the measured band are

negligible. To address multiport wave correction, a preliminary approach

involves calculating each wave at the reference plane as described in [125].

This computation utilizes the raw data for all waves and their respective error

terms, excluding cross contributions from other ports. This method can be

viewed as a 1-path, 3-port approach, deemed sufficiently accurate for the

current setup and DUT. However, future implementations will incorporate

more comprehensive error models. After correcting the waves to the reference

planes, power meter data, along with the corrected thru-line waves, is utilized

to calculate power factors for each port, thereby correcting the waves to

absolute power.
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Figure 5.1: (a) Measurement system block diagram and (b) picture.

The nonlinear characterization of multi-port devices in the proposed en-

vironment necessitates tailored control of the excitations applied to the DUT

[126]. In the already published works [122] and [124], the quadrature hybrid is

represented by the condition a3 = αejϕa1, where α and ϕ denote the splitting

ratio and phase, respectively, across the entire bandwidth of interest. These

works focused on the hybrid synthesis capabilities, various non-idealities in

the hardware signal path of each port may hinder precise control of the actual

waveforms at the DUT input reference planes. Therefore, even when specific

α or ϕ values are imposed on the digital waveforms, different and potentially

non-physical conditions might be realized at the DUT analog inputs. Simi-
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lar to active load-pull [9], the customized control of the two wideband input

signals allows for testing the impact of various hybrid parameters on PA

performance without the need for a physical realization of the actual circuit.

Conversely, this work focuses on digitally synthesizing an arbitrary rela-

tionship a3 = f(a1) between incident waves of the two digitally controlled

inputs. To realize this a DIC procedure based on an iterative-learning-control

(ILC) [32] scheme is proposed, Fig. 5.2. For each iteration of the loop, the

fitting errors en1 and en3 of the incident waves of the two branches of the DUT

are calculated as follows:

en1 = 20 log10

( ||an
1 − an

1,t||
||an

1,t||

)
,

en3 = 20 log10

(
||an

3 − f(an
1 )||

||f(an
1 )||

)
,

(5.1)

where an
1,t is the target incident wave for the first branch. As the iteration do

not satisfy the arbitrary relationship at the DUT reference plane, iterative

corrections are subsequently applied using measurements from the multiport

setup to reach the condition a3 =n= f(an1 ). For the inner loop, the ILC

algorithm is run (using the learning gains Γk
1 and Γk

3) as follows:

x
(n+1)
1 = xn

1 − Γ1(a
n
1 − a1,t),

x
(n+1)
3 = xn

3 − Γ3(a
n
3 − f(an

1 )).
(5.2)

The procedure is summarized in the flow chart in Fig. 5.5. Figure 5.3a qual-

itatively shows how the DIC converges to the target relationship in case of a

hardware power splitter emulation, that is, a constant relationship between

a2 and a3. Figure 5.3b shows the same iterative behavior while setting a

static nonlinear relationship. The quantitative results in terms of fitting er-

rors e1 and a3 reached by the DIC after convergence in the two case are

summarized in Fig. 5.4. It is worth noting that the error e3 reached while

setting a static nonlinear function is higher that the one reached for a con-

stant relationship. This can be explained by the higher BW necessary to set

a nonlinear relationship, while the available BW for measuring the incident
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Figure 5.2: Dual-input control block diagram.

waves and setting the corrected digital input is fixed at 600 MHz (Sec. 5.2.1).

5.3 Optimization Problem Statement

5.3.1 Dual Input - Single Output Device-Under-Test

The DUT refers to an on-wafer Microwave Monolithic Integrated Circuit

(MMIC) DIDPA crafted in the NP15-00 150-nm GaN-on-SiC process by WIN

Semiconductors, specifically designed for operation at 24 GHz. The circuit

configuration is depicted in Fig. 5.6a-b. Both the primary and auxiliary

amplifiers comprise two amplification stages each. The driver stage employs

2× 75 µm High Electron Mobility Transistors (HEMTs), and the final stage

utilizes 6 × 75 µm HEMTs. As depicted in Fig. 5.6a, gate biases and drain

voltages are free to be accessed for the setup and can be individually tuned by
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(a)

(b)

Figure 5.3: Iterative behavior of the dual-input control while setting (a) a

constant power splitting ratio and (b) a static shaping between a1 and a3.

the optimization algorithm. Thus, the gate bias and drain voltage values for

all four HEMTs, along with the input splitting (both amplitude and phase)

between the two inputs, are considered as optimization variables, as detailed

in Tab. 5.1.

5.3.2 Digital Splitter Parametrization

Referring to the Fig. 5.6, the so called digital splitter is the complex func-

tion f , which identifies the relationship between the input waves a1 and a3

that must be satisfied by the dual-input control. In order to associate tuning

variables with f it is necessary to adopt a parametrization. The first tested

parametrization for the digital splitter consists of a constant relationship
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Figure 5.4: fitting error in terms of NMSE among a1, a3 and their respective

targets. The different markers highlight the case in which a constant rela-

tionship or a static shape is set between the two branches.

between a1 and a3:

a3(n) = fα,ϕ(a1(n)) = αre
−iϕa1(n) =

√
1 − α

α
e−iϕa1(n), (5.3)

where α is the fixed power splitting ratio and ϕ is the outphasing term. The

second parametrization consists on a shaped function based on the logistic

regression (also indicated as sigmoid) function:

a3(n) = fri,rf ,x0,d,ϕ(a1(n)) =

= (ri +
rf − ri

1 + e
− 4d(|a1(n)|−x0)

rf−ri

)e−iϕa1(n), (5.4)

where ri and rf are the initial and final ratio between a3 and a1, x0 is the

turning point, and d is the value of f ′
ri,rf ,x0,d,ϕ

(x0), as depicted in Fig. 5.7.
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Figure 5.5: Simplified flow chart of the ILC-based algorithm for dual input

control.

5.3.3 Digital Predistortion Architecture

Although the DUT is a dual-input device, the DIDPA can be linearized

by adopting a single-input single-output DPD architecture [49,50] by placing

the DPD block before the digital splitter. In this context, DIC block needs

a single input signal a1,t impose the user-defined relation between a1 and a3,

as depicted in Fig. 5.2. Thus, the adopted DPD architecture is based on

ILC [32], which provides the predistorted input signal a1,t to the DIC block,

as state in Fig. 5.8. Figure 5.8 illustrates the ILC-based DPD (ILC-DPD)

architecture, whose iterations can be summarized by the following Equation:

a
(k+1)
1,t = ak

1,t − Γ(bk
2 − bk

2,t), (5.5)
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where ak
1,t is the predistorted input signale for the DIC block at the ILC-

DPD kth iteration, bk
2 is the output signal to be linearized, and bk

2,t is the

linearized target output signal. It is worth highlighting that the results of

this implementation is a combination of two nested ILC loops. The inner

loop implemented in the DIC and the outer loop that realizes the ILC-DPD.

5.3.4 Optimization Algorithm

One of the key elements of the methodology is the adopted optimization

algorithm. Considering the DIDPA as a black box function to be optimized,
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Variable Min Value Max Value

∗V A,D
GG (V) -3 -1.5

∗V A,F
GG (V) -3 -1.5

∗V M,D
GG (V) -3 -1.5

∗V M,F
GG (V) -3 -1.5

∗V A,D
DD (V) 5 20

∗V A,F
DD (V) 5 20

∗V M,D
DD (V) 5 20

∗V M,F
DD (V) 5 20

†α 0 1

†‡ϕ (deg.) -180 180

‡ri 0 ∞

‡rf 0 ∞

‡x0 ( V√
Ω
) 0 0.5

‡d (
√
Ω
V ) 0 ∞

∗ DIDPA bias-related tuning variables.

† Constant-power-splitter-related tun-

ing variables.

‡ Shaped-power-splitter-related tuning

variables.

Table 5.1: Range of the DUT tuning variables.

the problem can be summarized as:

max
v

FoM(v), (5.6)
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where v is the set of variables (Tab. 5.1) from which the FoM to be optimized

depends. In this case, the FoM can be a hard-to-be-evaluated function, since

it relies on device measurement. In this context, the BO is an excellent

candidate, as it is capable of achieving a robust heuristic by exploring the

solution space and converging to the optimal solution with a minimal number

of evaluations [91].

5.4 Bayesian Optimization

5.4.1 Quasi-Static Model Optimization

To predict the FoM in the presence of modulated signals using a QSM,

the quasi-static CW characteristics of the DIDPA must be weighted by the

PDF of the stationary stochastic process corresponding to the relevant exci-

tation signal class. The QSM prediction replicates the approach described in

Sec. 4.1.3, but using CW swept measurement instead of simulations. Conse-

quently, the RF output power (PRF
out ) and PAE are expressed as follows:
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PRF
out =

∫ +∞

0

P pdf
out (p)dp,

PAE =

∫ +∞
0

P pdf
out (p)dp−

∫ +∞
0

P̂in(p)P pdf
out (p)dp∫ +∞

0
P̂dc(p)P pdf

out (p)dp
. (5.7)

Here, P pdf
out (p) is the PDF of the desired output-modulated signal, P̂in(p)

represents the static relationship between the output p and the input P̂in

power of the DIDPA, and P̂dc(p) represents the static relationship between

the output p and the DC absorbed power, Fig. 5.9. Utilizing Eq. (5.7) to

calculate FoMs is conceptually equivalent to exciting the QSM with a lin-

earized modulated signal. While this representation may be suboptimal for

wideband signals, the method has been demonstrated to be sufficient for

identifying key interdependencies among input variables and effective for op-

timization in the examined case [73]. The actual broadband behavior of the

DIDPA can be verified through a final experimental assessment under wide-

band signal excitation. In this context, the goal is to observe convergence of

the FoMs calculated with the PDF-based QSM in (5.7) to the values obtained

under wideband signal excitation.

5.4.2 Optimization Applied to Modulated Acquisitions

By employing a quasi-static surrogate model one inherently introduces a

model prediction error, especially when considering the DUT behavior under

wideband modulated excitation. This discrepancy may lead to variations in

PAE or actual linearization performance, potentially causing a misalignment

between the optimal tuning values achieved by QSM-based BO and the true

optimum.

In contrast, the direct BO approach involves executing the BO algorithm

through broadband measurements of the actual DUT, bypassing any inter-

mediate model. For each xn, the DIDPA undergoes linearization and testing

under a fixed modulated excitation. The FoMs are directly derived from

wideband acquisitions, albeit at a higher cost in terms of time and resource



5. DIDPA Optimization on Direct Measurements 125

Figure 5.9: Relationship between the PAE of the DDPA and the output

power distribution of the linearized DUT.

utilization compared to the QSM-based evaluation in Sec. 5.4.1. As the BO

tends to drive the DIDPA into strong nonlinear operation for high PAE,

and the DPD in this case cannot be represented as a perfect inverse static

LUT, a minimum linearity constraint in terms of normalized mean square

error (NMSE) after DPD is imposed to determine the optimal set of tuning

variables.

5.5 Circuit Test with WB Measurement

5.5.1 DIDPA Linearization

Similarly to [118], a preliminary sweep of αr and ϕ under CW excita-

tion allowed to identify the specific input splitting values for obtaining the

maximum power-added efficiency (PAE) at the given RF available input

power of PAVS = 16 dBm. This sweep resulted in the input splitting values

(αr = 1, ϕ = −30◦), referred as P0 in the following. In order to emulate

this splitting behavior across the BW, these conditions are imposed by im-

plementing the inner loop in (5.2). For this test, the DUT is excited by a
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random-phase multi-tone input test signal, whose statistics can be shaped

to match 5G signals [28]. In particular, the excitation signal consists of 1k

tones, covering a BW of 100 MHz and having a peak-to-average power ratio

(PAPR) of 9.2 dB.

The red line in Fig. 5.10a corresponds to the injected wave a1 to the main

branch of the DIDPA, while the blue line corresponds to the b2 wave after

imposing the input splitting conditions P0 without applying any lineariza-

tion. The peak output power is Pmax
OUT = 29.3 dBm, corresponding to more

than 5 dB of compression. Figure 5.10b shows the iterative behavior of the

inner loop for setting the selected input split. Figure 5.11 reports the same

plots as Fig. 5.10 when applying DIDPA linearization, i.e., running both the

outer loop in (5.5) and the inner loop in (5.2). The performance results

in terms of ACPR, EVM, PAE, and average output power are reported in

Table 5.2 for both cases (with and without linearization).

Figure 5.12 displays the corresponding behavior of the iterative normal-

ized mean square error (NMSE) between a3 and αre
jϕa1 (inner loop) across

up to 11 iterations of the outer loop. It can be seen that, in all cases, the con-

vergence (and hence, the user-imposed input signal splitting) can be achieved

with an NMSE lower than −30 dB within four ILC iterations.

5.5.2 Selection of Input Splitting underWidebandMod-

ulation

The dual input signal control and linearization techniques described in

Section 5.2.2 allow to identify the optimum αr and ϕ values directly under

modulated conditions. Under a modulated regime, the resulting PAE is a

weighted average across the instantaneous values of the output signal b2 i.e.,

the PDF of b2 acts as the weighting function, in general resulting in different

PAE behavior and correspondingly different optimum values for αr and ϕ.

The resulting PAE under modulated conditions is shown in Fig. 5.13 for swept

values of the splitting conditions, leading to the selection of two particular

configurations for the digital splitter parameters, namely, P1 (αr = 0.5 and
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(b)

(a)

Figure 5.10: DIDPA waves before linearization. (a) Spectra of b2 and a1.

(b) Spectrum of iterative error a3−αre
jϕa1 across the ILC-based inner loop.

ϕ = −30◦), found when the outer loop in (5.5) is not executed (i.e., without

applying DIDPA linearization), and P2 (αr = 0.8 and ϕ = −30◦), found

when both the outer and inner loops are executed (i.e., applying DIDPA

linearization).

Then, regardless of how they were found, the input split settings as per

P1 and P2 are imposed, with and without linearization, to evaluate the

global performance of the DIDPA. The extracted FoMs are summarized in

Table 5.2, reporting the highest PAE in P1 if no linearization is applied.

On the other hand, when linearization is applied, a slightly higher PAE is

obtained for P2. The measured dynamic gain and phase characteristics for

the two operating points are reported in Figs. 5.14-5.15, while the spectra

are shown in Fig. 5.16.
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(a)

(b)

Figure 5.11: DIDPA waves after linearization. (a) Spectra of b2 and a1

spectra. (b) Spectrum of iterative error a3 − αre
jϕa1 across the ILC-based

inner loop.

Figure 5.12: Iterative behavior of the NMSE between a
(k,h)
3 and αre

jϕa
(k,h)
1

for dual input emulation (inner loop) and PA linearization (outer loop, color

coding in the legend).
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(b)(a)
P1(-30°, 0.5) 

P2(-30°, 0.8) 

r r

Figure 5.13: PAE under modulated excitation for swept values of the input

splitting conditions. (a) Without DIDPA linearization. (b) After DIDPA

linearization.

5.6 Quasi-Static Model Optimization Results

5.6.1 Constant Digital Splitter

The first experiment tests the quasi-static-model-based Bayesian opti-

mization (QSM-BO) applied to the total amount of tuning variables offered

by the device which implements the constant power splitting ratio version

of the digital splitter described in Eq. 5.3 of Sec. 5.3.2 (see also Tab. 5.1).

The Iterative behavior of the QSM-BO applied to this 10 tuning variable

(10D QSM-BO) is shown in Fig. 5.17. Table 5.3 compares the results of the

10D QSM-BO to a continous-wave-based-BO (CW-BO) on the same vari-

ables that maximizes the peak PAE (PAEPeak) of the DIDPA. The PAE

estimated using the QSM (PAEQSM) clearly shows that the QSM-BO leads

to a better results in terms of estimated efficiency under modulated signal

excitation, even if it reaches a minor PAEPeak if compared to the CW-BO.

The 10D QSM-BO is then compared to the results of the BO applied to a

reduced set of variables: α and ϕ (2D QSM-BO); α, ϕ, V A,D
GG , V A,F

GG , V M,D
GG

and V M,F
GG (6D QSM-BO) [127]. The static gain and PAE characteristics ex-

tracted in the optimal parameters that are results of the QSM-BOs and the

CW-BO are described in Fig. 5.18. The optimal points are tested using mod-
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FoM P0 P1 P2

w/o linearization

P rms
OUT (dBm) 25.4 23.2 21.7

PAE (%) 8.5 10.4 9.3

ACPR (dB) -21.2 -26.3 -29.5

EVM (dB) -15.7 -19.5 -20.4

w/ linearization

P rms
OUT (dBm) 20.1 20.5 20.5

PAE (%) 7.2 7.1 7.4

ACPR (dB) -48.8 -48.7 -50.7

EVM (dB) -43.7 -39.2 -43.9

Table 5.2: DIDPA performance under modulated excitation at different input

splitting conditions.

PAEQSM (%) PAEPeak (%) Pout
max (dBm) Pout

RMS (dBm)

10D CW-BO (Max Peak PAE) 9.8 23.5 27.9 18.7

10D QSM-BO 11.5 17.5 28.4 19.1

Table 5.3: Comparison between the quasi-static pdf-based estimation for the

PAE of the optimized PA targeting maximum peak PAE and targeting the

quasi-static pdf-based PAE.

ulated input signal excitation and linearized with the procedure described in

Sec. 5.3.3. The linearized dynamic gain and AM-PM characteristics for the

tuning parameters found with the QSM-BOs are shown in Fig. 5.19. Tab. 5.4

compares the PAE and linearity FoMs (NMSE and ACPR) of the optimal

points described before. It shows an improvement up to 6% with the 10D

QSM-BO with respect to the 2D QSM-BO (that correspond to the nominal

bias for the Doherty implementation, see Tab. 5.7). The major drawback

is represented here by the ≃ 0.3 dB loss in terms of P rms
OUT, since it is not

controlled by the QSM-BO.
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(b)

(a)

Figure 5.14: Distorted and linearized (a) gain and (b) phase characteristics

of the DUT in the optimal point obtained without considering the effect of

DPD on PAE (P1).

Tuning Method PAE (%) Pout
max (dBm) Pout

RMS (dBm) EVM (dB) ACPR (dB)

2D QSM-BO (Nominal Bias) 6.8 29.3 20.0 -44.9 -50.1

6D QSM-BO 9.9 29.7 19.9 -37.7 -39.2

10D QSM-BO 12.8 29.0 20.0 -45.7 -50.3

10D CW-BO (Max Peak PAE) 10.9 28.2 18.9 -47.3 -50.3

10D QSM-BO w/ Max-PAE Input Shaping 13.4 29.0 19.7 -48.3 -51.1

Table 5.4: Optimized PA efficiency, power and linearity FoMs evaluated using

WB modulated measurements after DPD at the optimal points found running

the QSM-BOs and CW-BO.

5.6.2 Static Nonlinear Digital Splitter

The blue dots in Fig. 5.20a represent the Pout-PAE data while sweeping

the value of α and the magnitude of a1. To extract the maximum-PAE

shaping, the α values have been selected in order to have the maximum

PAE for every value of Pout (purple crosses in Fig. 5.20a-b). The black

line in Fig. 5.20b represents the adopted shaping for the power splitting

ratio, based on the logistic function fitting (Eq. 5.4) of the optimal α-|a1|
points. The DIDPA with extracted shaping is tested and linearized using
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(b)

(a)

Figure 5.15: Distorted and linearized (a) gain and (b) phase characteristics

of the DUT in the optimal point obtained considering the effect of DPD on

PAE (P2).

modulated input signal excitation, Fig.5.21 shows the dynamic gain and AM-

PM characteristics of this shaping under this conditions. The last row in

Tab. 5.4 highlights the improvement of ≃ 0.8% in terms of overall PAE

while compared to the constant input splitter (corresponding to the 10D

QSM-BO optimal point), without scarifying any other of the tested FoM.

Figure 5.22a shows the relationship among PAE, α and Pout, highlighting the

adopted shaping (purple dots), the constant power splitting ratio given by

the 10D QSM-BO (yellow dots) and for maximum peak PAE (red dots). As

shown in Fig. 5.22b, the relationship that has been set by the DIC applying

modulated input excitation shows memory effects that distance it from the

desired static Pout-α relationship, which realizes the maximum PAE. This can

be explained by the fact that in this experiment DIC procedure actually set a

static relationship between the two inputs a1 and a3, which realize the purple

curve in Fig. 5.22b only neglecting the DUT dynamic effects. It is conceivable

that the performance of the DUT could be improved by setting a dynamic
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(b)

(a)

Figure 5.16: Measured spectra of b2 at input splitting conditions P1 and P2

before (a) and after linearization (b).

Figure 5.17: Value of the objective function through the iteration of the 10D

QSM-BO.

relation between a1 and a3, which compensate DUT memory effects and set

the desired static α-Pout curve. This can be theoretically achieved with the

experimental setup and is subject for future works. Figure 5.23 collects and

compares the linearized spectra of the cases optimized using QSM-BO with

the case shaped to maximize the PAE. With the exception of the 6D QSM-
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(a)

(b)

Figure 5.18: Static (a) gain and (b) efficiency characteristics of the optimized

PA, while changing the number of tuning variables and optimization type.

(a)

(b) (d)

(c)

(f)

(e)

Figure 5.19: Gain and phase characteristics of the before and after lineariza-

tion (the blue and red lines, respectively) of the DDPA after (a-b) 2 QSM-BO,

(c-d) 6 QSM-BO, (e-f) 10 QSM-BO.

BO, which shows a less linearizable PA compared to the other cases, the level

of linearity achieved after the DPD is substantially comparable (as assessed

in Tab. 5.4).
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(a)

(b)

Figure 5.20: (a) PAE values while sweeping α and PAV S of the 10D QSM-

BO optimized PA, highlighting maximum PAE envelope. (b) Fitting using

logistic function of the extracted shaping.

5.7 BO on Direct Modulated Measurements

Results

5.7.1 Constant Digital Splitter

The BO was repeated using direct modulated measurements (Dir-BO)

to validate the results of the QSM-BO described in the previous section.

The Iterative behavior of the Dir-BO applied to the same 10 tuning variable

(10D Dir-BO) is shown in Fig. 5.24. Tab. 5.5 compares the 10D Dir-BO

to the results of the BO applied to the reduced sets of variables: α and ϕ

(2D Dir-BO); α, ϕ, V A,D
GG , V A,F

GG , V M,D
GG and V M,F

GG (6D Dir-BO) [127]. The

linearized dynamic gain and AM-PM characteristics of the compare optimal
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(a)

(b)

Figure 5.21: (a) Gain and (b) phase characteristics of the before and after

linearization (the blue and red lines, respectively) of the max-PAE shaped

DDPA.

Tuning Method PAE (%) Pout
max (dBm) Pout

RMS (dBm) EVM (dB) ACPR (dB)

2D Dir-BO (Nominal Bias) 6.83 29.26 19.96 -44.89 -50.12

6D Dir-BO 9.22 29.95 20.52 -44.72 -49.16

10D Dir-BO 12.59 29.01 19.99 -48.14 -49.93

10D Dir-BO w/ Input Shaping 13.29 20.17 29.25 -45.03 -48.34

Table 5.5: Optimized PA efficiency, power and linearity FoMs evaluated using

WB modulated measurements after DPD at the optimal points found running

the Dir-BOs.

point found with the Dir-BOs are shown in Fig. 5.25.

5.7.2 Static Nonlinear Digital Splitter

The Dir-BO is applied to the tuning variables related to the shaped power

splitter (see Tab. 5.1). Specifically, Dir-BO has been applied to the variable



5. DIDPA Optimization on Direct Measurements 137

(a)

(b)

Figure 5.22: Heat-maps representing the PAE-α-Pout relationship. (a) α-Pout

static relationships for the maximum PAE shaping, constant α obtained for

QSM-BO, and constant α obtained for maximum peak PAE. (b) α-Pout rela-

tionships set applying modulated input excitation (after DUT linearization)

for the maximum PAE shaping, constant α obtained for QSM-BO, and con-

stant α obtained for maximum peak PAE.

ri, rf , and x0 (d was left to a constant value). The bias-related variables and

ϕ are kept constant, as extracted by the 10D Dir-BO. The dynamic gain and

AM-PM characteristics of this shaping are shown in Fig. 5.26. Figure 5.27

and Tab. 5.6 compare the different shaping function obtained in this Sec.

and in Sec. 5.6.2. It must be highlighted that in the two compared cased also

the bias-rated variables were different, due to the different results given by

the 10D QSM-BO and the 10D Dir-BO (Tab. 5.7). Figure 5.28 collects and

compares the linearized spectra of the cases optimized using Dir-BO with the

case shaped to maximize the PAE, it shows that the level of linearity achieved
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Figure 5.23: Spectra of the output RF signal after linearization at the optimal

points found running the QSM-BOs.

Figure 5.24: Value of the objective function through the iteration of the 10D

Dir-BO.

Tuning Method ϕ (deg.) ri rf x0 ( V√
Ω
) d (

√
Ω

V
)

10D QSM-BO w/ Max-PAE Input Shaping -12 0.48 1.32 0.18 16.7

10D Dir-BO w/ Input Shaping -17 0.20 1.52 0.14 16.7

Variables that are tuned by the Dir-BO are highlighted in bold.

Table 5.6: Comparison among the shaped-power-splitter-related tuning vari-

ables obtained in Sec. 5.6.2 and those obtained using Dir-BO.

after the DPD is substantially comparable among the whole optimal points

(as assessed in Tab. 5.5).
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(a)

(b) (d)

(c)

(f)

(e)

Figure 5.25: Gain and phase characteristics of the before and after lineariza-

tion (the blue and red lines, respectively) of the DDPA after (a-b) 2D Dir-BO,

(c-d) 6D Dir-BO, (e-f) 10D Dir-BO.

(a)

(b)

Figure 5.26: (a) Gain and (b) phase characteristics of the before and after

linearization (the blue and red lines, respectively) of 10D Dir-BO optimized

DDPA with input shaping.

5.8 Achievements

The Chapter describes a methodology aimed at enhancing the perfor-

mance of a dual-input device in terms of PAE. The possibility given by the
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Figure 5.27: Comparison between the Maximum PAE input shaping obtained

for the QSM-BO optimized DDPA and the shaping obtained for the Dir-BO

optimized PA

Figure 5.28: Spectra of the output RF signal after linearization at the optimal

points found running the Dir-BOs.

DIC procedure and the setup to set an arbitrary relationship between the

inputs, alongside with the QSM-BO, leads to an improvement up to 6% PAE,

while keeping the same level of linearity as the nominal device (Tab. 5.4).

It shows the improvement while maintaining good linearity level after lin-

earization through DPD. The enhancement is achieved by performing a joint

optimization of efficiency and linearity, considering the mutual effects of lin-

earization and PAE-maximization throughout the process. The QSM ap-

proach, is validated testing the optimization with the a BO which leverage

on direct modulated measurements. Specifically, Tables 5.4 and 5.5 indicate

no significant differences between the performance of the QSM-BO and those
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Tuning

Method

2D

QSM-

BO

6D

QSM-

BO

10D

QSM-

BO

10D

CW-

BO

(Max

Peak

PAE)

2D

Dir-

BO

6D

Dir-

BO

10D

Dir-

BO

α 0.45 0.62 0.58 0.56 0.77 0.74 0.60

ϕ (deg.) -28 7 -12 -16 -39 -17 -17

V A,D
GG (V) -2.25 -2.26 -2.08 -2.08 -2.25 -2.54 -2.31

V A,F
GG (V) -2.00 -2.56 -2.40 -2.40 -2.00 -2.55 -2.71

V M,D
GG (V) -1.85 -1.70 -1.77 -1.77 -1.85 -1.83 -1.72

V M,F
GG (V) -1.83 -2.98 -2.56 -2.56 -1.83 -2.37 -2.72

V A,D
DD (V) 20 20 11.6 16.7 20 20 15.80

V A,F
DD (V) 20 20 17.3 14.5 20 20 16.76

V M,D
DD (V) 20 20 17.1 9.9 20 20 17.08

V M,F
DD (V) 20 20 16.0 15.8 20 20 16.67

Variables that are tuned by the BOs are highlighted in bold.

Table 5.7: Values of the tuning variables for DIDPA optimization.

obtained using direct modulated measurements and linearization.
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Chapter 6

Conclusions and Future Works

6.1 Main Achievements

The aim of the thesis was to analyze the possibility of exploiting the

additional degrees of freedom in multi-input architectures to improve their

performance in terms of trade-offs among the main figures of merit: linear-

ity, efficiency, and power. The proposed algorithms were tested on three

different topologies of multi-input power amplifiers (PAs), each presenting

different optimization challenges and objectives. On the PA array, a beam-

dependent digital predistortion (BD-DPD) algorithm was tested to enhance

the linearity of the system under varying PA load conditions (by varying the

beam direction). On the supply-modulated PA (SM-PA), a gradient-based

multi-objective optimization (MOO) algorithm was applied to optimize the

trade-off between linearity and efficiency of the PA. Finally, a derivative-

free algorithm, the Bayesian optimization (BO), was tested on a multi-input

load-modulated amplifier, specifically a dual-input Doherty PA (DIDPA).

The main research activity of this PhD was carried out at the University

of Bologna, in cooperation with the EDM-LAB research group. For the

implementation of the measurements and the development of the research

described in Chapter 5 the collaboration with the Ferdinand Braun Institut

(FBH) and two research periods (of three and six months) spent at the RF

143
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Power Lab research group in Berlin were fundamental. These are the main

outcomes the of the thesis:

• An architecture for BD-DPD is introduced, leveraging customized feature-

based model reduction for beamformer arrays. The array-level ap-

plication of feature-based reduction is independent of the number of

PAs within the array. This feature-based approach facilitates a low-

complexity DPD update for the array, adjusting it based on beam di-

rection and RF power level, without requiring the extraction of a sep-

arate DPD coefficient set for each distinct operational scenario. The

proposed BD-DPD demonstrates effectiveness in substantially mitigat-

ing in-band distortion and out-of-band residual regrowth in the DUT

across all evaluated beam directions and PAPR levels.

• A new framework is proposed for generalized DPD of multiple-input

single-output (MISO) PA architectures, demonstrated here for the spe-

cific case of SM-PA. The proposed MOO technique, based on a sur-

rogate, automates the exploration of linearity-efficiency trade-offs for

joint control of RF input and SM. This results in optimal ST for the

SM, not identifiable through typical heuristic analysis on CW measure-

ments. Moreover, the framework allows the implementation of dynamic

generalized DPD on the SM (instead of static ST) and inherently con-

siders input signal statistics. The achieved operational regimes out-

perform classical methods for ST not only in terms of the optimized

variable, i.e., PAE, but also in terms of linearity for a given RF Pout.

• This work introduces a measurement system and methodology capable

of measuring and optimizing multi-input devices using wideband (WB)

modulated signals at a central frequency of 24 GHz. An iterative dual-

input control (DIC) method is presented to control the relationship be-

tween the controlled ports, correcting preamplifier nonlinearities. The

calibrated system is then employed at millimeter-wave frequencies to

explore the performance of a DIDPA under various simulated input
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splitting conditions.

• Chapter 5 outlines a method aimed at enhancing the performance of

a dual-input device in terms of PAE, while maintaining good levels of

linearity after linearization through DPD. The improvement is achieved

by jointly optimizing efficiency and linearity, considering the mutual

effects of linearization and PAE maximization throughout the process.

The ability provided by the DIC procedure and the setup to establish

an arbitrary relationship between inputs, along with QSM-BO, leads to

a 6% PAE improvement while maintaining the same level of linearity

as the nominal device. The QSM approach is validated by testing the

optimization with a BO leveraging direct modulated measurements.

Specifically, the results indicate no significant differences between the

performance of QSM-BO and those obtained using direct modulated

measurements and linearization.

6.2 Possible Topics for Future Work

For each architecture tested it is possible to think about a series of tests

not explored throughout the thesis. In this context, the following are poten-

tial future works that could extend and enhance the findings presented in

this thesis:

• Considering the work on the PA array described in Chapter 2, The

beam-dependent DPD (BD-DPD) pre-training time can be reduced by

implementing a more efficient design of experiment for pre-training set

evaluation. By using a latin hypercube sampling of BD-DPD variable

space composed by the beam direction and the input signal peak to

average power ratio (PAPR). Moreover, the methodology can be ap-

plied including a 4-way MMIC PA in the transmitter chain to study

chip-level EM coupling.

• Considering the work on the SM-PA described in Chapter 3, the method



146 6.2 Possible Topics for Future Work

feasibility and the actual optimal achieved are limited by the fidelity

of the SuMo. Although a dual-input MP formulation was chosen in

this work, more accurate modeling approaches could be adopted based

on the application, ultimately reducing discrepancies between simula-

tions and measurements and enhancing optimization reliability. While

adapted in this case for PA performance improvement, the proposed

surrogate-based MOO framework could be a valuable tool for optimiz-

ing the global PA transmitter or analyzing critical compromises like SM

slew-rate limitations. Future work also involves application to wider

modulation bandwidths and alternative PA topologies.

• Considering the on-wafer multi-port WB measurement setup exploited

in Chapter 5, it is proven that the system produces stable measure-

ments of good quality and that the correct targeted signals can be

presented to the DUT within a limited time frame. Overall, these mul-

tiport measurements provide a proof of concept for the WB VNA-based

configuration that will be expanded in the future in terms of bandwidth

and the number of ports.

• As shown in Fig.5.22b of Chapter 5, the relationship set by the DIC

applying modulated input excitation exhibits memory effects that de-

viate it from the desired static Pout-α relationship, achieving maximum

PAE. This can be explained by the fact that in this experiment, the

DIC procedure effectively establishes a static relationship between the

two inputs a1 and a3, representing only the purple curve in Fig.5.22b,

neglecting the dynamic effects of the DUT. It is conceivable that DUT

performance can be improved by setting a dynamic relationship be-

tween a1 and a3 that compensates for the memory effects of the DUT

and enforces the desired static α-Pout curve. This can theoretically be

achieved with the experimental setup and is subject to future work.
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