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Abstract

Collaborative robotics is an expanding research topic from both an academic and
industrial point of view. In fact, there exists a high number of applications that
it is not possible or convenient to completely automatize and therefore require the
activity of a human operator. At the same time, it is extremely important that such
activities do not cause physical or mental fatigue to the worker. In this context, the
presence of robots that can safely interact and cooperate with humans is crucial.

This thesis addresses the theme of collaborative robots, focusing in particular
on a hand guiding application with a redundant Franka Emika Panda robot, study-
ing the best control strategy for this framework. The analysis has two main parts,
namely end effector control and null space control.

As for end effector control, the objective is that the human operator is able to
drive the end effector along a desired path in a precise, smooth and effortless way.
Impedance control schemes provide poor results, and this is shown to be due to
the shortcomings of the torque interface of the Franka robot. Another strategy is
tested, called “helping” controller, which sends to the joints control torques aimed
at minimizing the force that the user needs to provide to guide the end effector. This
scheme has better results, but it is not suitable if also null space commands are sent.
Instead, admittance control, gives the best results, also being compatible with null
space commands.

As for null space control, two innovative strategies are introduced, finding the
null space commands as solutions of constrained optimization. These techniques
are compared and tested in a simplified case study on the real robotic platform to
show that their computing times are compatible with the real time requirements of
the Franka robot.
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Chapter 1

Introduction

1.1 The need for collaborative robotics

Modern robotics have come to automatize numerous tasks that had always been ex-
ecuted by men. Yet, there are tasks that still require the cognitive skills of a human
being, especially in non-nominal situations and/or in unstructured environments.
In these cases, pre-programming the control laws of the automatic system might
be too time-consuming, expensive or sometimes even impossible. As stated in [7],
“even highly automated systems, such as electric power networks, need human be-
ings for supervision, adjustment, maintenance, expansion and improvement”.

In her influential article, [5], Bainbridge observed that there are two “ironies” in
the traditional approach to automation, deriving from the assumption that human
operators are less reliable than an automatic system, and it is therefore preferable to
replace them. The first irony is that, even in a completely automatized system, soft-
ware developer’s errors can be a source of major problems. The second one is that
the designer, though trying to eliminate human operators from the industrial plant,
still leaves them to perform the tasks that it is not possible to automatize. These tasks
can be either of simple monitoring or of manual take-over in case some unexpected
failure happens. In the first case, the worker need to focus his/her attention over
a process that will have a regular behavior for most of the time, which was shown
to be very critical by vigilance studies [43]. Also manual take-over can be problem-
atic, because it requires skills that can be acquired and remembered only through
frequent exercise, but again the cases in which the worker will have to manually
perform the task are quite rare in an automatized environment. This leads to the
paradox of having boring but high-responsibility jobs, leading to errors, job dissat-
isfaction and absenteeism. The conclusion is that “by taking away the easy part of
his task, automation can make the difficult parts of the human operator’s task even
more difficult”.

Even though [5] was written in 1983, the points that this article made are still
valid nowadays, as claimed in [74]. As a matter of fact, even in highly developed
countries, it is still very common that workers perform heavy manual works in
industrial settings. A European report on work-related musculoskeletal disorders
(MSDs, i.e. backache and/or muscular pains in shoulders, neck, upper limbs and/or
lower limbs) [13] found that more than 50% of European workers suffer from this
kind of problems (Figure 1.1), and that the industrial sector is one of the most af-
fected (Figure 1.2). In fact, many of the risk factors to which human operators are
exposed (such as repetitive hand movements, carrying and moving heavy loads and
vibration from hand tools and machinery) are frequently encountered in plants (Fig-
ure 1.3). This translates to a very significant amount of social burdens for society,
namely the overall economical cost of work-related MSDs is estimated to be around
240 billion euros per year in the EU [6].
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FIGURE 1.1: Percentage of European workers reporting different
types of health problems [13].



FIGURE 1.2: Percentage of European workers with MSDs by working
sector [13].

What emerges from these considerations is that, on the one hand, it is needed to
further reduce the factors that lead to MSDs, letting robot take care of the fatiguing
part of the human work, on the other hand, this transition cannot be achieved by
completely automatizing industrial plants. Instead, starting from the last decade of
XX century, research efforts started to be made towards a human-robot collabora-
tion framework, in which the bests of both the human operators (i.e., flexibility) and
robots (i.e., efficiency and precision) could emerge [54]. As stated in [44], it is there-
fore “essential that the goal of automation be changed from the level of automation
to the level of collaboration”.

This gave rise to a new field of studies and of industrial applications, which is
referred to as collaborative robotics, aiming at moving from industrial plants where
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FIGURE 1.3: Percentage of workers reporting that they are exposed
to different physical risk factors at their work at least a quarter of the

time [13].

robots are confined into safety cages to settings in which robots work alongside hu-
mans [45]. At the same time, there are more and more robotic companies that have
started to produce collaborative robots, or cobots. These are ordinary robots (gen-
erally serial) characterized by being light-weight and equipped with technologies
that can detect collisions with humans (usually torque sensors on all the joints), so
that the human operators’ safety is ensured. Some examples of cobots can be seen in
Figure 1.4.

(a)

(b)

(c)

FIGURE 1.4: Examples of cobots: (a) Franka Emika Panda; (b) Fanuc
CRX-5iA; (c) UR5.

A collaborative application is defined as “any application involving a purpose-
ful sharing of the same spaces and resources by humans, while robot systems are
therein operating in automatic mode” [78]. By automatic mode it is meant an “oper-
ating mode in which the robot control system operates in accordance with the task
programme”, as opposed to manual mode, which is a “control state that allows for
the direct control by an operator”, usually by means of a control pendant [68]. Even
though the term “cobot” has come into common use, it would be more correct to
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only talk about collaborative robotic applications [78]. In fact, the fact that a robot
possesses some safety devices and/or control strategies, does not in itself guarantee
that an application in which that robot is used is safe: a risk assessment procedure
has to be carried out before using the robot. Conversely, also robots which are not
classified as cobots and have medium/high payloads can be employed in collabora-
tive scenarios if a proper risk assessment procedure certified that the application is
safe.

Safety can be ensured using different methodologies (see also Section 1.2 for a
more detailed discussion). Contacts can be recognized in a sensorless or sensorized
way. In the first case, estimation is usually based on the difference between nominal
torques and observed (through motor current reading) torques. In the second case,
estimation is based either on force/torque sensors mounted on the joints and/or on
the end effector or on capacitive pads that are mounted on the robot links and also
have the positive side effect of absorbing part of the kinetic energy of the collision
[78]. If a collision with a part of the human body actually takes place, the control
of the robot provides the certainty that it will not lead to an injury to the operator.
A representation of the consequence of an impact is shown in Figure 1.5. A high
peak of pressure is exerted as soon as the collision happens (typically, the first 150–
200 ms). Then, if the robot control is able to react stopping the link that has had the
impact, the pressure value will drop (yellow dotted line) below the pain threshold
(black dashed line). If instead the robot were not able to do so, elongated peaks or
high steady states would be observed, resulting in high-severity contacts (an injury
occurs if the pressure on the operator’s limb has a high value and at the same time
remains above this value for a long enough time). This kind of risk assessment is
usually employed to certify the safety of an application because international stan-
dards ([73]) provide the values of the pain thresholds for all body limbs, so tests can
be designed in a structured and reliable way. Other ways of avoiding dangerous col-
lisions imply predicting the collisions before they happen through capacitive pads
or camera vision systems and stopping or slowing down the movement of the robot
in advance.

Collaborative robotics can be applied in a very wide range of scenarios, having
a beneficial effect in terms of cost optimization, improved ergonomics and oper-
ator’s well-being [19]. The most typical applications are production lines, where
robots help workers assembling products (Figure 1.6(a)), carry heavy weights while
the operator just guides the robot in the desired direction (Figure 1.6(b)), or learn a
trajectory through which the operator guides the end effector (robot teaching), and
which will afterwards be reproduced without human assistance (Figure 1.6(c)).
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FIGURE 1.5: Representation of the behavior of pressure on a human
limb when a collision with a robotic link takes place [78].

(a)
(b)

(c)

FIGURE 1.6: Examples of collaborative applications.
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1.2 A taxonomy of collaborative robotics

After providing a general introduction to collaborative robotics and an explanation
of its usefulness in the industrial context of nowadays, a possible classification of
collaborative solutions will be presented. A complete and clear taxonomy is pre-
sented in [44] (see Figure 1.7). The distinction in the Human-Robot Collaboration
(HRC) axis is self-evident, regarding the number of robots and operators involved
(most often there is only one robot and one operator), but the other two axes deserve
more detailed consideration.

On the HRC safety implication axis are the safety features described in the inter-
national standard [69], namely (see also Figure 1.8):

• Safety monitored stop (SMS): this is a state in which the robot is halted as soon
as an operator enters the hazardous zone. Strictly speaking, this should not
be considered as a real collaborative feature because it implies that there is not
any kind of interaction between the humans and the robot [78].

• Hand guiding (HG): this method is intended for situations in which the worker
is holding the end effector, guiding it to the desired positions and operating it
to perform the task. In this case, [68] specifies that the robot enters this mode
only when an enabling device, placed on the end effector, is pressed. When
the button is released, instead, the robot must be in SMS state if an operator
is within its work area. Additionally, the robot must operate with a safety-
rated monitored speed function active. This function states velocity limits for
the end effector and/or for the axes of the robot to ensure that no hazardous
collisions may happen. The values of the speed limits are not provided by
the standards but have to be determined by an ad hoc risk assessment on the
specific application.

• Speed and separation monitoring (SSM): in this method the position of the
human body is continuously tracked and the protection algorithm estimates
the amount of time needed by the robot to stop before a collision happens. If
the human is far enough from the robot, no speed limitation is set (green area
of the SSM sketch in Figure 1.8); if the human is closer but it is still possible to
stop the robot on time, the speed is limited but the robot remains operational
(yellow area in Figure 1.8); if the distance between the robot and the worker is
too short a SMS is performed (red area in Figure 1.8).

• Power and force limiting (PFL): this mode is intended for applications in which
no contact is desired between the operator and the robot, but at the same time
the human has to stay close to the robot, so that SSM would result to be very
unpractical, causing unnecessary stops and slowdowns. Instead, with PFL
occasional contacts are acceptable, but they must be detected (through the sen-
sorless or sensorized way examined above), and appropriate reaction must be
carried out by the robotic system to avoid that they may be painful or lead to
injuries.

On the HRC interaction levels there are five layers (see also Figure 1.9):

• Cell: in this case the workspace of the human and the robot do not intersect and
the operator is separated from the robot by a safety cage. In case the worker
needs to access the area inside the cage, e.g., to load a piece, a SMS is per-
formed.
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• Coexistence: even in this case the human and the robot do not share their
workspaces and work on different tasks, but in this case they are not separated
by a cage, and SSM strategy is employed.

• Synchronized: in this case the human and the robot share a part of their workspace,
but this common area is entered by only one of the two at a time. Typically, the
operator has to manually perform some operations on a piece, then will leave
the shared region to do something else, and the robot will perform some other
task on the initial piece.

• Cooperation: in this case the human and the robot share part of their workspaces
and operate in the common area at the same time, but on different components.

• Collaboration: in this case the human and the robot share part of their workspaces
and operate in the common are at the same time and on the same component.

FIGURE 1.7: 3D classification of collaborative applications [44].

FIGURE 1.8: Collaborative safety features as of [69].

Another possible classification of collaborative application is presented in [78]
(see Figure 1.10). The variables of this map are the frequency of access of the human
operators to the workspace of the robot and the kinetic energy (i.e., velocity) needed
for the application. Such a framework is useful to choose the type of collaboration
that fits best the application. If the access of human operators is only needed very
rarely, then likely there is no need for a collaborative solution (inefficient collabo-
ration); if very high velocities are required, collaboration may lead to too frequent
stops and slowdowns to ensure safety (unpractical collaboration); if the contact is
continuous and the velocities are low, HG is the right solution; finally, in case of
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FIGURE 1.9: Interaction levels as of [44].

medium frequency of access and low speeds, PFL is the most suitable options, and
in case of medium frequency of access and high velocities, SSM is the best choice.

FIGURE 1.10: Energy-frequency map of robotic applications [78].
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1.3 Thesis contribution

The present thesis was developed in the context of the research on collaborative
robotics at the SAIMA laboratory of the Industrial Engineering department of the
University of Bologna. Starting from 2019, the laboratory has been involved in two
main projects on this topic, one in collaboration with INAIL, the Italian national
agency for accidents at work, and the second one in collaboration with CNR, the
Italian National Council of Research, within the European COVR project, aimed at
closing the gaps between technological advancements and standardization, and sup-
porting users in the implementation of HRC applications. These projects regarded
the development of a collaborative workstation for drilling operations (Figure 1.11),
which can be classified as a HG collaborative application. This workstation consists
of

• A Franka Emika Panda robot (see Figure 1.4(a)), a seven-degree-of-freedom
robot, which is equipped with torque sensors on all the joints and can be com-
manded through a position, velocity of torque interface with a control cycle
time of 1 ms.

• A custom end effector, made up of a pneumatic drill and a 3D-printed handle
which fixes the drill and connects it to the rest of the robotic structure. On the
handle there is also a trigger that, when pressed, opens a pneumatic valve that
allows the flux of compressed air activating the rotation of the drill tip.

• An Axia80 Schunk force/torque sensor, which is mounted between the termi-
nal flange of the Franka robot and the custom handle. This sensor measures the
forces and torques that the human operator applies on the end effector along
all directions.

• A Shadow Motion Capture IMU suit, made up of 17 IMU units, which are
attached in different locations of the human body and track its motion.

FIGURE 1.11: Collaborative workstation for drilling operations, de-
veloped at the SAIMA laboratory.

During the collaboration with INAIL, the safety implications of the workstation
were examined, studying how such an application could fit within the current nor-
mative and standards framework, and developing a reliable algorithm to track the
positions of the human limbs based on IMU data and perform collision avoidance
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accordingly (thanks to the fact that the robot is redundant the collision avoidance
movement was in the null space, without interfering with the end effector motion).

During the COVR project, instead, the focus was on the ergonomic aspects of the
drilling task. In particular, the standards [70, 71, 72], regarding handling of loads
by human operators in industrial settings, were adapted to a collaborative scenario,
generating an OCRA index (i.e., an index that evaluates the ergonomic risks of in-
dustrial activities, defined in [72]) based on the IMU and force/torque sensor data.
Also, a MATLAB app (see Figure 1.12) was developed that helps to organize the
working shift so that the OCRA index is low, i.e., the activity is ergonomically safe,
and performs an online monitoring of the posture of the human operator, providing
a notification if he/she is having an ergonomically unsuitable behavior.

This thesis mainly focuses on the following two aspects:

• End effector control: the operator must be able to move the end effector in a
smooth and effortless way, with the effort of minimizing the effort needed from
the operator to carry the drill. This problem is approached in a rather general
way, considering both control schemes that are only translational and keep the
orientation of the end effector fixed, and other schemes that also leave free the
rotational degrees of freedom of the end effector. In fact, the main aim of the
thesis is to provide tools that can be used when designing collaborative solu-
tions rather than studying a specific industrial HG application, as was done in
the INAIL and COVR project presented above.

• Null space control: since the robot is redundant, besides end effector control,
it is also possible to command additional motions that do not affect the end
effector behavior. In the context of this HG application, this is done mainly
with three objectives: 1) keeping the kinematic chain of the robot away from
the operator, not so much for safety reason (the robot is stopped if a collision
is detected through the torque sensors, and, in addition, the joint velocities are
quite low in this case, so limiting them after a risk assessment procedure would
not degrade the performance) as because it would be very uncomfortable for
the operator to have some robot links close to his/her arms impeding his/her
movements; 2) avoiding singularities; 3) avoiding joint limits.

The second chapter of the thesis will consider end effector control, examining
three possible strategies and discussing their advantages and disadvantages in the
specific control framework of the Panda robot.

The third chapter will focus on null space control, presenting some shortcom-
ings of the traditional gradient projection method and introducing two innovative
algorithms; these algorithms will also be tested, both in simulation and on the real
robotic platform, in a number of case studies different from the actual HG applica-
tion to better show their characteristics and performances.

The fourth chapter will draw the conclusions of the presented results and indi-
cate some possible future research directions resulting from the present work.
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FIGURE 1.12: Two tabs from the MATLAB app developed during
the COVR project, showing an organization of the working shift and
the resulting OCRA index and the OCRA multipliers (i.e., factors ac-
counting for different aspects of the task, such as effort on the mus-

cles, awkward postures, etc.) [49].
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Chapter 2

End effector control

2.1 Theoretical background

2.1.1 Notation conventions

The notation conventions that will be used in the present thesis for kinematics, dif-
ferential kinematics and dynamics are the same as in [67], but for clarity some of the
most important and recurring points of this notation will be briefly outlined in the
following. These points are:

• pi
A is the vector of the coordinates of point A expressed in reference frame i.

• If i and j indicate two reference frames with common origin, the rotation matrix
Ri

j has three equivalent meanings:

– It is the linear operator mapping pj
A to pi

A, namely pi
A = Ri

jp
j
A.

– Its columns vectors are the direction cosines of the axes of reference frame
j expressed in reference frame i.

– It is the operator that rotates the vector of the direction cosines (expressed
in reference frame i) of each axis of reference frame i to the vector of the
direction cosines (always expressed in reference frame i) of each axis of
reference frame j, namely, it expresses the rotation from reference frame i
to reference frame j.

• If pi
j is the vector of the coordinates of the origin of reference frame j expressed

in reference frame i, the homogeneous matrix defined as Ai
j =

[
Ri

j pi
j

0T 1

]
is the

linear operator mapping pj
j to pi

j, namely p̃i
j = Ai

jp̃
j
j, with p̃i

j =

[
pi

j
1

]
.

• q is a set of generalized coordinates of the system.

• The direct kinematics of a serial manipulator of n + 1 links connected by n
joints is obtained defining n + 1 reference frames, each one attached to a link,
and chain-multiplying the homogeneous matrices Ai−1

i (qi), each of which is
function of a single joint variable, as

T0
n (q) = A0

1 (q1)A1
2 (q2) . . . An−1

n (qn) . (2.1)

• According to the Denavit-Hartenberg convention (DH), the transformation de-
scribed by Ai−1

i happens in the following two passages:
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FIGURE 2.1: Denavit-Hartenberg parameters [67].

– Frame i − 1 is aligned to frame i′ translating by di along axis zi−1 and
rotating it by θi about axis zi−1, namely

Ai−1
i′ =


cos (θi) − sin (θi) 0 0
sin (θi) cos (θi) 0 0

0 0 1 di
0 0 0 1

 . (2.2)

– Frame i′ is aligned to frame i translating by ai along axis xi′ and rotating
it by αi about axis xi′ , namely

Ai−1
i′ =


1 0 0 ai
0 cos (αi) − sin (αi) 0
0 sin (αi) cos (αi) 0
0 0 0 1

 . (2.3)

Then the overall transformation Ai−1
i is

Ai−1
i = Ai−1

i′ Ai′
i . (2.4)

• The geometric Jacobian J (q) is the operator mapping the joint velocities to
linear and angular end effector velocities, namely

ve =

[
ṗe
ωe

]
= J (q) q̇ =

[
JP (q)
JO (q)

]
q̇ =

[
jP1 . . . jPn
jO1 . . . jOn

]
q̇ , (2.5)

where pe is the position of the origin of the end effector reference frame, ωe
is the angular velocity of the end effector reference frame and jPi and jOi are
(3 × 1) column vectors.
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• For the vectors jPi of the translational part of the Jacobian, the following equiv-
alence holds:

jPi =
∂pe

∂qi
. (2.6)

• For revolute joints and with reference frames defined according to the DH con-
vention, the following equivalence holds:[

jPi
jOi

]
=

[
zi−1 × (pe − pi−1)

zi−1

]
. (2.7)

• The Jacobian is said to be expressed in the j-th reference frame, and is desig-
nated as Jj if all the vectors jPi and jOi are expressed in the j-th reference frame.

2.1.2 Mapping between end effector forces and torques and generalized
Lagrangian forces

The dynamic equations of motion of a general robotic structure (without considering
dissipations in the joints) can be written as

B (q) q̈ + c (q, q̇) + g (q) = τ + JTFe,ext , (2.8)

where q is the vector of generalized coordinates (joint angles for revolute joints and
joint positions for prismatic joints), B (q) is the inertia matrix, c (q, q̇) is the Coriolis
vector, g (q) is the gravity vector, τ is the vector of the actuation generalized forces
(actuation torques for revolute joints and actuation forces for prismatic joints) and
Fe,ext is the vector of the external forces fe,ext applied to the end effector and of the
external torques µe,ext applied to the end effector with respect to a pole placed at the
center of the end effector frame, namely

Fe,ext =

[
fe,ext
µe,ext

]
. (2.9)

The components of Fe,ext expressed in the end effector reference frame are

Fe
e,ext =



fe,ext,x
fe,ext,y
fe,ext,z
µe,ext,x
µe,ext,y
µe,ext,z

 . (2.10)

Of particular importance for the present thesis is the relation existing between
the external end effector forces and torques and their generalized-force counterpart,
namely

τext = JTFe,ext . (2.11)

Most robotics textbooks (e.g., [67, 66]) present this equivalence without providing a
detailed demonstration of it. [67] introduces (2.11) in the context of statics, using the
virtual work principles, then extends it by analogy to (2.8), but this cannot be con-
sidered as a formal proof. The relation was originally introduced by Khatib in [38],
which is a paper that had a fundamental importance in the robotics community, to-
talling more than 2000 citations in the Scopus database. In that work, the relation is
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FIGURE 2.2: A pair of forces equivalent to the x-axis torque compo-
nent of Fe,ext, represented in the end effector reference frame.

obtained by comparing the expressions of the dynamics in the operational space and
in the joints space. However, some mathematical passages are not completely clar-
ified, especially regarding the partial derivatives of the kinetic energy with respect
to the operational space variables. In the following, instead, another formal proof of
the equivalence will be shown. This proof, at the best of the author’s knowledge, is
not present in the literature, and, in addition, will be useful to better illustrate some
concepts in Section 2.5.

According to the Lagrangian formulation of dynamics (see for example [8]), in a
system described by m generalized coordinates upon which n forces act on n points,
the i-th component of the generalized force is defined as

Qi =
n

∑
j=1

Fj ·
∂Pj

∂qi
. (2.12)

Referring to (2.9), Fe,ext can be equivalently represented by a system of forces con-
sisting of:

• The force fe,ext applied in the center of the end effector reference frame.

• A pair of forces (see Figure 2.2) Ftorque,x and −Ftorque,x parallel to the z axis of
the end effector frame, having the same norm Ftorque,x and opposite direction,
and applied in two points Ptorque,x,1 and Ptorque,x,2 lying on the y axis of the end
effector frame, at a positive and negative distance of r from the center of the
end effector frame. Ftorque,x and r are such that 2Ftorque,xr = µe,ext,x.

• A pair of forces Ftorque,y and −Ftorque,y parallel to the z axis of the end effec-
tor frame, having the same norm Ftorque,y and opposite direction, and applied
in two points Ptorque,y,1 and Ptorque,y,2 lying on the x axis of the end effector
frame, at a positive and negative distance of r from the center of the end effec-
tor frame. Ftorque,y and r are such that 2Ftorque,yr = µe,ext,y.

• A pair of forces Ftorque,z and −Ftorque,z parallel to the y axis of the end effec-
tor frame, having the same norm Ftorque,z and opposite direction, and applied
in two points Ptorque,z,1 and Ptorque,z,2 lying on the x axis of the end effector
frame, at a positive and negative distance of r from the center of the end effec-
tor frame. Ftorque,z and r are such that 2Ftorque,zr = µe,ext,z.
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The vector of generalized forces resulting from such a system of forces is

Qext = Q f orce + Qtorque,x + Qtorque,y + Qtorque,z . (2.13)

Considering the translational part of (2.13), and remembering (2.6), the i-th com-
ponent of the force term of the vector of the generalized forces is

Q f orce,i =
∂pe

∂qi
· fe,ext =

(
∂pe

∂qi

)T

fe,ext = jT
P,ife,ext , (2.14)

and thus
Q f orce = JT

Pfe,ext . (2.15)

Considering now the rotational part of (2.13), the i-th component of the x-axis
torque of the vector of the generalized forces is

Qtorque,x,i =
∂Ptorque,x,1

∂qi
· Ftorque,x −

∂Ptorque,x,2

∂qi
· Ftorque,x . (2.16)

The vectors Ptorque,x,1, Ptorque,x,2 and Ftorque,x can be expressed in any reference frame.
For convenience, it is chosen to express them in a reference frame oriented like the
base (i.e., 0) reference frame, but with the origin coincident with the origin of the
end effector reference frame. With an abuse of notation, also the reference frame in
which the vectors will be expressed will be designated as 0. In this way

P0
torque,x,1 = −P0

torque,x,2 , (2.17)

and then

Qtorque,x,i = 2
∂P0

torque,x,1

∂qi
· F0

torque,x . (2.18)

At this point, based on (2.1)–(2.4), it is possible to write

Qtorque,x,i = 2

(
∂R0

e Pe
torque,x,1

∂qi

)T

R0
e Fe

torque,x =

= 2Ftorque,xr
[
0 1 0

] ∂Ri′T
e Ri−1T

i′ R0T

i−1

∂qi
R0

i−1Ri−1
i′ Ri′

e

0
0
1

 .

(2.19)

Since, according to (2.4), among R0
i−1, Ri−1

i′ and Ri′
e , only Ri−1

i′ depends on qi, and
RiT

j = Ri−1

j , the following holds

Qtorque,x,i = 2Ftorque,xr
[
0 1 0

]
Ri′T

e
∂Ri−1T

i′

∂qi
R0T

i−1R0
i−1Ri−1

i′ Ri′
e

0
0
1

 =

= 2Ftorque,xr
[
0 1 0

]
Ri′T

e
∂Ri−1T

i′

∂qi
Ri−1

i′ Ri′
e

0
0
1

 .

(2.20)
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Now, according to (2.2), it is possible to write

∂Ri−1T

i′

∂qi
Ri−1

i′ =

− sin (qi) cos (qi) 0
− cos (qi) − sin (qi) 0

0 0 0

cos (qi) − sin (qi) 0
sin (qi) cos (qi) 0

0 0 0

 =

=

 0 1 0
−1 0 0
0 0 0

 .

(2.21)

Then, defining the matrix Ri′
e as

Ri′
e =

R11 R12 R13
R21 R22 R23
R31 R32 R33

 (2.22)

and substituting (2.21) into (2.20), gives

Qtorque,x,i = 2Ftorque,xr (R12R23 − R22R13) . (2.23)

Since the columns of Ri′
e are the direction cosines respectively of the x, y and z axes of

reference frame e expressed in reference frame i′ (see Subsection 2.1.1), the following
relation holds R12

R22
R32

×

R13
R23
R33

 =

R11
R21
R31

 . (2.24)

Then
R22R33 − R23R32 = R11 (2.25a)

R32R13 − R12R33 = R21 (2.25b)

R12R23 − R13R22 = R31 (2.25c)

. Finally, substituting (2.25c) into (2.23) yields

Qtorque,x,i = 2Ftorque,xrR31 . (2.26)

At the same time, defining µe,ext,x as a torque vector such that its components
expressed in the end effector frame are

µe
e,ext,x =

µe,ext,x
0
0

 =

2Ftorque,xr
0
0

 (2.27)

and considering (2.7), the following equivalence holds

jT
Oiµe,ext,x = zT

i−1µe,ext,x . (2.28)
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Then, remembering that in the DH convention the zi−1 axis and the zi′ axis share the
same direction (see Figure 2.1) and recalling (2.22), it is possible to write

z0T

i−1µ0
e,ext,x = z0T

i′ µ0
e,ext,x =

(
R0

i′z
i′
i′

)T
R0

e µe
e,ext,x = zi′T

i′ Ri′
0 R0

e µe
e,ext,x =

= 2Ftorque,xr
[
0 0 1

]
Ri′

e

1
0
0

 = 2Ftorque,xrR31 .
(2.29)

Now, comparing (2.26), (2.28) and (2.29) gives

Qtorque,x,i = jT
Oiµe,ext,x , (2.30)

which implies
Qtorque,x = JT

Oµe,ext,x . (2.31)

In an analogous manner it is possible to prove that

Qtorque,y = JT
Oµe,ext,y (2.32a)

Qtorque,z = JT
Oµe,ext,z , (2.32b)

where

µe
e,ext,x =

 0
µe,ext,y

0

 (2.33a)

µe
e,ext,x =

 0
0

µe,ext,z

 . (2.33b)

Then it is possible to conclude that

Qext = JT
Pfe,ext + JT

Oµe,ext,x + JT
Oµe,ext,y + JT

Oµe,ext,z = JT
Pfe,ext + JT

Oµe,ext = JTFe,ext ,
(2.34)

which proves the initial relation.
This explanation also provides an insight on the internal actions due to motor

torques. In fact, when the motor on joint i applies a torque τi on the i-th link, the

resulting generalized force is Ji
i

0
...
τi

, where Ji is the Jacobian with only the columns

from 1 to i, namely

Ji =

[
jP1 . . . jPi 0 . . . 0
jO1 . . . jOi 0 . . . 0

]
. (2.35)

However, due to the third law of dynamics, if a torque τi is applied on the i-th link,
also a torque −τi is applied on the i − 1-th link, having a corresponding generalized
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FIGURE 2.3: A simple two-link planar structure (the revolute joints
are in correspondence with z1 and ze axes).

force of Ji
i−1

 0
...

−τi

. The overall generalized force is therefore, as expected,

Ji
i

0
...
τi

− Ji
i−1

0
...
τi

 =



0T 0T

...
...

jiT

Pi jiT

Oi
...

...
0T 0T


0

...
τi

 =


0
...
τi
...
0

 (2.36)

This proof allows to distinguish the action of external forces and torques from
the action of the motors actuating the robot joints. This explanation will be made
by means of a simple planar example. The planar structure in Figure 2.3 consists
of two links connected by two revolute joints, one having length a1 and connecting
the fixed base to one end of the first link and the other one having length a2 and
connecting the other end of the first link to the middle point of the second link. The
Jacobian of this structure, expressed in the base reference frame, is

J0 =



−a1 sin (q1)− a2 sin (q1 + q2) −a2 sin (q1 + q2)
a1 cos (q1) + a2 cos (q1 + q2) a2 cos (q1 + q2)

0 0
0 0
0 0
1 1

 . (2.37)
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If a system of external forces and torques Fe,ext is applied on the end effector such
that

F0
e,ext =



0
0
0
0
0
τz

 , (2.38)

the resulting vector of generalized forces will be

J0T
F0

ext =

[
τz
τz

]
. (2.39)

The result of having a torque component on both joints might lead to the intuitive,
but wrong, conclusion, that both links will move. Instead, only the second one
moves according to the equations of dynamics. In fact, the τz generalized force on
the first joint is compensated by the coupled inertia term B (q) q̈ from the second
link (see (2.8)). Both links, instead, would move if an external torque τz were ap-
plied on the second link and also another external torque of the same magnitude
were applied on the first link.

At the same time, if no external forces are applied on the end effector, but only
a motor torque τ2 by the second motor, the second link will start moving counter-
clockwise, but also the first link will start moving clockwise, because of the reaction
torque −τ2 acting on the side of the motor fixed to the first link. Instead, if a torque τ2
is provided by the second motor and a torque τ1, having the same magnitude of τ2,
is provided by the first motor, only the second link will move, because the reaction
torque −τ2 is compensated by the action of the first motor.

From the previous considerations, it is possible to draw the following important
conclusions:

• The vector JTFe,ext is a vector of generalized forces, which must not be confused
with a vector of equivalent external torques applied on the links.

• On the contrary, applying Fe,ext on the end effector is equivalent to applying
internal motor torques having a value of JTFe,ext.
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2.2 State-of-the-art control techniques

Physical human-robot interaction is a widely researched and expanding topic, due
to the advancements in the collaborative robotics field, described in Chapter 1.

The most common way to implement hand guiding in a collaborative context is
imposing a desired end effector behavior, in the form

Λdv̇ + Ddv = Fext , (2.40)

where v is a 6-dimensional vector containing the linear and angular end effector ve-
locities, Fext is a 6-dimensional vector containing the end effector forces and torques,
Λd is the desired inertia matrix and Dd is the desired damping matrix. The iner-
tia and damping matrices have dimension 6x6 and are usually diagonal, to obtain
decoupled dynamics.

There are basically two main approaches to treat this kind of problem, which
are impedance control and admittance control. Both impose a desired end effector
dynamic behavior, with impedance control imposing it at the joint torques level, and
admittance control imposing it at the joint velocities level.

Impedance control strategies are founded upon the works of Hogan ([33]) and
Khatib ([38]). In this framework the dynamics of the operational space and those
of the joints space are put in relation to each other. Remembering the joints space
Lagrangian dynamic equations

Bq̈ + c + g = τc + JTFext , (2.41)

the operational space equations of motion can be represented as

Λv̇ + µ + Fg = Fc + Fext , (2.42)

where Λ is the end effector inertia matrix, µ is the vector of the end effector cen-
trifugal and Coriolis forces, Fg is the end effector gravity vector and Fc are the end
effector forces and torques corresponding to the joint command torques. For the pre-
vious quantities the following relation with the joints space dynamic model hold:

Λ =
(

JB−1JT
)−1

, (2.43)

µ = ΛJB−1c − ΛJ̇q̇ , (2.44)

Fg = J†Tg , (2.45)

Fc = J†Tτc . (2.46)

As a result, the desired end effector behavior in (2.40) can be obtained by sending to
the motors the following torque commands

τc = JT
(

µ + Fg − ΛΛ−1
d Ddv +

(
ΛΛ−1

d − I
)

Fext

)
. (2.47)

It is also possible to apply this approach imposing only a translational behavior,
as in [22]. In this case, equations (2.41)-(2.47) are the same, but the end effector force
and velocity vectors include only the three translational elements, and the Jacobian
includes only the first three rows related to the translational end effector velocity.

This approach is used very frequently in the context of physical human-robot in-
teraction [52, 58, 51, 40, 80]. Often the impedance is made variable during the motion
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to improve the performance and guarantee stability ([22, 2, 31, 53, 34]), sometimes
also introducing an approximated model of the human arm impedance ([77, 47, 76,
10]) and learning techniques ([75, 30, 61]).

Admittance control ([62, 46, 57, 32]) seeks as well to obtain a desired end effector
behavior according to (2.40), yet its output is not a vector of joint torques but of
joint velocities, computed based on the forces and torques vector (constituting the
input in this context) and through integration of the end effector velocity. Another
lower level controller must then take care of tracking the desired admittance joint
velocities. Even in the case of admittance control, varying the desired inertial and/or
damping parameters is quite frequent in the literature ([50, 4, 21, 16, 16, 65]).

2.3 Hand guiding application setup

As already introduced in Section 1.3, the application considered in the present thesis
is a HG collaborative scenario for drilling operations. With respect to Figure 1.11,
the IMU tracking system is not included in the scope of this work. In this Section,
some details regarding the components of the robotic system will be provided that
will allow understanding better the results of the thesis.

2.3.1 Robotic arm

The Franka Emika Panda robotic system consists of Franka Arm, the actual robotic
arm, and Franka Control, a control station connected to the robot through a pro-
prietary-technology cable. This control station contains power-conditioning devices
and a computational unit to calculate the commands to be provided to the drivers
and to elaborate the data coming from the sensors.

Franka Control can be connected to a workstation PC via an Ethernet cable.
The PC can communicate with Franka Control through the Franka Control Inter-
face (FCI). Data from the sensors and commands to the drivers are sent in real time
with a cycle time of 1 ms, so the controllers running on the workstation PC must
have a computing time of less than 1 ms. If this is not the case, the robot will enter
an error state.

The command signals can be sent to the FCI through five possible command
interfaces, joint torque interface, joint position interface, joint velocity interface, end
effector position interface and end effector velocity interface. In the thesis only the
joint torque interface and the joint velocity interface will be used. Regarding the
joint torque interface, it needs to be specified that the command signal is the link-
side joint torque without the gravity contribution, which is added by default to the
command by Franka Control.

The data received from FCI at each cycle time, instead, are the encoders and
torque sensors signals, other values obtained from the data from those sensors and
the kinematic and dynamic parameters of the robot. In particular, FCI provides the
inertia matrix, the Coriolis vector, the gravity vector and the Jacobian. It has to be
specified, that, while the kinematic parameters in the Denavit-Hartenberg formu-
lation are made available by the manufacturer, the dynamic parameters (i.e., the
masses, centers of mass and inertia matrices of the links) are not provided. They
are known internally by the computing unit within Franka Control, but this infor-
mation is not shared with the user, who only has access to the values of the inertia
matrix, Coriolis vector and gravity vector at the current iteration, not to their general
expression.
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(a)

(b)

FIGURE 2.4: Drill end effector.

2.3.2 End effector

The tests for the present thesis were performed with a drilling end effector mounted
on the final flange of the robot. The force/torque sensor already cited in 1.3 was
placed before the tool grabbed by the human operator.

The end effector is shown in Figure 2.4. It consists of a metal structure holding
a pneumatic drill. The force/torque sensor is connected on one side to the metal
structure and on the other side to a 3D-printed handle that is grabbed with both
hands by the user. On the part of the handle that is held by the right hand a trigger
is present to allow starting the rotation of the drill when the trigger is pressed and
stopping the rotation when it is released. This trigger, in fact, is connected to a 4/2
pneumatic valve that allows or avoids the flux of compressed air to the pneumatic
drill.

To properly control the robot, it is needed to know the mass and center of mass
of the end effector structures. The developers of Franka, in fact, require that these
pieces of data be manually inserted within the robotic system when a custom end
effector is mounted on the terminal flange.

The mass of the end effector could easily be known by measuring it with a bal-
ance, but there was no way to know the center of mass, because a CAD model of the
pneumatic drill and of the force torque/sensor is not available.

Then the following method is used to estimate these parameters. According to
[28, 27, 37], the dynamic parameters can be retrieved by exploiting the property that
the dynamic model (2.8) is linear in the parameters, namely, it can be rewritten as

Y (q, q̇, q̈)

π1
...

πn

 = Y (q, q̇, q̈)π = τ , (2.48)

where n is the number of joints and πi is the 11-dimensional vector of dynamic
parameters of link i, being defined as

πi =
[
mi milCix milCiy milCiz Îixx Îixy Îixz Îiyy Îiyz Îizz Imi

]T , (2.49)

where mi is the mass of the i-th link, lCix, lCiy and lCiz are the positions in x, y and z
of the center of mass of the i-th link, Îixx, Îixy, Îixz, Îiyy, Îiyz, Îizz are the elements of the
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inertia tensor of the i-the link and Imi is the moment of inertia of the i-th motor.
Since the torques on the right side of (2.48) are available from the torque sensors

readings, if a large number of measurements are recorded, the vector π can be found
by stacking these measurements as

Ȳ (q, q̇, q̈)π = τ̄ . (2.50)

The regressor matrix Ȳ is in general not full-rank. So it has to be pruned of the
linearly dependent columns, obtaining a full column rank regressor matrix ȲR. Then
a set of independent feasible regrouped parameters (i.e., a linear combination of the
real dynamic parameters) is defined as

π = LπR , (2.51)

where L is the matrix expressing the linear combination of the dependent parame-
ters, and these parameters can be estimated as

πR = Ȳ†
Rτ̄ . (2.52)

In the case under consideration, the parameters of the inertia tensors and of the
moments of inertia of the motors are not of interest, so the dimension of the vec-
tors πi is only 4, and the measurements needed to estimate the parameters could be
taken in static conditions (if also the inertial parameters had been of interest it would
have been necessary to execute and record trajectories that could be able to excite the
inertial modes of all the links). In particular, the testing procedure consisted of the
robot being moved by a random feasible (i.e. without self collisions or collisions
with the environment) and of the recording of the joint positions and joint torques
once the robot was stopped. The data relative to 200 random positions were col-
lected without any end effector and with the drill end effector. Then the regrouped
dynamic parameters were retrieved, and finally the real dynamic parameters were
obtained through (2.51).

To estimate the mass and center of mass of the end effector it has to be considered
that the mass of center of mass of the seventh link are known from the parameter
estimation in the unloaded case, and that, for the loaded case, the elements of π
relative to the overall seventh link (seventh link of Franka arm + custom end effector)
are m7 + me, m7lC7x + melCex, m7lC7y + melCey and m7lC7z + melCez, me being the mass
of the custom end effector and lCex, lCey and lCez being the positions of the center of
its center of mass in the x, y and z coordinates, with respect to the flange reference
frame. Then, the mass and center of mass of the end effector can simply be found by
solving a linear system of four equations in four unknowns.

The resulting estimated mass was then found to be 1.845 kg for the drill end
effector. Its real value, measured with a balance, was instead 1.839 kg, allowing to
conclude that the method had provided reliable results. The positions of the center
of mass in x, y and z were 0.0298 m, -0.0304 m and 0.0519 m. As already noted, the
precision of these last results could not be checked exactly. However, an indication
of their plausibility is given by the fact that, when these parameters were applied
to the system, the robot arm remained in equilibrium when 0 torque was applied,
meaning that the internal gravity compensation was effective.
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2.3.3 Experimental procedure

The described setup was employed to test several control techniques, which will be
described in detail in the following Sections. The tests will involve a human opera-
tor guiding the end effector through predefined simple trajectories (with diagonal,
triangular or circular paths), which were drawn on a surface so that they could be
followed more easily by the experimenter and so that the tests could be more repeat-
able.

The main goals of these tests are the following:

1. assess how precisely the operator can follow the desired trajectory: if the con-
troller is appropriate the behavior of the end effector should be transparent,
meaning that it should be very easy to guide the end effector where it is de-
sired. Instead, if the controller does not perform suitably, there will be the need
of frequent corrective actions along the trajectory, resulting in a path that does
not resemble very much the desired (diagonal, circular or triangular) one.

2. assess how much effort is needed to perform the trajectory: the data measured
by the force/torque sensor along the trajectory will be reported, the aim of the
controller being especially to minimize the force needed to execute the task.
Additionally, the end effector velocity is also important, because if the con-
troller guarantees a smooth and fluid behavior the operator will go through
the trajectory more quickly.

The tests were performed first guiding the end effector in the translational and
rotational degrees of freedom, and then only in the translational degrees of freedom,
to evaluate the performance of the collaborative robotic platform in different opera-
tive conditions.

2.4 Impedance control

2.4.1 Issues with the Franka joint torque interface

The first possible way of controlling the robot that was examined is impedance
control, performed according to the framework described in Section 2.2, providing
through the Franka torque interface a control command equal to

τc = JT
(

µ − ΛΛ−1
d Ddv +

(
ΛΛ−1

d − I
)

Fext

)
+ g. (2.53)

In the first test the desired inertia and damping matrices were chosen as diagonal
matrices to decouple the dynamics. The translational desired inertia was chosen as
5 kg, the rotational desired inertia as 0.5 kg m2, the translational desired damping
as 0.5 N s/m and the rotational damping as 0.5 N s. Starting from the initial joint
configuration [0, -0.7854, 0, 2.3562, 0, 2.0071, 0] rad that can be seen in Figure 2.5 (all
the tests will start from this same initial configuration), the human operator applied
a torque around the z axis of the end effector frame, which coincides with the flange
frame indicated in Figure 2.6.

The results of this simple experiment are presented in Figures 2.7–2.10. What
would be intuitively expected is a movement of only the seventh joint to follow the
rotation impressed by the human hand. Instead, as can be observed in Figure 2.7,
none of the joints has significant motions, in spite of the fact that a high torque is
applied around the z axis (see Figure 2.8). In fact, as can be seen from Figure 2.9,
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FIGURE 2.5: Starting position for all the tests.

FIGURE 2.6: Reference frames of the robot, defined according to the
Denavit-Hartenberg convention.
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FIGURE 2.7: Joint velocities in the impedance control test on the rota-
tion about the z axis.

the control torque τc,7 almost completely compensates τext,7, which is the seventh
element of the vector τext = JTFext. The sum of these two contributions, referred to
as τgen f orces,7, is almost null, resulting in an absence of motion of the seventh joint.

To provide an explanation for this phenomenon, it is needed to consider, on the
one hand, the inertia matrix of the robot, and, on the other hand, the nature of the
transmission system within the joints. In the initial configuration, the inertia matrix
is equal to

B =



0.4805 −0.0061 0.4463 −0.0006 0.0447 0.0021 −0.0044
−0.0061 1.5087 −0.0220 −0.6531 −0.0088 −0.0359 −0.0005
0.4463 −0.0220 0.9294 −0.0131 0.0506 0.0010 −0.0059
−0.0006 −0.6531 −0.0131 0.8886 0.0208 0.1103 −0.0008
0.0447 −0.0088 0.0506 0.0208 0.0204 0.0007 0.0015
0.0021 −0.0359 0.0010 0.1103 0.0007 0.0403 −0.0012
−0.0044 −0.0005 −0.0059 −0.0008 0.0015 −0.0012 0.0023


kg m2 .

(2.54)
It can be observed that the inertia of the seventh link is very low, so a very small
torque is enough to accelerate this link. As a result, when a high torque is applied
with the hand on the z axis starting from the initial position, the impedance control
algorithm will apply an opposing torque so that the end effector rotates about the z
as if it has a rotational inertia of 0.5 kg m2 and a rotational damping of 0.5 N s. That is
the case of Figure 2.9, where the very small resulting τgen f orces,7 should be enough to
generate an acceleration about the z axis such that the desired end effector behavior
is obtained.

However, this is not what happens in practice, and this is due to the transmis-
sion inside the robot joints. In the Franka Emika, in fact, the reducers are harmonic
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FIGURE 2.8: End effector forces and torques in the impedance control
test on the rotation about the z axis.
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FIGURE 2.9: Control torque and external torque of the seventh joint
in the impedance control test on the rotation about the z axis.
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FIGURE 2.10: Measured and theoretical z-axis angular velocity in the
impedance control test on the rotation about the z axis.
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FIGURE 2.11: Seventh joint angular velocity (left) and model torques
(right) in the test with only torque compensation.

drives, which are very hard to backdrive. So the problem with the impedance con-
trol scheme mainly consists in the fact that the dynamic model in (2.8) is not exact,
because it does not consider an unmodelled opposing torque due to the harmonic
drive. As a result, Figure 2.10 shows that there is a huge discrepancy between the
expected behavior according to the desired impedance behavior (blue line showing
the expected end effector angular velocity along the z axis) and the actual behavior
(red line showing the measured end effector angular velocity along the z axis).

To further prove this point, another test was performed in which only the torque
compensation was provided to the torque command interface. In this case, the sev-
enth joint is actually moved, but the model of (2.8) is shown to be completely inac-
curate. Figure 2.11 shows that the user, in this case, is perfectly able to rotate the
seventh joint, but the left side of (2.8) (Bq̈ + c + g) is much smaller than the right
side (τc + JTFext).

An additional observation that can be made regarding the accuracy of the model
is that, due to the opposing torque from the harmonic drive (which can be regarded
as an energy loss), it is not even longer true that the generalized forces in the model
due to the motor torques are simply a vector whose elements are the motor torques
themselves, as in (2.36). In fact part of the reaction torque on the link which is previ-
ous with respect to the motor is dissipated in the harmonic drive, making the proof
of Subsection 2.1.2 inexact. This was shown by applying a constant torque on the
seventh joint. In such a case, according to the model, not only the seventh joint, but
also the first joint should have moved, due to considerations analogous to those re-
garding the system in Figure 2.3. Instead, in this test only a motion of the seventh
joint was observed.

On the other hand, it could be argued that, even though the model in (2.8) lacks
a harmonic drive opposition torque term, it would be possible to take this into ac-
count and send a torque command that compensates for this term. However, this
is actually not possible because the torque value sent to the Franka interface is not
simply the one that will be commanded to the motor, but is elaborated in a “black
box” way by the Franka proprietary libraries in the FCI. Considering in more detail
the transmission, each of the joints is built as in Figure 2.12. According to the docu-
mentation of FCI, the torque command is the desired torque at the link following the
joint (i.e., the torque after the harmonic drive). This intrinsically means that there is
some control layer that is out of the scope of the user. In fact, the pure torque com-
mand would be on the motor (RoboDrive in the figure). In addition, when a certain
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FIGURE 2.12: Transmission system within the Franka links [1].

torque command is sent to the interface, its value does not correspond to the torque
that is applied after the harmonic drive.

This is shown by the fact that, when only the gravity compensation torque is
applied, as in the test in Figure 2.11, the torque that the user needs to apply is sig-
nificant, but not extremely high (around 1.5 N m). As a comparison, a test was per-
formed with a structure imitating the joint transmission system (see Figure 2.13),
consisting of a harmonic drive, with the same gear ratio of 50 of the Franka robot
joints. The circular spline is attached to a fixed frame (simulating the preceding link),
the flexible spline is fixed to a force torque sensor connected to a handle (simulating
the following link) and the wave generator is connected to an encoder (simulating
the motor), which is also attached to the frame. Figure 2.14 shows that the torque
needed to slightly move the encoder shaft is much higher. The resulting remark is
that even when a zero torque command (with gravity compensation) is sent to the
joints, the motors are actively helping the motion, so the “real” torque that is applied
after the harmonic drive is not only the gravity compensation.

For all these reasons, using the FCI torque interface to obtain a desired end ef-
fector behavior in the context of impedance control is problematic, since the control
system of the robot is not open enough to obtain an exhaustive and precise handling
of the motor torques, as will be shown in the following tests.
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FIGURE 2.13: Test bench to study the backdrivability of the robotic
joint.
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FIGURE 2.14: Encoder position and measured torque in the joint-like
structure test.
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2.4.2 Impedance control tests

The tests that will be presented in the following consider a case study in which
the operator moves the end effector along a diagonal trajectory. In the first test
the translational desired inertia was chosen as 5 kg, the rotational desired inertia as
0.5 kg m2, the translational desired damping as 0.5 N s/m and the rotational damp-
ing as 0.5 N s. The results are shown in Figures 2.15–2.23.

As already discussed in the previous case, Figure 2.15 shows there is a significant
discrepancy between the torque expected from the dynamic model (left side of (2.8))
and the one from the generalized forces from the motors and from the operator (right
side of (2.8)). In Figure 2.16 it can be observed that the forces needed to perform the
motion are high, but the resulting end effector velocity is low. Even more significant
is the data relative to the orientation of the end effector with respect to the base
reference frame. What would be desired is to maintain the same orientation along
the whole trajectory, but this is not possible for the same problem that emerged in
the preliminary test on the rotation about the z axis: due to the discrepancy in the
dynamic model the rotation of the end effector is “locked” and therefore it is not
possible to orient it as desired. The result is that, even if the user tries to apply forces
to correct the orientation and to maintain it at the initial values (0° for roll and pitch
and 180° for yaw), the angles vary significantly.

The outcome of these non-idealities can be seen in Figures 2.17 and 2.18. These
figures are complementary: in the first one, the forces/torques that would result
from the impedance model based on the measured linear/angular velocity are com-
puted and compared to the real forces/torques; in the second one, the linear/angular
velocities that would result from the impedance model based on the measured forces/
torques are computed (with forward Euler integration) and compared to the real
forces/torques. It can be seen that the desired decoupled dynamics which would
guarantee a low effort to the operator are very far from being achieved.

Figure 2.19 shows how the external force varies along the trajectory, Figure 2.20
shows how the orientation angles vary along the trajectory: it can be observed that in
the middle point of the diagonal path the orientation is the correct one, but when the
end effector is moved to the terminal points of the trajectory the orientation changes
even if the user applies a force to try to keep the drill in the initial orientation (Fig-
ure 2.21 shows the orientation in one of the terminal points of the diagonal path).
Figure 2.22 shows how the velocity varies along the trajectory and, finally Figure 2.23
shows how the height along the z axis varies along the trajectory: it would be de-
sired to keep the end effector approximately at the same height along all the path,
but this is not possible to the problems of the impedance control scheme that were
mentioned.

The same tests were also performed with lower translational inertia (1 kg) and ro-
tational inertia (0.1 kg m2). The results are reported in Appendix A (Figures A.1–A.8)
for better readability of the thesis. It can be observed that the discrepancy between
the model torques and the generalized forces is less significant and that the end ef-
fector forces are much lower, but the system shows an unstable behavior, emerging
from the very significant oscillations in the graphs, due to the fact that the inertia is
too low. Additionally, it is still not possible to maintain the initial orientation.

For both tests, this way of controlling the robot is not satisfactory, especially be-
cause it is not acceptable that the orientation of the end effector may change with-
out the possibility for the operator to adjust this, even applying very high forces/
torques.



34 Chapter 2. End effector control

0 5 10 15
Time [s]

-3

-2

-1

0

1

2

T
o
rq

u
e

[N
m

]

=model;1

=genforces;1

0 5 10 15
Time [s]

-20

-10

0

10

T
o
rq

u
e

[N
m

]

=model;2

=genforces;2

0 5 10 15
Time [s]

-15

-10

-5

0

5

T
o
rq

u
e

[N
m

]

=model;3

=genforces;3

0 5 10 15
Time [s]

16

18

20

22

24

T
o
rq

u
e

[N
m

]

=model;4

=genforces;4

0 5 10 15
Time [s]

0

0.5

1

T
o
rq

u
e

[N
m

]

=model;5

=genforces;5

0 5 10 15
Time [s]

1.6

1.8

2

2.2

2.4

2.6

T
o
rq

u
e

[N
m

]

=model;6

=genforces;6

0 5 10 15
Time [s]

-0.05

0

0.05

T
o
rq

u
e

[N
m

]

=model;7

=genforces;7

FIGURE 2.15: Diagonal motion test with impedance control, with
high inertia and damping parameters: dynamic model accuracy.
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FIGURE 2.17: Diagonal motion test with impedance control, with
high inertia and damping parameters: comparison of expected and

measured forces/torques.
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high inertia and damping parameters: norm of the end effector force

vector along the trajectory in the x-y plane.
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(a)

(b)

FIGURE 2.21: Diagonal motion test with impedance control, with
high inertia and damping parameters: robot configuration at the ter-
minal point of the diagonal (see (a)) compared with the end effector
in the same position but in the correct straight orientation (see (b)).
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FIGURE 2.22: Diagonal motion test with impedance control, with
high inertia and damping parameters: norm of the end effector ve-

locity vector along the trajectory in the x-y plane.
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As a result, the impedance control scheme considering only the translational
part, introduced in Section 2.2, was also tested. Figures 2.24–2.31 show the results of
the translational impedance control with 5 kg as translational inertia and 0.5 N s/m
as translational damping. In this case, the orientation problem improves with re-
spect to the previous tests, because the control does not aim at changing the rota-
tional behavior of the robot. However, the forces needed to move the end effector
are much larger than in the previous case and the velocity that it is possible to reach
is significantly lower.

Instead, if the desired translational inertia is decreased to 1 kg the results improve
significantly, as shown in Appendix A (Figures A.9–A.16). In this case, even if the
ideal impedance behavior is far from being reached, the forces are lower and the
path is performed with a higher velocity.

It is also noticeable that, for the translational control scheme a desired mass of
1 kg generates a more suitable behavior and a mass of 5 kg makes it very hard for
the operator to move the robot, while, for the translation and rotational impedance
control scheme the 5 kg mass is better and the 1 kg mass generates instability. This
discrepancy between the only translational impedance mode and the translational
and rotational impedance mode, which at first might seem surprising, is due to the
unpredictable way in which the inaccuracies in the model affect the overall result of
the two different control schemes.
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trol, with high inertia and damping parameters: comparison of ex-

pected and measured linear velocities.
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FIGURE 2.28: Diagonal motion test with translational impedance con-
trol, with high inertia and damping parameters: norm of the end ef-

fector force vector along the trajectory in the x-y plane.
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trol, with high inertia and damping parameters: roll, pitch and yaw

angles of the end effector along the trajectory in the x-y plane.



42 Chapter 2. End effector control

0.2 0.25 0.3 0.35 0.4

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

FIGURE 2.30: Diagonal motion test with translational impedance con-
trol, with high inertia and damping parameters: norm of the end ef-

fector velocity vector along the trajectory in the x-y plane.

0.2 0.25 0.3 0.35 0.4

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.49

0.5

0.51

0.52

0.53

0.54

FIGURE 2.31: Diagonal motion test with translational impedance con-
trol, with high inertia and damping parameters: height on the z axis

along the trajectory in the x-y plane.



2.4. Impedance control 43

The conclusion is that, if it is desired to use an impedance control scheme, it
is more appropriate to choose a translational scheme with a low desired mass. To
assess the performances of such a controller in a more complete way, three more
tests with a 1 kg desired mass were performed. In the first one the path that the user
tries to execute is a triangle on the x-y plane, in the second one it is a circle on the
x-y plane and in the third test it is a circle on the y-z plane. The data relative to the
triangular test are reported in Figures 2.32–2.35, while those relative to the circular
tests are reported in Appendix A, because their results are conceptually analogous
to those of the triangular path (Figures A.17–A.24).

In these Figures, unlike the previous tests, the data showing the discrepancies in
the dynamic model and in the impedance model are omitted for brevity, but obvi-
ously even in this case the difference between the expected ideal behavior and the
real one was very significant, due to the inherent problems of the impedance control
scheme.

What emerges from these tests is that even with the translational impedance con-
trol scheme it is quite difficult to follow a desired trajectory. In fact, all the trajectories
are executed three times and each time the path is rather different, meaning that the
motion imposed by the operator was “deviated” by internal unmodelled opposition
forces. In the case of the circular motion in the y-z plane, however, the precision
is greater, due to the fact, for that particular joint configuration and that particular
trajectory, the unmodelled opposition forces were less significant. This is a further
proof of the anisotropy and untrustworthiness of such a control scheme.

The forces needed to move the end effector have peaks around 20-30 N, and
are much smaller for the circular motion in the y-z plane. Once again, an anisotropic
behavior can be noticed, with the forces being higher in some parts of the trajectories
and lower in other parts. Conversely, the velocities are generally higher in the parts
of the trajectories where the forces are lower, because there is less “opposition”. This
is especially evident in the circular motion in the x-y plane (Figures A.17 and A.19).

The orientation of the end effector is not kept constant along the motion (see
Figures 2.33, A.18 and A.22). In particular, the roll angle with respect to the base
reference frame changes significantly (20-30°) for all three trajectories. However, the
situation here is different with respect to the translational and rotational impedance
control. In that case, in fact, it was not possible for the user to reorient properly the
end effector; in this case, instead, the user could apply forces and torques on the
end effector to keep it oriented as desired, but does not do so because this correction
would require a significant effort. Therefore, an orientation error is present because
the control does not provide any help in this reorientation, as the control is only
translational: in particular, the roll angle is the one having the largest error, and in
fact it is associated to the rotation around the z axis of the base reference frame. So
to keep it at 0° the user should apply a torque on the seventh joint, similarly to the
situation described in the preliminary test in Figure 2.11.

Finally, for all three trajectories the height on the x-y plane (y-z plane for the
second circular motion) is not kept constant, as would be desired (see Figures 2.35,
A.20 and A.24), once again because of the disturbance actions of the unmodelled
terms.
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FIGURE 2.32: Triangular motion test with translational impedance
control, with low inertia and damping parameters: norm of the end

effector force vector along the trajectory in the x-y plane.
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FIGURE 2.34: Triangular motion test with translational impedance
control, with low inertia and damping parameters: norm of the end

effector velocity vector along the trajectory in the x-y plane.
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2.5 Helping control

Due to the intrinsic difficulties that are encountered applying impedance control,
another technique using the torque interface was analyzed. Let us consider again
the initial case study of the user applying a torque about the z axis, which in the
starting configuration coincides with the axis of the seventh joint. It can be argued
that, if the user needs to apply a positive/negative torque to move the seventh joint,
his effort would be decreased if some more positive/negative torque were provided
through the joint torque interface (“helping” control action).

Figure 2.36 shows the velocity of the seventh joint and the external torque (blue)
and command torque (red) on the seventh joint. Like in the previous cases, by exter-
nal torque on the seventh joint it is meant the seventh element of the JTFext vector,
and the command is equal to the external torque multiplied by a gain of 3. Compar-
ing this Figure to Figure 2.11, it can be observed that the behavior of the velocity is
similar, and the value of the external torque is significantly smaller, demonstrating
that the “helping” action was successful in decreasing the effort of the operator.

Based on the theory presented in Subsection 2.1.2, the idea behind the “helping”
controller that is presented in this Section is that, if some torques proportional to
the elements of the vector JTFext are commanded, the the end effector will be driven
as desired by the user, reducing his effort. It has to be underlined that this control
modality was introduced mainly as a substitute for the impedance control, and is
not rigorous from a theoretical point of view. If it had been possible to directly ac-
cess the “real” torque command, it would also have been possible to compensate the
dissipative effects of the harmonic drive, but this strategy could not be implemented
because of the “black box” nature of the torque command interface, which, in pres-
ence of external forces acting on the system, conditions the control signal sent in a
way that is not known by the user.

In fact, if at first it is imagined to have only the external forces and torques act-
ing on the end effector (without joint control torques), and then to add joint control
actions that are equal to JTFext, the overall control action will be double with respect
to the first case, but it cannot be inferred from the model that the end effector will
be guided in the same direction that would have been obtained without the control
action. Moreover, the considered formulation once again does not consider the in-
ternal dissipations and opposing actions due to the harmonic drives, which affects
the very exactness of the equation τ = JTFext, as already discussed in the previous
Section.

Nevertheless, controlling the robot with this very simple law proved to be rather
effective, as is shown in the following tests. Like for the impedance control, three
trajectories were tested, triangular on the x-y plane (Figures 2.37–2.41), circular on
the x-y plane (Figures B.1–B.5) and circular on the y-z plane (Figures B.6–B.10). All
the tests are performed with a gain of 3 for all the joints, chosen as the best trade-off
after proper trial-and-error tuning as the highest value, decreasing as much as pos-
sible the effort of the operator without making the controller unstable. Comparing
with the results of the same tests performed with the translational impedance con-
trol scheme, it can be observed that the effort needed to move the end effector has
decreased drastically, having peaks of around 5 N in some points of the trajectories
but staying around 2-3 N for most of the path, meaning that, as desired, the HRI is
almost seamless and very smooth. In addition, the precision of the motions has im-
proved: in fact, for all three trajectories, the lines of the successive iterations of the
path are almost superimposed and the deviation of roll, pitch and yaw from their
initial values is lower, even though the lines in the triangular motion are not straight
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as would be desirable, once again due to the deviation effects of the unmodelled
opposing torques, and for the same reason the circular trajectories are noticeably
deformed in some parts.
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FIGURE 2.36: Test of the “helping” action on the seventh joint.
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FIGURE 2.37: Triangular motion test with helping control: forces and
torques, linear and angular velocities and roll pitch and yaw angles.
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FIGURE 2.38: Triangular motion test with helping control: norm of
the end effector force vector along the trajectory in the x-y plane.
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FIGURE 2.40: Triangular motion test with helping control: norm of
the end effector velocity vector along the trajectory in the x-y plane.
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FIGURE 2.41: Triangular motion test with helping control: height on
the z axis along the trajectory in the x-y plane.
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2.6 Admittance control

As introduced in Section 2.2, a control strategy that is complementary to impedance
control is admittance control: in both cases a desired end effector dynamics is im-
posed, namely a desired inertia matrix and a desired damping matrix are chosen,
usually diagonal to have decoupled dynamics. In the case of admittance control,
though, the vector of forces and torques is treated as the input, based on which the
desired end effector linear and angular velocities are computed to fit the model. The
end effector velocity vector is mapped to joint velocities through the pseudo-inverse
of the Jacobian, and these velocities are commanded to the robot through the corre-
sponding interface.

Admittance control allows therefore to use the joint velocity interface. This is
particularly beneficial because it avoids all the problems related to the joint torque
interface. In fact, when a velocity command is sent to the joints an internal con-
troller of Franka (even in this case, in a “black box” way) takes care of tracking the
desired signal. In this way, the presence of unmodelled opposition torques inside
the transmissions is not of concern. In other words, differently from what happens
for the impedance controller scheme, and partially even with the helping controller
scheme, the inaccuracies of the dynamic model do not have any negative impact,
because the internal controller of Franka is accurate enough to follow successfully
the commanded velocity trajectory.

Also for the admittance control case, the usual tests were performed. Figures 2.42–
2.48 show the results of the triangular trajectory on the x-y plane, Figures C.1–C.7
show the results of the circular motion on the x-y plane and Figures C.8–C.14 show
the results of the circular motion on the y-z plane. All tests were performed with a
translational inertia of 2 kg, a rotational inertia of 0.1 kg m2, a translational damp-
ing of 0.5 N s/s and a rotational damping of 0.5 N s. The most notable results are
that the forces and torques required to move the end effector are very low and that
the admittance model is matched by measured data (Figures 2.43, 2.44, C.2, C.3, C.9
and C.10). The precision of the trajectory is good: especially in the triangular trajec-
tories the lines are much straighter than in all the other cases analysed up to now.
However, there is still some imprecision left both from the point of view of the re-
peatability of the trajectory and of the orientation angles. This is mainly due to the
rotational inertia contribution: in fact, even though an inertia of 0.1 kg m2 is rather
small, a noticeable torque is still required to stop a rotation of the end effector, and
this tends to generate an oscillatory behavior that is quite disturbing when driving
the robot.
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FIGURE 2.42: Triangular motion test with admittance control: forces
and torques, linear and angular velocities and roll pitch and yaw an-

gles.
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FIGURE 2.43: Triangular motion test with admittance control: com-
parison of expected and measured forces and torques.
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FIGURE 2.45: Triangular motion test with admittance control: norm
of the end effector force vector along the trajectory in the x-y plane.
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FIGURE 2.46: Triangular motion test with admittance control: roll,
pitch and yaw angles of the end effector along the trajectory in the

x-y plane.
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FIGURE 2.47: Triangular motion test with admittance control: norm
of the end effector velocity vector along the trajectory in the x-y plane.
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on the z axis along the trajectory in the x-y plane.
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To eliminate the imprecisions due to the rotational inertia, and to verify the be-
havior of the control scheme under a different operative condition, a series of tests
implementing an only translational admittance control scheme was performed. Test-
ing once again the triangular motion on the x-y plane (Figures 2.49–2.55), the cir-
cular motion on the x-y plane (Figures C.15–C.21) and the circular motion on the
y-z plane (Figures C.22–C.28), it can be observed that, differently from the case of
translational-only control with the impedance scheme, this time there is actually
only translational motion. The effort needed for such a motion is again very low,
and the path is followed with great accuracy.
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FIGURE 2.49: Triangular motion test with translational admittance
control: forces and torques, linear and angular velocities and roll

pitch and yaw angles.
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FIGURE 2.50: Triangular motion test with translational admittance
control: comparison of expected and measured forces.
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FIGURE 2.51: Triangular motion test with translational admittance
control: comparison of expected and measured linear velocities.
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FIGURE 2.52: Triangular motion test with translational admittance
control: norm of the end effector force vector along the trajectory in
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FIGURE 2.53: Triangular motion test with translational admittance
control: roll, pitch and yaw angles of the end effector along the trajec-

tory in the x-y plane.
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control: norm of the end effector velocity vector along the trajectory
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control: height on the z axis along the trajectory in the x-y plane.
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2.7 Preliminary considerations on null space control

One last consideration that has to be made regarding end effector control is about
what happens when also null space commands are sent. In fact, the structure that
is being considered is redundant and, in the context of manual guidance, null space
motions are necessary for several reasons, such as avoiding obstacles (the human
operator himself and/or other obstacles in the workspace), and moving away from
joint limits and singularities.

In general, the null space command, when the torque interface is used, takes the
form

τnull = k
(

I − JTJ†T
)

τ0 , (2.55)

where k is a free gain and τ0 is a vector indicating a desired torque direction, that
will then be projected onto the null space. The resulting null space torque is such
that it will not apply any forces and torques on the end effector.

In the following example the gain was chosen as 5 and the vector τ0 as [1, 0, 0, 0,
0, 0, 0]T Nm. The motion resulting from the null space command was recorded. The
end effector was left free (the hands of the operator were not grabbing the handle),
so what should have happened was a motion of the kinematic structure (with the
first joint rotating in the positive direction, because of the choice of τ0), with the
end effector keeping its position and orientation. Instead, as can be observed in
Figures 2.56–2.58, there are a very significant displacement and rotation of the end
effector. This is once again due to the imprecision of the dynamic model. In fact, as
already discussed extensively, the torques sent through the joint torques interface do
not correspond exactly to the torque that is expressed at the link level (i.e., after the
harmonic drive), and thus there are forces/torques acting on the end effector even
when a null space command is intended.

Another interesting way to see the same problem is to perform the same test
with the operator grabbing the end effector and trying to keep it in its initial posi-
tion and orientation. This should be possible without applying any forces/torques,
but, in reality, the user struggles to maintain the initial configuration and has to ap-
ply significant forces with peaks of around 8 N and torques of up to 2.5 Nm (see
Figures 2.59–2.62).
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FIGURE 2.56: Null space test with torque control and hands detached
from end effector: position in x, y and z of the end effector and roll,

pitch and yaw angles of the end effector.
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from end effector: command torques.
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to the end effector: position in x, y and z of the end effector and roll,
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FIGURE 2.60: Null space test with torque control and hands attached
to the end effector: forces and torques acting on the end effector.
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FIGURE 2.61: Null space test with torque control and hands attached
to the end effector: command torques.
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FIGURE 2.62: Null space test with torque control and hands attached
to the end effector: joint positions.
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Finally, the null space movement was tested with the velocity interface. The
principle is the same of the previous cases, but this time the velocity command is
expressed as

q̇null = k
(

I − J†J
)

q̇0 , (2.56)

so that the resulting end effector velocity vector is null.
In this case the robot is successful in avoiding the motion of the end effector,

due to the effective action of the internal controller, which guarantees that the ve-
locity reference commands provided to the joints are followed with precision. In
Figures 2.63 and 2.64, in fact, it can be observed that the position and orientation of
the end effector undergo only some minor modifications that can be considered as
acceptable residual imprecisions of the control law, but will not impact negatively
on the manual guidance application.
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2.8 Discussion

The results of the previous tests can be summarized in the following points:

• Impedance control and admittance control should theoretically be equivalent,
both imposing a desired end effector decoupled motion law.

• In practice, however, due to the modelling errors and to the limitations of the
Franka torque interface, impedance control is not effective in achieving the
desired behavior.

• If the impedance control scheme imposes both a translational and a rotational
behavior the rotations of the end effector turn out to be “locked”, making this
control technique completely unviable.

• If the impedance control scheme imposes only a translational behavior, the
resulting end effector motion requires a reasonable level of force from the user
but is still completely different from the theoretical desired dynamics, resulting
in a non-decoupled and anisotropic behavior.

• As an alternative way to use the joint torque interface, the helping controller
was introduced. This controller provides good results in terms of forces needed
to move the end effector, but it does not result in very accurate trajectories, has
a sort of “heuristic” nature and again does not behave isotropically in all di-
rections.

• The admittance control scheme also provides very good results in terms of
forces applied by the user, and is also fully adherent to the theoretical desired
behavior imposed by model motion law, obtaining a decoupled and isotropic
behavior.

• If the admittance scheme is both translational and rotational some involuntary
oscillatory motion is sometimes experienced due to the rotational inertia, mak-
ing the control less precise, while if only the translational part is imposed in the
motion law, while the orientation is kept fixed, the movement is cleaner and
smoother. Adopting this strategy would not be enough for all operative con-
ditions, because it is needed to change the orientation in the proximity of the
area where the end effector needs to operate (e.g., the wall where the drill must
perform the hole, or the object that the cooperative robot must lift guided by
the human). Some additional reorientation control laws should be developed
in those cases, but they would be specific for the needs of the actual applica-
tion. As a general alternative, it would also be possible to study if it would be
possible to just set a translational and a rotational damping (without inertia).
This was tried but the results were not acceptable because the end effector ex-
hibited a very vibratory and unstable behavior, due to the oscillations in the
force/torque sensor data. As a future development of this thesis, some more
sophisticated filtering technique will be applied to assess if a damping-only
controller is feasible.

• The null space motions are problematic when using the torque interface, be-
cause they generate additional forces on the end effector, i.e., the force null
space is not really a null space, and, for the intrinsic limitations of the torque
interface, there is nothing that can be done to avoid or mitigate this problem;
instead, the velocity null space works in a perfectly satisfactory way.
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A synthetic comparison of the results is presented in Figures 2.65–2.67, where the
considered controllers are the translational impedance controller with 5 kg transla-
tional inertia and 0.5 N s/m translational damping, the helping controller, the full
(translational and rotational) admittance controller with 1 kg translational inertia,
0.1 kg m2 rotational inertia, 0.5 N s/m translational damping and 0.5 N s rotational
damping and the translational admittance controller with 1 kg translational inertia
and 0.5 N s/m translational damping (the full impedance controller was not con-
sidered because of its rotational “locking” problems). The Figures show the mean
values of some quantities of interest to evaluate the performance of the controllers,
namely the mean value of the force, velocity, distance with respect to the desired
plane of motion, and difference with respect to the desired values of roll, pitch and
yaw (namely, 0°, 0° and 180°, because it is desired to keep fixed the initial straight
orientation of the end effector). The controller is best if the mean velocity is maxi-
mized (because the operator is trying to guide the end effector as quickly as possible,
so the velocity will be higher if little resistance is felt) and all the other parameters
are minimized.
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The conclusions that can be drawn for these results are the following:

• The admittance control scheme is surely the one to be preferred in the present
context: impedance control, even in its translational only version, has poorer
results; helping control, instead, has comparable results in itself, but would
pose several problems when it had to be associated with null space command.
In fact, the null space motion would also generate end effector forces that could
not be distinguished from the “clean” end effector forces indicating the desired
motion directions, which would affect very negatively the quality of control.
With admittance control instead, the null space velocity command would not
disturb in any way the end effector motion.

• It has to be underlined that such a conclusion is valid in the context of the
Franka robot control framework: in fact, the problems related to the impedance
and helping control schemes are mainly due to two factors: 1) an imperfect
knowledge of the internal mechanics of the transmission system in the joints,
resulting in an inaccurate dynamic model; 2) the limitations and “black box”
nature of the joint torque interface. If the robotic system had been completely
open, it would have been possible to command the real motor torques, i.e.,
the torques acting on the shafts before the harmonic drives. Moreover, with a
complete knowledge of the model, it would have been possible to implement
as well the impedance control scheme, and to avoid the errors in the torque
null space command.

• Nevertheless, it could be argued (but this is a merely hypothetical statement,
due to the impossibility to prove this with data from the robotic system) that
in any case the admittance scheme is preferable. In fact, using the torque in-
terface relies on an extremely good knowledge of the model, because even
small errors can propagate and be amplified in an unpredictable way, espe-
cially in impedance control. Instead, inaccuracies of the model would be less
detrimental for the admittance control scheme, even if the internal controller
commanding the torques to the joints in order to track the desired velocity tra-
jectory had to be developed instead of being provided by Franka. In fact, a
knowledge of the model would be helpful to improve the performance of such
a controller, but basic proportional, integral and derivative actions, or other
more sophisticated strategies, could compensate for modelling errors, even if
they were significant.
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Chapter 3

Null space control

3.1 Introduction

As already introduced, once the strategy for the end effector control has been de-
fined, it is necessary to also compute the null space command so as to avoid singu-
larities, joint limits and collisions of the human operator with the kinematic structure
of the robot. For the reasons explained in Section 2.7, only velocity null space com-
mands will be considered, because of the inherent problems with torque null space.
In this framework, during the PhD two innovative null space control techniques
have been introduced, and they have been presented at the 2023 International Con-
ference of Robotics and Automation (ICRA) in London ([48]). In the following, these
algorithms will first be contextualized in the literature about null space, then they
will be formalized, tested in a relevant case study and proved to be adequate for
real-time implementation with the Franka Emika Control system.

The most common approach to solve the inverse kinematics of a redundant robot
is the Gradient Projection Method (GPM), originally introduced by Liegeois [41].
GPM computes the null space command as the product of the opposite of the gra-
dient of some cost function by a matrix which projects it on the null space of the
Jacobian, with the projection matrix being such that the obtained null space vector
is the most similar to the opposite of the gradient.

Several cost functions are presented in the literature, for example in [41] and [81]
a function of the distance from the central joint position is used for joint position
limit avoidance; in [42], [12] and [82] obstacle avoidance is obtained using different
types of functions of the distance between the robot and obstacles in the workspace;
[79] and [39] propose to use different types of measures of the manipulability in
order to ensure singularity avoidance.

Other methods ([20], [29]) recur to the solution of a quadratic programming
problem, enforcing constraints on joint limits and on the distance from obstacles
in the workspace; [35] extends [20] to include several objectives with different levels
of priority. Workspace augmentation ([64]) uses a method for kinematic inversion
based on the transpose of the Jacobian and extends it including constraints in the
form of an error which is made to converge to zero. Full Space Parametrization and
Parametrization through Null Space ([55] and [36]) seek a linear combination of the
elements of a basis of the null space of the Jacobian to satisfy the constraints.

Also [56], [59] and [60] recur to the solution of an optimization problem in which
the decision variables are the coefficients of the linear combination of the null space
of the Jacobian, but [56], when applied to obstacle avoidance, finds the solution that
is most similar to a desired “escape velocity", chosen without taking into account the
joint limits, while [59] and [60] aim at finding the time-optimal trajectory respecting
the joint limits.
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It would theoretically be possible to address redundancy resolution using in-
verse dynamics, such as in [15], but in this Chapter only velocity null space ap-
proaches will be treated, because torque null space is not applicable with the Franka
joint torque interface, for the reasons discussed in Section 2.7.

3.2 Formalization of GPM and NSBM as constrained opti-
mization problems

The idea for these algorithms came from the observation of a collision avoidance
case study with the Franka Emika Panda robot, represented in Figure 3.1. The robot
has to distance itself from a planar obstacle, while the end effector must not move.
The null space command is computed according to the GPM formulation

q̇null = −k
(

I − J†J
) ∂w (q)

∂q
, (3.1)

where w (q) is a function that it is desired to minimize (in this case, the opposite
of the distance between the robot and the plane) and k is a gain that can freely be
chosen by the user.

Starting from the initial joint configuration [0, -0.7854, 0, 2.3562, 0, 2.0071, 0] rad,
it can be observed, that, however large k is chosen, the null space command will
always be null, so there will be no distancing from the plane. At the same time, if
the position of the first joint is slightly changed, so that the starting configuration
is instead [0.1, -0.7854, 0, 2.3562, 0, 2.0071, 0] rad, and k is chosen as 10, the resulting
joint velocities are very low, and therefore the robot manages to distance itself very
little from the plane (see Figure 3.2). Instead, when k is set as 50, the joint velocities
increase along time, and they reach large values around 5 rad/s towards the end of
the motion, so that the distancing from the obstacle is much more significant this
time (see Figure 3.3).

These examples show that the choice of the gain is far from obvious, because the
effect of a certain gain can change a lot depending on the current joint configuration
of the robot. For example the gain of 50 generates a very slow motion in the initial
configuration of Figure 3.3, but when the configuration has changed the same gain
generates a really fast movement, even violating the maximum joint velocity limits.

As a result, it is useful to find a method to choose the gain in a “scientific” way,
without having to tune it manually, even because the joint velocity interface requires
sending commands that comply with the joint limits on position, velocity, accelera-
tion and jerk.

The solution is to treat the choice of the null space command as a constrained
optimization problem. The traditional GPM, as already introduced, is based on the
following solution of the differential inverse kinematics problem

q̇ = J†ve − k
(

I − J†J
) ∂w (q)

∂q
. (3.2)

m is the dimension of the operational space task, and n is the dimension of the joints
space, so J ∈ Rmxn, I is an nxn identity matrix, ve ∈ Rm is the vector of desired
end effector linear/angular velocity and

(
I − J†J

)
∈ Rnxn is the matrix projecting

the gradient of the function w (q) onto the null space of the Jacobian.
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FIGURE 3.1: Collision avoidance case study.
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To formalize GPM as a constrained optimization problem it is needed to define
a cost function and a set of constraints. As for the cost function, it is a known re-
sult in the literature ([17]) that choosing k as large as possible is always the choice
guaranteeing the maximum decrease of w (q), unless the configuration for which
w (q) is minimal is near. In that case, the best option would be to choose k so that
the robot reaches the optimal configuration: if instead the maximum possible k is
chosen, the robot starts oscillating around the optimal configuration, as observed in
[18]. This case, however, will never happen in practice in the proposed framework,
because the null space will be deactivated when the function w (q) exceeds a certain
threshold. So the cost function of the optimization problem will be as simple as −k.

As for the constraints, we consider a robotic system which imposes asymmetric
position bounds qmax/qmin and symmetric velocity, acceleration and jerk bounds
q̇max/−q̇max, q̈max/−q̈max and ...q max/− ...q max. It has to be observed that it is not
sufficient to simply set the limits on the maximum/minimum positions, velocities,
accelerations and jerks, as

qmin ≤ q ≤ qmax (3.3)
q̇min ≤ q̇ ≤ q̇max (3.4)
q̈min ≤ q̈ ≤ q̈max (3.5)
...q min ≤ ...q ≤ ...q max . (3.6)

In fact, supposing that a joint is travelling towards its velocity limit at maximum
acceleration, the acceleration should drop instantly to 0 when the joint velocity at
the next iteration would exceed the maximum velocity. But in this case, bringing to
0 the acceleration in just one iteration may overcome the limit on the minimum jerk.
Instead, the decrease of the acceleration should be gradual, taking into account also
the jerk limit. An analogous consideration holds for the velocity decrease when a
joint is approximating its position limit.

So the constraints have to be given with a certain safety margin, as

q̇min,sa f e ≤ q̇ ≤ q̇max,sa f e (3.7)

q̈min,sa f e ≤ q̈ ≤ q̈max,sa f e (3.8)
...q min ≤ ...q ≤ ...q max , (3.9)

where the limit on position is not explicitly present any more because it is “included”
in the safety margin of the velocity limit, and also the velocity limit is “included” in
the safety margin of the acceleration limit.

In the following it will be explained how to compute an adequate numeric value
for q̇min,sa f e, q̇max,sa f e, q̈min,sa f e and q̈max,sa f e. We will treat the case of q̈max,sa f e, which
can easily be extended to all others. Similarly to the approach presented in [23],
we consider that the joint acceleration limit must be such that, at any iteration, it is
possible to reduce the acceleration to 0 applying a constant minimum jerk without
exceeding the maximum velocity.

At each iteration h and for each joint i = 1, . . . , n the velocity at the next iteration
is approximated with backward Euler method as

q̇i,h+1 = q̇i,h + q̈i,h+1T (3.10)

where T is the sampling time. Based on these considerations, and given the initial
velocity q̇i,0 and acceleration q̈i,0 of a sequence of iterations, it is desired to find the
value of acceleration q̈i,1 such that the maximum velocity value in the sequence is
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q̇i,max if the acceleration decreases at a rate of − ...
q i,max.

In this case, the values of acceleration and velocity at the h-th iteration are

q̈i,h = q̈i,1 − (h − 1)
...
q i,maxT (3.11)

q̇i,h = q̇i,0 + hq̈i,1T − (h − 1) h
2

...
q i,maxT2. (3.12)

So the acceleration reaches zero (and the velocity reaches its maximum value) at

hmax =
q̈i,1...

q i,maxT
+ 1. (3.13)

As a result, the maximum allowable value for q̈i,1 is the solution of the equation

q̇i,hmax = q̇i,max (3.14)

namely

q̈i,1,max =− ...
q i,max

(
T
2
−
√ ...

q i,maxT−8q̇i,0+8q̇i,max

4
...
q i,max

)
. (3.15)

In this way the value for q̈max,sa f e has been found. Extending (3.15) to q̈min,sa f e,
q̇max,sa f e and q̇min,sa f e, the constraints on velocity and acceleration can be ultimately
cast as

q̇i,max,sa f e = min
(

q̇i,max, max
(

0,−q̈i,max

(
T
2

−

√
q̈i,maxT2 − 8qi + 8 (qi,max − qi,mar)

4q̈i,max

)))
(3.16)

q̇i,min,sa f e = max
(
−q̇i,max, min

(
0, q̈i,max

(
T
2

−

√
q̈max,iT2 + 8qi + 8 (qi,min − qi,mar)

4q̈i,max

)))
(3.17)

q̈i,max,sa f e = min
(

q̈i,max, max
(

0,− ...
q i,max

(
T
2

−

√ ...
q i,maxT2 − 8q̇i + 8 (q̇i,max − q̇i,mar)

4
...
q i,max

)))
(3.18)

q̈i,min,sa f e = max
(
−q̈i,max, min

(
0,

...
q i,max

(
T
2

−

√ ...
q max,iT2 + 8q̇i + 8 (q̇i,max − q̇i,mar)

4
...
q i,max

)))
(3.19)

where qi,mar and q̇i,mar are safety margins that take into account the fact that the num-
ber of iterations to reach 0 velocity/acceleration as expressed in (3.14) may not be an
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FIGURE 3.4: Behavior of the null space activation/deactivation factor
s (w (q)).

integer number and that some additional space is needed to bring the acceleration
from its initial value to −q̈i,max without violating the jerk limit to enforce the position
limit.

In addition to the constraints (3.16)–(3.19), more constraints are added to guar-
antee a gradual activation and deactivation of the null space command (3.1), in the
form

−s (w (q)) q̇max ≤ q̇null ≤ s (w (q)) q̇max , (3.20)

where s (w (q)) is a factor ranging from 0 to 1 defined as

s (w (q)) =


1 if w (q) ≤ wth,1

mthw (q) + qth if wth,1 ≤ w (q) ≤ wth,2

0 if w (q) ≥ wth,2

(3.21)

with mth = 1
(wth,1−wth,2)

and qth =
wth,2

wth,2−wth,1
.

In practice, the minimum/maximum values of the null space command are the
minimum/maximum velocity when w (q) is lower than a threshold wth,1 and then
linearly decrease until they become 0 when a second threshold wth,2 is crossed (wth,1 <
wth,2) (see Figure 3.4). wth,1 is the value below which it is desired to fully exploit the
robot potential in terms of decrease of the cost function; wth,2, instead, is tuned to
avoid abruptly and repeatedly switching between the activation and deactivation of
the null space.

So the overall optimized version of GPM, which from now on will be called Op-
timized Gradient Projection Method (OGPM) can be formalized as

min
k

− k (3.22a)

s.t. q̇min,sa f e ≤ q̇ (k) ≤ q̇max,sa f e (3.22b)

q̈min,sa f e ≤ q̈ (k) ≤ q̈max,sa f e (3.22c)

− ...q max ≤ ...q (k) ≤ ...q max (3.22d)
− sq̇max ≤ q̇null (k) ≤ sq̇max, (3.22e)
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where q̇ (and therefore also q̈ and ...q ) and q̇null depend on k according to (3.2)
(3.1).

Applying OGPM would be very helpful to choose appropriately the gain to de-
crease efficiently the value of w (q) while at the same time respecting the limits of
the joint interface. However, the first example that was considered showed a case
in which, whatever the value of the gain was, the robot was not able to move away.
This would seem surprising at first, because it is very evident that, starting from the
configuration of Figure 3.1, it is possible to move the robot to increase the distance
from the plane without moving the end effector. The reason why GPM and OGPM
fail to bring about a null space motion is that in the starting position the gradient
∂w(q)

∂q is [0, -0.2818, 0, 0, 0, 0, 0] and this vector belongs to the null space of the projec-
tion matrix

(
I − J†J

)
. Actually, this is a very unfortunate case. In fact, it is enough

to slightly change the initial configuration (choosing a value different from 0 for the
first joint, even a very small value) to solve this issue. As in the previous example,
if the initial configuration is [0.1, -0.7854, 0, 2.3562, 0, 2.0071, 0] rad, the gradient does
not belong any more to the projection matrix, but, since the configuration for which
the gradient does belong to the null space is quite close, the projection of the gradi-
ent in this configuration is still a very small vector. This is the reason why, in the test
of Figure 3.3, a gain of 50 initially generates a very slow motion.

These considerations lead to the conclusion that GPM and OGPM don’t nec-
essarily lead to the best possible choice of the null space command. In fact, as
stated in [11], GPM constrains the null space vector to have the same direction

of
(
In − J†J

) ( ∂w(q)
∂q

)T
, namely GPM allows exploring only a one-dimensional sub-

space of the null space of J, but the best possible solution does not necessarily belong

to this subspace. In fact, the vector −
(

∂w(q)
∂q

)T
is along the direction of maximum

decrease of the cost function, but since this vector has to be projected onto the null
space of J and the limits (3.22b)–(3.22e) have to be enforced, it is not guaranteed that

the direction −
(
In − J†J

) ( ∂w(q)
∂q

)T
is the optimal one.

As a result, an alternative formulation is introduced. This formulation is based
on the following solution of the differential inverse kinematics problem (see [60]),
which is more general than (3.2),

q̇ = J (q)† ve + B (q) a (3.23)

where B ∈ Rnxr is a matrix whose columns are the vectors of a basis of the null space
of J (r = n − m is the dimension of the null space) and a ∈ Rr is a vector of arbitrary
coefficients, so that the null space command is a linear combination of the vectors of
the null space basis.

In such a framework, it is possible to define

qnew = q +
(

J (q)† ve + B (q) a
)

T , (3.24)

which is the joint configuration that will be obtained at the next iteration for a certain
choice of a. Remembering that the optimization problem that is being solved is a
local one, namely it considers only a one-iteration horizon, it can be concluded that
the best possible null space command is the one for which w (qnew) is minimized.

As a result the optimization problem can be redefined, having a instead of k as
optimization variables, and w (qnew) as the cost function. The constraints do not
change, with the exception of (3.22e), where the expression of q̇null is not anymore
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(3.1), but is substituted within

q̇null = B (q) a . (3.25)

So the overall formulation of the NSBM optimization problem is

min
a

w
(

q +
(

J (q)† ve + B (q) a
)

T
)

(3.26a)

s.t. q̇min,sa f e ≤ q̇ ≤ q̇max,sa f e (3.26b)

q̈min,sa f e ≤ q̈ ≤ q̈max,sa f e (3.26c)

− ...q max ≤ ...q ≤ ...q max (3.26d)
− sq̇max ≤ q̇null ≤ sq̇max. (3.26e)

This way of computing the velocity command, differently from GPM and OGPM,
spans the entire solution space and therefore intrinsically provides the locally opti-
mal solution, and in case OGPM already provides the optimal solution, the solution
of NSBM is eventually the same as that of GPM.

3.3 Simulation results of a case study

The proposed algorithms were tested in a relevant collision avoidance case study
and the results are presented in this Section. The testing scenario is the same as in
Figure 3.1.

In the first test the end effector must remain in a fixed position and orientation
and also the plane is parallel to the y0-z0 plane, is initially at x0 = −0.5 m and trav-
els towards the robot at a speed of 0.4 m/s until it reaches the position x0 = −0.1
m (the reference frames are the same as in Figure 2.6): the joints of the robot must
move so as to increase the distance between the robot and the plane. It is the same
situation of the tests in Figures 3.2 and 3.3, with the only difference that the gain
is not chosen arbitrarily, but according to OGPM. The initial configuration is [0.1,
-0.7854, 0, 2.3562, 0, 2.0071, 0] rad, to avoid the problem of the gradient belonging to
the null space of the projection matrix. The function w(q) that is used in the test
is chosen as the opposite of the distance between the center of the fourth reference
frame and the plane, which is an approximation of the distance between the robot
and the plane. It could be argued that considering only the center of the fourth refer-
ence frame is not a good estimation of the distance between the robot and the plane
in general. However, in the considered case studies, the point of the robot which is
nearest to the plane is always close to the center of the fourth reference frame, so this
approximation is reasonable for the considered tests. Additionally, the focus of this
test is not on finding a cost function that allows to obtain the best possible obstacle
avoidance, but on the algorithms to compute null space commands. The joint limits
are those expressed in Table 3.1 and the thresholds wth,1 and wth,2 for the activation
of the null space are set to 0.15 m and 0.25 m respectively.

The results of the test are shown in Figures 3.5 and 3.6. Initially the distance is
greater than 0.25 m, so the null space command is inactive (the limits (3.22e) avoid
the null space motion), then, when the threshold wth,2 is crossed, the velocities start
to increase, until they reach a full activation of the null space when the wth,1 thresh-
old of 0.15 m is crossed, just before 0.5 s. At this point the constraint that is acting
is the one of not anymore (3.22e), but (3.22b) on the maximum velocity: in fact the
velocity of the first joint stabilizes at its maximum value of 2.175 rad/s. At 1 s the
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TABLE 3.1: Joint bounds, as declared in the documentation of Franka
Emika ([25]).

Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 Joint 7 Unit

qmax 2.8973 1.7628 2.8973 -0.0698 2.8973 3.7525 2.8973 rad

qmin -2.8973 -1.7628 -2.8973 -3.0718 -2.8973 -0.0175 -2.8973 rad

q̇max 2.175 2.175 2.175 2.175 2.61 2.61 2.61 rad/s

q̈max 15 7.5 10 12.5 15 20 20 rad/s2

...
q max 7500 3750 5000 6250 7500 10000 10000 rad/s3
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FIGURE 3.5: Positions, velocities, accelerations and jerks in the test
with OGPM.

planar obstacle stops, and the distance from the obstacle increases until the null
space deactivation value of 0.25 m is reached again. It can be observed that, since
the obstacle was approaching at a high speed, the distance from the robot decreased
in spite of the null space motion. Yet, that null space motion, though initially not
fast enough to increase the distance, managed to avoid the collision with the obsta-
cle. Additionally, even before the end of the motion of the planar obstacle, around
0.75 s, the distance began to increase, showing even better the efficacy of the null
space command. Considering the behavior along the test of the value of the gain
k in Figure 3.6, it can be observed that it changes very significantly, and it would
have been very difficult to properly choose it in this way without the optimization
approach that was introduced.

In the previous case only OGPM was tested, because the task space had dimen-
sion 6 (the end effector could neither change its position nor its orientation), so the
dimension of the null space was 1. In such a situation NSBM will always provide
the same result as OGPM, because there is only one possible direction of the null
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FIGURE 3.6: Distance from the plane, position of the plane and value
of the gain in the test with OGPM.

space, so the gradient of any vector will always be projected onto the same direction
individuated by the null space basis of NSBM.

To compare OGPM and NSBM another case study is introduced in which the
dimension of the task space is 5 instead of 6. In particular, we consider a welding
application in which the welding tip attached to the end effector must maintain its
position and orientation with respect to the welding surface, but can freely rotate
about its own axis. It is stressed that, in the present context, a non-collaborative
welding application was chosen just to better exemplify the difference between GPM
and NSBM. In fact, the motions of the end effector that are related to hand-guiding
tasks involve six degrees of freedom. Even in the considered case of translational-
only hand-guiding, the rotational degrees of freedom are locked, so their related
angular velocities are fixed to zero and therefore the dimension of the operational
space task is 6.

In the welding example application, the velocity command is set as ve = 0 ∈ R5

and does not include the angular velocity around ye, while the Jacobian does not
include the row related to the rotation around ye as well. As in the previous case,
there is a planar obstacle travelling towards the robot, and the null space motion
must be such to avoid the collision, as shown in Figure 3.7. To better emphasize the
potential of NSBM to improve the performance of OGPM, the limit on the maximum
velocity of the second joint is set to 0.5 rad/s instead of 2.175 rad/s.

Figures 3.8–3.12 show the results of this second comparative test: NSBM per-
forms much better than OGPM. In fact, the projection of the gradient has a large
component on the second joint, but the speed limit of this joint is soon reached, and
therefore GPM performs rather poorly in this case, being unable to increase the dis-
tance while the plane is moving in the positive x direction. Actually, there exist null
space directions which could guarantee a better performance than the projection of
the gradient, but GPM is “unaware” of the fact that the joint bounds may deteriorate
the performances along the gradient projection direction and cannot explore those
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FIGURE 3.7: Two frames from the welding application: the null space
command enables the tip of the welder to rotate about its axis, as

shown in the right frame.

directions. NSBM, instead, exploits the knowledge of the joint bounds to choose the
direction of the null space command, generating a motion of all other joints, which
allows not to saturate the velocity limit on joint 2 while increasing successfully the
distance between the center of the fourth reference frame and the plane. This is also
shown visually in Figure 3.13, where it can be observed that the motion according
to OGPM causes a collision between the planar obstacle and the robot, while NSBM
allows to reconfigure the kinematic chain so as to avoid such a situation.

To provide a more accurate comparison of the performance of the two algorithm
in the considered case study, also the “distance increase” was considered in Fig-
ure 3.14, namely, for each iteration of the control, the value of the distance at the next
iteration obtained without the null space command was subtracted from the value
of the distance obtained with the null space command, thus providing a metric of
how better NSBM performs over OGPM. Additionally, in the same Figure it is also
shown which are the mean values of the distance for OGPM and NSBM, weighting
those values with the null space activation parameter s (w (q)).
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FIGURE 3.8: OGPM positions, velocities, accelerations and jerks in
the comparison test between OGPM and NSBM.
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(a) (b)

FIGURE 3.13: Frames from an animation showing that with OGPM a
collision occurs (see (a)), while NSBM manages to avoid the collision

(see (b)).
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3.4 Real-time implementation

The outlined algorithms were also tested on the real robotic platform, using the joint
velocity interface described in Chapter 2. It is therefore needed to meet the real-
time constraints of the robot, i.e., the sampling time is 1 ms, so, at each iteration, all
the computations needed to provide the joint velocity command must be executed
within this period, using a C++ library, instead of the fmincon MATLAB function
([24]) that was used for the tests of the previous section. The real-time tests were
performed on a PC with a 6-core Intel i7-5820K CPU, running at 3.3 GHz.

The GPM algorithm is intrinsically a linear optimization problem, because both
the function (3.22a) to be minimized and the constraints (3.22b)–(3.22e) are linear
in the decision variable k. As a result, using the linear programming package of
the ALGLIB library [9], the problem was solved obtaining the same solutions as in
MATLAB and meeting the requirements.

As for the NSBM algorithm, the function (3.26a) to be minimized is non-linear in
a. However, it can be observed that, in the proximity of the origin of R2, which is
the space containing all the possible choices for a, the function can be approximated
with a linear function, namely a plane.

So (3.26a) is substituted with its linear approximation

w̄ (a1, a2) = w (0, 0) +
∂w (0, 0)

∂a1
a1 +

∂w (0, 0)
∂a2

a2 (3.27)

where a1 and a2 are the components of a and the distance function was written only
as a function of a because q and ve are known and J and B of (3.24) are functions of
q, so all these quantities can be considered as constants at each iteration.

Figure 3.15 shows in the left the behavior of the w (q) function at time t = 0.5 s
with a1 and a2 ranging from -10000 to 10000. It can be observed that the function is
highly non-linear, and this is due to the sines and cosines involved in the distance
function. However, looking at the right part of Figure 3.15, the same w (q) function
is represented, but for a smaller range of a1 and a2. Additionally, the linear (planar)
approximation of the function is also represented. It can be observed that for large
values of a1 and a2 the approximation error is noticeable, but in the proximity of the
origin the planar approximation is very accurate. More specifically, considering the
whole time history of the case study, the maximum percentage approximation error
is 24.53% considering values of a1 and a2 ranging from -500 to 500, but decreases to
2.88 · 10−4% considering values ranging from -5 to 5.

So, since in the application under consideration the values of the components
of a stay in the contour of the origin (their absolute values are always lower than 5
for both components), the linear approximation can safely be used. A further proof
of the appropriateness of the approximation is given by the percentage error on the
velocity command computed with the linearization with respect to its non-linearized
version: this error takes a maximum value of 7.05 · 10−3%.

As a result, also NSBM was computed in real-time using the ALGLIB linear op-
timization solver, thus meeting the real-time requirements and reducing the compu-
tational cost. It should also be mentioned that the calculation of a null space basis of
a matrix is computationally not problematic, and can be performed by several lin-
ear algebra libraries without raising real-time issues (in the tests reported here the
Armadillo library was used [63]).

The overall computation time was always lower than 0.5 ms for both algorithms,
therefore no errors due to the violation of the 1-ms time constraint happened during



86 Chapter 3. Null space control

the tests.

FIGURE 3.15: w (qnew) and w̄ (qnew) as a function of a, at time t = 0.5
s.

3.5 Discussion

This Chapter presented a framework for the optimal gain selection of GPM and,
most importantly, the NSBM algorithm for the computation of the null space com-
mand in redundant robots, whose performance is always better or at least equal
with respect to the commonly used GPM, and whose computational cost is not sig-
nificantly higher than that of GPM and is compatible with the real-time constraints
of most robots.

On the one hand, these results have a general importance for the study of null
space. In fact, existing techniques available in the literature which use a linear com-
bination of the elements of the null space basis either require long computational
times because they were developed for a priori path planning ([59] and [60]) or are
not suitable for usage with a general form of the cost function and require to choose
a desired operational space “escape velocity" for obstacle avoidance ([56]).

Instead, NSBM uses as objective function the value of a desired criterion at the
next iteration for a certain choice of the decision variables, and can therefore easily
be applied to any case, such as joint limits or singularity avoidance.

Finally, unlike NSBM, the approaches that treat obstacle avoidance using con-
straints ([20, 36, 29, 35, 64, 55]), do not necessarily provide the solution that causes
the greatest possible decrease of the cost function.

On the other hand, these algorithms are particularly important in the context of
the manual guidance application studied in this thesis because they provide an ef-
ficient way to compute null space commands so that the kinematic structure of the
robot stays away from the operator, avoids singularities and joint limits. The tests
presented in this Chapter were about a simplified collision avoidance case study in a
welding application, that is not related to a collaborative scenario. Yet, they proved
that the proposed algorithms are useful to choose in an optimal way a joint velocity
null space command such that the end effector desired velocity is not modified and
the joint limits are respected. This is fundamental because the joint velocity inter-
face of Franka Emika strictly demands that the commanded signal fulfills the joint
constraints, otherwise it enters an error state.
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Future work will involve choosing proper cost functions to be minimized so that
a suitable behavior in terms of singularity, joint limits and collision avoidance is
obtained. In other words, the value of the results of this Chapter in the context of
this thesis is to have provided useful tools to treat null space command computation
in an optimized way, which is necessary to develop a fully functional collaborative
application.
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Chapter 4

Conclusions and future
developments

This thesis studied which control strategies are most suitable for a hand guiding ap-
plication with a Franka Emika Panda robot. The results of this work are summarized
in the following points:

• Impedance control schemes, which are commonly used in the literature to deal
with hand guiding scenarios, are not appropriate in the considered context.
This is not due to intrinsic shortcomings of the impedance methods them-
selves, but to the functioning of the Franka joint torque interface. In fact, the
interface does not provide direct access to the motor torque, instead allowing
the user the set the link-side joint torque (the torque after the harmonic drive
transmission). However, as was proved in detail in Chapter 2, very significant
modelling errors are present due to the losses of the harmonic drive, and, in
addition, the user-defined link-side torque command is further conditioned by
the Control in a “black box” way, making it hard to implement precise torque
control schemes.

• These results regarding inherent problems of the Franka joint torque interface
have a strong significance because, at the best of the author’s knowledge, they
are not documented yet in the literature.

• As a consequence of these shortcomings of the torque interface, a complete
impedance control scheme, regulating both the translational and the rotational
behavior, is not possible, because the rotations appear “locked”, for the reasons
detailed in Chapter 2. Instead, if an impedance scheme regulating only the
translation is chosen, a better behavior can be achieved, though being far from
respecting the set end effector dynamics.

• Another control scheme using the joint torque interface was tried, called “help-
ing” controller, based on providing additional torque to the joints according to
the forces and torques exerted on the end effector, in order to compensate for
the opposing actions due to the harmonic drives. This controller provides good
results in terms of reducing the forces that the human operator needs to apply
to drive the end effector.

• However, if null space motions are needed, even the helping controller is not
suitable, because the torque null space, again because of the problems with the
torque interface, generates forces and torques on the end effector (so it is only
nominally a null space, but de facto it is not due to the modelling errors).

• Admittance control schemes provide good results as well in terms of reducing
the forces that the human operator needs to apply to drive the end effector. The
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control command is in the form of joint velocities, that are sent to the Franka
joint velocity interface. In this case, the internal (and proprietary) controller of
the robot is able to track the desired trajectories precisely, so the set dynamic
behavior of the end effector is respected.

• The velocity null space does not present the same problems of the torque null
space.

• Two innovative algorithms for the computation of the null space command
have been introduced, Optimized Gradient Projection Method (OGPM) and
Null Space Basis Optimal Linear Combination Method (NSBM). These algo-
rithms are suitable for providing joint velocity commands that comply with
the constraints on joint position, velocity, acceleration and jerk that are im-
posed by the Franka joint velocity interface.

• The algorithms have been proved to be efficient in a simplified collision avoid-
ance case study and also to respect the real-time requirements of the Franka
Emika Control framework, having an update rate of 1 ms.

• Even if the algorithms for the null space were exemplified in a non-collaborative
case study, the results of the second and of the third Chapters come together
to define a fully comprehensive control scheme that integrates the admittance
end effector control with the null space commands that allow to avoid collision
and singularity problems that the end effector control alone would not be able
to solve.

In conclusion, it can be stated that in this thesis, the best control framework to
treat the considered collaborative scenario has been defined, but there are more steps
that need to be developed to obtain a complete and functional collaborative applica-
tion:

• The rotational part of the admittance controller needs to be further studied, be-
cause the results of the controller in Chapter 2 were not completely satisfactory
under this respect.

• The OGPM and NSBM algorithms, already tested in a simplified case study,
need to be applied to the relevant cases of joint limits avoidance, singularity
avoidance and collision avoidance.

• For the collision avoidance, the position of the human operator needs to be
tracked. This will be done using IMU sensors. This work has already been
started in the context of the SAIMA laboratory ([3]), and will be continued in
the following years.

• OGPM and NSBM are local optimization algorithms, meaning that their re-
sults are optimal considering only the next iteration: a useful improvement
would be to consider an extended time horizon, iteratively solving an optimal
control problem. In this way it would be possible to follow more sophisticated
predictive strategies to stay away from singularities, joint limits and obstacles.

• In order to obtain a more versatile collaborative application, the final goal is
to mount the Franka robot on a mobile platform, similarly to the collaborative
system developed by the IIT of Genova (see Figure 4.1). Such a solution meets
the increasing demand for human-robot collaboration in industrial settings,
and can be applied to a very wide range of contexts. The drilling workstation
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FIGURE 4.1: Mobile collaborative application developed at the IIT of
Genova [26]

mentioned in the introduction is just a case study, but there are many situations
in which such a mobile platform would be very advantageous, especially when
there is a need to carry heavy loads and the activity cannot be automatized.
The relevance of such a scenario is also testified by the significant amount of
research on active and passive exoskeletons to reduce physical load for human
operators ([14]). Collaborative (mobile) platform could certainly play a role as
a valid substitute of these systems in a number of industrial scenarios.
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Appendix A

Additional figures of the
impedance control tests
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FIGURE A.1: Diagonal motion test with impedance control, with low
inertia and damping parameters: dynamic model accuracy.
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FIGURE A.5: Diagonal motion test with impedance control, with low
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FIGURE A.6: Diagonal motion test with impedance control, with low
inertia and damping parameters: roll, pitch and yaw angles of the

end effector along the trajectory in the x-y plane.
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inertia and damping parameters: height on the z axis along the tra-

jectory in the x-y plane.

0 5 10 15

-2

-1

0

1

0 5 10 15

-20

-10

0

10

20

0 5 10 15

-15

-10

-5

0

0 5 10 15

10

15

20

25

0 5 10 15

-1

0

1

2

0 5 10 15

1

1.5

2

2.5

3

3.5

0 5 10 15

-0.5

0

0.5

FIGURE A.9: Diagonal motion test with translational impedance con-
trol, with low inertia and damping parameters: dynamic model accu-

racy.



98 Appendix A. Additional figures of the impedance control tests

0 5 10 15

-10

0

10

20

0 5 10 15

-2

-1

0

1

2

0 5 10 15

-0.4

-0.2

0

0.2

0.4

0 5 10 15

-0.5

0

0.5

0 5 10 15

0

50

100

150

200

FIGURE A.10: Diagonal motion test with translational impedance
control, with low inertia and damping parameters: end effector forces
and torques, linear and angular velocities and roll pitch and yaw an-

gles.

0 5 10 15

-15

-10

-5

0

5

10

15

20

0 5 10 15

-15

-10

-5

0

5

10

15

0 5 10 15

-6

-4

-2

0

2

4

6

8

10

FIGURE A.11: Diagonal motion test with translational impedance
control, with low inertia and damping parameters: comparison of

expected and measured forces.



Appendix A. Additional figures of the impedance control tests 99

0 5 10 15

-6

-4

-2

0

2

4

6

8

10

12

0 5 10 15

-10

-5

0

5

10

0 5 10 15

-1

0

1

2

3

4

5

6

FIGURE A.12: Diagonal motion test with translational impedance
control, with low inertia and damping parameters: comparison of
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FIGURE A.14: Diagonal motion test with translational impedance
control, with low inertia and damping parameters: roll, pitch and
yaw angles of the end effector along the trajectory in the x-y plane.
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FIGURE A.16: Diagonal motion test with translational impedance
control, with low inertia and damping parameters: height on the z

axis along the trajectory in the x-y plane.
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FIGURE A.17: Circular motion test on the x-y plane with translational
impedance control, with low inertia and damping parameters: norm
of the end effector force vector along the trajectory in the x-y plane.
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FIGURE A.18: Circular motion test on the x-y plane with translational
impedance control, with low inertia and damping parameters: roll,
pitch and yaw angles of the end effector along the trajectory in the

x-y plane.
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FIGURE A.19: Circular motion test on the x-y plane with translational
impedance control, with low inertia and damping parameters: norm
of the end effector velocity vector along the trajectory in the x-y plane.
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FIGURE A.20: Circular motion test on the x-y plane with translational
impedance control, with low inertia and damping parameters: height

on the z axis along the trajectory in the x-y plane.
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FIGURE A.21: Circular motion test on the y-z plane with translational
impedance control, with low inertia and damping parameters: norm
of the end effector force vector along the trajectory in the y-z plane.
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FIGURE A.22: Circular motion test on the y-z plane with translational
impedance control, with low inertia and damping parameters: roll,
pitch and yaw angles of the end effector along the trajectory in the

y-z plane.
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FIGURE A.23: Circular motion test on the y-z plane with translational
impedance control, with low inertia and damping parameters: norm
of the end effector velocity vector along the trajectory in the y-z plane.
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FIGURE A.24: Circular motion test on the y-z plane with translational
impedance control, with low inertia and damping parameters: height

on the x axis along the trajectory in the y-z plane.
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Appendix B

Additional figures of the helping
control tests
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FIGURE B.1: Circular motion test on the x-y plane with helping con-
trol: forces and torques, linear and angular velocities and roll pitch

and yaw angles.
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FIGURE B.2: Circular motion test on the x-y plane with helping con-
trol: norm of the end effector force vector along the trajectory in the

x-y plane.
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FIGURE B.3: Circular motion test on the x-y plane with helping con-
trol: roll, pitch and yaw angles of the end effector along the trajectory

in the x-y plane.
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FIGURE B.4: Circular motion test on the x-y plane with helping con-
trol: norm of the end effector velocity vector along the trajectory in

the x-y plane.
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FIGURE B.5: Circular motion test on the x-y plane with helping con-
trol: height on the z axis along the trajectory in the x-y plane.
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FIGURE B.6: Circular motion test on the y-z plane with helping con-
trol: forces and torques, linear and angular velocities and roll pitch

and yaw angles.
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FIGURE B.7: Circular motion test on the y-z plane with helping con-
trol: norm of the end effector force vector along the trajectory in the

y-z plane.
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FIGURE B.8: Circular motion test on the y-z plane with helping con-
trol: roll, pitch and yaw angles of the end effector along the trajectory

in the y-z plane.

-0.2 -0.1 0 0.1 0.2 0.3

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.1

0.2

0.3

0.4

0.5

0.6

FIGURE B.9: Circular motion test on the y-z plane with helping con-
trol: norm of the end effector velocity vector along the trajectory in

the y-z plane.
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FIGURE B.10: Circular motion test on the y-z plane with helping con-
trol: height on the x axis along the trajectory in the y-z plane.
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Appendix C

Additional figures of the
admittance control tests
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FIGURE C.1: Circular motion test on the x-y plane with admittance
control: forces and torques, linear and angular velocities and roll

pitch and yaw angles.
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FIGURE C.2: Circular motion test on the x-y plane with admittance
control: comparison of expected and measured forces and torques.
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FIGURE C.3: Circular motion test on the x-y plane with admittance
control: comparison of expected and measured linear and angular

velocities.
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FIGURE C.4: Circular motion test on the x-y plane with admittance
control: norm of the end effector force vector along the trajectory in

the x-y plane.
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FIGURE C.5: Circular motion test on the x-y plane with admittance
control: roll, pitch and yaw angles of the end effector along the trajec-

tory in the x-y plane.
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FIGURE C.6: Circular motion test on the x-y plane with admittance
control: norm of the end effector velocity vector along the trajectory

in the x-y plane.
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FIGURE C.7: Circular motion test on the x-y plane with admittance
control: height on the z axis along the trajectory in the x-y plane.
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FIGURE C.8: Circular motion test on the y-z plane with admittance
control: forces and torques, linear and angular velocities and roll

pitch and yaw angles.
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FIGURE C.9: Circular motion test on the y-z plane with admittance
control: comparison of expected and measured forces and torques.
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FIGURE C.10: Circular motion test on the y-z plane with admittance
control: comparison of expected and measured linear and angular

velocities.
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FIGURE C.11: Circular motion test on the y-z plane with admittance
control: norm of the end effector force vector along the trajectory in

the y-z plane.
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FIGURE C.12: Circular motion test on the y-z plane with admittance
control: roll, pitch and yaw angles of the end effector along the trajec-

tory in the y-z plane.
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FIGURE C.13: Circular motion test on the y-z plane with admittance
control: norm of the end effector velocity vector along the trajectory

in the y-z plane.
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FIGURE C.14: Circular motion test on the y-z plane with admittance
control: height on the z axis along the trajectory in the y-z plane.
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FIGURE C.15: Circular motion test on the x-y plane with translational
admittance control: forces and torques, linear and angular velocities

and roll pitch and yaw angles.
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FIGURE C.16: Circular motion test on the x-y plane with translational
admittance control: comparison of expected and measured forces.
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FIGURE C.17: Circular motion test on the x-y plane with translational
admittance control: comparison of expected and measured linear ve-

locities.
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FIGURE C.18: Circular motion test on the x-y plane with translational
admittance control: norm of the end effector force vector along the

trajectory in the x-y plane.
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FIGURE C.19: Circular motion test on the x-y plane with translational
admittance control: roll, pitch and yaw angles of the end effector

along the trajectory in the x-y plane.
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FIGURE C.20: Circular motion test on the x-y plane with translational
admittance control: norm of the end effector velocity vector along the

trajectory in the x-y plane.
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FIGURE C.21: Circular motion test on the x-y plane with translational
admittance control: height on the z axis along the trajectory in the x-y

plane.
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FIGURE C.22: Circular motion test on the y-z plane with translational
admittance control: forces and torques, linear and angular velocities

and roll pitch and yaw angles.
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FIGURE C.23: Circular motion test on the y-z plane with translational
admittance control: comparison of expected and measured forces.
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FIGURE C.24: Circular motion test on the y-z plane with translational
admittance control: comparison of expected and measured linear ve-

locities.
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FIGURE C.25: Circular motion test on the y-z plane with translational
admittance control: norm of the end effector force vector along the

trajectory in the y-z plane.
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FIGURE C.26: Circular motion test on the y-z plane with translational
admittance control: roll, pitch and yaw angles of the end effector

along the trajectory in the y-z plane.
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FIGURE C.27: Circular motion test on the y-z plane with translational
admittance control: norm of the end effector velocity vector along the

trajectory in the y-z plane.



126 Appendix C. Additional figures of the admittance control tests

-0.1 0 0.1 0.2 0.3

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.25

0.3

0.35

0.4

FIGURE C.28: Circular motion test on the y-z plane with translational
admittance control: height on the z axis along the trajectory in the y-z

plane.
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