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Abstract 
 

This thesis aims to investigate the fundamental processes governing the performance of different 

types of photoelectrodes used in photoelectrochemical (PEC) applications, such as unbiased water 

splitting for hydrogen production. Unraveling the transport and recombination phenomena at a 

semiconductor/electrolyte interface is certainly not trivial, especially when dealing with 

nanostructured and surface-modified heterojunctions. To approach this difficult task, the work 

presented here first focus on a much simpler system, consisting of a hydrogen-terminated p-silicon 

photocathode in acetonitrile, that can be considered as a standard reference case for PEC studies. This 

interface was able to provide access to all four bias conditions, i.e., accumulation, flat band, depletion, 

and inversion, predicted by the Schockley-Read-Hall model. Steady-state and time-resolved 

excitation at long wavelength provided clear evidence of the formation of an inversion layer and 

revealed that the most optimal photovoltage, as well as the longest electron – hole pair lifetime occurs 

when the reduction potential for the species in solution lies within the unfilled conduction band states. 

Understanding more complex systems is not as straight-forward and a complete characterization that 

combine time- and frequency-resolved techniques is needed to deconvolve the intricate charge carrier 

kinetics inside the photoelectrode. Intensity modulated photocurrent spectroscopy and transient 

absorption spectroscopy are used here on WO3/BiVO4 heterojunctions whose surface was modified 

by Co-Fe based overlayers. First, by selectively probing the two layers of the heterojunction, the 

occurrence of interfacial recombination is identified. Then, the addition of the overlayer resulted in 

passivation of surface states and charge storage at the active sites in cobalt atoms, resulting in 

suppression of recombination in time scales that go from picoseconds to seconds and higher charge 

separation efficiency. Finally, the charge carrier kinetics of several different Cu(In,Ga)Se2 (CIGS)-

based architectures used for water reduction was investigated by intensity modulated photocurrent 

spectroscopy. The CIGS absorber layer used as a photovoltaic cell or as a photocathode in solution 

exhibits the same absorption and charge generation properties, but the efficiency of the PEC system 
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is severely limited by charge transfer from the surface to the solution. A NiMo binary alloy is 

deposited on the CIGS photocathode surface, showing a remarkable enhancement in the transfer rate 

of electrons in solution, that makes this electrocatalyst for hydrogen evolution a valid competitor of 

rare-earth-based catalysts. An additional device using a NiMo dark cathode assisted by an external 

CIGS photovoltaic module displayed the optimal absorption and charge separation properties of the 

heterostructure and a highly performing interface with the solution given by the electrocatalyst. The 

complete characterization of the proposed nanostructured heterojunctions allows to combine their 

unique PEC properties with the appropriate surface modification to enhance the performance and 

reach more efficient unbiased solar water splitting. 
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Introduction 
 

1.1 Background and Motivations 

The growing global demand for sustainable, carbon-neutral energy sources has sparked extensive 

research into renewable technologies, offering an alternative to the excessive consumption of fossil 

fuels in today's rapidly expanding world economy.[1] Solar energy stands out as the ultimate 

renewable resource, with the Earth receiving approximately 120,000 TW of solar irradiation annually, 

surpassing the total energy consumption of the world.[2] While photovoltaic (PV) systems are the 

most widely used solar technology for converting sunlight into electricity,[3] solar energy faces a 

challenge due to its intermittent nature, necessitating the development of efficient and continuous 

power supply technologies. 

Hydrogen gas (H2) plays a vital role in the renewable energy landscape due to its CO2-free combustion 

and high gravimetric energy density (141.9 MJ kg-1). However, over 90% of the current H2 

production comes from fossil fuels, primarily steam methane reforming.[4] Solar water splitting has 

emerged as a promising method for clean and efficient hydrogen production since the pioneering 

work of Fujishima and Honda in 1972.[5] This process harnesses solar energy to decompose water 

into hydrogen and oxygen through an electrochemical process, offering a way to store renewable 

energy as chemical bonds. Solar water splitting can occur through three configurations: photocatalysis 

(PC), an electrolyser assisted by a PV module (PV-E), and photoelectrochemical (PEC) water 

splitting (Figure 1.1). 

In PC water splitting (Figure 1.1a), suspended semiconductor powders like TiO2 or SrTiO3 in an 

aqueous solution absorb sunlight, generating charge carriers that drive water reduction and oxidation 

reactions.[6–8] However, this method's main limitation lies in the semiconductor's need to drive both 

reactions, leading to a low solar-to-hydrogen (STH) conversion efficiency due to limited absorption 
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of wavelengths beyond 400 nm and challenges in separating H2 and O2 gases produced in the same 

colloidal suspension. 

 

Figure 1.1: Schematic of the three possible configurations for solar water splitting: a) 

photocatalysis, b) electrolyser assisted by a photovoltaic cell, c) photoelectrochemical water 

splitting 
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PV-E water splitting (Figure 1.1b) offers higher STH efficiency than PC water splitting. By 

integrating commercial PV modules with electrolysers, hydrogen production systems can be easily 

scaled up.[9] Nevertheless, the high costs associated with PV modules and electrolysers make PV-E 

water splitting less economically viable than steam methane reforming. 

PEC water splitting (Figure 1.1c) presents several advantages, including high theoretical STH 

efficiency, simple fabrication, product separation, and low overall cost.[10–12] In PEC, two 

semiconducting photoelectrodes generate hydrogen and oxygen gases at the photocathode and 

photoanode, respectively, avoiding explosive H2/O2 mixtures and reducing device complexity and 

cost by integrating the light absorber and catalyst. 

The pursuit of efficient and economically viable photoelectrodes lies at the core of PEC water splitting 

research. Various semiconductor materials have been explored, ranging from simple single-junction 

materials to more complex nanostructured heterojunctions, to optimize the absorption of solar 

photons and enhance charge separation and transport properties. Additionally, the incorporation of 

co-catalysts and modifying agents has shown great potential to improve the overall efficiency of the 

process. However, no single photoelectrode has been able to drive overall water splitting with a high 

STH efficiency. In fact, wide bandgap photoelectrodes offer a good onset potential but low 

photocurrent, while photoelectrodes with narrow bandgaps show high photocurrent, but insufficient 

driving force to lower the onset potential for the reaction. Therefore, external electric energy is still 

needed to accomplish water splitting. Other candidates for the next-generation technology in solar 

water splitting consist of two photoelectrodes with different bandgaps, a photoanode and a 

photocathode, that drive separately the oxygen evolution reaction (OER) and hydrogen evolution 

reaction (HER), respectively, allowing to reach unbiased water splitting.[10,11] 

Despite its promise, PEC water splitting faces challenges, such as the need for photoelectrodes with 

tunable bandgaps, high stability, and low recombination rates to efficiently utilize solar energy. 
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Additionally, cost-effective and scalable manufacturing processes are crucial for large-scale 

deployment of this technology. 

1.2 Fundamentals of photoelectrochemical cells for unbiased water splitting 

Water splitting is a reaction that requires a standard free energy change ∆G of 237.2 kJ mol-1 or a 

1.23 eV per electron to split one molecule into H2 and ½ O2 under standard conditions.[13,14] The 

water splitting reaction in acidic media is described by the following Equations: 

4H+ + 4e− → 2H2          (1.1) 

2H2O → O2 + 4H+ + 4e−         (1.2) 

while the water splitting reaction in alkaline media is: 

4H2O + 4e− → 2H2 + 4OH−         (1.3) 

4OH− → O2 + 4H2O + 4e−         (1.4) 

Here, Equations 1.1 and 1.3 describe the HER, while Equations 1.2 and 1.4 describe the OER. 

In solar-driven water splitting, the semiconductor needs to satisfy several criteria: (i) the bandgap 

needs to be larger than 1.23 eV, (ii) the generated photovoltage needs to be larger than 1.23 eV, and 

(iii) the conduction band energy ECB and the valence band energy EVB must span the electrochemical 

potentials of the HER (E°(H+/H2)) and the OER, (E°(O2/H2O)) to achieve unassisted solar water 

splitting.[15] Using two individual photoelectrodes (photoanode and photocathode) is a favorable 

way to achieve co-evolution of H2 and O2, and surface modification with catalysts also has a crucial 

role in accelerating the surface reaction kinetics of solar water splitting.[16] 

When using PEC cells for unbiased water splitting, the combined photovoltage generated by the two 

photoelectrodes must exceed the thermodynamic water splitting voltage of 1.23 V and the additional 

overpotential to account for kinetic losses. To obtain the STH efficiency ηSTH, one should characterize 
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independently the photoanode and the photocathode in a three-electrode configuration and measure 

the photocurrent-voltage (j/V) curve (Figure 1.2). From the intersection of the two curves, one can 

estimate the efficiency as: 

𝜂STH =
𝑗op×1.23 V×𝜂F

𝑃in
          (1.5) 

where Pin is the power density of the incident light, which is usually the air mass 1.5 global (AM 

1.5G) solar spectrum with 100 mW cm-2, jop is the intersection in current density of the two j/V curves, 

and ηF is the Faradaic efficiency of the reaction. 

 

Figure 1.2: Overlaid photocurrent density-potential characteristic of a p-type photocathode and an 

n-type photoanode. 

The Schockley-Queisser limit predicts using detailed equilibrium principles the maximum theoretical 

efficiency of single-junction solar cells at about 30%,[17] while it reaches a value of 42% for tandem 

solar cells.[18] The tandem structure has attracted a lot of attention for the same reason also for solar 

water splitting devices, to pursue higher STH efficiency and to overcome the voltage limitations of a 

single photoelectrode. When designing a tandem cell for unbiased water splitting, usually a wide 

bandgap photoanode is coupled with a narrow bandgap photocathode, and the matching of the two 

bandgaps is a crucial factor to consider.[19,20] In fact, the incident light initially passes through the 
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front photoelectrode and then reaches the back photoelectrode (Figure 1.1c), so different wavelengths 

are absorbed by the two materials. The predicted maximum STH efficiency is around 29.7% for a 

bandgap combination of 1.60 eV/0.95 eV,[10] while another work estimated a value of 28.9% 

considering overpotential and light absorption of water.[12] The STH efficiency for PEC tandem cells 

measured from experiments is still far below its theoretical maximum and this discrepancy is 

explained by several factors: poor activity of the photoelectrodes, slow kinetics at the surface, light 

loss and voltage drop at the ion-selective membrane that separates the anodic and cathodic 

compartments, ion mass transport losses in the electrolyte, and parasitic light absorption of water. 

The aim of this thesis is to investigate the kinetics processes of the photogenerated charges that limit 

the efficiency of a PEC system for unbiased water splitting. 

1.3 Overview of the thesis 

The efficiency of a PEC cell greatly depends on the performance of each photoelectrode, so extensive 

research has been done on tandem cells that are decoupled into two photoelectrodes for independent 

optimization. This thesis shows a complete characterization of several systems that can be used as 

photoelectrodes in a PEC tandem cells and is structured as follows: chapter 2 describes the materials 

studied in this thesis, introduces the concept of an ideal interface, shows different alternatives for 

photoelectrodes in a real working device and their limitations and strategies to improve their 

efficiency, including surface modification with cocatalysts; chapter 3 describes transient absorption 

spectroscopy (TAS) and intensity modulated photocurrent spectroscopy (IMPS) and shows how time- 

and frequency-resolved techniques can provide an in depth understanding of the kinetics of 

photogenerated carriers at the electrode/electrolyte junction over a considerable time span, in 

particular using a Lasso regression on the distribution of relaxation times[21] of the system to 

deconvolve bulk and surface processes at the semiconductor/electrolyte junction; chapter 4 presents 

the results of a PEC characterization of H-terminated p-Si photocathodes in acetonitrile, that shows 

evidence of inversion conditions resulting in large photovoltages for multi-electron transfer;[22] 



15 

 

chapter 5 shows a complete structural, optical and photoelectrochemical characterization of a 

WO3/BiVO4 heterojunction and highlights efficiency losses at the interface between the two 

semiconductors by means of wavelength-dependent IMPS;[23] in chapter 6, the effect of CoFe mixed 

overlayers on the kinetics of the WO3/BiVO4 heterojunction is explored with an operando TAS and 

IMPS study, which demonstrated that this type of surface modification enables charge separation 

efficiency enhancement and suppression of recombination;[23] finally, chapter 7 presents an 

innovative IMPS study involving different CIGS-based architectures to drive the hydrogen evolution 

reaction, in particular emphasizing how the performance of the same absorber material operating as 

a photocathode immersed in an electrolytic solution is greatly limited compared to when it is used as 

an external photovoltaic cell assisting a dark cathode. 
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2 Semiconductors for water splitting 
 

In tandem PEC cells, the performance of each photoelectrode significantly influences the STH 

efficiency, as depicted in Figure 1.2. The onset potential, saturated photocurrent, and fill factor are 

key parameters in the photoelectrode evaluation, and extensive studies have focused on how to 

improve these properties in several photoelectrodes.  

Typically, photoanodes usually employ n-type semiconductors, where photogenerated holes migrate 

from the bulk to the surface and drive the OER. This step is considered the bottleneck for water 

splitting, as generating one oxygen molecule requires four electron-proton coupling reactions, which 

usually have sluggish kinetics. BiVO4, Fe2O3, TiO2, WO3, and ZnO are widely investigated 

photoanodes for water oxidation.[24] Despite their impressive theoretical efficiencies, practical 

experiments reveal low photocurrent and onset potential, limiting the efficiency of the photoanode. 

In tandem PEC cells, p-type semiconductors have a critical role as the back photocathode. Common 

materials for photocathodes are narrow bandgap semiconductors, such as amorphous and crystalline 

silicon, chalcopyrite (Cu(In,Ga)Se2, CuInS2), Cu2O, and perovskite. Here, band bending facilitates 

efficient electron extraction, which is essential to achieve efficient charge separation and transfer at 

the semiconductor/electrolyte junction. However, a significant challenge lies in achieving large 

photovoltages, which are usually limited by low-energy band bending.[25] 

The next sections delve further into the materials investigated in this thesis. It starts by exploring the 

concept of an ideal interface for fundamental studies in electrochemistry, focusing on hydrogen-

terminated p-silicon in acetonitrile. Shifting the research focus toward nanostructured 

photoelectrodes, the following sections describe two heterojunctions: a WO3/BiVO4 heterojunction 

for the anodic compartment and a chalcopyrite-based photocathode, Cu(In,Ga)Se2 (CIGS), forming 

an heterojunction with CdS for the cathodic compartment. The chapter concludes with an overview 
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of catalysts for oxygen and hydrogen evolution, with a focus on cobalt and iron-based overlayers and 

on nickel-molybdenum binary alloys. 

2.1 Hydrogen terminated p-silicon in acetonitrile as an ideal interface 

Among the semiconductors used for PEC water splitting, silicon has appeared as one of the most 

promising candidates because of its abundance and small bandgap of 1.1 eV that gives the ability to 

harvest photons from a large portion of the solar spectrum. In the 1970s, devices based on 

silicon/electrolyte junctions were developed in order to convert light to electricity and for the 

photogeneration of storable chemical fuels in the form of electrolytic products. The integrity of the 

silicon surface has been the main focus during the development of these devices, as its degradation 

leads to severe decrease in efficiency. 

Regarding the OER, n-type Si can be used as photoanode, but its surface undergoes anodic 

degradation under operating conditions. On the other hand, p-Si employed as photocathode for the 

HER does not undergo the formation of silicon oxides, as it operates under reductive conditions and 

in strongly acidic solutions. The position of the conduction band edge of p-type Si is not only 

favorable relatively to the H+/H2 redox potential, but also to different proton-assisted multielectron 

reduction potentials for CO2. In alkaline solutions the dissolution of Si becomes more significant and 

proper protection is required for developing stable and high-performance p-Si photocathodes. 

A strategy that is generally useful in elucidating the basic processes at the silicon/electrolyte interface 

is the use of non-aqueous liquid phases, as the poorer solvating properties of these solvents typically 

lead to greater electrode stability. Non-aqueous solutions offer many advantages in carrying out and 

understanding simple electrochemical processes, such as an extended range of available potentials, 

the possibility to explore numerous reversible one-electron transfer reactions without kinetic 

complications, and fewer difficulties with surface phenomena. 
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2.1.1 Physics of semiconductor/liquid contacts 

For brevity only a lowly doped p-type semiconductor is described in this section, but the same 

description could be used on an n-type semiconductor. Figure 2.1a shows the energy band diagram 

of the semiconductor before equilibrium with the solution, where EVB, ECB, and EF are the energy of 

the valence band maximum, of the conduction band minimum, and of the Fermi level, respectively. 

The energy bandgap Eg is given by the difference between ECB and EVB. The electrolyte solution 

contains a redox couple (consisting of the acceptor A+ and the donor A) having electrochemical 

potential -qE°(A+/A), where E° is the Nernst potential of the redox pair (A+/A). When the solid is 

placed in contact with the solution (Figure 2.1b) a net interfacial charge transfer occurs between the 

two phases, as the Fermi level (EF) of the electrode align with the redox potential of the solution. A 

space-charge layer (SCL) is generated in the silicon close to the interface, resulting in an excess 

negative charge, arising from the ionized dopant atoms in the semiconductor, while the solution has 

an excess of positive charge, and the potential drop is in the thin (< 10 Å) Helmholtz layer. The 

thickness of the SCL, W, increases with diminishing doping level and is on the order of 10 nm – 1 

µm for non-degenerate semiconductors (1014 – 1018 atoms cm-3). Under these conditions of 

equilibrium, the band bending presents an effective barrier with height qϕB that prevents the flow of 

majority carriers (holes) from the semiconductor to the electrolyte, and small faradaic currents are 

observed. By applying a potential, it is possible to change the potential drop across the solid: a positive 

bias will decrease the amount of band bending, until the flatband potential EFB is reached. An applied 

bias more positive than EFB produces a surface accumulation layer, that results in rapid interfacial 

charge transfer via majority carriers, similar to what is observed at a metal/electrolyte interface. 

2.1.2 Energetics of semiconductor/liquid junctions under illumination 

The free energy produced by a semiconductor/electrolyte junction does not reach the theoretical 

energy limit dictated by the interfacial energetics discussed above. Instead, it depends on the kinetics 

of the charge carriers in the photostationary state that results after illumination of the 
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semiconductor/electrolyte interface with photons of energy greater than the bandgap (Eg). In solid-

state physics, the free energy is given by the difference between hole and electron quasi-Fermi levels 

(EF,p and EF,n) under illumination (Figure 2.1c). These energy levels are just a description of the 

electrochemical potential of one carrier type at a time under non-equilibrium conditions (in this case, 

under illumination), using Fermi – Dirac statistics to describe separately the populations of electrons 

and of holes. The degree of splitting between the two quasi-Fermi levels is the photovoltage (Vph) 

generated by the junction and it determines the photoelectrochemical reaction driven by the system. 

 

Figure 2.1: Band energetics of a semiconductor/liquid contact in three cases: a) before 

equilibration between the two phases; b) after equilibration, but in the dark; c) in quasi-static 

equilibrium under steady-state illumination. In b) qϕB is the barrier height, and its magnitude 

determines the theoretical maximum energy that can be extracted from a separated electron-hole 

pair at the junction. In c), where steady-state illumination yields non-equilibrium electron and hole 

populations, EF,n is the electron quasi-Fermi level and EF,p is the hole quasi-Fermi level. The 

voltage generated by the junction under illumination Vph is given by the difference between –

qE°(A+/A) and EF,p. 

2.1.3 Non-ideal behavior 

Surface states is a term that usually refers to localized states whose energy is in the forbidden bandgap 

of the semiconductor. The presence of these intra bandgap (IBG) states results in non-ideal behaviors 

that can limit the efficiency of the system, as they promote surface recombination processes, charge 

storage and trapping. For example, a thin layer of silicon dioxide (SiO2) on native silicon is 

responsible for introducing surface defects that limit the PEC performance of Si photocathodes.[26] 

Understanding and controlling the relevant kinetic processes that affect the photovoltage is essential 
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in the design of efficient semiconductor photoelectrodes. These kinetic processes govern the 

respective electron and hole concentrations at the interface under quasi-equilibrium conditions and 

can be summarized in: (i) recombination in the bulk, (ii) recombination in the depletion region, (iii) 

tunneling through the electric potential barrier near the surface, (iv) thermionic emission, that allows 

to thermally surmount the interfacial potential barrier, and (v) recombination at defects at the 

semiconductor/liquid interface. For well-surface passivated silicon single crystals, all these 

mechanisms can be suppressed except for bulk recombination, while in other cases surface 

recombination and charge transfer across the interface dominates the recombination processes. 

In 1986, researchers at Bell Labs reported that a hydrofluoric acid etch of a Si(111) crystal provided 

a surface that was remarkably inactive from an electronic point of view – by removal, or passivation, 

of surface states.[27] Infrared spectroscopy revealed that the surface was terminated with Si-H bonds 

that were stable in air for minutes.[28] The H-termination maintained the tetrahedral coordination of 

the Si atoms and removed the “dangling bonds” that serve as recombination centers for 

photogenerated electron-hole pairs.[28,29] Indeed, the surface recombination velocity reported in this 

seminal work was the lowest ever measured[27] and since then hydrogen-terminated silicon has 

become a “standard” in surface science studies. A review of the photoelectrochemical literature 

reveals that such ideal electronic interfaces have received surprisingly little attention for multi-

electron transfer catalysis even though they have enabled high efficiencies in regenerative solar cells 

based on one-electron redox mediators.[30,31] 

The hydrogen-terminated p-silicon/acetonitrile interface serves as an indispensable reference case for 

photoelectrochemical studies due to its simplicity and versatility. Unlike other types of 

photoelectrodes, this ideal interface lacks the complexity associated with surface or interfacial 

defects. Consequently, it provides a clearer and more straightforward understanding of the 

fundamental charge carrier kinetics at the semiconductor-electrolyte interface described in Figure 2.1. 

Furthermore, the absence of a catalyst in this system allows for a direct assessment of the 
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semiconductor's intrinsic photoelectrochemical properties. This reference case provides a baseline for 

evaluating the performance of other photoelectrodes and highlights the importance of controlling 

surface morphology and passivation in achieving high photoelectrochemical efficiency. Despite the 

benefits of this interface, its practical implementation in large-scale photoelectrochemical water 

splitting devices faces limitations in terms of efficiency and scalability and introduce the necessity to 

explore alternative materials. 

To address these limitations, the research presented in this thesis also focuses on nanostructured 

photoelectrodes, such as WO3/BiVO4 photoanodes and CIGS/CdS photocathodes. These 

heterojunctions offer unique advantages, including enhanced light absorption, improved charge 

carrier separation, and tailored band alignment, which can lead to increased PEC performances. 

However, the presence of surface and interfacial defects in these nanostructured systems also 

introduces additional complexities, requiring innovative approaches to optimize charge carrier 

dynamics and overall efficiency. 

2.2 WO3/BiVO4 photoanodes 

Inorganic semiconductor photoelectrodes are the most promising materials for PEC water splitting, 

due to their suitable electrical properties, ease of fabrication and stability. Among the n-type 

semiconductors, tungsten trioxide (WO3) received attention for its earth abundance, high electrical 

conductivity, and high chemical stability especially at low pH.[32] Its bandgap varies between 2.5 

and 2.8 eV, so it is able to absorb 12% of the solar spectrum, it has a moderate length of hole diffusion 

of 150 nm and excellent electron transport properties, with a mobility of 12 cm2 V-1 s-1.[32–34] The 

VB edge is positive enough for water oxidation, but the CB minimum is not negative than the HER 

redox potential, so it can only be used as a photoanode. 

Bismuth vanadate (BiVO4) is another promising material, with a smaller bandgap of 2.4 to 2.6 eV, 

good band edge positions, and stability. Despite the good band alignment to drive the water oxidation 
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reaction, that would give a maximum photocurrent of 7.5 mA cm-2 under AM 1.5G illumination, its 

poor electron transport properties and sluggish surface kinetics severely limit its efficiency.[35] Even 

though these materials are very promising, their PEC water splitting efficiency is too low to be 

competitive with other materials. Pairing WO3 with BiVO4 forming a n-n heterojunction (Figure 2.2) 

has proven remarkable performances compared to the individual materials due to the absorption 

properties of BiVO4, efficient charge transport property of WO3 and excellent matching of the energy 

bands for charge separation at the heterojunction.[36–42] 

 

Figure 2.2: a) schematic of a mesoporous WO3/BiVO4 photoanode and b) corresponding energy 

band diagram 

Another advantage of these materials comes from the possibility of synthetizing a nanostructured 

photoelectrode, to increase the surface area and provide more active sites for catalytic reactions, while 

also enabling facile charge transport throughout the material. The nanostructuring of the 

heterojunction can be achieved through various techniques, such as electrodeposition,[43] spin 

coating,[44] sol-gel,[45] or hydrothermal[46] methods, allowing precise control over its morphology 

and properties. 

Despite the exceptional performance of WO3/BiVO4 heterojunctions, challenges persist, such as 

optimizing the surface engineering and mitigating charge carrier losses at the heterojunction. Along 
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with finding new methods for nanostructuring the morphology, surface treatments with deposition of 

overlayers, interfacial buffer layers, and doping BiVO4 are strategies that can be employed to improve 

charge transfer kinetics and reduce interfacial resistance.[47] Furthermore, the complexity of the 

described system needs a deeper understanding of the dynamics of surface states and defects, which 

is crucial for further enhancing the performance and stability of the heterojunction under prolonged 

water splitting operations. 

2.3 CIGS/CdS photocathodes 

The chalcopyrite Cu(In,Ga)Se2 (CIGS) is a good candidate for photocathodes, as it gathered 

considerable interest as an efficient absorbing layer in photovoltaic cells alternatively to silicon, and 

the position of its energy bands are well aligned to drive the HER. A CIGS-based photovoltaic cell 

(Figure 2.3) can be then used as a photocathode with slight changes in the architecture of the device. 

The substrate needs to be insulating and stable throughout the deposition of all layers. Generally, 

soda-lime glass is used, as its coefficient of thermal expansion is close to CIGS and limits thermal 

stresses during the deposition of films, and it spontaneously supplies sodium to improve the 

performance of the cell.[48] A molybdenum film is then deposited on the glass by sputtering, with 

thicknesses around 500 nm.[49] Mo is a good material as back contact for charge collection, as an 

interfacial layer of MoSe2 forms between Mo and CIGS which acts as an excellent ohmic contact.[50] 

The CIGS absorbing layer is a p-type semiconductor material, whose intrinsic doping comes by the 

formation of defects such as copper vacancies, and the indium/gallium ratio tunes the bandgap 

between 1.0 eV (CuInSe2) and 1.7 eV (CuGaSe2) and generally a Ga/(Ga + In) ratio of 0.3 is used, 

corresponding to a gap around 1.1-1.2 eV.[51] The high absorption coefficient enables its use in thin 

layers, generally with thicknesses of the order of 2 µm. Extrinsic doping of the material also can come 

from sodium or potassium migrating from the glass substrate. The buffer layer is cadmium sulfide 

(CdS) deposited by chemical bath deposition and is a n-type semiconductor forming the p-n junction 

with CIGS, allowing better charge separation and also passivating surface defects of the absorber.[52] 
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After that, the window layer limit electron losses and collect the carriers and consists of intrinsic zinc 

oxide (ZnO) and aluminum-doped zinc oxide (ZnO:Al or AZO), that are deposited by sputtering with 

thicknesses around 50 nm and 200-400 nm, respectively.[53] Finally, a protective layer is usually 

required when this heterostructure is used as photocathode in harsh environments and driving the 

HER. The best candidate is a thin (10-20 nm) layer of titanium dioxide (TiO2),[54] as its large 

bandgap of 3.1 eV makes it almost transparent and is highly resistant to corrosion under harsh PEC 

operating conditions. 

 

Figure 2.3: a) schematic of a CIGS-based device structure and b) corresponding energy band 

diagram 

Even though the CIGS/CdS/ZnO/AZO/TiO2 heterojunction offers promising performance, 

challenges remain in terms of optimizing catalyst integration to further enhance its functionality and 

maintaining stability under extended PEC operation conditions. The precise engineering of catalyst 

compositions, loadings, and interfacial interactions is essential for achieving high catalytic efficiency 

and minimizing degradation. Additionally, understanding the interplay between different materials 

and interfaces is crucial for improving charge carrier dynamics and reducing recombination losses. 
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2.4 Enhancing water splitting efficiency through surface modification 

Although several materials have appropriate band-edge positions to drive OER and HER, the kinetics 

on the bare semiconductor surface generally limit the efficiency of the overall water splitting reaction. 

Overcoming this limitation requires a stronger driving force, i.e., an overpotential, to drive the desired 

reaction. A metallic catalyst deposited discontinuously onto the surface is effectively “transparent” 

and does not alter the light absorption properties of the semiconductor but can improve the kinetic of 

the reaction. 

The identification of efficient electrocatalysts for the two half reactions (OER and HER) is crucial 

for developing efficient solar water splitting devices. This chapter focuses on the pivotal role of cobalt 

iron oxide, cobalt iron Prussian blue, and a nickel-molybdenum binary alloy in PEC water splitting, 

specifically driving the OER and HER reactions under illumination, when coupled with the 

appropriate photoelectrodes. While the term "photocatalyst" is often associated with materials that 

directly participate in light-induced reactions, the term "catalyst" is employed here to emphasize the 

function of these materials in facilitating the electrochemical processes at the 

photoelectrode/electrolyte interface.  

2.4.1 Catalysts for oxygen evolution reaction (OER) 

The water oxidation half-reaction requires four-electron transfer for oxygen production, which is 

more difficult than the two-electron HER due to the higher energy barrier and slower reaction 

kinetics.[16,55] A general mechanism for the OER on metal oxides in acidic solutions is given by the 

following Equations: 

OH∗ + H2O → [HO∗OH] + H+ + e−        (2.1) 

[HO∗OH] → HO∗OH          (2.2) 

HO∗OH → O∗OH + e− + H+         (2.3) 
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2O∗OH → 2∗OH + O2          (2.4) 

The primary discharge of either water (in acid) or hydroxide (in base) to oxidize a surface-active site 

(asterisk) is the first step (Equation 2.1). The result is an intermediate species, described by the square 

brackets. After further chemical conversion to a more stable surface species (Equation 2.2), the 

surface is oxidized further (Equation 2.3). An oxygen molecule is finally formed from the reaction of 

two highly oxidized surface sites (Equation 2.4). This mechanism makes no distinction between the 

oxygen intermediates that arise from the oxide lattice or from the water species. Indeed, the oxide 

lattice can participate in the oxidation, as seen in isotopically labeled RuO2 and NiCo2O4 evolving 

isotopologues of O2.[56–59] 

In the last decades several strategies have been applied to photoanodes to improve the charge transfer 

in solution by surface decoration with OER catalysts.[60–64] In particular, these cocatalysts could 

accelerate photogenerated hole transfer, provide more active sites at the surface, overcome the 

reaction overpotential, suppress photo-corrosion, and reduce surface recombination, which are all 

effective ways to promote the water oxidation reaction. 

Up to now, noble-metal (Ru and Ir) oxides, transition metal (Fe, Co, Ni etc.) 

oxides/hydroxides/hydroxyl oxides, C-based nonmetal materials, coordination polymers, and 

molecule catalysts have been widely used as OER catalysts to improve the surface kinetics of 

photoanodes during water oxidation. Transition metal-based materials became popular as they offered 

significant improvements in material costs and preparation methods, while more recently complexes 

based on Ru, Ir, Fe, Co, Ni, and Cu showed high activity and tunability, together with their ability to 

be integrated in more complex molecular assemblies attached to the surface of photoelectrode.[65,66] 

OER catalysts offer a feasible way to efficiently transfer the photogenerated holes from the valence 

band to the surface of the photoanode and improve the charge separation efficiency. Co3O4 

nanoparticles could extract photogenerated holes from a BiVO4 photoanode, significantly enhancing 
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the photocurrent by affecting both bulk and surface kinetics, especially after incorporation of Fe3+ 

ions into the pristine metal oxide.[67–70] Cobalt phosphide (CoPi) also improved the PEC 

performance of a Fe2O3 photoanode, due to accelerated water oxidation kinetics and improved hole 

injection efficiency,[71–73] while a ultrathin NiFe-layered double hydroxide was able to shorten the 

transfer distance of holes at WO3 nanorods.[74] 

Another beneficial effect of OER catalysts is the suppression of surface recombination, as they can 

mitigate the activity of surface states that act as recombination centers for charge carriers. Examples 

of this effect are seen in works on IrOx catalyst on Fe2O3 photoanodes,[75] or on BiVO4 photoanodes 

decorated with CoPi, or cobalt iron Prussian blue.[23,76] Finally, OER catalysts can improve the 

water oxidation activity, for example by providing more active sites as shown in a work on Co(OH)x 

on Bi2WO6 photoanodes.[77] Of particular interest is a study on CoFeOx on BiVO4 that enhanced the 

water oxidation reaction by reducing the overpotential.[78] 

Another strategy to improve OER is introducing oxygen vacancies that enhance charge carrier 

transfer ability and H2O absorption, or using nitrogen as a dopant, as it induces less lattice distortion 

than oxygen in metal oxides/hydroxides.[79,80] Prussian blue analogues with chemical formula of 

M3[M’(CN)6]2 nH2O (M and M’ represent transition metal elements, e.g., Co2+, Fe2+, Fe3+, Ni2+, etc.) 

are excellent alternatives with non-oxide coordination, and several benchmark studies showed their 

stability and robustness.[81–83] However, they show lower current densities compared to metal 

oxides, probably due to the low number of active Co sites, as the cobalt atoms are connected to six N 

atoms of the cyanide group except the ones on the surface and in the vacancies created to provide 

charge balance. Cobalt hexacyanoferrate, the cobalt-iron analogue of Prussian blue (CoFe-PB), is a 

robust, effective, and inexpensive electrocatalyst that show low water oxidation onset potential and 

enhanced PEC performance. The origin of the increased efficiency is still debated, but recent studies 

suggest an enhancement of charge separation efficiency within the semiconductor that enables the 
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generation of long-lived photogenerated holes, rather than improved water oxidation kinetics,[23] 

underlying possible charge accumulation on the co-catalyst.  

2.4.2 Catalysts for hydrogen evolution reaction (HER) 

Three possible principal steps are involved in the HER process for the reduction of proton in acidic 

media or water molecules in alkaline media to hydrogen molecules on the surface of an electrode.[84] 

The first step is the Volmer reaction (Equations 2.5 and 2.6 for acidic and alkaline media, 

respectively), where a proton reacts with an electron and generates and adsorbed hydrogen atom (H*) 

on the surface (M). The proton sources are the hydronium cation (H3O
+) and the water molecule in 

acid and alkaline solutions, respectively. Then, there are two possibilities for the next step: either 

another proton diffuses to the H* and reacts with a second electron to form H2 through the Heyrovsky 

step (Equations 2.7 and 2.8 for acidic and alkaline media, respectively), or two H* in the vicinity 

combine on the surface of the electrode to evolve H2 through the Tafel step (Equation 2.9).[85] The 

overall HER is: 

H3O+ + M + e− → M − H∗ + H2O        (2.5) 

H2O + M + e− → M − H∗ + OH−        (2.6) 

H+ + e− + M − H∗ → H2 + M        (2.7) 

H2O + e− + M − H∗ → H2 + OH− + M       (2.8) 

2M − H∗ → H2 + 2M          (2.9) 

The interaction between the catalyst and these reactive intermediates should not be too weak, as too 

few intermediates (H*) would bind to the surface of the catalyst, slowing down the reaction, nor too 

strong, as the reaction products (H2) would fail to dissociate and stop the reaction by blocking the 

active sites. 
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Noble metals like Pt, Pd, Ru, Ir, and Rh demonstrate excellent catalytic properties towards the HER, 

with a moderate M–H bond strength that results in optimized adsorption and desorption of hydrogen, 

especially for platinum.[86] Despite their excellent catalytic properties, high cost and limited 

availability are the main drawback for widespread applications of these state-of-the-art HER catalysts. 

Electrocatalysts based on earth-abundant elements are promising alternatives, but they are susceptible 

to corrosion under strong acid or alkaline conditions. Metallic nickel has shown the best catalytic 

activity for HER among various nonprecious metals and through voltammetry techniques their 

performances follow the order: Ni > Mo > Co > W > Fe > Cu.[87] Recently, nickel-based binary 

alloys have been investigated due to high performance and low cost.[88] NiMo has the best catalytic 

activity in alkaline conditions, followed by NiZn, NiCo, NiW, NiFe, NiCr.[89] In a study from Baek 

et al., NiMo was coupled to a CIGS photocathode and showed a remarkable onset potential of 0.5 V 

and short circuit photocurrent density as high as 15 – 25 mA cm-2 under various pH conditions, which 

is very encouraging as it is comparable to the performance of Pt- coated CIGS.[54]  

Stability and long-term performance are primary concerns for earth-abundant-based HER catalysts 

and degradation can come from corrosion, catalyst poisoning by solution impurities, and changes in 

the electrode composition and morphology during HER. These effects can occur over long- or short-

time scales, as with hydrogen absorption in Ni, which begins immediately and progresses as the 

electrode continues to be used.[90,91] These three degradation mechanisms depend on electrolyte 

composition, pH, and specific operating conditions (temperature, applied potential, current density). 

Ni-based binary alloys are easily corroded under strong alkaline conditions, so a common solution is 

to add a protective layer of graphitic carbon.[92] 

2.5 Hybrid photoelectrodes 

Hybrid photoelectrodes comprised of a narrow bandgap semiconductor with an integrated molecular 

catalyst are actively being investigated for the generation of fuels from chemical feedstocks and 

sunlight.[93,94,103,95–102] The interfacial electron transfer processes that govern the efficiency of 
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such hybrids are understood through a model that requires isoenergetic transfer between the catalyst 

and photogenerated carriers at the fixed energetic position of the conduction or valence band 

edge.[104–107] This model was first described in the 60s by the combined theoretical work of Marcus 

and Gerischer,[104,105] and continues to be disseminated in modern research publications and text 

books of electron transfer theories.[106,107] This energetic requirement is suitable for optimization 

of single electron transfers of importance to regenerative solar cells,[30] yet remains challenging for 

important multi-electron catalysis such as water oxidation and carbon dioxide reduction. 

To appreciate challenges associated with multi-electron transfer photocatalysis at a semiconductor-

electrolyte interface, consider the hypothetical electrostatic potential alignment shown in Scheme 2.1, 

where the energetic positions of the conduction band edge (VCB = ECB/q) and reduction potentials (Eº) 

of a molecular catalyst are rigidly fixed relative to one another. A generic catalytic cycle comprised 

of a resting state, Cat, that undergoes two sequential one-electron transfers for the net two-electron 

catalytic reduction of CO2 to CO is further considered.[93] In this hypothetical representation, the 

first reduction potential, E°(Catn/n-1), is within the forbidden bandgap of the semiconductor and 

energetically closer to the semiconductor Fermi level, VF = EF/q, than is E°(Catn-1/n-2). Upon 

equilibration, interfacial charge transfer occurs until VF aligns with E°(Catn/n-1). Due to the low density 

of carriers in the semiconductor, essentially all of the potential drop occurs in the semiconductor, as 

depicted by the band bending in Scheme 2.1. The energetic position of VCB relative to E°(Catn/n-1) at 

the semiconductor-electrolyte is unchanged. Activationless isoenergetic transfer is expected when 

VCB lies energetically above E° by a magnitude equal to the reorganization energy.[104,105] 

Transfer of the second electron is energetically unfavored for an electron at VCB as shown in Scheme 

2.1. Transfer from a non-thermalized electron is possible,[108] but prior research has shown that such 

“hot” interfacial electron transfer is highly inefficient due to strong electron-phonon 

interactions.[107,109–112] Instead, efficient electron transfer would require a semiconductor with a 

more negative VCB (closer to the vacuum level). Even if an alternative semiconductor material was 
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identified for the second reduction, this material would necessarily have band edge positions less 

favorable for the first reduction. Hence, optimization of single electron transfers at semiconductor-

electrolyte interfaces may be achieved through energetic alignment,[30,31] but the requirements of 

fixed band edge positions present significant challenges for optimization of multi-electron transfer 

catalysis. 

 

Scheme 2.1: Hypothetical interfacial energetics at a semiconductor electrolyte interface for a 

generic catalytic two-electron reduction of CO2 to CO. Before equilibrium, Eº(Catn/n-1) lies within 

the forbidden bandgap while Eº(Catn-1/n-2) is within the continuum of unfilled conduction band 

states. At equilibrium, the Fermi energy (VF) is equal to Eº(Catn/n-1) and a depletion layer shown by 

band bending serves to sweep conduction band electrons toward the catalyst and valence band 

holes toward the semiconductor bulk. With a model where the band edge positions are fixed, the 

first reduction in the catalytic cycle is ideal and would generate the largest photovoltage. In 

contrast, the second reduction – with Eº(Catn-1/n-2) above the conduction band edge, VCB – is 

expected to be highly inefficient. 

The energetic alignment shown for the first reduction in Scheme 2.1 is most optimal for interfacial 

electron transfer and for generation of a large photovoltage.[105,113,114] In contrast, electron 

transfer is not expected to be efficient for the second reduction because the potential falls outside the 

forbidden bandgap.[113] This is important as the photovoltage is the maximum Gibbs free energy 

available from bandgap excitation. In chapter 4, the assumption of fixed band edge positions is shown 

to be incorrect for multi-electron transfer at H-terminated p-Si electrolyte interfaces. The largest 

photovoltage will be indeed realized when the Eº is within the continuum of conduction band states, 

like that shown for Eº(Catn-1/n-2).  
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3 Characterization techniques 
 

A wide variety of spectroscopic and microscopic techniques providing structural and mechanistic 

information can be employed depending on the system under investigation and the required spatial 

and temporal resolution. Spectroscopic investigations of heterogeneous systems with time-resolved 

techniques focus on the mechanistic aspects of the light-driven processes, such as light absorption, 

charge separation, charge transfer, and different recombination paths both in the bulk and on the 

surface. In the following chapter transient absorption spectroscopy (TAS) and intensity modulated 

photocurrent spectroscopy (IMPS) are described. A particular focus is on operando setups as they 

report on the charge carrier kinetics inside photoelectrodes under controlled operating conditions, 

while the OER or the HER are taking place (in solution, under illumination, and with applied bias). 

3.1 Principles and applications of transient absorption spectroscopy (TAS) 

This chapter explores the fundamental principles and applications of transient absorption 

spectroscopy (TAS), a powerful technique used to study the dynamics of short-lived electronic and 

vibrational excited states in various systems. TAS is an invaluable tool in the study of transient species 

and photoinduced processes in various scientific disciplines, including physics, chemistry, materials 

science, and biochemistry, as it provides insights into the dynamics of excited states over a wide range 

of time scales, from seconds down to attoseconds. 

In TAS, a sample is irradiated with a short-duration laser pulse (pump), and the absorption of the 

sample is monitored after a certain time delay with a second white light source, usually a Xe lamp 

(probe). In fact, the energy absorbed from the pump causes transitions between different electronic 

states, leading to the generation of photo-carriers or excited states within the sample.  

The transmittance of a sample is: 

𝑇 =
𝐼𝑡𝑟𝑎𝑛𝑠

𝐼𝑖𝑛𝑐
           (3.1) 
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where Itrans is the transmitted intensity and Iinc is the incident intensity on the sample. The absorbance 

is defined as: 

𝐴 = log10
𝐼𝑖𝑛𝑐

𝐼𝑡𝑟𝑎𝑛𝑠
= − log10 𝑇          (3.2) 

and TAS measures how the absorbance of the sample changes between its ground and excited state 

(after the pump pulse), so we can express the change in absorbance as: 

Δ𝐴 ≡ 𝐴𝑝𝑢𝑚𝑝 − 𝐴𝑛𝑜 𝑝𝑢𝑚𝑝 = log10
𝐼𝑛𝑜 𝑝𝑢𝑚𝑝

𝐼𝑝𝑢𝑚𝑝
       (3.3) 

Here, Ino pump and Ipump are the transmitted intensity without and with pump excitation, and it is 

important to notice that we do not need to measure the intensity of the incident pulse. 

3.1.1 Transient Absorption Spectroscopy Setup 

The transient absorption spectroscopy setup comprises several key components that enable the 

accurate and precise measurement of transient species dynamics. The primary elements of this setup 

include a light source, an optical system, and a detector. The light source provides the pump and 

probe pulses, which are typically generated using ultrafast laser systems. These lasers produce short 

pulses of light with durations in the femtosecond to picosecond range, matching the timescales of 

electronic and vibrational transitions. The optical system directs and focuses the pump and probe 

pulses onto the sample, ensuring spatial and temporal overlap. The sample is usually in the form of a 

thin film or a solution, placed in a cuvette or on a solid support. Following sample excitation, the 

transmitted light is collected and directed towards a sensitive detector, such as a photodiode or a 

streak camera. The detector records the changes in the intensity of the probe pulse due to the sample's 

transient absorption. 

Apart from the ultrafast pump-probe setups, there are alternative transient absorption spectroscopy 

configurations that allow the investigation of processes occurring on longer timescales, also called 
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laser flash-photolysis (LFP). By employing this alternative setup (Figure 3.1), researchers can explore 

dynamics with lifetimes from nanoseconds to milliseconds, providing insights into slower processes 

such as chemical reactions, protein conformational changes, and relaxation phenomena in complex 

systems. Moreover, these longer timescale transient absorption spectroscopy setups complement 

ultrafast techniques, offering a comprehensive understanding of the dynamics spanning a wide range 

of timescales in various research domains. 

The schematic of the experimental setup for pump-probe LFP measurements is shown in Figure 3.1. 

Time-resolved infrared (TRIR) measurements on p-Si photocathodes were performed with a 

benchtop nanosecond transient mid-IR spectrometer (inspire, Magnitude Instruments) equipped with 

a pulsed 532 nm excitation laser and a germanium bandpass filter (1-5 µm). Fixed applied potentials 

were controlled by a CH Instruments electrochemical workstation model CHI 760E using a Pt mesh 

as the counter electrode and a leakless Ag/AgCl reference electrode. TAS measurements on 

WO3/BiVO4 photoanodes had a similar layout and employed a pulsed 355 nm excitation laser as 

pump. The white light of the probe source, a 450 W Xe lamp, was passed through a color filter before 

passing through the sample to probe the changes in absorption. The lamp was equipped with a 

multigrating detection monochromator outfitted with a photomultiplier tube (PMT). The detector was 

software selectable with the PMT for monitoring absorption kinetics at a single wavelength, covering 

the entire visible region. For these measurements, the spectral bandwidth was typically 10 nm with 

color notch filters placed after the sample but before the detection monochromator to eliminate laser 

scatter. Single-wavelength kinetic data were collected by averaging 100 sequences where one 

sequence refers to collection of probe-only (Ino pump) data followed by pump-probe (Ipump) data. The 

time resolution in these setups is achieved through electronic delay circuits and a shutter system. The 

electronic delay circuits enable precise control of the time delay between the pump and probe beams, 

while the shutter system controls the exposure of the sample to the probe light, ensuring accurate 

temporal resolution. 
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Figure 3.1: schematic of a typical transient absorption spectroscopy setup 

After collecting the single-wavelength kinetic data a complete TA spectrum can be built by extracting 

∆A(t*) values at a fixed time delay t* for all the probed wavelengths. 

To understand the contributions to TAS spectra it is necessary to start from the energy level scheme 

of a semiconductor. After pump excitation, the electrons that occupy states close to the Fermi level 

are promoted to free states above the Fermi level. Usually, the energy of the pump pulse is greater 

than the energy gap so that electrons from the valence band can be promoted up to the conduction 

band. If this is the case, the concentration of absorbers (electrons) in the ground state (valence band) 

decreases and the transmittance of the probe light through the sample becomes higher. Therefore, 

Ipump > Ino pump, and ∆A < 0 from Equation. The spectral feature coming from this negative contribution 

is called ground state bleaching and its signal is seen until all the excited electrons return to the 

valence band. 
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Another typical contribution commonly seen in semiconductors is called induced absorption. It comes 

from electrons excited by the pump pulse in transient energy states and can be excited again to higher 

energy states by the probe. For example, electrons excited from the valence to the conduction band 

minimum can be excited again in higher energy states above the conduction band. In this case, Ipump 

< Ino pump, and ∆A > 0, as an additional absorption process is present. This contribution is usually 

related to free electrons in the conduction band or trapped electrons or holes in energy levels inside 

the energy gap, such as surface states or traps. 

3.1.2 Transient decays in thin film photoelectrodes 

Different equations can be used to fit the transient decay of the kinetic traces to obtain an analytical 

description of the relaxation to the ground state. The simplest equation is a first-order recombination 

kinetics that mathematically is described by a mono-exponential decay with equation: 

Δ𝐴 = 𝐴 exp (−
𝑡

𝜏
)          (3.4) 

where τ is the time constant describing the decay, and A indicates the amplitude of the decay process 

and can be associated to the number of excited carriers that return to the ground state following this 

decay path. 

When probing the transient decay over different orders of magnitude, more decay processes can be 

present at different times and in this case the TA signal can be fitted with a multi-exponential function, 

which is the sum of mono-exponential functions with different amplitudes and time constants. 

However, pure exponential relaxation is rarely found in nature, and it usually occurs over a wide time 

range, therefore an infinite sum of exponential with a distribution of characteristic times would be 

more helpful in more accurately describing the system. The Kohlrausch-Williams-Watts (KWW) 

function,[115,116] also commonly referred to as stretched exponential function, is a common 

alternative and a convenient tool when dealing with disordered systems: 
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Δ𝐴 = 𝐴 exp (− (
𝑡

𝜏
)

𝛽
)          (3.5) 

Where 0 < β < 1 is the stretching exponent and for β = 1 the usual exponential function is recovered. 

Another common function used to describe recombination in nanostructured systems is the power 

law decay: 

Δ𝐴 = 𝐵𝑡−𝛼           (3.6) 

Physically, the power law represents diffusion-limited recombination processes involving localized 

carriers,[117,118] which undergo relaxation within a broadened density of states.[119,120] The 

coefficient α describes how quickly the decay is and smaller values of α are associated with longer-

lived signals (Figure 3.2) 

 

Figure 3.2: Simulation of data following a power law 𝛥𝐴 = 𝐵𝑡−𝛼 normalized at t = 1 ps and with 

different values of the exponent α. 

The power law decay, contrarily to a single exponential function, occurs at all time scales and could 

be again described by an infinite sum of exponential functions with a distribution of characteristic 

times: 

𝑡−𝛼 =
1

Γ(𝛼)
∫ 𝑠𝛼−1𝑒−𝑠𝑡𝑑𝑠

∞

0
         (3.7) 
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Figure 3.3 shows the different kinetics described by a mono-exponential, a KWW function and a 

power law. It is interesting to notice that in a log-log plot the power law shows a linear behavior and 

this feature could be helpful while choosing the appropriate fitting function of TA data.  

 

Figure 3.3: examples of different kinetics that can be observed during a TAS experiment: single 

exponential, stretched exponential, and power law decay 

3.2 Intensity modulated photocurrent spectroscopy (IMPS) 

The study of optoelectronic properties of materials is crucial for the development of efficient 

photoelectrodes, but also for other technological applications, such as solar cells, photodetectors, 

light-emitting diodes, and optoelectronic devices. Intensity Modulated Photocurrent Spectroscopy 

(IMPS) is a powerful and non-destructive technique used to investigate the charge carrier dynamics, 

transport, and recombination processes in semiconducting and optoelectronic materials. IMPS 

provides valuable insights into the performance and efficiency of these materials and aids in 

optimizing their design and functionality. 

Before the advent of IMPS, traditional photocurrent and photovoltage measurements offered valuable 

information on the photogenerated charge carriers, but they were limited in their ability to provide 

dynamic and time-resolved data. IMPS involves the application of a small perturbation of light 
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intensity φinc(ω) and measuring the corresponding modulated current response Iph(ω) over a wide 

range of frequencies ω. The response function Y(ω) as the form of an admittance and is calculated as: 

𝑌(𝜔) =
𝐼𝑝ℎ(𝜔)

𝜙𝑖𝑛𝑐(𝜔)
          (3.8) 

A direct current (DC) light bias is used to keep the system close to real working conditions and the 

amplitude of the sinusoidal light perturbation is kept small (usually below 10% of the intensity of the 

DC light bias), in order to ensure a linear response of the photocurrent to the light stimulus. 

3.2.1 IMPS setup 

The typical IMPS setup is shown in Figure 3.4 and consists of a light-emitting diode (LED) as a light 

source that is modulated by an LED driver (Thorlabs DC2100) and a beam splitter that transmits a 

fraction of the light onto the sample (for the measurements shown in this thesis, it was placed inside 

a PEC cell with a PGSTAT204 electrochemical workstation, using a three-electrode configuration 

with a Pt counter electrode and Ag/AgCl as the reference) and direct a portion of the light onto a 

calibrated silicon photodiode (Hamamatsu). This allows simultaneous measurements of the light 

intensity and photocurrent, which is critical for normalizing the photocurrent data and obtain the 

transfer function of Equation 3.8. 

 

Figure 3.4: schematic of a typical intensity modulated photocurrent spectroscopy setup 
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The intensity of the incident light is modulated at a specific frequency, typically in the range of a few 

Hz to several MHz. This modulation can be achieved using a variety of techniques, such as choppers, 

mechanical shutters, or electro-optic modulators. In this setup we used a frequency response analyzer 

(FRA) module of the PGSTAT204 electrochemical workstation, that is able to generate alternating 

current (AC) signals with different frequencies. This is summed to a DC potential signal using an 

operational amplifier and is sent to the LED driver where it is converted to the current given to the 

monochromatic LED. For small variations, the light intensity emitted by the LED is directly 

proportional to the current passing through and also to the AC potential generated by the FRA. By 

modulating the light, the photocurrent generated in the material also oscillates at the same frequency. 

The light intensity measured by the silicon photodiode is converted to a current based on its 

responsivity at the specific wavelength used in the experiment. This current is further amplified to 

obtain a voltage signal using a current amplifier. Similarly, the photocurrent generated at the 

photoelectrode is measured at the counter electrode and converted to a potential signal based on the 

current range used during the measurements. 

Both the light intensity and photocurrent signals are fed back as voltage inputs to the FRA for data 

analysis. The FRA measures the amplitudes of the two sinusoidal AC signals, determines their phase 

shift, and calculates the quantity Y(ω) with Equation 3.8, for each frequency used during the 

experiment. Y(ω) is a complex number, and its real and imaginary components are used to construct 

a Nyquist plot, which is a common representation of IMPS spectra in literature. The Nyquist plot 

provides valuable insights into the charge carrier dynamics and recombination processes at the 

photoelectrode surface. By analyzing the Nyquist plot, crucial information about the charge carrier 

lifetime, mobility, and recombination mechanisms can be extracted. 
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3.2.2 The rate constant model in IMPS 

The theoretical basis of IMPS was elaborated by Peter and co-workers between the 1980s and 

1990s[121–125] by solving kinetic equations that were representing systems with single and 

multistep processes, but all their models needed some a priori information, such as the expression of 

the reaction mechanisms, that are not always known. As a result, the model of the system under 

investigation was always adapted to the most trivial case, that considers only two main kinetic 

processes, the hole transfer from the semiconductor surface to the electrolyte, and the recombination 

of these holes at the surface with bulk electrons.[76,126,127] This model is called rate constant model 

(RCM), as it associates two rate constants ktrans and krec to the two processes just described. The 

oversimplification of the carrier kinetics in this model hinders any insights into multistep or parallel 

processes happening at the surface, which would be expected in more complex nanostructured 

heterojunctions. 

 

Figure 3.5: Examples of IMPS spectra at different applied potentials. The blue plot shows the 

behavior at low applied potentials, where a loss of EQE is present due to a low TE. The green plot 

shows the behavior at high potentials where surface recombination becomes negligible, and the TE 

is assumed to be 1. 

By graphical inspection, IMPS spectra of a semiconductor/electrolyte interface show two semicircles 

in the Nyquist plot (Figure 3.5):[128] one in the fourth quadrant ah high frequencies and the other in 

the first quadrant at lower frequencies. The low frequency end of the spectrum contains fundamental 

information about the surface kinetics of the system: at the lowest frequency the photocurrent will be 
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in phase with the light modulation and the spectrum intercepts the real axis (Y” = 0). At higher 

frequencies, the photocurrent will start to be delayed with respect to the light modulation. This phase 

shift is given by the competition between charge transfer and recombination, and it results in the 

formation of a “recombination” semicircle in the Nyquist plot. The frequency ωmax that corresponds 

to the point where the imaginary component is maximum reports on the rate of transfer and 

recombination: 

𝜔max = 𝑘trans + 𝑘rec         (3.9) 

Then, the spectrum crosses again the real axis and here the real component of Y is proportional to the 

number of charges available to be transferred in solution, and at even higher frequencies the spectrum 

is convoluted with the characteristic time constant of the PEC cell τcell = (2πωmin)
-1, where ωmin is the 

frequency where the imaginary component is maximum in module but with a negative sign. This 

characteristic time is related to the impedance of the cell through: 

𝜏cell = 𝑅
𝐶sc𝐶H

𝐶sc+𝐶H
          (3.10) 

where R is the total series resistance arising from the electrolyte, the semiconductor bulk and the 

ohmic contact, Csc is the SCL capacitance, and CH is the Helmholtz capacitance.[121] Then the 

spectrum loops back to the origin, as at very high frequency there is no measured photocurrent, 

forming the “generation” semicircle in the fourth quadrant of the Nyquist plot. 

The size of the recombination semicircle describes the transfer efficiency (TE) of the system, that can 

be calculated by the ratio between the two real component of the intercepts with the real axis at low 

frequencies just described. The TE is also related to the transfer and recombination rate,[129] 

according to: 

TE =
𝑘trans

𝑘trans+𝑘rec
          (3.11) 
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Consequently, from Equations 3.19 and 3.11 ktrans and krec can be estimated. This analysis relies on 

the presence of a maximum and intercept values of the IMPS spectrum, however, the extraction of 

these values is not always straightforward and also requires that the two features of the spectrum (the 

generation and recombination semicircles) have very well separated characteristic times (or 

frequencies), so τcell << 1/ ωmax, and this is not always true for real systems.[121] A more effective 

method to deconvolve generation and recombination processes with similar characteristic times is 

described in the next section of this thesis.[21] 

Following the work of Gutiérrez et al.,[130] the IMPS transfer function can be also normalized in the 

following way. The photocurrent can be divided by the electron charge e, and the intensity can be 

divided by hc/λ, where λ is the wavelength of the incident photon, so that they are expressed in 

electrons cm-2 s-1 and photons cm-2 s-1, respectively: 

𝑌(𝜔) =
𝑗𝑝ℎ(𝜔)

𝜙𝑖𝑛𝑐(𝜔)
∙

ℎ𝑐

𝜆𝑒
          (3.12) 

With this normalization the quantity Y(ω) describes the number of charge carriers divided by the 

number of incident photons and contains information on the efficiency of the photoelectrode. 

Now, the value of the intercept of Y with the real axis is LHE × CSE, where LHE is the light harvesting 

efficiency, defined as the fraction of light intensity absorbed by the material at each wavelength, and 

CSE is the charge separation efficiency and represents the percentage of photogenerated holes that 

are available for oxidation reactions and provides information on the transport properties of the 

material. The intercept with the real axis at the lowest frequency corresponds to the external quantum 

efficiency (EQE) of the system. Therefore, the overall efficiency of the photoelectrode is: 

EQE = LHE × CSE × TE         (3.13) 
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The EQE is the ratio between the number of holes transferred to the electrolyte and the number of 

absorbed photons. Thus, from a single IMPS measurement, it is possible to extract information on 

bulk transport processes and surface recombination processes of the photoelectrode. 

Going back to Figure 3.5, if the positive semicircle is present (blue triangles), surface recombination 

is much faster than hole scavenging; consequently, the photogenerated charges recombine and TE < 

1. If the positive semicircle is absent (green triangles), it means that the charge transfer is much faster 

than surface recombination and the EQE is governed essentially by the rate of hole transfer to the 

solution. In this latter case, other features might be observed: when the cell time constant is close to 

the charge separation time constant, two superimposed semicircles possibly merging in one distorted 

semicircle appear in the complex plane; while if the charge separation is much faster, the spectrum 

results in one symmetrical semicircle. 

3.3 Lasso-Distribution of Relaxation Times (L-DRT) algorithm for IMPS data fitting 

The Distribution of Relaxation Times is a technique used in electrochemical impedance spectroscopy 

(EIS) or in IMPS to analyze and interpret complex impedance or admittance data obtained from 

electrochemical systems. It is especially valuable for studying systems such as electrode/electrolyte 

interfaces with various charge transfer and diffusion mechanisms, as it aims to deconvolute the 

frequency-resolved response of the system to reveal the characteristic timescales of each process. 

Contrarily to the RCM described earlier, a DRT algorithm allows to have an assumptions-free 

understanding of the frequency domain response function, and it allows for a quantitative analysis of 

simple and complex systems. The main goal of DRT is to identify the distribution of typical 

characteristic times in the system, by fitting the admittance in Equation 3.8 with the integral equation: 

∫
𝑔(𝑡)

1+𝑖𝜔𝑡
𝑑𝑡

∞

0
= 𝑌(𝜔) ∈ ℂ         (3.14) 
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where ω is the frequency at which the admittance Y(ω) is measured, g(t) represents the unknown real-

valued distribution over the times t that we want to find, and 𝑖 = √−1 is the imaginary unit. From 

experimental measures we only know Y(ω) for a finite number of frequencies {ω1, …, ωM}, such that 

the set {𝜏𝑚 =
1

2𝜋𝜔𝑚
}

𝑚=1

𝑀

 is logarithmically evenly distributed in the range [10-1, 104]. This problem 

is ill-posed in the sense of Hadamard,[131] as the solution is certainly not unique (i.e., different 

distributions g(t) give the same integral); therefore, a choice must be done on which kind of solution 

is preferred. Ideally, the resulting distribution should fit nicely the data {Y(ω1), …, Y(ωM)} when 

plotted on the complex plane, without overfitting it. 

From the physics of the system under investigation, it is reasonable to assume that the set of τm such 

that g(τm) ≠ 0 is discrete, i.e., there are very few characteristic times that fully describe the admittance 

of the system. The goal is to find this set of characteristic times with great precision. Once a 

characteristic time τm is found, the corresponding value g(τm) can be considered as its weight in 

describing the system. A positive (negative) weight means that the characteristic time increases 

(decreases) the photocurrent. Moreover, the weight can either be fully assigned to a single 

characteristic time using a Dirac distribution g(τm)δ(τ − τm), or be distributed around τm using a 

Gaussian function with a physically reasonable standard deviation σ. 

This problem will be tackled numerically with a discretization of the integral. The time range is 

subdivided in N > M evenly logarithmically spaced intervals [τm, τm+1], so that Equation 3.14 becomes: 

𝑌(𝜔𝑚) = ∑
𝑔(𝜏𝑛)

1+𝑖𝜔𝑚𝜏𝑛
,𝑁

𝑛=1          (3.15) 

for n = 1, …, N. Typically, N = S × M and a reasonable value is S = 10, meaning that the number of 

considered characteristic times is 10 times larger than the number the experimental frequencies. This 

results in a (N × M) complex linear system 
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𝐴𝑔 = 𝑏,           (3.16) 

where 𝐴 ∈  ℂ𝑀×𝑁 is the matrix (𝐴𝑚,𝑛) = 1/(1 + 𝑖𝜔𝑚𝜏𝑛) and 𝑏 ∈ ℂ𝑀   is the vector with the data 

(Y(ω1), …, Y(ωM)). An additional requirement for the vector 𝑔 ∈ ℝN is to be sparse, i.e., with “many” 

zero-entries. 

The linear system is first split it in real and imaginary part: 

{
𝐴′𝑔 = 𝑏′

𝐴′′𝑔 = 𝑏′′
           (3.17) 

where the two matrices A′ and A″ have entries 

(𝐴𝑚,𝑛
′ ) =

1

1+𝜔𝑚
2 𝜏𝑛

2                     (𝐴𝑚,𝑛
′′ ) = −

𝜔𝑚𝜏𝑛

1+𝜔𝑚
2 𝜏𝑛

2      (3.18) 

and b′ and b″  are, respectively, the real and imaginary parts of b. 

Then it is necessary to solve the following minimization problem 

𝑔 = arg min
𝑥∈ℝN

(||𝐴′𝑥 − 𝑏′||
2

2
+ ||𝐴′′𝑥 − 𝑏′′||

2

2
+ 𝜆||𝑥||

1
) ,     (3.19) 

where ∥ − ∥𝑝 denotes, as usual, the p-norm. In addition to the least square problem, the regularization 

term 𝜆||𝑥||
1
 helps avoiding overfitting. Different choices can be made: here, we decide to introduce 

a Lasso regularization, as it is often used to achieve sparse solutions, penalizing solutions with a high 

number of non-zero entries.[132] 

The parameter 𝜆 ∈ ℝ≥0 weights how much regularization is introduced in the minimization problem. 

Some validation tests have been developed[132] for identifying the best regularization parameter λ 

but these value may depend also on the quality of the measured data.[133] In general, if λ is too small, 
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the regularization term becomes negligible and the solution is overfitted; if it is too big (λ > 1), the 

regularization becomes prevalent, resulting in a solution which is identically zero.  

In the following, we show hot the application of this algorithm can improve the analysis of two 

different systems: (i) a simulated discrete system, made of a specific number of characteristic times, 

and (ii)a generalized physical RCM described by kinetic equations. The algorithm will be also applied 

to IMPS measurements made on WO3/BiVO4 photoanodes and CIGS-based photocathodes that are 

shown later in in chapters 6 and 7. 

3.3.1 Simulated discrete system 

The first benchmark to validate the algorithm is a simulated dummy system made of N different time 

constants, that is equivalent to an electrical circuit constituted by a series of N Voigt elements (i.e., 

parallel RC’s). Every Voigt element is characterized by a characteristic time τn = RnCn and a weight, 

given by the value Rn of the resistance. The impedance of such a circuit is 

𝑍(𝜔) = ∑
𝑅𝑛

1+𝑖𝜔𝜏𝑛

𝑁
𝑛=1 .          (3.20) 

Equation 3.20 is equivalent to Equation 3.15, upon substituting Rn with g(τn). The main difference is 

that g(τn) can be also negative in the IMPS case. Therefore, IMPS data were generated using Equation 

3.15 with N = 4. The values used for the calculation are reported in Table 3.1. 

The IMPS spectrum generated using Equation 3.15 and shown in Figure 3.6 displays two semicircles, 

one in the negative and one in the positive imaginary admittance quadrant, suggesting a system 

defined by two characteristic times. However, the characteristic times used to simulate this spectrum 

are four, two negatives and two positives, clearly pointing out how a simple graphical evaluation of 

such IMPS spectra is not reliable for the identification of the number of elements characterizing the 

circuit. 
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Table 3.1: Values of 𝜏𝑛 and 𝑔(𝜏𝑛) used for simulating the IMPS spectrum. In the last column is 

reported the height of the peak obtained using the L-DRT algorithm. 

𝒏 𝝉𝒏 (𝒎𝒔) 𝒈(𝝉𝒏) 𝐏𝐞𝐚𝐤 𝐡𝐞𝐢𝐠𝐡𝐭 (𝐋𝐚𝐬𝐬𝐨) 

1 3 0.75 0.73 

2 10 1 1.01 

3 80 -0.2 -0.19 

4 500 -0.5 -0.49 

 

 

Figure 3.6: a) IMPS spectrum generated using Equation 3.15 and values in Table 3.1, overlapped 

with fit curves obtained using Lasso and ridge regression, b) DRT curves calculated using Lasso 

and ridge regression, together with the Gaussian convolution of the L-DRT (GL-DRT curve); 

tabulated values (𝜏, 𝑔(𝜏)) used for generating the IMPS spectrum are reported as green points. 

Notice that the y-scale of the GL-DRT curve (yellow) differs from the one of the discrete L-DRT 

curve (red). 

By applying DRT analysis and fitting this spectrum with Lasso and ridge regression a good 

reconstruction of the data is obtained, as shown in Figure 3.6a. In fact, the blue and red line fully 

match every point of the IMPS spectrum. 

By focusing on the DRT curves, a huge shape difference between the curves calculated with the two 

methods (Figure 3.6b) is clearly visible. On one hand, ridge regression is not able to deconvolve the 

first two positive peaks and, even if the two negative peaks are deconvolved, their positions are shifted 
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with respect to τ3 and τ4 due to the oscillations that give rise to other peaks. In addition, without prior 

information on the system, the oscillations introduced by ridge regression (see arrows in Figure 3.6b) 

may be misinterpreted as real elements of the analyzed circuit, introducing an artefact. On the other 

hand, Lasso regression can find correctly not only the four main peaks centered exactly at τ = τn, but 

also to return their precise height. In fact, as reported in Table 3.1, there is a good agreement between 

the tabulated values g(τn) and the height of the peak given by L-DRT. However, it must be noticed 

that the peak centered at τ1 = 3 ms and τ4 = 500 ms are split into two close points (see inset Figure 

3.6b). For the sake of clarity, when a peak is split into two or more points, we report the sum of their 

height. In order to have a more reliable reconstruction of the data and avoiding the multiplication of 

peaks (i.e. overfitting), it is useful to build on each point τ of the L-DRT a Gaussian curve centered 

on τ and with full width at half maximum (FWHM) which is equal to the logarithmic spacing between 

two consecutive frequencies used for the measurement, namely FWHM = 𝑆 × (log 𝜏𝑛+1 − log 𝜏𝑛−1), 

where S is a parameter introduced earlier. The height of the Gaussian is then normalized so that its 

integral is equal to the value g(τ). Therefore, the resulting DRT curve will be the sum of several 

gaussian curves whose heights are close to zero for most of them, and appreciably different from zero 

only for the few of them centered at τn. In the following, we will refer to this curve as the Gaussian 

Lasso DRT curve (GL-DRT curve). This representation bestows a more reliable description of the 

simulated dummy system, pointing out the superior solidity of the Lasso approach with respect to 

conventional ridge regression. 

3.3.2 Generalization of the Rate Constant Model 

From the previous application we saw that DRT analysis based on Lasso regression is capable of 

deconvolving close characteristic times and returning the right intensity of the relative process. Now 

we apply L-DRT to a generalization of the RCM proposed by Peter[121], which describes the 

photocurrent response of a semiconductor/electrolyte interface to a periodic illumination of the 

photoelectrode. In the RCM, all the minority charge carriers generated after light excitation are 
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supposed to accumulate homogeneously along the surface of the semiconductor, then either undergo 

a charge transfer process to the electrolyte with a rate constant ktrans or recombine with majority 

carriers coming from the bulk with a rate constant krec. However, in a more realistic picture of the 

system, a semiconductor’s surface is not homogeneous, causing a distribution of accumulation sites 

for minority carriers. Examples of such systems are very common since they are the results of 

nanostructured surfaces, decoration with catalysts or heterojunction with porous layers.[122,124,126] 

Each accumulation site n is therefore characterized by a fraction pn of total hole flux Ihole towards the 

surface, so that ∑ 𝑝𝑛 = 1𝑛 , and two rate constants kn
trans and kn

rec. No charge redistribution among 

different accumulation sites is considered during the experiment.  

 

Figure 3.7: Model of the dynamic processes of charge transfer and recombination when two hole 

accumulation sites are present. In this case holes are supposed to accumulate and transfer both 

directly from the surface of the photoelectrode (p1) or from the catalyst which account for an 

additional hole transfer/recombination pathway (p2). 

The general equation that describes the frequency dependent part of the total photocurrent is  

𝐼𝑝ℎ(𝜔) = 𝐼ℎ𝑜𝑙𝑒 (∑ 𝑝𝑛
𝑘𝑛

𝑡𝑟𝑎𝑛𝑠+𝑖𝜔

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑘𝑛

𝑟𝑒𝑐+𝑖𝜔
𝑁
𝑛=1 ) (

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
),      (3.21) 

where τcell is introduced in Equation 3.10. If N = 1, Equation. 3.21 returns the simple RCM, where a 

single state is responsible for the charge transfer/recombination processes.[121] If two accumulation 

sites are available, corresponding to N = 2, there are two possible transfer paths, as schematized in 
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Figure 3.7. Using Equation 3.21, we can thus simulate IMPS spectra, employing Ihole = 1, N = 2, k1
trans 

= k1
rec = 1, k2

trans = k2
rec = 10 and pn ranging from 0 to 1. The resulting spectra together with the relative 

fit and DRT are reported in Figure 3.8. 

From these calculations we can extract some important features in IMPS spectra and GL-DRT curves. 

As expected, IMPS spectra are characterized by one negative semicircle at high frequency and a 

distorted positive semicircle at lower frequencies. On the other hand, in GL-DRT curves there is only 

one positive peak at low characteristic times (high frequencies), while more than one negative peak 

appears at higher characteristic times (low frequencies), except for the boundary cases with pn = 0 

and pn = 1, where only one negative peak is displayed. The positive peak is centered exactly at RC = 

𝜏cell = 10-5 s, meanwhile the other negative peaks are centered at 𝜏1
𝑚𝑎𝑥 = (𝑘1

𝑡𝑟𝑎𝑛𝑠 + 𝑘1
𝑟𝑒𝑐)−1 = 0.5 s 

and 𝜏2
𝑚𝑎𝑥 = (𝑘2

𝑡𝑟𝑎𝑛𝑠 + 𝑘2
𝑟𝑒𝑐)−1 m= 0.05 s. 

 

Figure 3.8: a) IMPS spectra generated using 𝜏𝑐𝑒𝑙𝑙 = 10−5𝑠, 𝑝1 = 0, 0.2, 0.5, 0.7, 1 and 𝑁 = 2 with 

𝑘1
𝑡𝑟𝑎𝑛𝑠 = 𝑘1

𝑟𝑒𝑐 = 1 and 𝑘2
𝑡𝑟𝑎𝑛𝑠 = 𝑘2

𝑟𝑒𝑐 = 10, together with their fit curves obtained using 𝜆 = 0.5. 

b) GL-DRT curves (in this case positive peaks are normalized to 1). 

As seen in the previous paragraph, the peculiar feature of the L-DRT algorithm is to return not only 

the right position of the peaks but also their height. In order to extract the height of the peaks that 

appears in the GL-DRT curves, it is necessary to rearrange Equation 3.21 in a form of an admittance 

similar to Equation 3.15, which allows the g(τn) factor for every addendum to be identified, as follows: 
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𝐼𝑝ℎ(𝜔)

𝜙𝑖𝑛𝑐
=

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
) ∑ 𝑝𝑛

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑖𝜔

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑘𝑛

𝑟𝑒𝑐+𝑖𝜔𝑛 =
𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
) ∑ 𝑝𝑛

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠−𝑘𝑛

𝑟𝑒𝑐+𝑘𝑛
𝑟𝑒𝑐+𝑖𝜔

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑘𝑛

𝑟𝑒𝑐+𝑖𝜔𝑛 =

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
−

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
∑

𝑝𝑛𝜂𝑛
𝑟𝑒𝑐

1+𝑖𝜔𝜏𝑛
𝑚𝑎𝑥𝑛 ) ,       (3.22) 

where 𝜂𝑛
𝑟𝑒𝑐 =

𝑘𝑛
𝑟𝑒𝑐

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑘𝑛

𝑟𝑒𝑐 is the fraction of accumulated minority carriers that recombine with majority 

carriers coming from the bulk. Apart from the normalization factor Ihole/ϕinc, which is constant and 

does not depend on ω, Equation 3.22 differs from Equation 3.15 because of the factor (1 + iωτcell)
-1 

in front of the summation; however, this factor becomes appreciably different from 1 only at high 

frequencies, say ωτcell ≳ 0.1. In this range, the summation vanishes because τn
max ≫ τcell, leading to 

ωτn
max ≫ 1 and (1 + iωτn

max)-1 ≈ 0. This situation reflects the fact that the summation represents the 

low-frequency limit of the admittance, which is dictated by the long (compared to τcell) characteristic 

times τn
max. It is therefore legitimate to approximate the second, low-frequency term of Equation 3.22 

by setting (1 + iωτcell)
-1 ≈ 1: 

𝐼𝑝ℎ(𝜔)

𝜙𝑖𝑛𝑐
=

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(

1

1+𝑖𝜔𝜏𝑐𝑒𝑙𝑙
− ∑

𝑝𝑛𝜂𝑛
𝑟𝑒𝑐

1+𝑖𝜔𝜏𝑛
𝑚𝑎𝑥𝑛 )       (3.23) 

In Equation 3.23 it is useful to set g(τcell) = Ihole/ ϕinc and g(τn
max) = g(τcell) pn ηn

rec. If kn
rec ≫ kn

trans then 

ηn
rec = 1, meaning that all the minority carriers accumulated at the n-th sites recombines before going 

into the solution. On the other hand, if kn
rec ≪ kn

trans most of the minority carriers escape 

recombination and pass in the solution. At steady-state, i.e., ω = 0, Equation 3.23 becomes: 

𝐼𝑝ℎ(0)

𝜙𝑖𝑛𝑐
=

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(1 − ∑ 𝑝𝑛𝜂𝑛

𝑟𝑒𝑐
𝑛 ) =

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
(1 − ∑ 𝑝𝑛(1 − 𝜂𝑛

𝑡𝑟𝑎𝑛𝑠)𝑛 ) =
𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
∑ 𝑝𝑛𝜂𝑛

𝑡𝑟𝑎𝑛𝑠
𝑛 =

𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
𝜂𝐿𝐷

𝑡𝑟𝑎𝑛𝑠 

            (3.24) 

where 𝜂𝐿𝐷
𝑡𝑟 = ∑ 𝑝𝑛𝜂𝑛

𝑡𝑟𝑎𝑛𝑠
𝑛  is the L-DRT transfer efficiency. 

As expected, Equation 3.24 suggests that the total steady-state photocurrent Iph(0) is given by the sum 

of the photocurrent that comes from every accumulation site. Equation 3.24 can be also written by 
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making explicit the efficiencies of the main optoelectronic processes involved in PEC systems, i.e. 

light harvesting efficiency (LHE), charge separation efficiency (CSE)[129], transfer efficiency ηLD
trans  

and external quantum efficiency (EQE). This results in: 

𝐼hole

𝜙inc
∑ 𝑝n𝜂n

trans
𝑛 = LHE × CSE × 𝜂LD

trans = EQE      (3.25) 

and therefore 
𝐼ℎ𝑜𝑙𝑒

𝜙𝑖𝑛𝑐
= 𝑔(𝜏𝑐𝑒𝑙𝑙) = LHE × CSE 

The IMPS signal at steady state, i. e. when ω = 0, can be expressed as: 

𝐼𝑝ℎ(0)

𝜙𝑖𝑛𝑐
= 𝑔(𝜏𝑐𝑒𝑙𝑙) − ∑ 𝑔(𝜏𝑛

𝑚𝑎𝑥),𝑛         (3.26) 

where 

𝑔(𝜏cell) = 𝐼ℎ𝑜𝑙𝑒/𝜙𝑖𝑛𝑐          (3.27a) 

𝑔(𝜏𝑛
𝑚𝑎𝑥) = 𝑔(𝜏𝑐𝑒𝑙𝑙)𝑝𝑛𝜂𝑛

𝑟𝑒𝑐         (3.27b) 

with 𝜂𝑛
𝑟𝑒𝑐 =

𝑘𝑛
𝑟𝑒𝑐

𝑘𝑛
𝑡𝑟𝑎𝑛𝑠+𝑘𝑛

𝑟𝑒𝑐 representing the fraction of accumulated minority carriers that recombine with 

majority carriers at the surface of the semiconductor (recombination efficiency). Equation 3.27b 

suggests that the parameters g(τ) obtained with the L-DRT analysis have an important physical 

meaning when associated to the generalized RCM of a PEC system. In fact the value g (τcell) represents 

the fraction of holes accumulated at the surface of semiconductor/electrolyte interface with respect to 

the total amount of incident photons which is, by definition, the product LHE × CSE. In the RCM 

this quantity is the intercept with the real axis at medium frequencies. Instead, the value g(τn
max) 

represents the fraction of accumulated minority carriers at surface (in the n-th site) that undergo 

recombination with majority carriers coming from the bulk with respect to the total amount of incident 

photons. 
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However, Equation 3.27b shows that it is not possible to determine both kn
trans and kn

rec for each 

accumulation site, since g(τn
max) is proportional to the products pnηn

rec. The following equation is 

obtained by putting together all the parameters extracted from L-DRT analysis, i. e., g(τcell), g(τn
max), 

and τn
max, giving: 

𝑔(𝜏𝑛
𝑚𝑎𝑥)

𝑔(𝜏𝑐𝑒𝑙𝑙)𝜏𝑛
𝑚𝑎𝑥 = 𝑝𝑛𝑘𝑛

𝑟𝑒𝑐          (3.28) 

This relation highlights that the peak intensity of a DRT spectrum cannot be directly correlated only 

to the kinetic rate constant kn
rec and kn

trans without knowing the fraction of holes pn that follow each 

path. If the various pn can be estimated by complementary time-resolved spectroscopic 

techniques[134,135], then a full quantitative analysis of each peak in the DRT spectrum can be 

achieved. Nevertheless, even without knowing pn, the L-DRT approach provides a more effective 

description of the charge dynamics at the semiconductor/electrolyte interface, compared to the RCM 

based on the shape of the IMPS curve in a Nyquist plot. Figure 3.9 summarizes the main parameters 

that are determined from the L-DRT analysis. 

 

Figure 3.9: GL-DRT curve reported together with the main parameters coming from the L-DRT 

analysis. A0, A1, A2 are the integrals (area, highlighted in pink) of the respective gaussian centred 

at 𝜏𝑐𝑒𝑙𝑙, 𝜏1
𝑚𝑎𝑥 and 𝜏2

𝑚𝑎𝑥. Notice that the height of the Gaussian peak is normalized so that its 

integral is equal to the value 𝑔(𝜏𝑛). 
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Indeed, g(τn) parameter obtained using L-DRT algorithm can be readily used for calculating other 

important physical quantity, such as the Gartner current IGartner[136] and the recombination current 

Irec. In several works,[121,124,125,137] it was pointed out that the photocurrent measured in the 

external circuit is given by the difference between the flux of holes towards the surface IGartner (given 

by the Gartner equation) minus the recombination current of electrons Irec with holes trapped at the 

surface. These two currents have opposite sign since both electrons and holes flow toward the surface: 

𝐼𝑝ℎ = 𝐼𝐺𝑎𝑟𝑡𝑛𝑒𝑟 − 𝐼𝑟𝑒𝑐          (3.29) 

Comparing Equation 3.29 with Equations 3.26 and 3.27b, it is possible to write that 𝐼Gartner =

𝜙inc𝑔(𝜏cell) = 𝐼hole and 𝐼rec = 𝜙inc ∑ 𝑔(𝜏n
max)𝑛 . L-DRT provides an easy separation of the Gartner 

current IGartner  from the recombination current Irec. 

Furthermore, L-DRT enables an easy calculation of the rate constants kLD
trans and kLD

rec, which are 

the rate constants that describe the overall dynamic behaviour at the semiconductor/electrolyte 

interface of the photoelectrochemical system. This can be achieved by approximating a system 

characterized by N negative peaks to a system with a single negative peak and transfer efficiency 

ηLD
trans. This peak will be characterized by a time constant τLD

max, given by the average of all the τn
max 

relative to negative peaks weighted by their intensity g(τn
max): 

𝜏𝐿𝐷
𝑚𝑎𝑥 =

1

𝑘𝐿𝐷
𝑡𝑟𝑎𝑛𝑠+𝑘𝐿𝐷

𝑟𝑒𝑐 =
∑ 𝑔(𝜏𝑛

𝑚𝑎𝑥)𝑛 𝜏𝑛
𝑚𝑎𝑥

∑ 𝑔(𝜏𝑛
𝑚𝑎𝑥)𝑛

.        (3.30) 

We can thus write the following equation: 

𝜂𝐿𝐷
𝑡𝑟 = ∑ 𝑝𝑛𝜂𝑛

𝑡𝑟
𝑛 =

𝑘𝐿𝐷
𝑡𝑟

𝑘𝐿𝐷
𝑡𝑟 +𝑘𝐿𝐷

𝑟𝑒𝑐 = 𝑘𝐿𝐷
𝑡𝑟 𝜏𝐿𝐷

𝑚𝑎𝑥.       (3.31) 
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From Equations 3.30 and 3.31 it is now possible to calculate kLD
trans and kLD

rec. The calculation 

of such parameters is then independent from the shape of the IMPS curve in the Nyquist plot, 

providing a more reliable analysis with respect to the graphical analysis used in Peter’s RCM.  
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4 Multi-electron transfer at H‑terminated 

p‑Si electrolyte interfaces: large 

photovoltages under inversion conditions 
 

In this chapter, photovoltages for hydrogen-terminated p-Si(111) in an acetonitrile electrolyte were 

quantified with methyl viologen [1,1’-(CH3)2-4,4’-bipyridinium](PF6)2, abbreviated MV2+, and 

[Ru(bpy)3](PF6)2, where bpy is 2,2’-bipyridine, that respectively undergo two and three one-electron 

transfer reductions. The reduction potentials values, E°, span a range greater than the 1.12 eV bandgap 

of Si, enabling a test of the assumption of fixed band edge positions for interfacial electron transfer. 

Time-resolved and steady-state infrared spectroscopies are introduced as new tools for the 

characterization of photoelectrochemical cells that provides compelling evidence for a transition from 

the depletion condition to an inversion layer as the Fermi level is raised above the conduction band 

edge toward the vacuum level. Kinetic evidence for an accumulation layer at more positive potentials 

indicates that the H-terminated p-Si acetonitrile electrolyte interface provides access to all four bias 

conditions known for semiconductors interfaces in the solid state, i.e., accumulation, flat band, 

depletion, and inversion. The bell-shaped dependence of the surface recombination rate on the surface 

potential, quantified herein by nanosecond time-resolved infrared spectroscopy, validates a statistical 

Schockley-Read-Hall (SRH) theory reported over 60 years ago. An important conclusion from this 

research[22] is that the most optimal photovoltage and surface electron concentration for multi-

electron transfer catalysis occur when the acceptor E° value lies above the conduction band edge and 

not within the bandgap, as is normally assumed. 

4.1 Results 

Cyclic voltammograms of an CH3CN solution containing stoichiometric concentrations (1 mM) of 

methyl viologen (MV2+) and ruthenium tris-bipyridyl [Ru(bpy)3]
2+ with 100 mM TBAPF6 electrolyte 

are shown in Figure 4.1a. 
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Figure 4.1: a) Cyclic voltammograms of MV2+ and [Ru(bpy)3]
2+ (at 1 mM each) measured at 100 

mV s–1 with a degenerately doped n+-Si (gray scale) and p-Si(111) (red) illuminated with 34 

mW/cm2 of 650 nm light. b) Plot of the median photovoltages measured with the p-Si electrode for 

the indicated redox process versus the reduction potentials, with the minimum and maximum values 

indicated by the error bars. The magenta datapoint refers to measurements conducted with CoCp2. 

Superimposed areas in gray and light yellow are the energetic positions of the p-Si valence and 

conduction bands at the estimated flat band condition. 

Voltammograms were measured in the dark with a degenerately doped n+-Si electrode as well as with 

a glassy carbon electrode (data not shown, but results were identical to those shown for n+-Si), and 

with an illuminated (λex = 650 nm, 34 mW cm–2) p-Si photoelectrode; no waves were observed over 

this potential window in the absence of band gap illumination. The data show two sequential MV2+ 

waves and three sequential [Ru(bpy)3]
2+ waves. The half-wave potentials, E1/2, as an approximation 

for the reduction potentials, E°, were in good agreement with previous reports.[113] The 

voltammograms were stable and could be measured over periods of hours without significant change, 

consistent with a previous report.[93] The half-wave potentials, E1/2, were much less negative at the 

illuminated p-Si electrode (E) than those measured with a glassy carbon (GC) electrode or a 

degenerately doped n+-Si electrode (E°). This was also true for cobaltocene (CoCp2) that was 

measured independently. The photovoltage, Vph, defined as the difference in the measured reduction 

potentials for the illuminated p-Si relative to the dark n+-Si, i.e., Vph = E1/2(p-Si) – E1/2(n
+-Si), 

determined for at least eight separate measurements on eight different samples are given in Figure 

4.1b and Table 4.1. 
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Table 4.1: p-Si photovoltages and reduction potentials for the indicated redox couples.a 

Redox Couple Vph / mV 

(min, median, max) 

E° / V 

(n+-Si) 

E / V 

(p-Si, median) 

MV2+/+ 220 260 360 −0.84 −0.58 

MV+/0 300 400 460 −1.27 −0.87 

[Co(Cp)2]+/0 433 440 441 −1.33 −0.89 

[Ru(bpy)3]2+/+ 500 530 550 −1.76 −1.23 

[Ru(bpy)3]+/0 470 540 560 −1.96 −1.42 

[Ru(bpy)3]0/− 490 550 560 −2.22 −1.67 

aReduction potentials are referenced versus the Fc+/0 redox couple. Values for illuminated p-Si are 

statistical reports across 8 independent measurements. 

 

Capacitance data were analyzed with a Mott-Schottky plot, i.e., 1/C2 versus the applied potential, 

between –0.3 and –1.2 V vs Fc+/0 with a step size of 10 mV. The capacitance, C, was extracted by 

modelling the impedance response of the photocathode with a single RC parallel circuit for 

frequencies greater than 300 Hz. Under these experimental conditions, the capacitance change was 

on the order of micro-Farads (expected for ideal space-charge layers in most semiconductors) and 

increased linearly with the applied voltage step between –0.4 and –0.7 V, with no evidence for 

significant Faradaic current.[138,139] The capacitance data were analyzed with Equation 4.1, 

1

𝐶2 = −
2

𝜀0𝜀r𝑒𝑁a𝐴2 (𝑉 − 𝑉fb +
𝑘𝑇

𝑞
)        (4.1) 

where, ε0 is the dielectric permittivity of vacuum, εr = 11.7 is the dielectric permittivity of silicon, q 

is the elementary unit of charge, A is the geometric area of the photoelectrode in contact with the 

solution, V is the applied potential, k is the Boltzmann constant, and T is the absolute temperature. 

Representative Mott-Schottky plots measured from 300 Hz to 100 kHz are given in Figure 4.2 in a 

0.1 M TBAPF6/CH3CN with 1 mM each of MV2+ and [Ru(bpy)3]
2+. 
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Figure 4.2: Selected Mott-Schottky analyses of p-Si in electrolyte (0.1M TBAPF6/CH3CN) 

containing [Ru(bpy)3]
2+ and MV2+ (1 mM). The measurements were taken in the dark at the 

indicated frequencies from 300 Hz to 100 kHz. The flatband potentials, determined by the intersect 

of the linear fit and the x-axis, are given in each plot. 

The intercept provided an estimate of the flat band potential (Vfb = Efb/e) with an average value of –

0.52 ±0.1 V vs Fc+/0 that is in good agreement with previous literature reports for Si in acetonitrile 

electrolytes, for example VFB = –0.43 V,[93] –0.61 V,[97] and –0.60 V,[140] all versus Fc+/0. The slope 

obtained from the linear fit of the Mott-Schottky plot (Figure below) was used to calculate the 

acceptor density (Na) according to Equation 4.2, 

𝑁𝑎 =
2

𝑞𝐴2𝜀𝑟𝜀0×slope
          (4.2) 

The energetic position of the Fermi level (VF), relative to the intrinsic Fermi energy (VF,i), was 

obtained according to Equation 4.3, 

𝑉 − 𝑉𝐹 = ln (
𝑛𝑖

𝑁𝑎
) × 𝑘𝑇         (4.3) 
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where ni is the intrinsic carrier density of silicon (1.5 × 1010 cm–3), kT = 0.0259 eV at room 

temperature, VF,i is the intrinsic Fermi level, and the Fermi level VF is equal to Vfb. The positions of 

the conduction (VCB) and valence (VVB) band edges were determined using the relations VVB = VF,i + 

Vg/2, and VCB = VF,i − Vg/2. Vg is equal to the voltage difference between the valence and conduction 

band edges (1.12 V), which is the bandgap energy Eg of silicon (1.12 eV). The average flatband 

potential of −0.52 (±0.1) V vs Fc+/0
 was determined by Mott-Schottky analysis on 12 different silicon 

electrodes in the dark at frequencies from 300 Hz to 100 kHz. The dopant concentration, Na was in 

the range from 7.34 × 1014
 cm-3 to 1.52 ×1016

 cm-3, which matches the supplier’s information of (1 – 

20 Ω cm →1.49 × 1014
 cm-3 to 6.64 × 1016

 cm-3). The average difference of Vfb – VVB was determined 

to be 0.24 (±0.04) eV. 

Capacitance measurements made in acetonitrile electrolyte with 10 mM concentrations of MV2+ or 

[Ru(bpy)3]
2+ resulted in the same flat band potentials as those measured in the neat electrolyte. The 

impact of including the reduced form(s) of the redox couples was not investigated herein. 

Time-resolved infrared spectra measured at the indicated delay times after pulsed 532 nm excitation 

of p-Si are shown in Figure 4.3a. The spectra displayed as solid lines were measured in a dry N2 

ambient atmosphere, while the solid circles represent data measured at the open circuit condition in 

0.1 M TBAPF6/CH3CN. Both the spectra and kinetics were largely insensitive to the two 

environments. Strong absorption by the acetonitrile solvent near 3000 cm−1 and below 1600 cm−1 

precluded measurements in these regions. The absorption increased with the wavelength raised to the 

second power, behavior consistent with the presence of free carriers (electrons and holes).[140] 

Spectroelectrochemical data without bandgap excitation, Figure 4.3b, also revealed the presence of 

free carriers when the applied potentials were poised at values more negative than VCB. Stepping the 

potential back to potentials more positive than VCB revealed that the spectral changes were reversible. 
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Figure 4.3: a) TRIR spectra measured 100 ns to 50 µs after pulsed 532 nm laser excitation of p-Si 

under N2 (solid lines) and p-Si in 0.1 M TBAPF6/CH3CN (circles). b) Spectroelectrochemical IR 

measurements of p-Si under increasingly negative applied potentials in the dark showing the free 

carrier generation entering inversion. c) Kinetic data monitored at 2000 cm–1 as a function of the 

applied potential with overlaid kinetic fits. d) Plot of τ3, assigned to surface recombination, as a 

function of the applied potential for two light intensity conditions. The band edge positions at the 

flat band configuration are shown with solid interpolating curves to guide the eye. 

The kinetic data were sensitive to the applied potential and light intensity yet were non-exponential 

under all conditions investigated. The data were fit to a sum of three exponentials. Kinetic data 

acquired as a function of the incident irradiance and the applied potential revealed that one of the 

three components (τ3 = 1/k3) was highly sensitive to both parameters while the other two components 

were not, Tables 4.2 and 4.3. 

The irradiance and applied potential-dependent recombination pathway was hence assigned to surface 

recombination. We note that the term surface recombination velocity (cm/s) is often used to specify 

recombination at a surface.[141,142] Interestingly, kinetic data measured at applied potentials more 

negative than −1.0 V vs Fc+/0 were far more sensitive to the light intensity than those measured at 
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more positive applied potentials. Representative kinetic data measured at a fixed light intensity as a 

function of the applied potential are given in Figure 4.3c. 

Table 4.2: Free-carrier lifetimes in p-Si measured after pulsed 532 nm excitation at 0.8 µJ/pulse.a 

Potential 

V vs Fc+/0 

τ1 

ns 

A1 

% 

τ2 

ns 

A2 

% 

τ3 

µs 

A3 

% 

–1.33 18 76 151 18 2.49 6 

–1.83 20 70 189 21 2.57 9 

–1.93 24 62 263 21 3.23 17 

–2.03 20 59 247 18 3.49 23 

–2.13 18 55 211 16 4.28 29 

–2.23 15 55 197 14 4.85 31 

–2.33 12 60 170 12 5.10 28 

–2.43  12 60 154 12 5.26 28 

 

Table 4.3: Free-carrier lifetimes in p-Si measured after pulsed 532 nm excitation at 5.3 µJ/pulse.a 

Potential 

V vs Fc+/0 

τ1 

ns 

A1 

% 

τ2 

ns 

A2 

% 

τ3 

µs 

A3 

% 

–1.34 19 79 208 16 2.94 5 

–1.59 19 77 233 15 3.80 8 

–1.69 21 74 251 16 4.60 10 

–1.84 19 72 259 14 6.77 14 

–1.94 21 70 267 16 6.29 14 

–2.09 19 70 265 15 7.28 15 

–2.19 20 71 260 15 6.75 14 
aThe electrolyte was 0.1M TBAPF6/CH3CN and the lifetimes were extracted from a tri-exponential 

fit of kinetic data monitored at 2000 cm-1. Errors of 1-10% to the extracted lifetimes represent 

uncertainties from the fit. 

4.2 Discussion 

This study of multi-electron transfer at H-terminated p-Si/acetonitrile electrolyte interface supports 

two important conclusions. First, the largest photovoltage values are realized when the molecular 

reduction potential coincides with the conduction band continuum of the semiconductor, not within 

the forbidden bandgap as is expected and predicted by Scheme 2.1. Second, all four electric field 

conditions known for a semiconductor junction in the solid state can also be accessed for 

semiconductor/electrolyte interfaces in photoelectrochemical cells. These findings are particularly 
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encouraging for applications that require multi-electron transfer and specifically for the realization of 

liquid “solar fuels” by CO2 reduction with p-type hybrid semiconductor photoelectrodes.  

These conclusions were garnered from electrochemical and spectroscopic measurements made as a 

function of the applied potential. Steady-state and time-resolved infrared spectroscopy were identified 

as particularly valuable experimental tools that distinguished inversion layer formation from Fermi-

level pinning, a distinction that has historically been contentious in this field.[143,144] The bell-

shaped dependence of the surface recombination rate with the applied potential predicted by a 

statistical model over 60 years ago was directly quantified through nanosecond transient infrared 

measurements. Next, we discuss the interfacial energetics measured in the dark, the impact of 

bandgap excitation, and the impact of these findings on multi-electron transfer catalysis within the 

context of the broader literature. 

4.2.1 Interfacial Energetics. 

The approximate band edge positions of p-Si at the flat band condition were extracted from 

capacitance data while the formal reduction potentials were measured by cyclic voltammetry in a 

common electrolyte in the absence of bandgap illumination. These data indicate that the two MV2+ 

reductions (blue spheres) fall within the forbidden bandgap while the three [Ru(bpy)3]
2+ potentials 

(orange spheres) are within the continuum of conduction band states, Figure 4.4a. 

A literature review reveals that two different semiconductor/electrolyte potential distributions have 

been invoked to account for photovoltage behavior with interfacial energetics like that for 

[Ru(bpy)3]
2+: 1) Inversion Layer [107,145–148] formation; and 2) Fermi-level pinning 

(FLP).[113,143,144,149]  

In an inversion layer, the surface recombination rate is decreased as predicted by the SRH 

model.[107,150,151] Under inversion conditions at high injection levels, the intrinsic Auger 

recombination rate may limit Vph,[152–154] but there is no evidence to support this in this study (vide 
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infra). In FLP, intra-bandgap surface states exchange carriers with the bands that may unpin the band 

edges,[113,143,149] thereby limiting the magnitude of Vph without giving rise to saturation behavior. 

For example, the presence of a dielectric layer, like SiO2 on Si, may support a significant potential 

drop that results in a smaller Vph value than expected.[155] Likewise, semiconductor functionalization 

with a material that possesses a large density of states, such as redox active monolayers,[98,156,157] 

may yield a heterojunction with a smaller Vph than that measured in the absence of the material. In 

the following discussion, focus is placed on inversion layer formation and FLP that give rise to the 

saturation photovoltage behavior reported herein. 

Figure 4.4a provides a comparison of the potential distributions at a p-type semiconductor/electrolyte 

interface under ideal conditions with fixed band edge positions and in the presence of redox active 

surface states. As the Fermi level is raised from the flat band condition (reverse bias for a p-type 

semiconductor), a depletion layer is formed where the near surface region is depleted of majority 

carriers (holes for p-Si). When the Fermi level is raised further, to the point that it crosses the intrinsic 

Fermi level and is eventually poised above the conduction band edge at the interface, an inversion 

layer forms. The term inversion is used because, under these conditions, the type of majority carriers 

in the layer inverts to its opposite, e.g., electrons become dominant in a p-type semiconductor. 

Inversion layers are well known at solid-state interfaces such as in metal-oxide-semiconductor field-

effect transistors (MOSFETs),[107] but their formation at semiconductor/electrolyte interfaces in 

photoelectrochemical cells remains less certain.[149] Although less relevant to this study, lowering 

the Fermi-level from the flat band condition results in an accumulation layer, where majority carriers 

accumulate in the space charge region.  

The potential distribution provided in Figure 4.4a were determined by solving the Poisson equation 

under the bias conditions of accumulation, flat band, and depletion were determined using the 

depletion approximation,[107] (Equation 4.4) where ρ(x) is the total charge density. 
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d2𝑉(𝑥)

d𝑥2
= −

𝑞

𝜀r𝜀0
𝜌(𝑥)          (4.4) 

Positive values of x represent the bulk, with the surface fixed at x = 0. The conduction band potential 

at the surface remains fixed to its flat band value, VCB(0) = VCB, and at values of x > 0, VCB(x) shifts 

with the applied potential by an amount equivalent to the change in potential relative to flat band, ∆V 

= Vapp – Vfb. A similar boundary condition was applied to the valence band. Equation 4.4, with the 

appropriate approximation (depletion vs inversion) and boundary conditions, were solved in 

Mathematica, resulting in the typical parabolic band bending in the depletion layer.[30] Analytical 

solutions that more rigorously describe an inversion layer may be provided with additional 

approximations that consider the effective density of states in the conduction and valence bands with 

utilization of the Fermi-Dirac distribution.[145,146] 

The alternative case of semiconductor/electrolyte potential distribution occurs when a semiconductor 

has redox active surface states within the forbidden bandgap, Figure 4.4b. Under such conditions, 

raising the Fermi level from the flat band condition results in Faradaic electron transfer and partial 

reduction of the surface states. This redox chemistry pins the Fermi level and additional applied 

potential drops within the Helmholtz region of the electric double layer much like in a metal electrode. 

This condition is termed Fermi-level pinning (FLP), or sometimes band edge unpinning. Historically, 

the observation of photovoltages that were insensitive to the formal reduction potential of a redox 

couple has been taken as direct evidence for FLP;[113,143,144,149,158,159] however, the data 

reported herein show that the same insensitivity is observed for an inversion layer. Hence additional 

data are needed to distinguish FLP from an inversion layer. 

A key distinguishing feature is the delocalized nature of conduction band electrons in an inversion 

layer, while a photoelectrode under FLP conditions has electrons present in localized surface states 

and a semiconductor under depletion conditions. For silicon, these surface states have historically 

been found at energies close to the intrinsic Fermi level.[107] The spectroelectrochemical IR data 
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reported here reveal the appearance of a long wavelength absorption as the Fermi level is raised to 

about –1.5 V vs Fc+/0 that is lost when the potential is stepped back to more positive values. Free 

carrier absorption increases with wavelength raised to the second power, while trapped electrons in 

surface states are expected to show an absorption maximum.[140,160,161] Therefore, the IR spectral 

data are most consistent with the presence of conduction band electrons in an inversion layer. 

Additional evidence for an inversion layer, as well as the other electric field conditions, was extracted 

from kinetic measurements made after bandgap excitation as described below. 

 

Figure 4.4. a) Band diagrams for an ideal surface with valence band (VVB), Fermi level (VF) and 

conduction band (VCB) calculated as a function of the distance inside the semiconductor from the 

surface and applied potential for a H-terminated p-Si in contact with electrolyte without bandgap 

excitation. b) Fermi level equilibration with an applied potential for an interface with silicon 

surface states (represented by partially filled black semicircles) leading to Fermi level pinning. 
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Reduction potentials for MV2+ (blue circles) and [Ru(bpy)3]
2+ (orange circles) are included for 

comparison with the band diagrams. 

4.2.2 Bandgap Excitation 

It is worthwhile to consider Figure 4.4a with the assumption of isoenergetic electron transfer from 

fixed band edge positions. The first and second reductions of MV2+ by illuminated p-Si are expected 

and indeed observed as the potential for both redox couples lie within the forbidden bandgap. In 

contrast and contrary to experiment, the [Ru(bpy)3]
2+ reductions lie within the continuum of 

conduction band states where efficient interfacial electron transfer is not expected based on Scheme 

2.1.  

Under depletion conditions, the electric field serves to separate charge, sweeping conduction band 

electrons toward the interface and valence band holes toward the bulk. Ideal photoelectrochemical 

behavior is well established in the literature under depletion conditions for a variety of 

semiconductors with ideal behavior often judged by plots of Vph vs E°(A0/−).[30,31] The data reported 

here for the two viologen reductions are also fully consistent with depletion conditions and ideal 

behavior. The Vph value for the second reduction, MV+/0, is larger than the first, MV2+/+, because the 

reduction potential is closer, but still below, the conduction band edge.[114] This energetic alignment 

leads to larger band bending in the dark, where it is hypothesized that larger electric fields reduce the 

concentration of holes at the surface, decreasing the effective rate of electron-hole pair recombination 

at the surface, therefore leading to a larger photovoltage. 

Experimentally, the largest Vph values were measured for [Ru(bpy)3]
2+ that were, within experimental 

error, the same for all three redox couples. The consistent trend in the measured Vph was: MV2+/+ (260 

mV) < MV+/0 (400 mV) < CoCp2
+/0 (450 mV) < Ru2+/+ (530 mV) ~ Ru+/0 (540 mV) ~ Ru0/- (550 mV). 

Historically, a constant photovoltage measured over a 440 mV range of E° would be attributed to 

FLP.  The larger photovoltage values would indicate surface states located energetically near VCB. 

Indeed, by analogy to semiconductor-metal junctions that produce photovoltages insensitive to the 
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metal work function, photoelectrochemists assigned FLP to semiconductor-electrolyte interfaces 

where the photovoltage was insensitive to E°(A0/–). This analogy was described in three back-to-back 

papers published in J. Am. Chem. Soc.[113,144,162] However, negligibly small shifts in Vph may also 

result when the quasi-Fermi level is raised further into inversion – as an inversion layer is formed, 

the band bending, and consequently the electric field, in the depletion region of the space charge layer 

saturates, and the excess potential drops in the Helmholtz planes of the electric double layer. Hence 

both FLP and inversion layer conditions may lead to Vph values that are independent of E° (A0/–). Both 

Gerischer and Nozik have previously suggested that behavior attributed to Fermi-level pinning could 

instead be a result of an inversion layer.[147,163] A Faraday Discussion on this topic noted that 

distinguishing FLP from an inversion layer was particularly problematic when the surface state energy 

was close to a band edge.[163] 

The long wavelength absorption identified in spectroelectrochemical data is reasonably assigned to 

conduction band electrons and provides compelling evidence for the formation of an inversion layer 

when the applied potential is more negative than VCB. These spectral data support previous evidence 

for inversion layer formation at semiconductor-electrolyte interfaces garnered through photo-

capacitance and conductance measurements.[147,148] 

Time-resolved infrared (TRIR) experiments following pulsed bandgap excitation provided additional 

evidence for this assignment and allowed the electron-hole pair lifetimes to be quantified. 

Historically, the recombination of photogenerated carriers has been quantified by time-resolved 

microwave conductivity measurements.[159,164–166] An advantage of the TRIR approach is that it 

enables in situ measurements in a photoelectrochemical cell as a function of the applied potential. 

When plotted as a rate contant, k3 = 1/τ3, and normalized to the maximum value, k3/k3,max a bell-

shaped dependence on the applied potential results, Figure 4.5a. Stevenson and Keyes first reported 

a bell-shaped dependency of the surface recombination velocity on surface Fermi level position when 

the semiconductor interface accesses accumulation, flat band, depletion and inversion conditions with 
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the applied potential consistent with what is now often called the Shockley-Read-Hall (SRH) 

recombination model.[107,150,151] Such bell-shaped behavior is well documented for solid-state 

junctions,[141,167,168] but to our knowledge has not been kinetically resolved in an operational 

photoelectrochemical cell.[142] 

 

Figure 4.5: a) Plot of k3/k3,max versus applied potential extracted from TRIR measurements as a 

function of the light intensity at low (0.8 µJ/pulse) and high (5.3 µJ/pulse) intensity. The positions of 

the band edges at the flat band condition are shown in the white area and the curves overlaying the 

experimental points are a guide to the eye. Reduction potentials for MV2+ (blue circles) and 

[Ru(bpy)3]
2+ (orange circles) are included. b) Interfacial energetics at the p-Si electrolyte interface 

under illumination, taking the first reduction of [Ru(bpy)3]
2+ as an example. The indicated 

photovoltage, Vph = 530 mV, corresponds to that measured by cyclic voltammetry in Figure 4.2a 

and Table 4.1. 

In the SRH model, recombination is a maximum when the surface potential and electric field are not 

sufficiently strong to separate electrons and holes; this occurs at the flat band potential which is near 

the center of the bell-shaped curve.[169,170] In contrast, electron-hole pair recombination is inhibited 

when an inversion layer is present as valence band holes are repelled from the surface and drift toward 

the bulk resulting in a depleted surface hole concentration. Indeed, the dramatically decreased 

recombination measured at positive and negative applied potentials are fully consistent with the 

presence of accumulation and inversion layers, respectively, and are not easily rationalized by other 

models.[150] If FLP were operative an increased lifetime would not be expected. Rather, the lifetime 

could decrease, due to carrier trapping by the surface states, or stay approximately the same as the 
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applied potential falls in the electric double layer, without increased band bending; behavior that is 

contrary to what was measured experimentally. 

Under inversion conditions the kinetic data were far more sensitive to the light intensity than that 

measured at potentials corresponding to flat band, depletion, or accumulation, Figure 4.5a. This 

behavior also has precedence in the solid-state literature where photogeneration of large numbers of 

conduction band electrons favors inversion layer formation.[162,163] Indeed, the first reduction may 

be very near the conduction band edge in the dark, with bandgap excitation resulting in inversion 

layer formation, Figure 4.5b. A redox couple with an Eo that coincides exactly with the conduction 

band edge in the dark would likely result in the same photovoltage as that measured in the conduction 

band continuum and may enter inversion when illuminated.  

A switch from depletion conditions in the dark to an inversion in the light is important for 

photocatalysis and solar fuel applications. The onset of inversion occurs when the surface electron 

concentration is equal to the hole concentration in the bulk creating an n-type layer on a p-type 

semiconductor for enhanced charge separation. Strong inversion leads to conduction band electron 

concentrations of ~1020 cm–3.[145,146] At such concentrations the semiconductor exhibits metal-like 

behavior and the applied potential falls in the electric double layer rather than in the semiconductor 

itself. This is expected to have a tremendous impact on the structure and composition of the electric 

double layer. For example, catalysts with large dipole moments would be expected to align with the 

electric field when illuminated with bandgap light,[171] while electrolyte cations would be 

electrostatically attracted to the hydrophobic H-terminated Si surface.[172] In future work, such 

behavior will be specifically examined with surface-sensitive attenuated total reflection infrared 

techniques and exploited to optimize catalysis with hybrid photoelectrodes. 

The impact of these findings on prior photoelectrochemical research deserves some discussion. The 

photoelectrochemical behavior for H-terminated p-Si reported by Bocarsly and Wrighton and 

attributed to FLP are likely instead due to inversion layer formation.[113,114,144] Likewise, the large 
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photovoltages and Faradaic yields reported in Kubiak’s pioneering work on CO2 photoreduction with 

Lehn’s catalyst are also almost certainly due to the presence of an inversion layer.[93] The situation 

for III-V semiconductors and layered chalcogenide materials is less clear as a high density of surface 

states might be expected to underlie FLP behavior.[149,173,174] However, as was first pointed out 

by Dare-Edwards, Bard’s description of p-GaAs behaving as if it were coated with a monolayer of 

metal is more in line with behavior expected for an inversion layer than for electron transfer mediated 

by poorly defined surface states.[149,151] The data described herein establish the direct 

spectroelectrochemical detection of conduction band electrons as a general tool for distinguishing 

inversion from FLP.[166] Alternatively, in situ quantification of the surface recombination kinetics, 

accomplished herein by TRIR, as a function of the applied potential will certainly provide new 

insights. A decrease in the recombination rate is expected for an inversion layer and it will be of 

particular interest to test the assertion made herein that the surface recombination rate will increase 

or stay constant as the Fermi energy of a photoelectrode under FLP conditions is raised toward the 

vacuum level. 

In summary, multi-electron transfer at H-terminated p-Si acetonitrile electrolyte interfaces revealed 

that the largest photovoltages are realized when the molecular reduction potential has the same energy 

level as the continuum of conduction band electrons. Steady state and time-resolved infrared 

spectroscopic measurements indicated that this behavior is due to the presence of an inversion layer, 

a surface layer where the dopant type has changed from p- to n-type. The inversion layer provides a 

high ~ 1020 cm−3 surface electron concentration that supports multi-electron transfer with reduction 

potentials that span a 440 mV range. Therefore, the conundrum raised at the beginning of this section 

and in Scheme 1 for optimizing multi-electron transfer, rather than a single transfer, is shown by 

experiment to be inconsequential. Indeed, the most ideal behavior was observed under inversion 

conditions with significantly smaller photovoltages generated when the reduction potential was 

within the forbidden bandgap. The photoelectrochemical behavior of the illuminated p-Si electrolyte 
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interface under inversion conditions suggests an Ohmic-like semiconductor-molecule interface with 

the advantages of solar light harvesting to 1100 nm and metal-like behavior. The bell-shaped 

recombination kinetic data indicates that all four of the semiconductor electric field conditions known 

for solid state semiconductor junctions can also be accessed in photoelectrochemical cells. These 

behaviors are particularly encouraging for the realization of “solar fuels” by multi-electron transfer 

catalysis with hybrid semiconductor photoelectrodes.
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5 WO3/BiVO4 photoanodes studied by 

wavelength-dependent intensity modulated 

photocurrent spectroscopy 
 

To gain a detailed and consistent picture of the processes occurring at the WO3/BiVO4 interface of 

the photoanode, its performance was compared to pristine colloidal WO3. In this section we show a 

complete structural and functional characterization and apply an innovative approach to investigate 

the photoinduced carrier dynamics, based on the implementation of wavelength-dependent IMPS 

(WD-IMPS) analysis,[23] where the different layers of the heterojunction are selectively probed, 

identifying the charge transport properties in the bulk, at the interface between the two layers and at 

the surface. 

5.1 Structure, Morphology, and Optical Properties 

The morphological characterization of the photoanodes is reported in Figure 5.1. Colloidal WO3 

(Figure 5.1a) is characterized by a nanostructured morphology made of aggregated nanoparticles with 

an average diameter of 45 ± 12 nm, sintered together in a porous 3D network. After electrodeposition 

of BiVO4 on WO3 (Figure 5.1b), a homogeneous thin layer appears on the WO3 nanoparticles, 

increasing the average size to 52 ± 8 nm. High-resolution transmission electron microscopy 

(HRTEM) micrographs display crystalline nanoparticles with d-spacing compatible with monoclinic 

WO3 (Figure 5.1d). Interestingly, the surface of WO3 colloids did not display a homogeneous compact 

layer of BiVO4 nanoparticles (Figure 5.1e-f), but rather small (< 10 nm) BiVO4 nanocrystals. While 

their crystal structure cannot be fully resolved due to beam sensitivity-related instability, the observed 

interplanar spacings are compatible with distorted scheelite BiVO4. Figure 5.1c shows the X-Ray 

diffraction (XRD) profiles of the two photoanodes. In agreement with the above HRTEM analysis, 

WO3 films exhibit a monoclinic structure, while BiVO4 films show the typical monoclinic 

clinobisvanite structure (distorted scheelite structure), as previously reported. The WO3 peak 
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intensities are the same in all the photoanodes, and the reflections associated to BiVO4 are much 

lower in intensity than those corresponding to WO3 due to the different thicknesses of the two layers. 

 

Figure 5.1: FESEM micrographs of a) WO3 and b) WO3/BiVO4. c) The XRD pattern of the 

prepared photoanodes and reference patterns for WO3 and BiVO4. d–f) HRTEM micrographs of the 

WO3/BiVO4 sample. In the inset: e) Fast Fourier transform displaying the crystal pattern of 

monoclinic WO3, oriented on [1,1,0] zone axis. f) Higher-magnification detail of a BiVO4 

nanoparticle. 
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Figure 5.2 displays the optical absorbance spectra of the WO3 film and of the WO3/BiVO4 

heterojunction. The spectra are in good agreement with the nominal bandgap energies for WO3 and 

BiVO4, that are about 2.7 eV (440 nm) and 2.4 eV (510 nm), respectively. 

 

Figure 5.2: Absorbance spectra of the two studied photoanodes. 

 

As later discussed in the IMPS result analysis, two different monochromatic LEDs were used to 

analyze the carrier dynamics of the photoanodes, to excite the BiVO4 layer selectively, or both layers. 

The LEDs have nominal peak wavelengths of 470 nm and 370 nm and are referred in the text as blue 

and UV LED, respectively. From the absorbance A, the light harvesting efficiency (LHE) was 

calculated as: 

LHE = 1 − 10−𝐴(𝜆)          (5.1) 

defined as the fraction of light intensity absorbed by the material at each wavelength. 

5.2 PEC characterization 

The electrochemically active surface area (ECSA) of the WO3 film gives an estimation of the real 

surface area involved in the PEC processes and was estimated from the ratio between the double layer 

capacitance Cdl of the solid/electrolyte interface and the specific capacitance CS of an ideal flat film. 

A flat tungsten foil was polished and thermally oxidized in order to have a compact WO3 sheet that 

could be compared to the colloidal WO3 photoanode. Their specific capacitances were measured by 
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EIS in dark at open circuit potential (OCP). Figure 5.3 shows the two EIS measurements and the 

equivalent circuit used to fit the data. 

 

 

Figure 5.3: Electrochemical impedance spectroscopy performed in dark at OCP on the a) compact 

and b) colloidal WO3 electrodes. Inset: equivalent circuit used to fit the data. 

The impedance of the constant phase element (CPE) is: 

𝑍𝐶𝑃𝐸 =
1

𝑄0(𝑖𝜔)1−𝛼          (5.2) 

where ω is the frequency of the sinusoidal applied potential, i = (-1)1/2, Q0 is a constant with units of 

F sα-1, and 1 ≥ α ≥ 0 is related to the phase angle of the frequency response. For the circuit model used 

here, Cdl is related to the impedance of the circuit elements according to the following Equation: 

𝐶𝑑𝑙 = [𝑄0 (
1

𝑅𝑠
+

1

𝑅𝑐𝑡
)

𝛼−1

]

1

𝛼

         (5.3) 

The compact WO3 has a Cdl of 33.5 µF cm-2, in good agreement with typical values for flat metal 

oxides found in literature that range from 20 µF cm-2 to 80 µF cm-2. On the other hand, the colloidal 

WO3 has a Cdl of 800 µF cm-2, meaning that the film has an ECSA 24 times higher than that of a 

compact electrode, and therefore can be considered mesoporous. As the addition of BiVO4 does not 

significantly modify the morphology of the photoanode, as suggested by field emission scanning 
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electron microscopy (FESEM) and HRTEM analysis, the whole structure can be considered 

mesoporous as well. 

 

Figure 5.4: a) Chopped LSV under 1-sun equivalent illumination in acetate buffer solution (pH 5) 

and b) IPCE spectra at 1.7 VRHE for WO3 and WO3/BiVO4 samples. 

 

Figure 5.4a shows the linear sweep voltammetry (LSV) curves measured in acetate solution under 

chopped white LED illumination, with an incident of 1 sun. Important contributions of the BiVO4 

layer can be noticed with respect to the bare WO3. In fact, the maximum photocurrent increases more 

than four times (1.85 mA cm-2 at 1.7 VRHE) and shifts the onset towards more positive potentials, 

requiring a stronger anodic polarization to reach the saturation photocurrent. The current peak 

observed at 0.4 VRHE is related to the reoxidation of W(V) to W(VI): W(V) is generated during the 

j/V experiment upon scanning the electrode at V < 0.7 VRHE and requires charge compensation, here 

in the form of Na+, by the electrolyte. When BiVO4 is present this effect is reduced, but it does not 

disappear completely; this might be an indication that the WO3 layer is not completely covered, 

consistently with the morphological results, and some of the W(VI) ions may still undergo 

electrochemical reduction at the relevant voltage. 

Figure 5.4b shows the incident photon-to current conversion efficiency (IPCE) spectra of the three 

electrodes under an applied potential of 1.7 VRHE. WO3 has a high IPCE (up to 35%) in the UV region 

of the spectrum, whereas the IPCE is almost zero for λ > 450 nm, as expected as the bandgap is 2.7 
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eV. When the BiVO4 layer is added, the IPCE is extended toward the visible range, up to ≈ 525 nm. 

However, the IPCE of pristine WO3 exceeds the one of WO3/BiVO4 in the UV region (< 390 nm). 

The conversion efficiency given by the IPCE is extracted only from the steady-state photocurrent, 

and to gather information on the carrier dynamics out of equilibrium we turn to WD-IMPS. 

 

Figure 5.5: IMPS response of the photoanodes under UV/blue illumination (producing steady-state 

photocurrent = 35 μA cm-2) in 0.2M acetate buffer solution (pH 5). 

 

Figure 5.5 shows the IMPS spectra of the two samples under UV and blue monochromatic 

illumination and at different applied potentials, after normalization according to Equation 3.12. For 

WO3 only the measurement with the UV LED is present, as it does not absorb light at 470 nm. For 

WO3/BiVO4, using both blue and UV LEDs allows for selective excitation of the different layers of 

the photoanode, thus identifying the role of each material with respect to the heterojunction PEC 
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activity. The first row of Figure 5.5 shows the IMPS spectra of the WO3 photoanode. Upon UV 

excitation, only the negative semicircle is present, meaning that surface recombination is much slower 

than charge transfer from the electrode to the solution. On the other hand, the IMPS spectra of 

WO3/BiVO4 photoanodes show positive semicircles, indicating surface recombination up to 1.1 VRHE, 

that disappears at more anodic potentials for both light sources, in agreement with another work on 

BiVO4. The only difference between UV and blue illumination is given by the value of real-axis 

intercepts, which is related to the CSE and EQE efficiency of the electrode. 

From the IMPS data we can extrapolate the relative efficiency of each optoelectronic process taking 

place in the PEC cell. The CSE versus applied potential is reported in Figure 5.6a. Upon blue 

excitation, the CSE of WO3/BiVO4 displays a sigmoidal shape with onset at about 0.9 VRHE and the 

maximum CSE value in the high polarization regime (1.5 VRHE) is around 17%. Under UV light, the 

WO3 photoanode shows the highest CSE, as it reaches values around 50%. Therefore, it appears that 

the presence of the BiVO4 layer partly reduces the collection of charges photogenerated within WO3. 

Moving to the analysis of the TE (Figure 5.6b), while pristine colloidal WO3 exhibits unitary TE in 

the whole considered potential window upon UV illumination, the addition of BiVO4 layer introduces 

superficial recombination at potentials lower than 1 VRHE, with all excitation sources. Thus, BiVO4 

in the low-potential regime is less efficient than WO3 in transferring charges to the solution, meaning 

that the number of holes that effectively oxidize water decreases because of competing recombination. 

This is consistent with the shifted photoanodic onset if the WO3/BiVO4 junction with respect to bare 

WO3. Indeed, only when reaching a sufficiently strong anodic polarization, electrons are drawn away 

from BiVO4 and the electron/hole recombination process at the surface become negligible. 

The EQE versus the applied potential is shown in the right column of Figure 5.6c. With blue LED, 

we observe a 10.6% value for WO3/BiVO4, while upon UV illumination, the EQE reaches a value of 

19%. UV-excited bare WO3 displays a higher EQE in the whole potential range with respect to the 

heterojunction. The IPCE measured at 1.7 VRHE is in good agreement with the EQE extracted by the 
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IMPS spectra at the equivalent potential with the corresponding excitation wavelength, validating the 

theoretical model used to extract these efficiencies from the IMPS measurements. Compared to IPCE, 

IMPS allows to discern the contribution of each process to the steady-state EQE by resolving the 

carrier dynamics, revealing whether the EQE is limited by the charge separation in the bulk or by the 

charge transfer at the interface. 

 

Figure 5.7: a) CSE, b) TE, and c) EQE of WO3/BiVO4 when illuminated with blue and UV LEDs; d) 

Rint,het in WO3/BiVO4 

5.3 Loss at the heterojunction 

The main critical point highlighted by this analysis is the improvement of the EQE in the visible 

region when the heterojunction is formed compared to the pristine WO3 that shows negligible 

absorption, but in the UV region the opposite is observed. This drop in EQE might result from either 

the inner filter effect of the BiVO4 layer, that shadows the incident light on the underlying WO3, or 
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the rise of recombination processes related to the heterojunction, or both. A reasonable assumption is 

that the overall EQE of the heterojunction, at a specific potential, results from the sum of the 

contributions of each layer, depending on the relative LHE, CSE, and TE: 

EQEhet = TEWO3
× CSEWO3(het) × 𝐼abs,WO3

+ TEBiVO4
× CSEBiVO4(het) × 𝐼abs,BiVO4

 (5.4) 

The absorbance of BiVO4 at 370 nm (ABiVO4) is calculated by subtracting the absorbance of WO3 

(AWO3) from the absorbance of the heterojunction (Ahet). From this calculation, BiVO4 absorbs 

Iabs,BiVO4 = 1-10-A,BiVO4 ≈ 19.7 % of the incident UV light while WO3 absorbs Iabs,WO3 = LHEWO3×(1 − 

Iabs,BiVO4) ≈ 64.4% of it. 

We can now reasonably assume CSEBiVO4(het) in the UV region is equivalent to CSEBiVO4(het) under 

selective BiVO4 illumination in the blue region, as the CSE value at energies above bandgap may be 

considered independent on the incident photons energy. In addition, CSEBiVO4 already includes 

possible losses of photogenerated carriers that are generated in the BiVO4 layer and recombine at the 

BiVO4/WO3 interface. Since the only remaining unknown value in Equation 5.4 is the CSEWO3(het), 

we can calculate it for every working potential. The resulting value differs from the one observed in 

pristine WO3 and is consistently lower. This suggests that additional loss processes are undertaken by 

the e-h pairs generated in the WO3 layer within the heterojunction and can be included in CSEWO3(het) 

as an interface recombination term (Rint,het) defined as: 

CSEWO3(het) = CSEWO3
× (1 − 𝑅int,het)       (5.5) 

where CSEWO3 is the CSE in pristine WO3. The EQEhet now becomes: 

EQEhet = TEWO3
× CSEWO3

× (1 − 𝑅int,het) × 𝐼abs,WO3
+ TEBiVO4

× CSEBiVO4(het) × 𝐼abs,BiVO4
 

            (5.6) 

The resulting Rint,het as a function of the applied potential in WO3/BiVO4 is shown in Figure 5.6d, and 

displays a sigmoidal shape with onset at about 0.9 VRHE. In the WO3/BIVO4 electrode, as part of the 
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electroactive WO3 surface could be directly contacted by the electrolyte, we would expect the 

occurrence of direct hole-scavenging pathways from WO3 to the liquid phase, but the high Rint,het of 

the heterojunction for potentials lower than 0.9 VRHE suggests that the large majority of holes 

generated inside WO3 are instead lost due to interfacial recombination with BiVO4. For higher applied 

potentials, Rint,het rapidly decreases, probably due to the stronger depletion field built at the 

WO3/BiVO4 junction that facilitates the separation of the charge carriers, the transport of the 

photogenerated holes to the VB of BiVO4, and the injection in the electrolyte. It is however interesting 

to observe that even when the Rint,het plateau is reached in the high polarization regime (1.7 VRHE), its 

minimum value is 53%, corresponding to the fraction of photogenerated holes recombining at the 

WO3/BiVO4 interface, before being effectively transferred across the heterojunction. 

Charge recombination at the interface and poor transfer kinetics of holes in solution are the main 

limitations highlighted from this WD-IMPS analysis. Co-Fe mixed overlayers have shown 

remarkable improvements in the overall charge carrier kinetics of the WO3/BiVO4/heterojunction. 

The effect of this surface modification was studied by TAS and IMPS and the results are shown in 

the next chapter. 
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6 Analysis of the effect of Co-Fe overlayers 

on the kinetics of WO3/BiVO4 

heterojunctions 
 

Surface modification has been widely studied to further enhance the performance of WO3/BiVO4 

photoanodes for photoelectrochemical water splitting, as it can increase the photocurrent and shift the 

onset potential. In particular, the integration of cobalt iron oxide (CoFeOx)[78,175] or cobalt iron 

Prussian blue (CoFe-PB)[23,176] overlayers onto WO3/BiVO4 heterojunctions displays significant 

enhancement in charge separation leading to decreased recombination at the surface and improved 

overall efficiency. 

The intricate processes describing this enhancement can be unraveled by means of time-resolved 

techniques. In this Chapter a transient absorption spectroscopy analysis (TAS) on WO3/BiVO4 

photoanodes coated with cobalt iron oxide and cobalt iron Prussian blue overlayers, that investigate 

the charge carrier kinetics from the picosecond to second timescale is presented. After understanding 

the kinetics at the ultrafast time scale, an intensity modulated photocurrent spectroscopy (IMPS) study 

is presented to compare the surface kinetics of modified heterojunctions with the pristine photoanode. 

6.1 PEC Characterization 

The deposition of mixed CoFe co-catalysts is resulting in a dramatic enhancement of the 

photoelectrochemical performance of oxide semiconductors. Figure 6.1a reports the linear sweep 

voltammetries under chopped AM 1.5G illumination of a nanostructured WO3/BiVO4 semiconductor 

photoanode in slightly basic environment (green line), superimposed to the ones registered from the 

same material upon the deposition of a thin layer of mixed cobalt/iron oxide (CoFeOx), and of a Co-

Fe hexacyanoferrate, a Prussian Blue analogue (CoFe-PB). The PEC performance improvement is 

remarkably similar for either CoFe-PB and CoFeOx, both resulting in a deep improvement of the 

photocurrent onset potential, while the saturation current is only slightly enhanced by the 
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photoanode’s surface modification. For both oxide co-catalysts no oxidation wave is observed in the 

expected potential region for Co2+/Co3+ oxidation. We observe that the presence of the catalytic 

overlayer does not substantially improve the limiting photocurrent of WO3/BiVO4, but mostly affects 

the activation region of the j/V characteristic causing the cathodic shift mentioned before. 

IPCE spectra (Figure 6.1b) are in agreement with this observation: at low anodic bias, i.e., 0.8 VRHE, 

the electrodes modified with the overlayers mentioned above nearly double the photon to electron 

conversion with respect to the unmodified junction, while showing nearly identical photoconversion 

efficiencies in all electrodes once a sufficient anodic bias is provided to them. 

These data thus suggest that, at low/intermediate bias a larger hole population is able to escape 

recombination and reach the interface with the electrolyte when an overlayer is present, giving rise 

to enhanced photon to electron conversion. When the bias is strong enough, the performance of the 

various electrodes is levelled and a saturation region, evident from both the IPCE spectra and the j/V 

curves, is achieved in all cases. This condition is ostensibly determined by the achievement of the 

widest possible depletion region inside the semiconductor, likely limited by the size and doping 

density of the smaller BiVO4 nanoparticles decorating the larger WO3 structures. 

 

Figure 6.1: a) Chopped linear sweep voltammetry (Scan rate 50 mV/s, AM 1.5G illumination in 

borate buffer 0.5M) and b) incident photon-to-current conversion efficiency measurements at 

different applied potentials on indicated samples. 
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6.2 Transient Absorption spectroscopy 

Operando transient absorption spectroscopy (TAS) is used here to elucidate the intricate charge 

carrier dynamics and interfacial processes that govern the performance of this PEC system. The 

processes that limit the performance of the unmodified WO3/BiVO4 heterojunction and the beneficial 

effect of the two overlayers have been investigated on very different timescales and usually focus 

only on ultrafast kinetics[41,42,120,177] or on slow kinetics, when the water oxidation reaction 

already takes place.[176,178–180] In this section, the first TAS analysis of WO3/BiVO4 

heterojunctions whose surface was modified by addition of CoFeOx and CoFe-PB is reported. 

Moreover, it is the first study that spans several orders of magnitude, from picoseconds to seconds, 

offering a unique perspective on the dynamic processes occurring within the photoanode system, and 

providing valuable insights into charge carrier dynamics and interfacial reactions. 

Ultrafast TAS experiments were carried out in the 10-12 s to 10-9 s range using excitation by a 100 fs 

laser pulse with wavelength of 430 nm and energy of 5 µJ/pulse on a 1 mm2 area. Figure 6.2 compares 

the TA spectra measured in phosphate buffer 0.1M (pH 7) for the WO3/BiVO4 photoanodes with and 

without CoFe-based overlayers. All TA spectra display three main regions in the UV-Vis-NIR, in 

agreement with previous studies on BiVO4 and WO3/BiVO4 photoanodes: i) a well-defined band 

centered at about 470 nm can be assigned to trapped holes in BiVO4[181] and corresponds to 

transitions from the VB into IBG states emptied by ultrafast (≈ 1 ps) trapping of photoexcited 

holes;[41,120,179] ii) a broad band between 550 nm and 700 nm (partly convoluted with oscillations 

due to thin-film interference) is assigned to intraband transitions of free holes in the valence 

band;[41,120,179] iii) a broad TA in the NIR arises from intraband transitions of free electrons in the 

CB.[182,183]  

Since the IBG states responsible for hole trapping are mainly located in proximity of the BiVO4 

surface and are known to represent a crucial step for water oxidation,[176,179] we focus the analysis 

on the main band at 470 nm by following its decay as a function of time, as summarized in Figure 
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6.3. The best-fit parameters obtained in various time domains are summarized in Figure 6.4. The 

charge recombination and transfer processes inferred from the analysis are depicted graphically in 

Scheme 6.1 to provide a comprehensive view of the overall kinetics and to support the discussion. 

 

Figure 6.2: Transient absorption difference spectra measured after pulsed 430 nm (100 fs, 5 

µJ/pulse) excitation of a) WO3/BiVO4, b) WO3/BiVO4/CoFeOx, and c) WO3/BiVO4/CoFe-PB at 

open circuit in phosphate buffer 0.1M (pH 7) after the indicated time delay. 

Figure 6.3a-d-g shows the ultrafast time traces ∆A(t) monitored at 470 nm and different applied 

potentials for the three samples. We notice that ∆A(1 ns) is always higher than 1 mOD, meaning that 

a high number of trapped holes survive recombination in the ultrafast timescale. Therefore, we 

monitored the decay kinetics on a widely extended range (up to 1 s) using two more instruments that 

work in the 10 ns – 0.1 ms range (Figure 6.3b-e-h) and in the 1 ms – 1 s range (Figure 6.3c-f-i). In 

both, we used 6 ns laser pulses with wavelength of 355 nm and energy of 5 mJ on a 1 cm2 area. The 

very good matching of the TA amplitudes in the extended time ranges allows them to be directly 

merged without any normalization. Differently, ultrafast ∆A values are smaller due to weaker 

excitation conditions, as shown by the discontinuity between the first and second column in Figure 
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6.3. Nevertheless, the comparison remains fully meaningful because the laser excites both the WO3 

and the BiVO4 layers in all cases. Since the most significant enhancement of the photocurrent induced 

by the overlayers is observed between 0.6 VRHE and 1.0 VRHE (Figure 6.1a), in the discussion we will 

pay particular attention to the effect of CoFeOx and CoFe-PB in this potential range. 

 

Figure 6.3: Absorption changes monitored at 470 nm after pulsed (a, d, g) 430 nm (100 fs, 5 

µJ/pulse) and (b, c, e, f, h, i) 355 nm (6 ns, 5 mJ/pulse) excitation of (a, b, c) WO3/BiVO4, (d, e, f) 

WO3/BiVO4/CoFeOx, and (g, h, i) WO3/BiVO4/CoFe-PB at different applied potentials vs RHE in 

phosphate buffer 0.1 M (pH 7); overlaid are fits to Equation 1 (a,d,g), 2 (b,e,h), and 3 (c,f,i). 

The linear trend visible at ultra-short times in the log-log plot suggests that the initial decay follows 

a power law, with an additional component present at longer times; therefore, the picosecond kinetic 

data were fit according to Equation 6.1: 

Δ𝐴 = 𝐵1𝑡−𝛼1 + 𝐴1 exp (−
𝑡

𝜏1
)        (6.1) 

Physically, the power law represents diffusion-limited recombination processes involving localized 

carriers,[117,118] which undergo relaxation within a broadened density of states.[119,120] Therefore, 
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it is legitimate to assign the power law decay to the recombination of holes trapped at IBG states with 

free or shallowly trapped electrons undergoing random-like walk within the mesoporous WO3/BiVO4 

structure. This process, which occurs at all time scales and corresponds to the sum of exponential 

functions with a distribution of characteristic times,[184] is depicted by the blue arrows in Scheme 1. 

The exponent α1 is significantly reduced by overlayer addition, from 0.37 – 0.30 in the bare 

photoanode down to 0.26 – 0.21, whereas the applied field has a small and non-monotonous effect 

on it (Figure 6.4). Since smaller 𝛼1 values are associated with longer-lived transient signals (Figure 

3.2), we infer that the overlayers significantly reduce the diffusion-limited recombination of trapped 

holes. Typical values of the power law exponent in the literature are in the range 0.2 – 0.5, in good 

agreement with our results in the ps and in the extended (ns to s) time domain (vide 

infra).[118,120,179]  

Figure 6.4: best fit parameters to Equations 1, 2, and 3 for the indicated samples as a function of 

the applied potential. Exponential amplitudes and time constant at the a,e) picosecond, b,f) 

nanosecond, and c,g) millisecond timescale; d) power law amplitude after a 100 µs delay; h) 

power-law exponents α1 and α2. 

The exponential decay with a characteristic time τ1 describes a first-order kinetics that has been 

assigned in the literature to recombination with free electrons in the CB,[41,42,120] as illustrated by 

the red arrows in Scheme 6.1. In support of this interpretation, a similar exponential decay with 

amplitude A1
el ≈ 0.8 mOD and time τ1

el ≈ 70 ps is observed in the time trace of the bare photoanode 
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at 1000 nm, which is representative of free electrons (See Figure 6.5a). The linear trend visible in the 

log-log plot suggests that the decay follows a power law, with an additional exponential component 

present at longer times only for WO3/BiVO4; therefore, the picosecond kinetic data were fit according 

to Equations 6.2 and 6.3 for the unmodified and modified heterojunctions, respectively: 

Δ𝐴 = 𝐵1
𝑒𝑙𝑡−𝛼1

𝑒𝑙
+ 𝐴1

𝑒𝑙 exp (−
𝑡

𝜏1
𝑒𝑙)        (6.2) 

Δ𝐴 = 𝐵1
𝑒𝑙𝑡−𝛼1

𝑒𝑙
          (6.3) 

Notably, an increasing anodic potential provokes a decrease of both A1 and A1
el, confirming the link 

between these recombinative processes. 

 

Figure 6.5: Absorption changes monitored at 1000 nm after pulsed 430 nm (100 fs, 5 µJ/pulse) 

excitation of a) WO3/BiVO4, b) WO3/BiVO4/CoFeOx, and c) WO3/BiVO4/CoFe-PB at different 

applied potentials vs RHE in phosphate buffer 0.1 M (pH 7); overlaid are fits to Equation 6.2 for 

WO3/BiVO4 and to Equation 6.3 for WO3/BiVO4/CoFeOx and WO3/BiVO4/CoFe-PB; d) amplitude 
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A1
el measured on WO3/BiVO4 and e) power law exponent α1

el for indicated samples as a function of 

the applied potential. 

The lifetime τ1 (Figure 6.4a-e) increases with overlayer addition, rising from 50 – 70 ps in the bare 

sample to 100 – 150 ps with CoFeOx and 200 – 250 ps with CoFe-PB. Therefore, first-order 

recombination of trapped holes with CB electrons gets slower after addition of CoFeOx and CoFe-

PB overlayers. 

In summary, both CoFeOx and CoFe-PB significantly reduce the recombination rate of trapped holes 

in the ps range, with beneficial effect on the charge separation efficiency. This points to a passivation 

of recombination centers, possibly associated with dangling bonds, that may also result in an 

increased band bending at the semiconductor/electrolyte interface due to unpinning of the Fermi level 

or and the WO3/BiVO4 heterojunction. 

The subsequent dynamics of the charge carriers was investigated by analyzing the 10 ns – 0.1 ms 

TAS experiments reported in Figure 3b-e-h. Here, the linear trend in the log-log plot of suggests again 

the presence of an underlying power law decay; in addition, with increasing applied potential, an 

exponential decay with characteristic time of 1-3 µs becomes more relevant. Accordingly, the time 

traces were fitted to the sum of a power law and an exponential decay: 

Δ𝐴 = 𝐵2𝑡−𝛼2 + 𝐴2 exp (−
𝑡

𝜏2
)        (6.4) 

The power-law decay can again be associated with diffusion-limited recombination of trapped holes. 

However, by this time most CB electrons have either recombined with holes (lifetime τ1) or are 

trapped in states below the CB minimum. Indeed, Ravensbergen et al. have identified a characteristic 

time of 2.5 ns for electronic transition into shallow traps of BiVO4.[120] Therefore, the motion of 

both diffusing species becomes detrapping-limited (purple arrows in Scheme 1) leading to a change 

of α2 with respect to α1. Another reason for the change of the power law exponent is that 

recombination is heavily affected by the incident intensity of the laser.[179] The α2 values reported 

in Figure 6.4h are close to 0.5, in excellent agreement with the value of −0.49 reported by 
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Ravensbergen et al. in a similar time window.[120] We notice that α2 decreases slightly with 

increasing applied potential and by the addition of the overlayers (especially CoFeOx); this translates 

into a higher density of trapped holes that have survived recombination at a given time t*, as shown 

in Figure 6.4d by the value B2∙(t
*)-α2 (proportional to the trapped hole density) for t* = 100 µs. 

Therefore, it appears that the overlayers produce a similar effect as the applied potential in promoting 

the separation of free or shallowly trapped electrons from the trapped holes. This observation 

corroborates the suggestion according to which the overlayers enhance the electric field that drive 

charge separation at the relevant interfaces (vide supra). 

An important difference between the ps and ns regimes emerges when examining the behavior of the 

exponential component (Figure 6.4f): in fact, its characteristic time 𝜏2 drops significantly from ≈ 3 

µs of the bare photoanode down to 2 – 15 µs with overlayer deposition at 0.6 VRHE (rather than 

increasing as τ1) and further decreases by applying more anodic potentials. Furthermore, its amplitude 

A2 rises significantly with increasing potential above 1 VRHE. Therefore, this component describes a 

depopulation of trapped holes, which is enhanced by both the overlayers and the potential, thus 

showing the same trend as the photocurrent displayed in Figure 6.1a.  This similarity clearly indicates 

that this process is not representative of charge losses due to recombination, but rather of the transfer 

of trapped holes towards intermediate charge transfer (CT) states, from which injection into the 

electrolyte leading to water oxidation and Faradaic photocurrent occurs. In support of this 

interpretation, Moss et al have shown that the transfer of holes from IBG traps of BiVO4 to the CoFe-

PB overlayer is an efficient process that is largely complete by about 10 ms (a time similar to τ2).[176] 

Microscopically, this corresponds to the oxidation of Fe and Co cations in the overlayers, e.g. from 

Co3+ to Co4+. Clearly, this characteristic time cannot be associated with direct injection into the 

electrolyte since this is known to occur on a much longer timescale (vide infra). In the case of the 

bare photoanode, the intermediate CT state can be associated with oxidized species adsorbed in 

proximity of surface oxygen vacancies in BiVO4[185–187] (e.g., hydroxyl radicals) as well as with 
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oxidized cations in the overlayer.[176] The intermediate charge transfer state is depicted just outside 

the BiVO4 layer in Scheme 6.1 and the transfer of trapped holes active at 470 nm is represented by 

the yellow arrows that become thicker with applied potential and overlayer addition. We remark that 

such intermediate transfer on a few µs scale, beneficial to the photoelectrochemical performance, was 

not directly identified in previous studies, apparently because TA experiments were focused on either 

ultrafast or slow measurements. 

Finally, we analyze the kinetic traces collected from 1 ms to 1 s using the sum of a power law and a 

single stretched exponential (Kohlrausch–Williams–Watts function) with β = 0.5 as a fit function, 

according to: 

Δ𝐴 = 𝐵2𝑡−𝛼2 + 𝐴3 exp[−(𝑡 𝜏3⁄ )𝛽]        (6.5) 

where the parameters of the power-law decay have been fixed to those obtained in the previous case 

(for every sample and potential value); this approach implicitly assumes that the electron-hole 

recombination described by the power law is the same in the two different time windows, which is 

reasonable since the intensity and excitation wavelength are the same and the involved charge carriers 

are trapped in similar states. The KWW decay describes hole injection into the electrolyte leading to 

water oxidation, with the typical characteristic time of 10s – 100s ms (Figure 6.4g and green arrow 

in Scheme 6.1).[188,189] This assignment is corroborated by the increase of its amplitude A3 with 

the applied potential (Figure 6.4c), i.e in the same range where the photocurrent rises significantly 

(Figure 6.1), with a particularly strong slope in the case of the CoFeOx overlayer.  

We remark that TAS is not able to distinguish between hole transfer directly from the IBG states and 

via intermediate CT states. In fact, CT states do not contribute to 470 nm TA, but the transfer of a 

hole from a CT state to the electrolyte (on a several ms scale) can be rapidly followed by hole transfer 

from IBG states into CT states on a ms time scale (yellow arrow in Scheme 6.1), which is eventually 

detected as a decay of the 470 nm TA signal. In other words, the kinetics of hole injection via 

intermediate CT states contributes to the the decay of the trapped holes through fast transfer between 
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IBG and CT states. Overall, the KWW components describes a combination of different hole injection 

pathways, i.e., direct and via CT states, which explains the need for a stretched rather than a simple 

exponential. 

Interestingly, we notice that the overlayers extend the characteristic time τ3 from 47 ms for 

WO3/BiVO4 to 380 ms with CoFe-PB and 600 ms with CoFeOx at 1 VRHE. Since the overlayers have 

a positive impact on the photocurrent, especially in the 0.6-1.0 VRHE range, the increased lifetime 

cannot reflect a slower injection into the electrolyte that would reduce the water oxidation flow. In 

order to understand this result, we remind that τ3 = (ktrans + krec)-1, where ktrans
 and krec are the rate 

constants for transfer and recombination.[176,179] Therefore, the increased lifetime can be ascribed 

to a decrease of krec. A similar explanation in terms of reduced recombination was also proposed by 

Ma et al. to interpret the lifetime increase with increasing VRHE in photoanodes where ktrans is 

potential-independent.[179] Furthermore, this view is fully supported by a intensity modulated 

photocurrent spectroscopy investigation that is shown in the next section,[23] which revealed that the 

CoFe-PB overlayer reduces krec compared to the bare photoanode, while ktrans remains unchanged. 

In conclusion, the TA kinetics spanning twelve orders of magnitude in time were fitted by simple 

models invoking a small number of processes and few fitting parameters with a physically sound 

interpretation. In conjunction with the ample knowledge provided by previous pump-probe studies, 

precious insights into the effects of CoFe-based overlayers on WO3/BiVO4 photoanodes were gained, 

as summarized below: 

• Reduction of the power-law recombination rate at all timescales as well as of the exponential 

recombination in the 10’s of ps range, resulting in an improved charge separation efficiency; 

• Enhanced transfer of holes on the ≈ 1 ms timescale from intra bandgap traps at the BiVO4 

surface to intermediate states associated with oxidized cations in the overlayer, from which 

charge transfer into the electrolyte can take place at longer times; 
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• Increased lifetime of the KWW decay associated with water oxidation in the 10’s to 100’s of 

ms timescale, indicating that the overlayers boost the photoelectrochemical performance by 

suppressing surface recombination rather than by accelerating water oxidation kinetics. 

These points can be resumed stating that the overlayers act as efficient hole collectors, which enhance 

charge separation preserving holes from various recombination processes at several timescales, 

without deteriorating water oxidation kinetics. 

 

Scheme 6.1: a) Example of overlayed kinetics from 10 ns to 1 s and relative fit and band diagram 

showing the relevant detrapping processes at different timescales for b) WO3/BiVO4, c) WO3/BiVO4 

at higher potential, and d) WO3/BiVO4 with Co-Fe overlayer. Dashed arrows and thicker arrows 

represent a decrease and an increase in amplitude, respectively. In a), ultrafast 𝛥𝐴 data have been 

scaled to provide continuity with those in the ns range. See text for detailed explanation. 
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6.3 GL-DRT analysis 

In order to gain a deeper insight into the charge carriers dynamics in presence of the two catalysts, 

IMPS spectroscopy was performed on a bare WO3/BiVO4 photoanode and on the same photoanode 

modified with CoFeOx and CoFePB, using a UV LED with a 385 nm peak wavelength. 

 

Figure 6.6: IMPS spectra of a) WO3/BiVO4, b) WO3/BiVO4/CoFeOx and c) WO3/BiVO4/CoFe-PB 

in borate buffer 0.5M (pH=9) under 385 nm illumination. 

Figure 6.6a show the IMPS spectra measured on WO3/BiVO4 while applying potentials from 0.4 to 

1.6 VRHE. The addition of the catalyst overlayer does not affect the EQE value at high applied 

potentials, as previously discussed, but largely affects the IMPS spectra in the low-potential region. 

Indeed, the CSE is largely enhanced by the addition of both CoFeOx and CoFe-PB in the 0.4 – 0.9 V 
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region, where the maximum photocurrent enhancement is observed due to the onset cathodic shift. 

This is further highlighted by the CSE versus applied potential plot in Figure 6.7. 

However, within this potential region, striking differences in the recombination pathway are observed 

between the two co-catalysts. CoFeOx deposition is suppressing recombination in the whole 

considered potential range, including the aforementioned region. On the other hand, the CoFe-PB 

modified photoanode displays much larger recombination processes described by the semicircle in 

the 1st quadrant, compared to the other two studied samples. However, as the CSE is also larger, the 

resulting EQE is almost matching the one of the CoFeOx modified photoanode. These measurements 

show that both catalysts can enhance the PEC efficiency of the photoanode, but they rely on two 

different kinetics of the photogenerated charges, especially at low modulation frequencies. 

 

Figure 6.7: CSE for indicated photoanodes extracted from the measurements in Figure 6.6 

The performance at the plateau of the CoFeOx modified photoanode (Figure 6.6b) is comparable, but 

there is almost no recombination in all the considered potential range, especially at more negative 

applied potentials. Two semicircles appear in the 4th quadrant, which could be linked to different 

parallel paths of photocurrent generation at the semiconductor and at the catalyst. 

The different processes that build up the IMPS spectrum can be deconvoluted with Lasso-DRT 

algorithm described in Section 3.3.31 The black lines superimposed to the spectra in Figure 6.6 are 

the fits obtained, and they describe well all the measured data points for the three samples. The results 
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of this Gaussian Lasso DRT (GL-DRT) fit are more easily visualized through color maps, shown in 

Figure 6.8, where one can see the characteristic time constants of the processes at different applied 

potentials and the color scale reports on the intensity of the process. The red color is associated to a 

process where a current of positive sign (holes that go from the electrode to the solution) is generated, 

while a blue line is a current of opposite sign, so it can be interpreted as a recombination current or 

holes going in the opposite direction. 

 

Figure 6.8: GL-DRT color maps of a) WO3/BiVO4, b) WO3/BiVO4/CoFeOx and c) 

WO3/BiVO4/CoFe-PB extracted from Figure 6.6. 

The color map in Figure 6.8a describes the kinetics of the bare photoanode: the hole photocurrent is 

generated in the ms timescale and gets more intense for potentials more positive than 1 VRHE. The 

recombination processes happen on a longer time scale, with τ = (ktrans + krec) -1 ≈ 50 ms (Figure 6.8a 

and 6.9a) and gradually decrease in intensity with the applied potential. Such lifetime is consistent 

with the KWW lifetime extracted from TAS analysis (Figure 6.4g), further confirming the latter to be 

related to surface-accumulated photoholes. 

Larger characteristic times (ktrans + krec) -1 are seen in both the CoFeOx and the CoFe-PB modified 

photoanode, shown in Figure 6.8b-c and 6.9a, and are on average ≈ 1 s and ≈ 0.2 s, respectively, again 

consistent to the corresponding TAS lifetimes. However, the CoFe-PB modified photoanode displays 

a distribution of characteristic times, suggesting multiple transfer pathways and pointing out that 

CoFe-PB addition may result in partial passivation of the recombination centers, explaining both the 
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intermediate photoholes lifetime and the persistence of a recombination pathway in presence of 

limited band banding (at low applied bias). 

 

Figure 6.9: a) characteristic time τ, b) TE, c) ktrans, and d) krec extracted from GL-DRT analysis for 

the indicated samples. 

Surface recombination and transfer rates (krec and ktrans, respectively), as well as the resulting transfer 

efficiency (TE), defined as 
𝑘trans

𝑘trans+𝑘rec , can also be extracted from the GL-DRT fit and they are shown 

as a function of the applied potentials for the three photoanodes in Figure 6.9. We can define two 

potential regions, namely a low (< 0.8 VRHE) and a high (> 0.8 VRHE), where the two catalysts act on 

the charge carrier dynamics. At high polarization regimes, the transfer rate is substantially stable with 

the applied potential for all samples, while only a small drop is observed in the low polarization 

regime for the WO3/BiVO4/CoFe-PB sample. On the other hand, the recombination rates are largely 
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modified by the addition of the catalysts. The CoFeOx overlayer is producing a drop of two orders of 

magnitude in the low polarization regime, resulting in a large enhancement of the transfer efficiency, 

while for the Prussian Blue analogue, the enhancement can be appreciated only at potentials larger 

than 0.8 V. Thus, the onset of the transfer efficiency enhancement is only shifted to more cathodic 

potentials of about 100 mV, compared to the 400 mV shift produced by CoFeOx.  

To sum up, at high polarization regimes, the addition of both Co-Fe mixed co-catalysts reduces the 

recombination rate, enhancing both charge separation efficiency and photoholes lifetime, suggesting 

efficient passivation of recombination centers. The same behavior is observed in the low polarization 

regime, in presence of the CoFeOx overlayer, pointing out full passivation also in absence of large 

bending of the semiconductor bands. As the transfer rate is essentially consistent between this sample 

and pristine WO3/BiVO4, the rate limiting step for water oxidation is then expected to be either the 

direct transfer of photoholes from BiVO4 valence band, or the transfer to the co-catalyst layer, 

followed by an extremely fast hole transfer to the electrolyte. On the other hand, the CoFe-PB 

overlayer is producing both enhanced photoholes lifetime and CSE in the low potential regime, as 

well as a transfer rate similar to CoFeOx, suggesting efficient charge generation and extraction. 

However, in absence of large band bending in the semiconductor layer, the photogenerated holes are 

more prone to recombine at the surface, suggesting only partial passivation of the recombination 

centers. 
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7 Dynamics of photoexcited charge carriers 

in CIGS-based photocathodes compared to 

solar cells: insights from intensity modulated 

photocurrent spectroscopy 
 

In this Chapter, we investigate the performance and the charge carrier dynamics of different solar 

energy conversion pathways that employ a Cu(In,Ga)Se2 (CIGS) thin film as the light absorber. 

Specifically, we compare a) CIGS solar cell (CIGS PV), b) photoelectrochemical cell for water 

splitting using a CIGS photocathode (CIGS PEC), c) same as b) with the addition of a NiMo catalyst 

layer on the CIGS photocathode (CIGS-NiMo PEC), and d) dark electrolysis with a NiMo cathode 

sputtered on FTO assisted by a CIGS solar cell (CIGS PV-NiMo EC). Linear sweep voltammetry 

(LSV) and intensity modulated photocurrent spectroscopy (IMPS) techniques are employed to 

investigate the photocurrent response and charge carrier dynamics of each configuration. The 

characteristic timescales of the investigated dynamics are determined by means of the Lasso 

regression analysis of the distribution of relaxation times (DRT).[21] 

7.1 Characterization of a CIGS photovoltaic cell 

In Figure 7.1, the current-voltage (j-V) characteristics of the CIGS solar cell under 1 sun illumination 

is presented. The j-V curve provides valuable insights into the device's performance and allows for 

the calculation of important parameters such as the point of maximum power (Pmax), fill factor (FF), 

and efficiency. 

The voltage range used for the sweep covered the entire operating range of the device, allowing for 

the determination of the open-circuit voltage (Voc = 0.705 V) and of the short-circuit current (jsc = 

32.2 mA cm-2). 
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From the j-V curve, the point of maximum power is determined at 0.524 V, which corresponds to the 

maximum power output of the solar cell (Pmax = 14.8 mW cm-2). The FF is thus calculated to be 

65.4%. The efficiency of the solar cell, calculated as the ratio of the maximum power output to the 

incident power from the solar simulator is 14.8%, comparable to the one of commercial CIGS solar 

cells.[190–192] 

 

Figure 7.1 Current-voltage characteristics of a CIGS solar cell in dark and under AM1.5G 

illumination, and output power. 

7.2 PEC characterization of CIGS-based photocathodes 

In Figure 7.2, we present a comparison of the chopped linear sweep voltammetry (LSV) curves 

measured in borate buffer (0.1 M) with Na2SO4 (0.5 M) at pH 9 for the CIGS-only photocathodes and 

the CIGS-NiMo photocathodes. LSV curves are commonly characterized by spikes in photocurrent 

during potential sweeping when the light is turned on, followed by a subsequent decrease in current 

due to charge recombination, typically occurring at the surface of the material. 

The CIGS-NiMo photocathode exhibits similar spike heights in photocurrent compared to the CIGS 

photocathode. However, a significantly reduced recombination is observed in the CIGS-NiMo 

photocathode, resulting in a sustained photocurrent of 5 mA cm-2 at 0 VRHE. This enhanced 

photocurrent indicates either improved charge transfer to the solution or reduced charge 

recombination within the CIGS-NiMo photocathode, which contributes to its better performance. 
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Another significant effect observed in the LSV curves is the anodic shift in the onset potential of the 

dark current, which can be attributed to the incorporation of NiMo. In the case of the CIGS-only 

photocathode, the dark current remains at zero across the entire potential range. In contrast, the 

introduction of NiMo in the CIGS-NiMo photocathode results in the appearance of dark current 

around 0 VRHE, reaching up to 2 mA cm-2 at −0.3 VRHE. Notably, at this potential, the photocurrent 

reaches an impressive value of almost 10 mA cm-2, further highlighting the exceptional performance 

of the CIGS-NiMo photocathode even when compared to existing literature benchmarks, based on 

Pt-modified CIGS photocathodes.[193,194] 

 

Figure 7.2 Linear sweep voltammetry under chopped AM 1.5G illumination (100 mW cm-2) of the 

different CIGS-based devices architectures used for water splitting in a PEC cell in a three-

electrode configuration (Pt as counter electrode, Ag/AgCl as reference electrode) in borate buffer 

0.1M + Na2SO4 0.5M (pH = 9) 

When comparing the photocurrent generated by the CIGS solar cell (Figure 7.1) and the LSV 

measurements on the CIGS and CIGS-NiMo photocathodes, a significant drop in efficiency is 

observed when the CIGS material is incorporated into a PEC cell for hydrogen evolution. The short-

circuit current of the PV cell (32.2 mA cm-2) far exceeds the photocurrent generated by the CIGS-

NiMo photocathode (10 mA cm-2). A potential hypothesis for this efficiency loss is the presence of 

additional layers, such as TiO2 and NiMo, in the photocathode configuration, which may introduce 

defects at the interfaces and either increase recombination or limit charge transfer between layers 

until the electrons reach the electrolyte. 
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To investigate this hypothesis, an assisted PEC device was constructed, where NiMo was sputtered 

onto a fluorine-doped tin oxide (FTO) substrate and used as dark cathode inside the PEC cell. This 

electrode was connected in series with the metallic pad of the CIGS solar cell. The solar cell, operating 

in air, had its back contact connected to the working electrode of the electrochemical workstation.  

This experimental setup allowed for a comparison of the conversion efficiency of the CIGS material 

when used as a photocathode behind the NiMo layer to its efficiency as a standalone solar cell in air. 

By effectively removing the potential recombination centers introduced by the TiO2 layer, this 

configuration aimed to provide insights into the performance differences observed. 

The LSV measurements, as shown in Figure 7.2, demonstrate an increase in photocurrent density in 

all the investigated potential range. Although the current density still falls short of the short-circuit 

current of the standalone solar cell, 20 mA cm-2 of photocurrent are generated at −0.3 VRHE.  

These experiments confirm that using assisted devices with the absorber material in air instead of in 

solution yields significantly improved performance compared to using photocathodes. Additionally, 

NiMo proves to be a valuable alternative to more expensive and rare catalysts based on Pt, Ir or Ru.  

Through IMPS measurements, generation and separation of charges inside the CIGS material and the 

charge transfer and recombination processes at the electrode/electrolyte interface were investigated, 

in order to gain deeper insights into the carrier dynamics within the PV and PEC architectures 

described in the previous measurements. 

Figure 3a shows the intensity modulated photocurrent spectroscopy (IMPS) spectra for the CIGS 

solar cell as a function of the applied potential, ranging from 0.7 V (close to open circuit) to 0 V (short 

circuit). Interestingly, no recombination is observed for any of the applied potentials. The generation 

semicircle in the second quadrant steadily increases in size until it reaches a plateau value of 150 mA 

W-1 at potentials close to 0 V. This indicates efficient charge generation and separation processes 

within the CIGS absorber layer, with minimal losses due to recombination. 
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Figure 7.3: IMPS measurements collected with 100 mW cm-2 white light bias and 8 mW cm-2 red 

light bias (660 nm) with 10% of light modulation at the indicated applied potentials performed on 

a) CIGS PV, b) CIGS PEC, c) CIGS-NiMo PEC, and d) CIGS PV-NiMo EC. Measurements on a) 

were performed in air in a two-electrode configuration, while on b), c), and d) were performed in a 

PEC cell in a standard three-electrode configuration where a solution of borate buffer 0.1M + 

Na2SO4 0.5 M (pH = 9) was fluxed continuously during data collection, with Pt as counter 

electrode and Ag/AgCl as reference electrode 

At high frequencies, an additional feature appears in the IMPS spectra, crossing the imaginary axis 

and resulting in negative admittance. This phenomenon may arise when the absorption length in the 

material is much shorter than the cell thickness, and the diffusion length of carriers is longer than the 

absorption length. When strongly absorbed light illuminates the semiconductor from the electrolyte 

side, a characteristic "time of flight" delay in the photocurrent response is observed. In the IMPS plot, 

this delay manifests as a spiral approach to the origin at high frequencies. The phase shift continuously 
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increases with increasing frequency and arises from the constant time delay between charge 

generation and collection, determined by the diffusional transit time.[195,196] 

In Figure 7.3b, representing the IMPS spectra of the CIGS photocathode, we do not observe changes 

in the generation semicircle as a function of the applied potential, unlike the CIGS solar cell. Also, 

the photocathode exhibits recombination processes, as indicated by the presence of an additional 

semicircle in the third quadrant, that loops back to the axes origin, indicating a zero EQE. This 

suggests that the introduction of the TiO2 layer and the formation of the semiconductor/electrolyte 

interface impacts the carrier dynamics, leading to increased recombination losses. 

Figure 7.3c displays the IMPS spectra of the CIGS-NiMo photocathode. We observe a slight decrease 

in the size of the generation semicircle at high frequency compared to the CIGS-only photocathode, 

but the additional semicircle in the third quadrant is less pronounced, indicating that the incorporation 

of NiMo as a catalyst enhances the charge carrier dynamics within the CIGS-NiMo photocathode.  

Finally, Figure 7.3d shows the IMPS spectra for the NiMo dark cathode assisted by the CIGS solar 

cell. Remarkably, this configuration exhibits enhanced carrier dynamics, leading to a generation 

semicircle whose size is potential dependent and comparable to the CIGS solar cell and the CIGS 

photocathode, but has significantly reduced recombination as seen in the CIGS-NiMo architecture of 

Figure 7.3c. This confirms that the direct connection of the solar cell to NiMo in an assisted PEC 

configuration improves charge transfer efficiency and minimizes recombination losses, yielding 

higher photocurrents. 

7.3 GL-DRT anlaysis 

The color maps shown in Figure 4 are the result of the GL-DRT analysis, that are used to emphasize 

the dependency of relaxation times on the potential applied to the PEC cell. All the different 

architectures display a characteristic feature around 3 to 8 microseconds, related to the rapid charge 

generation and separation processes occurring within the CIGS absorber layer. 
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The negative sign of this feature in the color maps is consistent with the direction of the electron flow, 

which goes from the CIGS absorber layer to the surface, then to the solution and is collected at the 

counter electrode. This negative photocurrent response indicates the efficient extraction of 

photogenerated electrons from the CIGS absorber layer and their subsequent transport through the 

various layers (CdS, ZnO, AZO, TiO2, NiMo, etc.) to reach the electrode/electrolyte interface. 

As this negative feature appears across all architectures and configurations, it becomes evident that 

the initial charge generation and separation within the CIGS absorber layer itself occur with similar 

characteristic timescales, regardless of the specific architecture or catalyst used. This common feature 

highlights the robustness of the CIGS absorber layer as a photocathode material and its capability to 

efficiently generate and separate charge carriers in response to incident light. 

 

Figure 7.4: GL-DRT color maps on a) CIGS PV, b) CIGS PEC, c) CIGS-NiMo PEC, and d) CIGS 

PV-NiMo EC extracted from measurements in Figure 7.3 

Starting with the CIGS solar cell in Figure 7.4a, two additional red traces are observed. The first one, 

occurring on faster timescales, is related to the high-frequency feature in the IMPS spectra that was 
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commented earlier. The second red trace, around 10-20 microseconds, indicates a fast recombination 

phenomenon, likely occurring at the CIGS/CdS or CdS/AZO interfaces. The GL-DRT algorithm 

successfully identifies and separates these recombination features, even though their characteristic 

times are all very close. Moving to Figure 7.4b, which depicts the color map of the CIGS 

photocathode, similar positive (red) features are observed below microseconds and around 10 

microseconds, suggesting that the CIGS/CdS/ZnO/AZO architecture operates similarly. We can 

exclude that the second recombination feature is due to surface recombination, as it is expected to 

occur at longer times and it was observed also for the CIGS solar cell operating in air. Interestingly, 

all the charge carriers generated at the p-n junction and rapidly extracted from the AZO layer 

recombine on a longer timescale, in the range of milliseconds. This indicates poor carrier dynamics 

at either the TiO2/AZO interface or at the semiconductor/electrolyte interface. Upon the addition of 

NiMo to the CIGS photocathode in Figure 7.4c, the recombination feature at ≈ 10 µs disappears, 

indicating very rapid electron extraction from the CdS layer. NiMo also reduces surface 

recombination on the longer timescale, in particular it removes all the processes happening at times 

longer than 10 ms. In Figure 7.4d, representing the CIGS solar cell connected to the NiMo dark 

cathode, the two fast recombination features are again present, similar to the CIGS solar cell. 

However, the second feature is significantly lower and nearly disappears at the most negative applied 

potentials. Moreover, long-time recombination is greatly reduced, nearly reaching zero at −0.3 VRHE. 

This configuration demonstrates the best possible kinetics at the CIGS/CdS p-n junction and excellent 

surface kinetics at the NiMo/electrolyte interface. 

Figure 7.5 shows CSE, TE, ktrans, and krec as a function of the applied potential for the architectures 

CIGS PEC, CIGS-NiMo PEC, and CIGS PV-NiMo EC. From this analysis one can appreciate the 

beneficial effect of the NiMo catalyst on the CIGS photocathode or of the CIGS PV module assisting 

the NiMo dark cathode in solution. In fact, even though the CIGS photocathode exhibits the highest 

CSE that reaches values of almost 30% in all the considered potential range, its PEC performance is 
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severely limited by the TE of electrons in solution which is never higher than 0.5%. The NiMo-

modified photocathode has a lower CSE, which is potential independent and oscillates around 13-

14%, but the TE has the typical sigmoidal shape, reaching a value of 70% at – 0.3 VRHE. Even higher 

TE values, up to ≈ 91%, are reached by the NiMo dark cathode assisted by the CIGS PV module. In 

this case, the performance is limited more by the CSE, as it stays around 5% until 0 VRHE and only at 

more cathodic applied potential it arrives at ≈ 15%. 

 

Figure 7.5: a) CSE, b) TE, c) ktrans, and d) krec extracted from the GL-DRT analysis shown in Figure 

7.4 for the indicated samples. 

The transfer and recombination rates of the three architectures are shown in Figure 7.5c-d. In all the 

considered potential range ktrans of the CIGS photocathode is always significantly lower than krec. 

When NiMo is deposited on the surface, ktrans increases for all potentials, and at the most cathodic 

potential the enhancement is more than two orders of magnitude. The same effect is seen with the 
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assisted NiMo dark cathode, where ktrans increases of one more order of magnitude. The other effect 

of using NiMo on the photocathode or as a dark cathode is a slight drop in krec compared to the 

unmodified CIGS photocathode, especially when the device operates at more anodic potentials. In 

these two architectures ktrans becomes greater than krec at 0 VRHE and 0.2 VRHE, respectively. 

The results obtained from this GL-DRT analysis show a substantial difference between NiMo used 

on photocathodes for HER and Co-Fe mixed overlayers used on photoanodes for OER. In fact, here 

not only the recombination is suppressed, but the transfer of charges in solution is increased, meaning 

that NiMo can be considered as a catalyst for hydrogen evolution in the strict sense. 

There is a very limited understanding of CIGS coupled with a NiMo catalyst used as a photocathode 

and the focus of the few works present in literature is on how to increase the stability depending on 

the pH of the solution and the applied potential.[54] The novel GL-DRT analysis on different PEC 

and PV-E architectures allowed a more deep and thorough understanding of the severe limitations 

that the CIGS absorber encounters when used as photocathode. In fact, while the kinetics of the 

absorber layer is the same in all configurations, extractions of electrons from the TiO2 protective layer 

to the solution is the limiting step for the HER. The results presented in this chapter are encouraging 

for using NiMo as a HER catalyst alternatively to platinum to improve the efficiency of CIGS 

photocathodes: in fact, the active sites of NiMo enhance the transfer rate in solution and decrease the 

recombination at low cathodic potentials, reaching almost 10 mA cm-2 at – 0.3 VRHE. The performance 

of this system still falls short of the assisted water splitting configuration, which presents impressive 

transfer efficiency and transfer rate of electrons in solution, but opens the possibility of further studies 

on modified photocathodes for PEC water splitting. 
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Conclusions 
 

In this thesis, the fundamental processes that affect the kinetics of charge carriers in photoelectrodes 

used for PEC water splitting were explored by means of time- and frequency-resolved techniques. In 

the first part, multi-electron transfer at H-terminated p-Si acetonitrile electrolyte interfaces revealed 

that the largest photovoltages are realized when the reduction potential of the species in solution has 

the same energy level as the continuum of conduction band electron. This behavior is due to the 

formation an inversion layer at the surface that supports multi-electron transfer, as highlighted by 

steady-state and time-resolved infrared spectroscopic techniques. The bell-shaped recombination 

kinetic data also indicated that all four of the semiconductor electric field conditions known for solid-

state semiconductor junctions (accumulation, flatband, depletion, and inversion) can also be accessed 

in photoelectrochemical cells. 

In the second part, wavelength-dependent IMPS was used to investigate the optoelectronic properties 

of a mesoporous WO3/BiVO4 photoanode in an operando PEC cell. The selective excitation of the 

different layers of the heterojunction allowed for a deep understanding of the loss mechanisms 

affecting charge extraction and it highlighted the occurrence of recombination processes at the 

heterostructure interface. 

The third part showed a combined transient absorption spectroscopy and IMPS study spanning twelve 

orders of magnitude in time on the effect of Co-Fe overlayers on the kinetics of a WO3/BiVO4 

heterojunction. A suppression of the recombination of holes trapped at the surface was observed at 

all time scales, resulting in a larger accumulation of holes available for water oxidation. In the µs 

timescale a hole transfer from intra bandgap traps at the surface to oxidized cations in the overlayer 

was observed. Increased transfer efficiency was observed in the ms – s range, resulting from 

decreased surface recombination rate, rather than increased hole transfer to the solution. 
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Finally, a beneficial effect of a NiMo layer on the surface of a CIGS photocathode to drive the HER 

was observed, establishing this binary alloy as a valid alternative to rare-metal-based electrocatalysts. 

Different PV, PV-E and PEC architectures based on a CIGS absorber layer were characterized by 

means of IMPS in air or in electrochemical environment, allowing a robust comparison of the 

fundamental charge carrier kinetics in the bulk and at the surface, where charges are extracted to drive 

the HER. 
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