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Abstract

In next generation Internet-of-Things, the overhead introduced by grant-based
multiple access protocols may engulf the access network as a consequence of
the proliferation of connected devices. Grant-free access protocols are therefore
gaining an increasing interest to support massive multiple access. In addition to
scalability requirements, new demands have emerged for massive multiple access,
including latency and reliability. The challenges envisaged for future wireless
communication networks, particularly in the context of massive access, include:
i) a very large population size of low power devices transmitting short packets;
ii) an ever-increasing scalability requirement; iii) a mild fixed maximum latency
requirement; iv) a non-trivial requirement on reliability. To this aim, we suggest
the joint utilization of grant-free access protocols, massive MIMO at the base sta-
tion side, framed schemes to let the contention start and end within a frame, and
succesive interference cancellation techniques at the base station side. In essence,
this approach is encapsulated in the concept of coded random access with massive
MIMO processing.

These schemes can be explored from various angles, spanning the protocol
stack from the physical (PHY) to the medium access control (MAC) layer. In this
thesis, we delve into both of these layers, examining topics ranging from symbol-
level signal processing to succesive interference cancellation-based scheduling
strategies. In parallel with proposing new schemes, our work includes a theo-
retical analysis aimed at providing valuable system design guidelines. As a main
theoretical outcome, we propose a novel joint PHY and MAC layer design based
on density evolution on sparse graphs.
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Introduction

Recent years have witnessed an increasing interest in wireless Internet-of-Things
(IoT) communications. Among the scientific community and the industry there is
consensus on the fact that, according to the current trend, cellular IoT will become
pervasive in future 6G systems [1, 2]. Typical IoT networks involve a massive set
of battery-powered (or harvesting-powered) devices autonomously transmitting
“small data”, i.e., short packets during short activity periods separated by random
idle periods, to a common base station (BS). This regime, where the number of
total devices is large and the number of active devices is an unknown subset of the
whole set of devices, is often referred to as massive multiple access (MMA) and,
sticking to the 5G nomenclature, the corresponding services belong to the class
of massive machine-type communication (mMTC) [3–5]. Although expressions
such as “massive random multiple access” or simply “massive random access” are
also used in literature, to emphasize the random and intermittent devices’ activity,
in this dissertation, we will only adopt the most common nomenclature “massive
multiple access” via its acronym MMA.

Medium access control (MAC) layer solutions, currently available for cellular
IoT networks, mostly adopt scheduled and grant-based transmissions. However,
coordination of a massive number of IoT devices wishing to access the channel
is extremely inefficient, as it requires control signaling that may even outnumber
data and increases latency. As a matter of fact, the future massive IoT networks
represent a natural venue for grant-free and uncoordinated communication proto-
cols, where the channel is dynamically shared by a very large population of nodes
emitting small data at unpredictable instants, and among which only a low level
of coordination (or even no coordination at all) is established [6–9]. Examples
of recent grant-free schemes are the one in [10–15]. The idea behind these ac-

1
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cess protocols is to let machine-type devices, generating per-user intermittent and
sporadic traffic with random activity periods, access the channel in a grant-free
fashion, i.e., without any prior agreement with the BS and without any coordi-
nation with the other devices that are active at the same time. This approach
greatly simplifies the protocol on the device side, while increasing the compu-
tational complexity on the BS. Typically, devices transmit short uplink packets
composed of a known preamble (i.e., a pilot) for user activity detection and chan-
nel estimation, and a payload containing (channel coded) data. Here, we refer to
users and devices interchangeably.

Effective grant-free schemes for MMA applications should encompass both
the physical (PHY) layer and the MAC layer, whose joint design is expected to al-
low optimizing the system performance. In the current stage of research, the goal
is to investigate whether approaches that foresee a heavy coordination and a sig-
naling overhead that scales with the number of devices (irrespective of their actual
activity) really represent the high road for MMA applications or if grant-free ap-
proaches should be pursued. As distinctive features of MMA schemes towards 6G,
they will address the potential offered by BSs featuring massive multiple-input
multiple-output (MIMO) processing [16, 17] and intelligence [18, 19], i.e., capa-
bility of taking advantage from application of artificial intelligence algorithms, for
example, for user activity detection.

Cellular system services are currently categorized by 3GPP into the three
classes called enhanced mobile broad-band (eMBB), ultra-reliable and low-latency
communication (URLLC), and mMTC [4]. These three classes are most often re-
garded as separate, each one with its own performance metrics and requirements.
For example, in mMTC services emphasis is essentially on scalability, with no
particularly constraining reliability and latency targets. In contrast, in URLLC
services emphasis is on reliability and latency, whereas scalability is usually not
an issue. New emerging use cases in the framework of the future IoT, including
industrial IoT applications, vehicle-to-infrastructure communications, and smart
city, are however calling into question this rigid scheme as they require conver-
gence, for example, between mMTC and URLLC with different trade-off points
among scalability, latency, and reliability [20–28]. Next generation MMA sys-
tems shall therefore be able to support mMTC services where scalability will still
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Figure 1: 5G and envisaged 6G key performance indicators, and target values for mMTC
services.

be the main performance metric, but also with relatively challenging (although
non-URLLC) reliability and latency requirements [3, 6, 7, 29]. Some of the re-
quirements for mMTC are reported in Fig. 1.

In our vision, future challenges in wireless communication networks will arise
from: i) a very large population size of low power devices transmitting short
packets; ii) an ever-increasing scalability requirement; iii) a mild fixed maxi-
mum latency requirement; iv) a non-trivial requirement on reliability. To this aim,
we suggest the joint utilization of grant-free access protocols, massive MIMO at
the BS side, framed schemes to let the contention start and end within a frame,
and succesive interference cancellation (SIC) techniques at the BS side. In short,
coded random access (CRA) with massive MIMO processing.
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The Recipe for Future Massive Multiple Access

I) We Need Slot Diversity

Slot diversity in grant-free access is a key ingredient that allows the system to
reach high reliability. The basic slotted ALOHA scheme (i.e., no slot diversity is
exploited) with no multi-packet reception (MPR) capability, operated without re-
transmissions, achieves a theoretically peak throughput of 0.37 packets/slot with
a packet loss rate of 63%; this is due to the generic packet being successfully
received if and only if no other transmission has occurred in the same slot. The
same performance is observed in framed slotted ALOHA with no retransmissions,
where slots are grouped to form fixed-length MAC frames and where each active
device picks randomly one slot in the current frame and attempts packet transmis-
sion in the chosen slot. Imposing a framed system has the effect to fix a maximum
latency for the communication. Focusing on reliability, if we impose the activa-
tion of only two users per frame we achieve a packet loss rate of 1/Ns considering
idealized PHY layer signal processing, where Ns is the number of slots per frame.
Since the frame could not be too large for latency constraints, it is not possible to
achieve good reliabilities. Higher throughput and reliability values have been ob-
tained by introduction of slot diversity. The key idea is that each user that want to
transmit an information message, transmits two copies of that information packet
in two different time slots of a frame. This scheme concept, named diversity slot-
ted ALOHA, was proposed in [30]. Considering to repeat r times the information
packet in a frame composed by Ns slots, we can now achieve a packet-loss prob-
ability of 1/

(
Ns

r

)
when considering only two active users per frame. Although,

when increasing the number of active users per frame, the reliability metric drops.
This behaviour can be seen in Fig. 2 where we set Ns = 50 and r = 3. For
completeness, we also report the reliability target of 99.9% envisaged for next
generation protocols.

II) We Need Coded Random Access

In framed and slotted random access schemes, a major breakthrough was
achieved with the introduction of succesive interference cancellation (SIC) tech-
niques in addition to slot diversity. The idea is to transmit multiple copies of the
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same packet in different slots of the frame and, whenever any of them is success-
fully decoded, attempt cancelling the interference generated by the replicas in the
corresponding slots. In order to perform this cancellation it is required to retrieve
information about the positions of the other replicas. This can be easily done by
letting such positions be a function of the packet data payload. Hence, whenever
we successfully decode a new packet we are able to reconstruct all the choices
that the user has made.

The term SIC usually refers to an iterative procedure that subtracts (cancels in
the best case scenario and attenuates in realistic cases) interference contributions
from a received signal, aiming to consequently decode new information from the
same signal. Through the SIC phase in our CRA scenario, the BS processes all
previously decoded packets, cancelling their contribution of interference from the
samples of the frame slot where they have been initially detected along with the
contribution of interference of their replicas from the received signal samples in
the corresponding slots. Then, in each such slot the BS reattempts to recover new
packets. Processed packets are removed from the SIC buffer, while newly suc-
cessfully decoded packets are added to it; this process is iterate until the buffer
is empty. Under ideal assumptions regarding signal processing at PHY layer,
this technique largely improves the number of simultaneously active uncoordi-
nated devices that the system can serve while meeting a given reliability target.
However, under a realistic setting it is important to define strategies to make SIC
accurate and effective.

In terrestrial scenario the difficulty of this task is increased even more by the
fact that the channel coefficients of any user could vary slot-by-slot. In other
words, the channel coherence time is usually lower than the frame time, but larger
or equal to the slot time. A possible and common channel assumption in this
scenario is the block fading channel model. In such a setting, whenever a user has
been successfully decoded in a slot, we cannot reuse the channel estimate obtained
in that resource to subtract interference generated by replicas in other slots. Re-
estimation of the channel coefficients is therefore required to make the SIC phase
properly work.

The first such scheme was contention resolution diversity slotted ALOHA
(CRDSA) [31], in which the number of replicas per active user is constant. The
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scheme was then extended in [32] by introduction of irregular repetition slotted
ALOHA (IRSA), in which users active on the same frame are allowed to em-
ploy different packet repetition rates. A very strong bridge was also established
with codes on sparse graphs, which helped to significantly improve system design
and analysis on simple channels such as the collision channel. A more general
strategy, known as coded slotted ALOHA (CSA), has been proposed in [33] by
generalizing simple packet repetitions with packet fragmentation and packet-level
coding of the obtained fragments; this approach includes CRDSA and IRSA as
special cases and allows achieving different trade-offs between throughput and
power efficiency. Hereafter we will refer to these schemes with expression coded
random access (CRA) (sometimes also referred to as “modern random access” in
literature) [31–36]. If we adopt ideal SIC in diversity slotted ALOHA, obtaining
then a CRA scheme, we achieve an improved reliability vs. scalability trade-off
curve as reported in Fig. 2. Note that SIC does not help in improving the mini-
mum achievable packet loss rate, which is again 1/

(
Ns

r

)
, when there are two active

users in the frame.

III) We Need Massive MIMO

The possibility to deploy a massive number of antennas at the BS enables
multi-packet reception at the receiver, i.e., capability to decode multiple packets
per slot. In fact, given channel state information, the receiver can decode multi-
ple interfering users in the same slot relying on channel hardening and favorable
propagation (statistical quasi-orthogonality of the propagation vectors) [37]. To
obtain channel state information, a simple approach consists of resorting on or-
thogonal pilot sequences pre-assigned to users; such an approach is however not
viable in the MMA context due to the too large size K of the users’ population.
A possible solution to this issue consists of defining a set of NP ≪ K orthogonal
pilots, and letting each active user pick one pilot randomly from this set in every
slot in which the user performs a transmission [11]. The randomly chosen pilot
is concatenated with the data payload, obtained by encoding the original message
and mapping the codeword bits onto symbols of a complex constellation. When-
ever a pilot is chosen by a single active user in a slot (i.e., it is a singleton pilot),
the user channel can be estimated very reliably in that slot. This assumes that the
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Figure 2: Reliability vs. scalability trade-off when a fixed maximum latency is imposed
by the frame length. Number of slots per frame Ns = 50.

coherence time is larger than the time slot. In this way, if a user is the only one
using a pilot sequence and the total number of active user per slot is considerably
lower than the number of antenna elements M , we can decode its data payload.
In Fig. 2 we show an example using a set of two orthogonal pilots NP = 2 and
M ≫ NP (M = 64 in the example, but we can practically obtain the same curve
also with smaller M ). As expected, the boost that MIMO processing can give,
when jointly combined with SIC, is remarkable. In case of two active user we
have now a packet loss rate of 1/

((
Ns

r

)
N r

P

)
. We will investigate more general

bounds and performance analysis through the thesis, this example is just to give a
general idea to the reader.

To summarize this section, we propose in Fig. 2 a graphical representation
of the improvement given by the three aforementioned ingredients for MMA.
By including time diversity to framed slotted ALOHA we can achieve low er-
ror probability (high reliability). By introducing SIC algorithms we can guar-
antee such reliabilities also when the number of simultaneously active users per
frame increases. Finally, combining SIC algorithm and MIMO processing we
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can serve a larger number of simultaneously active users, while improving the
maximum achievable reliability. Originally proposed in the context of satellite
uplink [38, 39], CRA schemes have more recently been investigated to support
massive access in terrestrial networks. Their capability to achieve unprecedented,
beyond-5G tradeoff points between scalability, reliability, and latency makes them
a candidate mMTC+ in the future 6G networks. This topic will be explored and
investigated through this manuscript.

Thesis Organization

This manuscript aims at providing a comprehensive overview on grant-free un-
coordinated access protocols for massive multiple access based on coded random
access. We survey this class of protocols starting from the basic versions and then
discussing several variants. Results are also presented and discussed in a system-
atic matter, both over simple channel models capturing the bursty and intermittent
nature of transmissions but neglecting the underlying processing at PHY layer
(including noise), and over PHY layer channel models that include noise and the
fading effect. The thesis is structured as follows.

• Chapter 1 presents a system overview. The chapter starts by describing a
general framework for MMA schemes and by introducing some nomencla-
ture and notation used throughout the thesis. The main performance metrics
considered in MMA applications are then described, followed by channel
model overviews that are typically used to analyze MMA schemes. To have
a common scheme to compare with other schemes and propose variants of
it, we define a baseline protocol combining ideas from the literature to fit in
our scenario. Finally, the density evolution tool for CRA parameters opti-
mization is reviewed under the collision channel.

• Chapter 2 presents grant-free uncoordinated MAC protocols based on the
CRA paradigm, as well as PHY layer processing, aiming at improving the
scalability of the system at a given reliability. It describes several variants
of the baseline scheme, spanning from spatial coupling and acknowledge-
ment based proposals. Regarding PHY layer, it shows how to perform SIC
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exploiting the payload knowledge for channel estimation and how to effec-
tively schedule SIC operations.

• Chapter 3 is devoted to analytical results on fundamental limits for MMA.
Among them we derive a lower bound for each proposed access protocol, as
well as for the baseline one. We derive the analytical packet loss probability
of a scheme without SIC. We evaluate the impact of PHY layer on the
decoding probability to show the limits of a surrogate collision channel.
Finally, we present a joint PHY and MAC layer optimization via density
evolution.

• Chapter 4 reports several numerical results on selected topics from previous
chapters.

Notation

Throughout the manuscript, capital and lowercase bold letters denote matrices
and vectors, respectively. Symbols (·)T and (·)H are used to indicate transposition
and conjugate transposition, respectively, while ∥ · ∥ denotes Euclidean norm and
| · | denotes cardinality or absolute value, depending on the context. Regarding
probability, E{·} denotes expectation, V{·} variance, and P{E} the probability
that the event E holds. Whenever possible, to keep a clean and compact notation
through the thesis, we will denote the probability that a random variable A is
equal to value a, P{A = a} as P{a}. Similarly, we write P{a, b|c} to indicate the
probability P{A = a,B = b |C = c}.





Chapter 1

System Overview and Assumptions

Massive multiple access for machine-type traffic is a very broad topic, encompass-
ing different layers of the communication stack and featuring different problems
in terms of access protocol and PHY layer procedures. As such, the MMA lit-
erature is often fragmented as it tends to address the topic from several different
perspectives. This chapter starts by offering a general outlook on synchronous
MMA systems in Section 1.1, stating explicitly the typical assumptions. In Sec-
tion 1.2 the performance metrics of interest for MMA applications are presented,
and in Section 1.3, we review the most common channel models. Finally, in Sec-
tion 1.4 we present a baseline protocol used through the thesis for comparisons.

1.1 General MMA Framework

With reference to Fig. 1.1, a typical massive multiple access (MMA) scenario
consists of a very large number of transmitters, usually referred to as users, and
one receiver. Devices and also user equipments are synonyms we could find in
literature to refer to transmitters. This is due to the fact that users can be thought
as IoT devices, wireless sensors, smart meters, etc. The common receiver is a
base station (BS) of the radio access network, sometimes referred to as access
point in the literature. In such a context, users want to sporadically communicate
one information packet to the common BS.

The users’ population size is denoted by K, while the BS is equipped with

11
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Figure 1.1: Pictorial representation of the considered scenario. There are Ka simultane-
ously active users, out of K users (K very large), contending for grant-free uplink to a
base station with M antennas. The time is framed and slotted, the users act in an uncoor-
dinated fashion and may interfere with each other. The base station can broadcast simple
feedback messages such as beacons and acknowledgments.

M antenna elements. Both K and M have been considered large since we are
targeting next generations systems. We consider a synchronous MMA system
in which the time is organized in MAC frames, each composed of Ns slots. In
particular, active users are both frame-synchronous and slot-synchronous with the
BS. Time synchronization in framed schemes can be achieved by a beacon signal
that is broadcast by the BS at the beginning of the frame. In general, this signal
can be used also for other procedures such as power control operations. In this
way, users which desire to communicate await for the beacon signal, and then
contend for transmission in the frame starting right after the beacon. Using this
approach, the maximum latency (which will be better defined in the next Section)
is fixed to two times the frame length.

In this population, a user is said to be active when it has a new data packet
to transmit towards the BS. In fact, the K users are not all simultaneously active
at the same time: the number of users, active for transmission on a given frame,
Ka = Ka(t) is actually an integer-valued random process, taking in principle
values between 0 and K, whose statistical description depends on the users’ acti-

vation model and it is unknown to the BS. In practice, the value of Ka is usually
small compared with the users’ population size (Ka ≪ K). This happens when
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devices have a very low duty cycle, being in an idle state for most of the time
and becoming sporadically active. In literature, this scenario is usually referred
to as a massive MIMO system with Ka transmitting antennas and M receiving
ones. Although, transmitters act in an uncoordinated fashion since they cannot
communicate between each others.

Active users contend to communicate their information to the receiver, where
this information is in the form of a data packet, sometimes also referred to as
burst. To communicate it, an active device may use the channel a certain amount
of times depending on the adopted PHY and MAC layer protocols. In wireless
channels such packets are transmitted via complex symbols (or real, depending
on the modulation) at some symbol rate Bs [symbols/s]1. Packets transmitted by
all users have the same packet duration, that coincides with the slot duration; it
follows that in a framed and slotted scheme, each packet arriving at the BS is
aligned with one of the frame slots. Time slots represent an orthogonal resource
that users can use for transmission.

When a user becomes active, it attempts transmission of its data packet ac-
cording to an access protocol which, in a broad sense, defines the access and
transmission rules encompassing both the PHY layer and the MAC layer. This
thesis is focused on access protocols that are both grant-free and uncoordinated.
In grant-free protocols, there is no handshake procedure between an active user
and the BS to request and obtain the grant to transmit and schedule the trans-
mission resources. As such, the protocol lets active users share dynamically the
communication channel behaving independently and performing grant-free data
transmissions without any prior agreement with the BS. Uncoordinated protocols
require not only absence of coordination between active users and the BS, but
also among active users; the actions taken by an active user are taken individually,
without any form of coordination or cooperation with the other devices. Protocols
with these characteristics are very suitable to MMA scenarios, as the number of
potential users, K, is very large and devices typically activate sporadically and
unpredictably to transmit short information packets. In these situations, in fact,
the amount of control signalling required by a scheduled and coordinated access

1By symbol rate we mean the rate at which symbols are transmitted over the communication
channel. This is sometimes referred to as the baud rate.
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protocol may even outnumber the amount of data.

Grant-free protocols tend to be very simple on the device side, a desirable
feature especially when devices are low-cost and energy constrained. However,
these protocols also come with their drawbacks. First of all, since the devices’
transmissions are uncoordinated and there is no BS scheduling, active devices
may interfere each other, yielding to packet collision events, requiring extra care
during the signal processing phase. For this reason, grant-free protocols tend to
move most of the computational burden to the BS, whose processing becomes
more complex than the one required by scheduled protocols. To this challenge, we
add that the BS has no prior knowledge of the number of active users contending
within a contention window (it might not even know the total population size K)
and that the BS has no channel state information (CSI) for any of the active users.
Therefore, before being in a position to recover the information bits of any user,
the BS requires users’ activity detection followed by channel estimation. The first
operation is aimed at detecting active users’ transmissions and may be defined in
different ways depending on the protocol.

In some schemes activity detection is meant as detection of which users, out
of K ones, are currently active: Not only we require to know how many users
are simultaneously active, but also their IDs. In some others it is meant simply
as preamble detection, without any attempt to identify which users are active and
which ones are not. Sometimes it is also not required in order to let the system
properly work, but can be useful to lower the BS complexity, for example avoiding
to process empty slots or too crowded slots. The second operation aims at esti-
mating CSI to perform demodulation followed by channel decoding on a detected
burst. Channel estimation is typically performed on a pilot symbol sequence that
is appended to the information data payload. Clearly, in order to make useful
the CSI acquired on pilot symbols for demodulation and decoding, it is necessary
that the time duration of a burst is less than the channel coherence time. More-
over, the transmissions occur under narrow band assumptions, which is practically
equivalent to state that the symbol rate Bs is sufficiently lower than the coherence
bandwidth.

Remarkably, the grant-free schemes proposed in this section all be contex-
tualized within the described general model, but differ from each other in two
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key aspects, namely, the access protocol on the device side and the data recovery
procedure at the BS.

• The access protocol defines the actions taken by an active device to com-
municate its data packet to the BS by exploiting the available channel uses.
It includes elements that are typical of the MAC layer, such as rules accord-
ing to which a device schedules transmissions of its bursts (e.g., random
choice of r slots out of Ns ones) or packet erasure coding. It also includes
aspects related to information transmission at PHY layer, such as channel
coding, modulation, preamble structure, choice of the preamble (e.g., ran-
dom choice of one preamble out of τ orthogonal ones).

• The data recovery procedure defines the actions taken by the BS to recover
the data packets transmitted over the current contention window. Similar
to the access protocol, the data recovery procedure concerns MAC layer
aspects, such as cyclic redundancy check (CRC) validation tests or packet
erasure decoding, and PHY aspects. These latter include signal processing
algorithms for activity detection, channel estimation, interference cancella-
tion, soft or hard demapping, as well as channel decoding algorithms. A
data recovery procedure is typically tailored to a particular access protocol.
However, different data recovery procedures with different trade-offs be-
tween performance and complexity, may exist for the same access protocol.

Through the thesis, different schemes will be presented following the frame-
work developed in this section and their performance will be compared with re-
spect to the metrics addressed in the following Section.

1.2 Performance Metrics

In this section we summarize the main performance metrics employed to analyze
grant-free schemes for MMA through this thesis. As pointed out in Introduction,
new mMTC use cases are emerging towards next generation cellular IoT, where
scalability is going to be the key metric, while mild reliability and latency con-
straints are fixed.
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User
Wakes-up

User Tx:
Attempt 1
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BS Retrieves
User Information

t

Latency, Ω

Figure 1.2: Example of a user activity and definition of the latency experienced by the
user.

In mMTC applications, reliability is usually expressed as the packet loss rate
(PLR) denoted as PL throughout the document. This metric is defined as the
probability that the data packet transmitted by the generic user is not retrieved by
the BS at the end of the data recovery procedure. According to the frequentist
approach of probability, it can be computed as

PL =
Number of unsuccessfully recovered data packets

Total number of transmitted data packets
(1.1)

where the numbers in the numerator and denominator are relevant to a sufficiently
long observation period. For the sake of generality, we consider the PLR condi-
tioned to the number of active users per frame Ka instead of choosing a particular
arrival model. In fact, it is always possible to retrieve the packet loss probability of
a particular arrival model, for example a Poisson model with parameter λ, starting
from the packet loss probability conditioned to the number of active users, as

P{“packet loss” |λ} =
∑
Ka

P{“packet loss” |Ka} P{Ka |λ} (1.2)

where P{Ka |λ} = e−λλKa/(Ka)! and P{“packet loss” |Ka} is the packet loss
probability (PLR in Monte Carlo simulations) considered in the manuscript. This
way, we avoid to stick with a particular arrival model, making the results more
general. For the sake of simplicity, we henceforth drop the nuisances that dis-
tinguish between packet loss probability and rate, using the acronym PLR or the
symbol PL to indicate both of them.

On the other hand, the latency is defined as the time elapsed from the node
wake up to the time instant when the BS successfully decodes the user informa-
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tion, as depicted in Fig. 1.2. Concerning latency, we are interested to the maxi-
mum one imposed by the protocol. In this way, we can guarantee a given con-
straint. The maximum (or worst-case) latency of a successfully decoded user k as
a random variables Ωk is therefore defined as

Ω = max
k
{Ωk} . (1.3)

In MMA, the number of users potentially active at a given time, Ka, may be
become too large, leading to a service outage, i.e., a situation where the latency or
reliability constraints are not fulfilled. Mathematically, this happens when PL ⩾

P ∗
L or Ω ⩾ Ω∗, where P ∗

L and Ω∗ are the maximum tolerable PLR and worst-
case latency. As such, a reasonable approach to assess the performance of an
MMA scheme and to compare different schemes is to evaluate the largest Ka

the system can support while both latency and reliability constraints are satisfied.
This is our main key performance indicator as already anticipated in Fig. 2 in the
Introduction.

Another important metric is the energy efficiency on device side. Several
MMA schemes feature transmission of multiple bursts per active user (this is the
case, for example, for CRA-type schemes). In such a situation, we have that the
energy spent by each user per data packet, Edp, is given by

Edp = Nburst Eburst (1.4)

where Nburst and Eburst are independent random variables representing the num-
ber of bursts transmitted by the active user within the contention window and the
energy dissipated at each burst transmission, respectively. Importantly, the pa-
rameter Nburst depends on the MAC protocol, while the energy Eburst depends on
the PHY layer. Assuming symbols belonging to a constellation with a constant
envelop, such as the quadrature phase-shift keying (QPSK) one, we can write

Eburst = Ptx
ND

Bs

(1.5)

where Ptx is the power per symbol at the transmitter, ND is the number of symbols
per burst, and Bs is the symbol rate. Hence, if two scheme under comparison
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adopt the same PHY layer protocol, it is sufficient to compare the quantity ravg =

E{Nburst} to have an indication about which scheme is better in term of energy
consumption.

Finally, with reference to the general framework described in Section 1.1, a
common performance metric particularly suitable to MMA, is represented by the
sum rate, measured in total information bits per second achieved by the system as

γ =
uE{Sa}

TF

(1.6)

where u is the number of information bits per active user, TF is the frame time,
and Sa ≤ Ka is the number of active users in a frame that have been successfully
served. The sum rate can be extended to the case of packets with different lengths.

1.3 Channel Models

Massive multiple access protocols are often analyzed from a MAC layer perspec-
tive, by adopting “surrogate” channel models in which the PHY layer is mimicked
in a simple, often idealized, way. These channel models are often referred to (in
a broad sense) as “collision channels” and the data recovery procedures based on
them as “collision resolution” approaches [40]. This class of channels can be re-
ferred to as “MAC layer” channel models since they capture essential phenomena,
enabling protocol analysis, design, and optimization. As a common feature, such
channels capture the bursty nature of users’ transmissions but ignore the pres-
ence of noise as well as of PHY layer algorithms whose noisy operations may
considerably degrade performance. Moreover, they treat bursts as “atomic units”
neglecting the fact that they are composed of symbols. For a correct usage of these
channel models for MAC layer analysis and design it is therefore fundamental a
clear understanding of the PHY layer assumptions behind them. In the following,
we introduce both some MAC layer channels and a complete PHY-MAC channel
of common use.
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u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11

s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13

Figure 1.3: Graphical representation of IRSA access with K = 11 users (Ka = 7 con-
tending) and Ns = 13 slots. Light-blue circles are contending users and blank circles
idle users. Blank squares empty slots and light-blue squares are slots where at least one
transmission occurred.

1.3.1 Synchronous Collision Channel

The synchronous collision channel model assumes that, whenever a burst, trans-
mitted by some user in a slot, is not interfered by any burst from another user,
the corresponding information bits are always correctly recovered. On the other
hand, if multiple bursts arrive in the same slot, the corresponding observation at
the receiver is the sum (over an appropriate field, e.g., the complex or real one) of
the arriving bursts and no information can be extracted by the receiver from it. In
this latter case, an error is detected by the receiver. Moreover, the receiver always
discriminates with no errors between an empty slot, a slot whose observation cor-
responds to a single burst, and a slot whose observation corresponds to the sum
of multiple bursts. Such a model dates back to [41, 42]. This channel model is
useful for MAC layer analysis and design in situations characterized by effective
power control (no capture effect is possible as bursts arrive at the receiver with the
same power), large enough signal-to-noise ratio (SNR) (as packets corrupted only
by noise are always correctly decoded), effective error detection capability at the
receiver. A pictorial representation of this protocol using a bipartite graph is given
in Fig. 1.3.
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NP

1 N

user k

1

user 1

Figure 1.4: Pictorial example of conventional repetition-based CRA protocol with random
pilot selection and repetition rate r = 3. There are N = 9 slots and NP = 4 orthogonal
resources per slot. An active user chooses a slot r-tuple uniformly at random as well as a
pilot uniformly at random in each chosen slot. For instance, user 1 chooses slots 1 with
pilot 2, slot 6 with pilot 1, and slot 8 with pilot 4. Circles represent users and squares
represent packets.

1.3.2 Synchronous τ -Fold Collision Channel

The τ -fold synchronous collision channel model is similar to the previous one, the
difference being represented by the presence of τ orthogonal resources per slot,
τ being a positive integer. A burst, received in a slot-resource pair in which no
other burst is received, is always considered as correctly received (the correspond-
ing information bits are successfully extracted). In contrast, when multiple bursts
from different users arrive in the same slot-resource pair, their sum is observed
in the slot-resource pair, with no possibility to extract any information. Again,
the receiver always discriminates with no errors between an empty slot-resource
pair, a slot-resource pair in which a single burst was received, and a slot-resource
pair where multiple bursts were received, interfering each other. From an equiva-
lent perspective, this channel may be seen as composed by τ parallel orthogonal
synchronous collision channels. The synchronous τ -fold collision channel model
is reasonable in situations where, besides featuring effective power control, large
enough SNR, effective error detection, and effective activity detection, the sys-
tem allows some form of user orthogonality in some domain. As an example,
the τ parallel channels may correspond to τ different orthogonal subcarriers in a
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multicarrier system. As another example, they may correspond to τ orthogonal
preambles employed by the users to allow channel estimation at a massive MIMO
BS. A pictorial representation of this channel is given in Fig. 1.4, where τ = NP.

1.3.3 PHY-MAC Layer Model

To incorporate the PHY layer in the channel model, we adopt a block Rayleigh
fading channel with additive white Gaussian noise (AWGN). In this channel
model, the vector hk = (hk,1, . . . , hk,M)T ∈ CM×1, where M is the number
of antenna elements at the BS, is the vector of channel coefficients of the k-th user
transmitting on the frame. Such a channel vector varies from slot to slot due to
coherence time which is assumed equal to the slot duration Ts. This implies sta-
tistical independence of the channel coefficients of the same user across different
slots. Moreover, the elements of hk are modeled as zero-mean, circularly sym-
metric, complex Gaussian independent and identically distributed (i.i.d.) random
variables, i.e., hk,i ∼ CN (0, σ2

h) for all k ∈ A and i ∈ {1, . . . ,M}. When coher-
ence times are large, it is possible to subdivide slots into sub-slots as done recently
in [43] (where compressed sensing and SIC across sub-slots are used), with the
advantage that the user channel remains the same in all sub-slots. In this thesis
we consider relatively small coherence times and for this reason we stick with the
framed and slotted structure. We do not consider shadowing effects owing to the
assumption of perfect power control.2

The packet is composed by two parts: i) a preamble of length NP symbols,
drawn from a set of known ones, used for channel estimation; ii) a data payload
of length ND symbols, containing the information bits. Hence, the signal received
in a slot may be expressed as [P ,Y ] ∈ CM×(NP+ND) where

P =
∑
k∈A

hks(k) +Zp

Y =
∑
k∈A

hkx(k) +Z.
(1.7)

In (1.7), A is the set of users transmitting a packet (or burst) in the consid-
2Power control operations can be performed exploiting the beacon signal used also for syn-

chronization.
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ered slot s(k) ∈ C1×NP and x(k) ∈ C1×ND are the orthogonal pilot sequence
picked by user k in the current slot and the user’s payload, respectively. Finally,
Zp ∈ CM×NP and Z ∈ CM×ND are matrices whose elements are Gaussian noise
samples. The elements of both Zp and Z are i.i.d. random variables with distribu-
tion CN (0, σ2

n). Due to power control, we adopt the normalization σ2
h = 1 for all

users’ channel coefficients. Note that, we are tacitly assuming that transmissions
from different users are synchronous at symbol level. This assumption allows a
mathematical formulation of the problems and is essentially made in the whole
MMA literature addressing signal processing at PHY layer.

1.4 Baseline Access Protocol

By “baseline” CRA protocol, we refer to a repetition-based CRA access proto-
col [31–33], in which each active user chooses r different slot indexes in the set
{1, . . . , Ns}, uniformly at random without replacement. In general, according to
the IRSA approach, the number of replicas (bursts) r can be drawn at random
using the probability generating function (PGF) Λ(x) =

∑
r Λrx

r, where Λr rep-
resents the probability to pick r replicas. Whenever the number of replicas is fixed
(e.g., Λ(x) = xr), we will just indicate the value of r. In this baseline protocol,
users pick uniformly at random a preamble according to a set of NP available
ones [11]. Due to orthogonality of the preambles, whenever a user chooses a
unique preamble in a slot, it is possible to retrieve its channel vector without any
interference. Ideally, we can achieve the performance of a τ -fold collision channel
(see Section 1.3.2). Note that, NP ≪ K and therefore a unique pre-assignment
cannot be done. For this reason, users are let to pick at random.

The BS, equipped with M antennas, process the whole frame slot-by-slot in
order to retrieved users. It firstly attempts the channel estimation and then per-
forms data payload estimations in each slot and for all possible preambles. If
a packet is successfully retrieved (this can be guaranteed by a CRC), its interfer-
ence is subtracted in all slots it has used for transmission, through a SIC algorithm.
Due to the large amount of antenna elements, the adopted SIC is based on chan-
nel hardening assumptions as done in [11]. Finally, the BS reattempts channel
and payload estimation in slots where SIC is performed, to recover new users that
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were previously interfered by the deleted packet. This is repeated until no new
users are found.

The details of this protocol are here reported in the next two subsections.

1.4.1 Baseline Protocol: User Side

As anticipated, the protocol has low-complexity on user side. Hereafter a detailed
summary is proposed.

Repetition-based CSA with random pilot selection

1. After wake-up, the active user picks a repetition degree r according to
the PGF Λ(x).

2. It generates r different slot indexes according to a pre-defined slot se-
lection rule.

3. For each such slot, the user chooses a preamble according to a prede-
fined set of NP orthogonal pilot sequences.

4. It appends a CRC message to the information bits, constructing a pay-
load of k bit.

5. This bits are then encoded into n bits via a channel encoder and modu-
lated according to a complex constellation, obtaining a payload of ND

symbols.

6. The device waits for the start of the next frame, signaled by the BS
beacon and, by means of this signal, performs preliminary operations
(e.g., synchronization, power control, etc.).

7. In each of the r pre-selected slots, the device transmits a packet com-
posed of the corresponding pilot symbols concatenated with the data
payload ones.
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1.4.2 Baseline Protocol: Base Station Side

As shown in Section 1.3.3, the BS receives a signal in the form [P ,Y ] in each
slot. The BS processing acts on these matrices to decode all transmitting users. In
particular, the processing is split into two phases: i) initialization phase; ii) SIC
phase.

Initialization Phase

The purpose of this initial step is to retrieve users which have transmitted in a
singleton resource. A singleton resource is defined as a slot-pilot pair which was
chosen by a unique users. The initialization is performed slot-by-slot in a real-
time fashion. This phase can be again split into two sub-phases.

1. Estimation of a channel coefficient for each pilot. In this step, the BS
attempts maximum likelihood (ML) channel estimation for all possible pilots
by computing ϕj ∈ CM×1, for all j ∈ {1, . . . , NP}, as

ϕj =
P sHj
∥sj∥2

(1.8)

where sj ∈ C1×NP is the j-th pilot sequence.
2. Payload Estimation. During this process, the BS computes the quantities
f j ∈ C1×ND and gj ∈ R as

f j = ϕH
j Y and gj = ∥ϕj∥2 . (1.9)

Then, the BS attempts estimation of the payload using conventional maximal
ratio combining (MRC) as

x̂ =
f j

gj
=

ϕH
j Y

∥ϕj∥2
. (1.10)
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Exploiting the pilot sequences orthogonality in (1.8), we have that

ϕj =
P sHj
∥sj∥2

=
∑
k∈Aj

hk + zj (1.11)

whereAj is the set of active devices employing pilot j in the current slot and zj ∈
CM×1 is a noise vector with i.i.d. CN (0, σ2

n/NP) entries. Note that in absence of
noise, when pilot j is picked by a single user in the current slot (i.e., pilot j in that
slot is a singleton resource), ϕj equals the vector of channel coefficients for that
user. Orthogonal sequences are able to guarantee an accurate channel estimation
of singleton users (users which has picked a singleton resource).

The quantities f j ∈ C1×ND and gj ∈ R are used to the next phase (SIC phase).
This is the reason why they are separately computed. Analyzing more in details
(1.9), we have that

f j = ϕH
j Y =

∑
k∈Aj

∥hk∥2x(k) +
∑
k∈Aj

∑
m∈A\{k}

hH
k hmx(m) + z̃j (1.12)

and

gj = ∥ϕj∥2 =
∑
k∈Aj

(
∥hk∥2 +

∑
m∈Aj\{k}

hH
m hk

)
+ ñj (1.13)

where z̃j ∈ C1×ND and ñj are noise terms. Under the hypothesis that all cross-
terms (i.e., terms involving a product hH

k hm with k ̸= m) can be neglected, (1.12)
and (1.13) can be approximated as

f j ≈
∑
k∈Aj

∥hk∥2x(k) + z̃j (1.14)

gj ≈
∑
k∈Aj

∥hk∥2 + ñj . (1.15)

This approximation holds due to channel hardening and favorable propagation
[37], when M ≫ |A|. Therefore, under the same hypothesis, when a single user
ℓ employs pilot j in the current slot, (1.10) can be taken as an estimate x̂(ℓ), of
the user’s payload. Symbol demapping and channel decoding is then performed
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on the estimated payload x̂: If channel decoding returns a valid codeword and a
CRC test is passed, then a message decoding success is declared and the message
is stored in a buffer for the SIC phase. The same processing is executed for each
slot.3

Successive Interference Cancellation Phase

The second step of the processing, named SIC phase, is triggered at the end of the
frame. This second phase, in which an iterative subtraction of interfering terms
is performed to attempt decoding of messages not yet recovered at the end of the
initialization, is addressed in the following using the SIC proposed in [11]. In
particular, this low-complexity SIC technique heavily rely on channel hardening,
and for this reason we name it channel hardening-based (CHB) SIC. It relies on
the assumption, whose range of validity is analyzed and discussed later (see Sec-
tion 3.3), that in a massive MIMO setting (1.12) and (1.13) can be approximated
as in (1.14) and (1.15). In other words, the algorithm relies on assuming that
the cross-terms in (1.12) and (1.13) (i.e., terms featuring a product hH

k hm with
k ̸= m) can be neglected with respect to the main terms.

Assume that we have initially computed f j and gj , j = 1, . . . , NP, in all slots
and that user ℓ payload is successfully decoded in a slot and therefore its packet
stored in the SIC buffer. The BS can recover all the random choices made by the
user, such as slot and pilot selections, if we simply imposed that those choices
are function of the information bits. For example, this can be done by letting the
information payload be the seed of a random number generator. In this way the
BS acquire knowledge about where each packet has to be deleted.

The approximations in (1.14) and (1.15), lead naturally to the SIC procedure
where we update f j and gj as

f j ← f j − ∥hℓ∥2 x(ℓ) and gj ← gj − ∥hℓ∥2 (1.16)

in all slots where replicas of the ℓ-th user’s payload are present. As such, this SIC
algorithm subtracts only the main interfering term from (1.12) and (1.13). The

3Activity detection can be adopted to improve the BS computational complexity, avoiding to
process empty or too crowded resources.
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update requires knowledge of ∥hℓ∥2 in the replica slots where, due to the block
fading assumption, the channel coefficients are different. For this issue, in [11]
the authors invoke temporal stability of ∥hℓ∥2 through the whole frame. Here,
we simply use the expectation E{∥hℓ∥2} = M to perform SIC which is more
accurate under block Rayleigh fading assumptions with σ2

h = 1. Hence, the SIC
procedure can be described by the updates

f j ← f j −M x(ℓ) and gj ← gj −M. (1.17)

Finally, we want to foreshadow that the approximations (1.14) and (1.15) are
not very accurate when the cardinality of A is large. In fact, since we have

E
{
hH

k hm

}
= 0

V
{
hH

k hm

}
= M

(1.18)

for m ̸= k, the corresponding interfering terms in (1.12) and (1.13) may prevent
from decoding a user packet even if it is the only one with a specific pilot. In the
following we analyze this phenomenon by evaluating the probability that a user,
being the only one with a specific pilot in a slot, is nevertheless not decoded.

1.5 Density Evolution over the Collision Channel

In this last section of preliminaries and background, we want to review the den-
sity evolution tool used to optimize Λ(x) distributions over the collision channel
described in Section 1.3.1. This optimization was used both for IRSA and CSA
protocols [32, 33].

Let us assume that Ka user nodes, here referred to as burst nodes (BNs), are
connected with Ns slot nodes, hereafter referred to as slot nodes (SNs), where
Ka and Ns are, the number of contending users and the number of slot in each
synchronized frame, respectively. A pictorial representation of the status of the
frame is given in Figure 1.3 in Section 1.3.1. A BN has r edges representing the
r replicas sent by the corresponding user. In IRSA schemes the repetition degree
r is a random variable chosen according to a probability distribution with PGF
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Λ(x) [32]. Then, we can define λr as the probability that an edge is connected to
a degree-r BN; this is given by

λr =
Λr r∑
h Λh h

. (1.19)

On the other hand, each SN has c edges representing the number of users which
have selected the corresponding slot to transmit a packet replica. Similarly, we
define ρc as the probability that an edge is connected to a SN of degree c; this is
given by

ρc =
Ψc c∑
h Ψh h

(1.20)

where Ψc is probability that c users performed a transmission in the slot.
The BN degree distribution, Λ(x) =

∑
r Λr x

r, is the design parameter, being
actually an input parameter of the density evolution procedure aimed at comput-
ing the asymptotic load threshold; this is indeed not the case for the SN degree
distribution Ψ(x) =

∑
cΨc x

c, that is fully defined by the system load G and by
the average burst repetition rate,

∑
r rΛr = Λ

′
(1). In particular, for a large users’

population size K, it is licit to assume that the number of transmissions in a slot
follows a Poisson distribution. Specifically, we can write

Ψc =
(GΛ

′
(1))c

c!
exp(−GΛ

′
(1)). (1.21)

The collision channel assumptions can be summarized as:
Assumption 1: If the number of arrivals in a slot is larger than one, then the

receiver is unable to successfully decoded none of these packets.
Assumption 2: If there is only one arrival in a slot, then the packet is success-

fully decoded with zero error probability.
Under a collision channel model, the receiver attempts recovery of all packets

using the usual iterative SIC-based procedure. Each SIC iteration comprises two
steps described as follows, under the assumption that each replica carries infor-
mation about the number and the position of other replicas:

1. In every resolvable resource, all packets are correctly received.
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2. For each such packet, the interference of every replica of the packet is sub-
tracted from the corresponding resource, possibly leading to new resolvable
resources.

In this scenario, let q(r)ℓ be the probability that an edge connected to a degree-r BN
is unknown at the end of iteration ℓ. Let us also define p

(c)
ℓ as the probability that

an edge, connected to a degree-c SN, is unknown at the end of iteration ℓ. Then,
exploiting the edge-oriented distributions λr and ρc we can define the average
probabilities qℓ and pℓ as

qℓ =
∑
r

λr q
(r)
ℓ (1.22)

and

pℓ =
∑
c

ρc p
(c)
ℓ . (1.23)

Next, consider a degree-r BN. An edge is revealed whenever at least one of
the other edges connected to the same BN has been revealed. This is true due to
the repetition code assumption, which makes it possible to retrieve all the replicas
from a single successfully decoded packet. Thus, the probability that a packet has
not been retrieved by the “layer MAC repetition code” is

q
(r)
ℓ = pr−1

ℓ−1 . (1.24)

Similarly, consider a degree-c SN. An edge is revealed whenever all the other
edges have been revealed due to the collision channel assumptions. Hence, the
probability that a packet in a slot is not cancelled by SIC is

p
(c)
ℓ = 1− (1− qℓ)

c−1 . (1.25)

As an example, an iteration of this procedure is depicted in Figure 1.5. For IRSA
over the collision channel we therefore end up with the recursive equations

qℓ =
∑
r

λr p
r−1
ℓ−1 (1.26)
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Figure 1.5: Representation of the density evolution procedure for successive interference
cancellation over bipartite graphs.

and

pℓ =
∑
c

ρc
(
1− (1− qℓ)

c−1) (1.27)

where λr and ρc are degree distributions defined from an edge perspective.
Imposing as initial condition q0 = p0 = 1 (there are no revealed edges at the

beginning of the process) we can define the load threshold as

G⋆ = sup{G > 0 : pℓ → 0 as ℓ→∞} . (1.28)

At each Λ(x) is therefore associated a load threshold value G⋆. This value is
used in literature to optimize degre distributions [32, 33, 44–46]. In other works,
optimization is carried out targeting different goals, such as the total power con-
sumption [47].

As density evolution [48,49], this analysis assumes statistical independence of
messages along the edges of the graph. Thus, the accuracy of (1.26) and (1.27) is
subject to the absence of loops in the graph (recall that loops introduce correlation
in the evolution of the erasure probabilities). This condition is met in the limit
where Ka →∞, Ns →∞, and Ka/Ns = a is constant.



Chapter 2

Grant-free Protocols based on
Coded Random Access

To support new use cases, MMA protocols and signal processing algorithms shall
be designed to address not only node density, but also latency and reliability. Both
grant-based and grant-free multiple access schemes are nowadays widely used,
although grant-free ones have recently attracted more interest for MMA applica-
tions. As pointed out in Introduction, this is mainly due to their ability to reduce
control signalling, a very beneficial feature when the number of devices connected
to the same BS becomes very large and when active devices contend for transmis-
sion of short packets. In a nutshell, the main difference between these access pro-
tocol classes lies on the presence (for grant-based) or the absence (for grant-free)
of a connection establishment procedure between the BS and the machine-type
device prior to data transmission.

This chapter describes several proposal we have made to improve the baseline
scheme in Section 1.4 in the context of synchronous grant-free and uncoordinated
access. We tackle this challenge from both a MAC and PHY layer perspective.
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2.1 MAC Layer Improvements

2.1.1 CRA with Intra-Frame Spatial Coupling

In the baseline protocol (Section 1.4), each active user chooses its r different slot
indexes in the set {1, . . . , Ns} uniformly at random and without replacement. In
contrast, in this access scheme, an active user only picks one slot index randomly
in the set {1, . . . , Ns − (r − 1)}. Denoting by n the drawn index, the user then
transmits its r packet replicas in slots n, n + 1, . . . , n + r − 1. In each such
slot, the packet payload is the same, while the pilot is still chosen randomly from
a set of NP orthogonal ones. This is exemplified in Fig. 2.1 for a repetition rate
r = 3. Compared with the baseline scheme, the introduced access strategy yields a
lower degree of randomization in the choice of the slots by each user, which might
jeopardize the iterative interference cancellation process. In fact, if multiple users
pick the same index n, they necessarily transmit all replicas in the same r slots,
increasing the probability that all transmissions from the same user experience a
pilot collision.

The proposed access protocol, however, also potentially brings substantial per-
formance advantages in terms of packet loss probability due to its capability to
trigger an effect similar to the well-know spatial coupling (SC) one in the frame-
work of low-density parity-check (LDPC) coding [50, 51]. This is due to the fact
that the physical load in the first and in the last r − 1 slots of the frame (where
the physical load in a slot is defined as the number of packet replicas arriving in
it) is on average lower than the physical load in the other slots. More specifically,
given that there are Ka active devices, the average physical load in slot n, denoted
by Gphy(n|Ka), is given by

Gphy(n|Ka) =


n γ if n ∈ {1, . . . , r − 1}
r γ if n ∈ {r, . . . , Ns − r + 1}
(Ns + 1− n) γ if n ∈ {Ns − r + 2, . . . , Ns}

(2.1)
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Ns1

1

user 1 user k

Figure 2.1: Pictorial representation of repetition-based CSA with intra-frame spatial cou-
pling and random pilot selection. Repetition rate r = 3. Only the first replica slot is
randomly selected, after that, the following r − 1 ones must be adjacent.

where

γ =
Ka

Ns − r + 1
. (2.2)

Owing to the reduced load on the frame terminations, i.e., on the r − 1 initial and
the r − 1 final slots of the frame, termination slots are characterized by a lower
pilot collision probability; as a consequence, they exhibit a higher probability of
successful packet decoding. Thus, applying a SIC algorithm, the reduced load on
the frame terminations is potentially able to trigger an “interference cancellation
wave” propagating from the edges of the frame towards the center of it, where
previously decoded packets foster interference cancellation in adjacent slots in
which new packets can be successfully decoded.

We anticipate that, this protocol can be used effectively with the feedback
message strategy addressed in the following Section. 2.1.3. As it will be shown in
Chapter 4, this access scheme can provide substantial enhancements to the system
performance, in terms of packet loss probability versus the number of simultane-
ously active users Ka, when a feedback channel is available. In fact, feedback
strategies fit very well with intra-frame SC strategy, favoring propagation of the
forward interference cancellation wave.

This scheme was proposed in [52], and extended in [53].
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2.1.2 CRA with Randomized Intra-Frame Spatial Coupling

The lower degree of randomization in the selection of the slots offered by the
access protocol described in Section 2.1.1 can be mitigated introducing a window
of W slots for each transmitting user, as depicted in Fig. 2.2. In this variant
of the scheme, hereafter called CRA with randomized intra-frame SC, each active
device initially chooses one offset slot index n at random in the set {1, 2, . . . , Ns−
W + 1}. Then, it randomly picks the r slots in which to perform transmissions
of its r packet replicas in the set {n, . . . , n + W − 1}, uniformly and without
replacement. The window size W can range from W = r to W = Ns, where
W = r corresponds to the scheme of Section 2.1.1 and W = Ns is equivalent to
the baseline scheme of Section 1.4. Given that the number of active users is Ka,
the average physical load in slot n, Gphy(n|Ka), may in this case be expressed as

Gphy(n|Ka) = c(n)
r

W

Ka

Ns −W + 1
. (2.3)

where

c(n) =min(n, Ns −W + 1)−max(1, n−W + 1) + 1 . (2.4)

As expected, (2.3) recovers (2.1) for W = r and is constant for all n when
W = Ns. Despite W can assume values in the range [r,Ns], in order to keep
the advantages achieved using SC, W has to be chosen close to r value as it
will be shown in Chapter 4. As for the previous schemes, also this protocol can
be used with or without the feedback message strategy that will be addressed in
Section. 2.1.3, exhibiting performance enhancements when a feedback channel is
available. We also point out that in the Section 3.1 we will draw a lower bound on
the performance of the presented access protocols, that turns to be tight in the low
traffic regime, discussing the effect of the window size W on this lower bound. In
particular, we will show how this protocol can decrease the error floor region of
the performance curve, enabling the system to reach higher reliabilities.

This scheme was proposed in [53].
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Figure 2.2: CRDSA Randomized Intra-Frame SC protocol. Ns slots, NP orthogonal pilot
sequences, repetition rate r = 3 and window size W = 4. Note that in this variant,
replicas must select a slot within the window size W .

2.1.3 CRA with ACK Messages

We address in this section the role of acknowledgement (ACK) messages, or
equivalently feedback messages, and how they can enhance the overall system
performance. The use of ACK message that exploit the BS broadcast capabilities
is in fact a clever way to improve scalability and efficiency of CRA protocols.
Note that the use of ACK messages can be combined with any of the described
strategies for the selection of the r slots, such as CRDSA, IRSA and even with
CSA. Availability of feedback messages is not usually an issue, even in the current
5G systems.

Here we assume that a feedback message is transmitted by the BS to the users
at the end of each slot. Other strategies are in principle possible when considering
different frame structures [45]. Concerning the structure of ACK messages, under
perfect power control we assume that they simply carry the indexes of the pilots
associated with packet replicas that have been successfully decoded in the current
slot. This ACK structure works when a packet replica is never correctly decoded
when the corresponding pilot has been chosen by at least another active user in the
same slot, which is always verified in practice if power control is enabled. When-
ever this could not guaranteed other ACK messages construction can be adopted,
from the naive user’s IDs concatenation to more sophisticated and efficient ACK
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Figure 2.3: Introduction of ACK times between each slot of the frame. This provides:
energy saving (less replicas transmitted), ideal interference cancellations (less packets
received), but also an overhead increment.

design [54, 55].

When a device performs transmission of a packet replica without running into
a pilot collision and the replica is successfully decoded, the user becomes aware
of successful transmission from the ACK message broadcast by the BS at the end
of the slot. The device immediately stops transmissions of the remaining replicas,
which yields a two-fold benefit: i) the device consumes less transmission energy;
ii) the device does not generate unnecessary interference in subsequent slots. An
example is depicted in Fig. 2.3.

Very remarkably, aborting the transmission of the not yet sent replicas can
be equivalently interpreted as an ideal cancellation of the interference that these
replicas would generate in the slots where they would be transmitted in absence of
ACK messages. Although this provides no performance advantages over simple
surrogate channels, such as the collision channel, where interference cancellation
is always assumed as ideal, when modeling the system including a realistic wire-
less channel model, noise, and accurate physical layer processing, these “ideal
cancellations” can boost the system performance. Clearly, when the BS broad-
casts an ACK message with a list of pilot indexes for which successful decoding
occurred in that slot, the BS deactivates interference cancellation of all corre-
sponding packet replicas in future slots.

With reference to the baseline access protocol presented in Section 1.4.1, point
7 specializes as
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7. In each of the r pre-selected slots, the device transmits a packet com-
posed of the corresponding pilot symbols concatenated with the data
payload ones.

when no BS feedback is used, while it specializes as

7. In each of the r pre-selected slots, the device transmits a packet com-
posed of the corresponding pilot symbols concatenated with the data
payload ones, unless the user has received an ACK on successful trans-
mission of a previous replica.

when the BS feedback is exploited.
Regardless of the feedback scheme (pilot- or ID-based), since the ACK mes-

sages are transmitted over a feedback channel that is interference-free and there-
fore noise-limited, a shorter preamble for channel estimation and a higher order
constellation may be used for transmission of ACK messages compared to the up-
link. Letting the ACK message be protected by a CRC and by a channel code with
rateRa, the ACK packet size in symbols is

NACK =

⌈
NP,ACK +

nb + nCRC

Ra log2(MACK)

⌉
(2.5)

where NP,ACK is the ACK preamble length, nCRC is the number of CRC bits,
MACK is the constellation order, and nb is the number of information bits trans-
mitted per message in the ACK time. In case of pilot-based ACKs, nb = NP.

The introduction of ACKs at the end of each slot produces an overhead incre-
ment. When the maximum latency is fixed (i.e., the frame time is fixed), we suffer
a decrement of the total number of slots in order to have sufficient space for all
ACK times. This problem can be solved with our next proposal.

The exploitation of ACK messages to improve intra-frame SC was proposed
in [52], and extended in [53].
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Figure 2.4: Intra-frame SSC protocol with We = 1, Ns slots per frame, NP orthogonal
pilots, and uniform repetition rate r = 3.

2.1.4 CRA with Spaced Spatial Coupling

The proposed spaced spatial coupling (SSC) protocols are variants of the intra-
frame SC one presented in Section 2.1.1. Although, the same concepts of “spaced
replicas” can be applied to other access strategy such us the one adopted for the
baseline protocol. Spaced schemes are characterized by the fact that any two
subsequent packet replicas transmitted by the same user are “spaced” by a certain
number of waiting slots. In a first version of SSC protocols, an active user picks
one slot index n randomly in the set {1, . . . , Ns − (r− 1)(We + 1)}, where We is
the waiting window size, and transmits its r packet replicas in slots n, n+We+1,
. . . , n+(r−1)(We+1). The parameter We indicates the number of waiting slots
that must occur between transmissions of two successive replicas by the same
user. During the first such waiting slot, the user listens for the ACK message from
the BS, which are now sent in a full-duplex way during the slots of the frame, to
be informed about success of its transmission in the previous slot. In this manner,
we can efficiently pipeline the feedback in order to avoid the overhead increment
given by ACK times. The access protocol is exemplified in Fig. 2.4 for We = 1.
Note that in SSC, the parameter We should not be too large, otherwise central slots
in the frame suffer from higher traffic and are likely to prematurely stop the SIC
algorithm.

A second version of the SSC protocol features a randomization in the num-
ber of waiting slots between two successive replicas from the same user. For this
reason, we name it randomized SSC. In this case, for fixed We the number of
waiting slots after each transmission is chosen uniformly at random by a user in
the set {1, . . . ,We}. The randomization in the number of waiting slots is intro-
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duced to achieve error floor reductions, which will be studied in Chapter 4 and
clearly shown in Chapter 4. In particular, these scheme will be used in Chapter 4
to address the problem of overwhelming overheads introduced by ACK times.

This scheme was proposed in [56].

2.2 PHY Layer Enhancing Techniques

In Section 1.3.3 we addressed the physical channel model and defined analytically
the corresponding [P ,Y ] symbols matrix received in each slot. In Section 1.4.2,
we described the CHB SIC. Here another SIC technique and a SIC scheduler are
presented, aiming at improving the performance from a signal processing point of
view.

2.2.1 Payload-Aided-Based Interference Cancellation

Motivated by the fact that CHB SIC does not improve the probability that a sin-
gleton is retrieved after a cancellation of a user transmitting with a different pilot
in the same slot, we propose a different SIC strategy. First of all, we remind here
that CHB cancellations act only on specific slot-pilot pair. More specifically, con-
sidering that a user has to be cancelled in a slot where it had picked the pilot j,
CHB SIC only updates the vector f j and the scalar gj (see Section 1.4.2). This
simple SIC mechanism has an intrinsic problem. For instance, if we have a sin-
gleton on pilot i, but due to the fact that the slot is too crowded (we have many
users in the same slot picking pilot j ̸= i), the payload estimation in (1.10) could
be inaccurate, leading to an unsuccessful channel decoding. In this example, even
if we cancel all interfering users in the slots, we are not able to retrieve the user in
pilot i because we have never updated f i and gi, which again will lead to a failure
decoding.

Our proposal is to use the user’s payload the BS has retrieved to perform chan-
nel estimation in slots where no accurate channel estimation is available. For this
reason we name this SIC algorithm payload aided-based (PAB). Assume one of
the replicas sent by a user, say user ℓ, is successfully decoded in a slot, in cor-
respondence of some pilot sj . The BS available information consists of: i) the
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exact1 user’s payload x(ℓ), which is common to all replicas; ii) the indexes of
the slots where the other replicas have been transmitted; iii) the indexes of the
pilots used in each such replica; iv) the estimate ϕj of the channel coefficients
in the generator slot computed as per (1.11). The interference subtraction opera-
tion in the “generator” slots, i.e., where the user has been successfully decoded, is
performed as

P (i+1) = P (i) − ϕjsj

Y (i+1) = Y (i) − ϕjx(ℓ)
(2.6)

where we let P (0) = P and Y (0) = Y . As from (2.6), in the generator slot
we do not recompute the channel estimate since the estimation provided by ϕj is
impaired only by noise. Note that we are now updating P and Y , avoiding in this
way the CHB SIC problem.

In the other replica slots, we exploit knowledge of the payload to estimate the
channel coefficients as

ĥ
(i)

ℓ =
Y (i) x(ℓ)H

∥x(ℓ)∥2 = hℓ + h̃ℓ . (2.7)

Then, using this PAB channel estimate, in the replica slots we can perform sub-
traction of interference, similar to (2.6), as

P (i+1) = P (i) − ĥ
(i)

ℓ s(ℓ)

Y (i+1) = Y (i) − ĥ
(i)

ℓ x(ℓ) .
(2.8)

In this SIC algorithm, hereafter referred to as PAB, each time an update of the
matrices P and Y has been carried out we re-compute (1.11) and (1.10) for each
pilot in the current slot, to check if any other user can be successfully decoded
after interference subtraction. We point out that exploiting the preamble (instead
of the payload) to perform channel estimation in slots where we wish to subtract
interference may heavily deteriorate the estimation quality due to preamble colli-
sions.

In the particular case in which we perform the first subtraction operation in a

1Note that this is not the payload estimation, but the exact reconstruction after channel decod-
ing and CRC verification.
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slot using (2.8), we have

ĥ
(0)

ℓ = hℓ +
∑

k∈A\{ℓ}
hk

x(k)x(ℓ)H

∥x(ℓ)∥2 + zh (2.9)

where zh is the residual noise term. In this specific case, we can derive the sta-
tistical properties of the estimation error h̃ℓ, given that the payload symbols are
independent among users, as

E
{
h̃ℓ,n

}
= 0

V
{
h̃ℓ,n

}
=
|A| − 1 + σ2

n

ND

(2.10)

where n = 1, . . . ,M . We observe that, as expected, the accuracy of the channel
coefficients estimate improves as the number of payload symbols increases. On
the other hand, the channel estimate deteriorates as the number of users trans-
mitting in the slot increases. Among all possible h̃ℓ obtained running the SIC
algorithm, this represents the worst case in terms of estimation accuracy.

This SIC algorithm was proposed in [57], and extended in [58].

2.2.2 Scheduling of Interference Cancellation Operations

In this section we propose a BS processing technique that is able to improve the
overall performance in different MAC and PHY layer configurations. The key
idea is to introduce a priority scheduler for interference subtraction operations
based on the accuracy of the corresponding channel estimates.

Let us initially focus our attention on PAB processing. Recalling (1.11), we
see that pilot-based channel estimation is impaired by noise only in case of a sin-
gleton user on the j-th pilot (namely, when |Aj| = 1). On the other hand, the
samples corresponding to replicas of a successfully decoded packet are subtracted
from the received matrices P and Y using the payload-based estimation of the
channel coefficient according to (2.8). Since the payloads are not orthogonal with
each other, payload-based estimation is impaired by both noise and interference.
We can therefore categorize interference subtraction operations based on the ac-
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Figure 2.5: Pictorial representation of the Instantaneous Cancellation technique. In the
example have been used NP = 8 orthogonal pilots per slot. In green are represented
pilots chosen by one user (singleton), in orange the pilots used by two or more users, and
in white the unused pilots.

curacy of the channel estimation on which they rely and schedule “high quality”
subtractions first. Since in each SIC iteration channel estimations are performed
on the current P and Y matrices, as per (1.11) and (2.7), it is expected that giving
priority to those subtractions that deteriorate these matrices less (in terms of inter-
ference residue after the subtraction is performed) helps to increase the number of
successful channel decoding operations, hence to trigger new SIC iterations.

Based on the above discussion, interference subtraction operations relying on
singleton user pilot-based channel estimation tend to be of higher quality than the
ones relying on payload-aided channel estimation and should be scheduled first.
Channel estimates are affected by several parameters, namely, the noise variance
and the the pilot length for pilot-based ones and the noise variance, the payload
length, and the number of users active in the slot for payload-based ones, and the
number of SIC iterations done. In particular, a payload-aided channel estimation,
on a Y that has not been yet modified, is less accurate compared to a pilot-based
one if

NP

ND

|A| − 1 + σ2
n

σ2
n

> 1 . (2.11)
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This priority SIC scheduling can be implemented adopting the following tech-
nique, that we name “instantaneous cancellation”. Consider that the BS is receiv-
ing frame symbols in real-time. In conventional schemes, after the reception of
each slot symbol block, the BS attempts packet decoding for each pilot. In this
procedure, all decoded packets are buffered, waiting for SIC phase. When SIC
phase starts, the subtractions are scheduled first-to-last (or last-to-first) decoded
user. Under instantaneous cancellation scheduling, we instead perform subtrac-
tions of singleton users slot by slot, and retry the decoding step for each pilot
whenever a user is successfully decoded.

This provides a second benefit which is exemplified in Fig. 2.5. In this exam-
ple, we are processing a generic slot n when the total number of pilots is NP = 8.
There are three singleton users in pilot p ∈ {1, 2, 7}, the pilot 4 is unused, while
the other pilots have been chosen by more than one user. Starting from pilot one,
the decoder finds a user in the first pilot. It performs instantaneous cancellation
and retries the decoding phase from pilot one2. When the decoder attempts to
decode the user in pilot 2, it fails. This behaviour is justified by the curves in
Fig. 3.3, for |Aj| = 1, which state that a singleton user could not been correctly
decoded due to interference and noise. Then, the decoder finds a packet using
pilot 7 and it subtracts the corresponding symbols in the slot. Due to the fact that
the decoder retries from pilot one and in the slot there is less interference com-
pared to the previous decoding step, it is possible that the packet using pilot 2 is
found. In contrast, using the conventional scheduling of interference cancellation
operations, the user in pilot 2 cannot be found and, even if that user is found in
another slot, the subtraction in the slot n would be impaired by both noise and
interference.

This algorithm fits effectively also with feedback-aided CSA protocols (Sec-
tion 2.1.3), because a larger number of ACKs messages is more likely to be trig-
gered. In general, the instantaneous cancellation technique can be seen as a pre-
SIC processing which is performed slot by slot. Hence, it can be employed both
by CHB and PAB processing schemes.

This SIC scheduling technique was proposed in [58].

2Considering that only a singleton user can be successfully decoded, it is possible to optimize
this procedure avoiding to search for packets in pilots where a user has already been found.
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Chapter 3

Analytical Design Tools

In this chapter we present some theoretical analysis carried out in the context of
MMA. The analysis in the following sections span from MAC to PHY layer error
evaluations.

3.1 Error Floor Analysis

We define the error floor region of a PLR performance curve as the curve region in
which we have a low PLR and its value slowly vary when varying another param-
eter. On the contrary, waterfall region is defined as the curve region transitioning
from high to low PLR. For the sake of clarity, we report an example in Fig. 3.1.
This kind of shape is typical of PLR in MMA and channel codes where is plotted
the bit error rate against the signal-to-noise ratio.

Estimation of error floors provides a useful design guideline. For example, we
can tune parameters to have a lower error floor PLR compared to a target PLR.
In general, to estimate error floors it is sufficient to extract the main source of
errors, and then analytically derive the corresponding probability. In our setup,
due to perfect power control, all packets are received with the same energy. For
this reason, we can retrieve packets only if they are “alone”in a resource (slot-pilot
pair). Hence, we have an unresolvable MAC layer error whenever two users pick
the same slots, and in those slots they pick exactly the same pilots. Having Ka

active users, the probability that at least two users pick the same resources can be

45
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Figure 3.1: Definitions of error floor and waterfall regions.

mapped into a birthday problem.

Let us recall that the probability that at least two people (users) have the same
birthday (pick the same resources) is

Pcoll = 1−
N−1∏
i=0

C − i

C
, (3.1)

where C is the total number of possible birthday dates (available resource choices)
and N is the total number of people (number of active users N = Ka). This
assumes equiprobability of the available dates (all the resources can be picked with
the same probability). It can be easily proven that in case of different probabilities,
(3.1) represents a lower bound [59].

In general, the PLR given Ka can be written as

PL =
Ka∑
k=0

P{k collisions} k

Ka

(3.2)

where P{k errors} is the probability to have k errors in a frame transmission.



3.1 Error Floor Analysis 47

Restricting our view to the sole error source of unresolvable collisions, and con-
sidering the best case scenario in which only one unresolvable collision per frame
could occur and only among two users, we can lower bound (3.2) with

PL =
Ka∑
k=0

P{k collisions} k

Ka

≥ 2

Ka

[
1−

Ka−1∏
i=0

C − i

C

]
. (3.3)

Note that (3.3) is valid also when equiprobability of the birthday dates does not
hold.

In a repetition based scheme (i.e., Λ(x) = xr), the r replicas are placed by
the active user r in different slots and, for each such slot, one pilot is chosen
randomly out of the NP available ones. Hence, a bijection is established between
the r replicas and an r-tuple of the available resources. For the baseline scheme
we have that the total number of possible r-tuple is CB =

(
Ns

r

)
N r

P. This is due to
the fact that we have to pick r slots at random without replacement and for each
slot we can choose a pilot out of NP available ones. Due to (3.3), we have that
protocols with higher C exhibits lower error floor regions at a given Ka.

To compute the value of C for the intra-frame SC protocol described in Sec-
tion 2.1.1 we directly compute CRSC(W ) for the randomized intra-frame SC pro-
tocol described in Section 2.1.2 with parameter W . This can be done because
setting W = r is equivalent to have a scheme without randomization. In particu-
lar, for any offset slot n there are

(
W
r

)
admissible slot r-tuples in the corresponding

window. Unresolvable collisions could occur not only if two users pick the same
offset slot n, but also for different n. For example, taking r = 3 and W = 4; the
slots triplet (2, 3, 4) is included in the windows starting at n = 1 and n = 2. To
correctly enumerate the admissible slot r-tuples, we slide the window of size W

from the first possible offset slot (n = 1) to the last one (n = N −W +1), count-
ing each time only the r-tuples that cannot be included in the subsequent window
positions (to avoid counting the same combination more times). For all windows
starting at some offset slot n < N −W + 1, the unique r-tuples that could not
be selected for n′ > n are the ones that include slot n nd their number is

(
W−1
r−1

)
.

Only for the last window position, i.e., at offset slot n = N −W + 1, we need to
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count all
(
W
r

)
possible r-tuples. Hence, we have

CRSC(W ) =

[(
W − 1

r − 1

)
(Ns −W ) +

(
W

r

)]
N r

P (3.4)

which also yields

CRSC(W = r) = CSC = (Ns − r + 1)N r
P (3.5)

for the intra-frame SC scheme, and we can check that for the baseline scheme we
have

CRSC(W = Ns) = CB =

(
Ns

r

)
N r

P . (3.6)

It is possible to prove that the derived lower bound on the packet loss probabil-
ity is monotonically decreasing with W [53]. However, increasing W may jeop-
ardize the benefits brought SC for large number of simultaneously active users, as
it will be shown in Chapter 4 by numerical analysis.

Under SSC, the r replicas from the same user are evenly spaced, any two
subsequent ones being separated by exactly We slots. Having drawn the first slot
from {1, . . . , Ns− (r−1)(We+1)}, there is only one option for placement of the
remaining replicas. This is the same of the SC case, but with different number of
possible slots choices. Then, we have

CSSC = [Ns − (r − 1)(We + 1)]N r
P . (3.7)

Analysis Output: This analysis provides useful system design guidelines.
For example, using this tool it is possible to discard schemes having an error floor
higher than the target PLR without running simulations. Moreover, it can be used
to finely tune the randomized spatial coupling window W in order to set the floor
below a specific target. In addition, since the error floor analysis is generalized
for all the proposed schemes, it can be used to derive extremely low error floors
in the baseline case where simulations would take extremely long time (some ex-
amples in Fig. 3.2). Since the schemes are usually design to work in the waterfall
region, this tool cannot provide a straightforward performance comparisons. This
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Figure 3.2: Estimation of the error floor region using lower bounds for the baseline
scheme and the intra-frame SC. The number of slots per frame is set to Ns = 78 and
the available pilots to NP = 64.

show that the performance of the investigated access schemes in the low load
regime (i.e., small number of simultaneously active users Ka) depends essentially
on the access protocol rather than on the receiver processing and can be analyzed
via simple combinatorial analysis, the performance analysis in this regime is pre-
sented here. Finally, while at high load values errors in payload decoding may fail
due to several causes related to PHY layer procedures, such as imperfect interfer-
ence cancellation, inaccurate channel state information acquisition, channel code
decoding errors, or unresolvable collisions, in the low load regime the few error
events are caused essentially by the unresolvable interference between two users
choosing exactly the same resources, i.e., the same slot-pilot pairs. It turns out
that the derived lower bound on the PLR that turns very tight for small Ka, i.e., in
the error floor region.

This analysis was proposed and adopted in [52, 53, 56].
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3.2 Performance Analysis without SIC

In this section we derive the average number of successfully decoded users, as-
suming a collision channel over resources model, when no SIC is performed.

Let us consider the following problem. There are Ka active devices, each of
which transmits r replicas of its packet into a frame composed of Ns slots. The
device can put no more than one replica in each slot, and in each slot it can choose
between NP possible orthogonal pilots. Therefore we can describe the frame as
a grid of Ns · NP resources. Defining as uncollided a user, any replica of which
has arrived alone in a resource, under a collision channel model the number of
successful users in the current frame equals the number of uncollided ones. We
can write the total number of uncollided users as

X = X1 + X2 + · · ·+ XKa (3.8)

where

Xi =

{
1 if at least one replica of user i is uncollided

0 otherwise .
(3.9)

The average number of uncollided users can therefore be written as

E{X} =
Ka∑
i=0

E{Xi} = Ka · P{Xi = 1} . (3.10)

Denoting by U the event that the generic replica transmitted by an active user
arrives alone in a resource, we have

P{Xi = 1} = 1− (1− P{U})r . (3.11)

Next, let us focus on a single replica from an active device. Let the considered
replica be interfered by J replicas transmitted by other devices that have chosen
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the same slot. By law of total probability we can write

P{U} =
∑
j

P{U , j} =
∑
j

P{U|j} P{j} (3.12)

where it is immediate to see that

P{U|j} =
(
NP − 1

NP

)j

. (3.13)

To derive P{j}, we firstly write the probability that none of the r replicas is trans-
mitted in a specific slot as

(Ns − 1) . . . (Ns − r)

Ns . . . (Ns − r − 1)
= 1− r

Ns

. (3.14)

Consequentially, we can derive P{j} as

P{j} =
(
Ka − 1

j

)(
r

Ns

)j (
1− r

Ns

)Ka−1−j

(3.15)

and conclude that

P{U} =
Ka−1∑
j=0

(
Ka − 1

j

)(
r

Ns

NP − 1

NP

)j (
1− r

Ns

)Ka−1−j

=

(
1− r

NsNP

)Ka−1

. (3.16)

Finally, in absence of SIC the packet loss probability is

PL,noSIC = 1− E{X}
Ka

=

(
1−

(
1− r

NsNP

)Ka−1
)r

. (3.17)

Analysis Output: This analysis can be used as a benchmark to evaluate the
effectiveness of the proposed SIC strategy. Moreover, in case of framed schemes
without SIC mechanisms it can be used to optimize the parameters to achieve a
certain PLR at a specific traffic regime, Ka.

This analysis was proposed in [58].
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3.3 Analysis of CHB Interference Cancellation

Hereafter we provide a theoretical analysis of the interference effects to under-
stand their impact in a realistic setting. Such an analysis is conducted for the
CHB SIC presented in Section 1.4.2. We remind here that A is the set of users
transmitting simultaneously in the considered slot, while Aj ⊂ A is the set of
users transmitting using the pilot j in the considered slot.

Let us focus on the following scenario. Assume |Aj| − 1 users from the set
Aj have been successfully decoded in other slots. Then, in the current slot, we
can apply CHB interference subtraction which, as previously discussed, mitigates
but does not eliminate completely the interference. At this point, there is only
one undecoded user adopting the j-th pilot (singleton) in the slot. We want to
understand how much is likely to decode that user. Note that, if |Aj| = 1, CHB
cancellations play no role in this experiment and we are evaluating the probability
to find a singleton (which was singleton from the beginning).

To analyze the probability that this user is successfully decoded, we focus on
the interfering and noisy terms in (1.12). Then, from (1.12) we can write

f j =
∑
k∈Aj

∥hk∥2 x(k) + Ij (3.18)

where

Ij =
∑
k∈Aj

∑
m∈A\{k}

hH
k hm x(m) +

∑
m∈A

zH
j hm x(m)

+
∑
k∈Aj

hH
k Z +

∑
m∈A

zH
j Z . (3.19)

Let us define ξ1(k,m) = hH
k hm x(m). Since hk and hm are length-M vectors

whose entries are modeled as i.i.d. CN (0, 1) random variables and x is a length-
ND payload vector with i.i.d. entries, it follows that each entry ξ1(k,m), when
k ̸= m, fulfills

E{ξ1(k,m)} = 0 , V{ξ1(k,m)} = M . (3.20)
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The second group of terms in (3.19) can be represented by ξ2(m) = zH
j hm x(m)

where zj is a noise vector with i.i.d. CN (0, σ2
n/NP) entries. Therefore each entry

ξ2(m) fulfills

E{ξ2(m)} = 0 , V{ξ2(m)} = M

NP

σ2
n . (3.21)

Similarly, the third group of terms in (3.19) can be represented by ξ3(k) = hH
k Z

where Z is a matrix whose elements are i.i.d. CN (0, σ2
n). Then, each entry ξ3(k)

fulfills

E{ξ3(k)} = 0 , V{ξ3(k)} = M σ2
n . (3.22)

Finally the last term ξ4 = zH
j Z has entries characterized by

E{ξ4} = 0 , V{ξ4} =
M

NP

σ4
n . (3.23)

We now make the approximation which considers entry independence between
ξ1(k,m), ξ2(m), ξ3(k), and ξ4. Under this independence assumption, each ele-
ment Ij of Ij fulfills

E{Ij} = 0

V{Ij} = M

(
|Aj|

(
|A| − 1 + σ4

n

)
+

σ2
n

NP

(
|A|+ σ2

n

))
. (3.24)

At this point, consider the case where |Aj| − 1 users using pilot j are decoded
in other slots. Performing interference cancellation based on CHB, new residual
interfering terms arise. We recast (3.18) as

f j = ∥hℓ∥2 x(ℓ) +
∑

k∈Aj\{ℓ}

(
∥hk∥2 −M

)
x(k) + Ij

= ∥hℓ∥2 x(ℓ) + Ĩj (3.25)

where the subscript ℓ denotes the only remaining user employing pilot j in the slot
under analysis. Since E{∥hk∥2} = M and V{∥hk∥2} = M , we can incorporate
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these terms in our approximation, leading to

E
{
Ĩj

}
= 0

V
{
Ĩj

}
= M

(
|Aj|

(
|A|+ σ4

n

)
− 1 +

σ2
n

NP

(
|A|+ σ2

n

))
.

(3.26)

Due to summation of a large amount of terms we can approximate Ĩj as a circu-
larly symmetric complex Gaussian distribution with mean and variance reported
in (3.26). Then, dividing by M we can estimate the payload of user ℓ as

x̂(ℓ) =
∥hℓ∥2
M

x(ℓ) +
Ĩj

M
. (3.27)

For a realistic analysis we also consider modulation and channel coding. Em-
ploying an M-quadrature amplitude modulation (QAM) constellation and hard-
decision decoding, the symbol error probability given w = 2

σ2
h
∥hℓ∥2 can be writ-

ten as [60]

Pe|w = AM erfc

√√√√ CMw2

V
{
Ĩj

}
− A2

M

4
erfc2

√√√√ CMw2

V
{
Ĩj

}
 (3.28)

where AM = 2 − 2/
√
M and CM = 3/(8M − 8). Finally, we assume an error

correcting code with bounded-distance decoding, able to correct up to t errors,
and constellation Gray mapping. We can express the probability that decoding of
a user packet is unsuccessful given w as

Pfail|w ≈ 1−
t∑

d=0

(
ND

d

)
P d
e|w
(
1− Pe|w

)ND−d (3.29)

where ND is the number of payload symbols. Equality in (3.29) would hold if,
whenever a symbol is erroneous, only one of its bits is received in error. In general
this is not true, but exploiting Gray mapping this is a well-fitting approximation.

Hence, the probability to have a decoding failure of a user packet in a slot,
where its |Aj| − 1 pilot-interferers are subtracted and a total of |A| users were
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Figure 3.3: Probability to unsuccessfully decode a singleton user after |Aj | − 1 CHB
iterations. Comparison between the analytical approximation and the simulation for
ND = 256, t = 10, M = 256, QPSK constellation, and σ2

n ∈ {1, 10}.

initially allocated in the slot, is

Pfail =

∫ ∞

0

Pfail|w
1

2M Γ(M)
wM−1 e−w/2 dw (3.30)

due to the fact that w is distributed according to a chi-squared distribution with
2M degrees of freedom (σ2

h = 1). We observe that, to increase the resilience of
singleton users to interference in terms of packet error probability, we can increase
either the number of BS antennas M or the code error correction capability t for
fixed ND (which decreases the error correcting code rate). Note that, a simple
approximation can be made, observing that for a large number of antennas M the
probability density function (PDF) narrowed around the mean value and therefore
we have E{f(w)} ≃ f(E{w}).

Analysis Output: We report in Fig. 3.3 the analytical approximations derived
in (3.30) in comparison with Monte Carlo simulations for ND = 256, t = 10,
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M = 256, QPSK constellation, and two noise levels σ2
n ∈ {1, 10}. Despite the

approximations, the analytical results provide a good estimate of the simulated
curves also in the presence of noise. In particular, when |Aj| = 1, no interference
subtractions are performed and the user experiences the most favorable interfer-
ence conditions. The |Aj| = 1 curve in Fig. 3.3 reveals the actual performance
of MRC payload estimation in (1.10) when interferers, using different orthogonal
preambles, are captured in the model. Indeed, this is a major non-ideality, degrad-
ing the general performance of MAC protocols when a realistic channel model is
accounted. On the other hand, when |Aj| > 1, the estimation deteriorates even
more, revealing the non-ideality of the SIC procedure. Moreover, we point out
that, whenever a device using pilot j in the current slot is successfully decoded
and CHB is performed, the interference on pilots different from j is not mitigated.
This is the most critical point we have identified in the CHB approach and in the
next section we propose a technique that is able to overcome this problem. Fi-
nally, we point out that this analysis can be used to account for PHY layer effects
in higher level analysis. This will be done in the next section.

This analysis was proposed in [57] and extended in [58].

3.4 Density Evolution over MIMO Fading Channels

In this section we describe a novel asymptotic threshold analysis able to capture
realistic aspects of the PHY processing.

3.4.1 Assumptions and Channel Model

The specifications of the system, to which our threshold analysis applies, can be
summarized as:

• Block fading channel with power control (variance of the fading coefficient
equal to one for all users).

• The receiver has M antennas, each with independent fading coefficient per
user.
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• Each user picks, for each replica, an orthogonal pilot uniformly at random
from a set with cardinality NP for channel estimation purposes.

• Grey mapped QPSK modulation with hard decision.

• The payload is composed by ND symbols and protected using a channel
code able to correct up to t errors per codeword.

• CHB SIC processing and IRSA distribution.

In this scenario we refer to a slot-pilot pair as a resource. Then, if a contending
device transmits d packet replicas, it chooses d resources to schedule its trans-
missions that must differ in the slot, since no device can send multiple packets
in a single slot, but not necessarily in the pilot. Moreover, the receiver attempts
recovery in all resources and, whenever decoding of some messages succeeds in a
resource, the contribution of interference of the decoded user is subtracted across
slots in a SIC fashion.

Example 3.1. In Figure 3.4 we provide a pictorial representation of a frame as an
NP×Ns grid in which each row corresponds to a pilot, each column to a slot, and
each cell to a resource. In the specific example we have NP = 4 pilots and Ns = 9

slots; moreover, there are Kc = 5 contending users, corresponding to the circles,
all exploiting repetition rate d = 3. Note that in the example, only two packet
replicas do not experience a resource collision (i.e., pilot collision in a slot), one
in slot 2 and one in slot 7. Furthermore, extending the simple collision channel
model to a “pilot-based collision channel” where we consider collisions on the
resources, the messages of active users i1 and i5 are decoded at the first iteration
in slots 2 and 7, respectively. Interference subtraction allows cleaning the packet
replica of user i2 in slot 5; hence, the message of user i2 is decoded at the second
iteration. A further stage of interference subtraction allows decoding messages of
users i3 and i4 in the third iteration.

Since SIC and packet decoding in realistic systems are not well-approximated
by collision channel assumptions, we introduce a novel PHY layer-aware channel
model. Similarly to collision channel, this realistic channel assumes that, when
two or more users choose the same resource, it is not possible to successfully
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Figure 3.4: Grid-based representation of the pilot-based access protocol using NP = 4
pilots, Ns = 9 slots, d = 3 repetition code, and Kc = 5 contending users. Assuming a
collision channel model over resources, through SIC iterations it is possible to success-
fully decode messages from all users.

decode the corresponding packet replicas (note that no capture effect based on
energy diversity is possible owing to power control). On the other hand, when
only a user chooses a resource, the packet is successfully decoded according to a
probability depending on the total number of interfering users in that slot and the
PHY layer parameters. We adopt the same graphical representation mentioned in
Section 1.5 to describe the realistic channel model: a bipartite graph with Ka BNs
connected to Ns SNs.

Example 3.2. The left side of Figure 3.5 highlights a particular slot. The top-
right side of the figure shows an example using NP = 8 pilots (p0, p1, . . . , p7)
showing the pilots choice of the users that have transmitted a replica inside the
s4 slot. Finally, the bottom-right side of the describes a possible configuration
of the s4 slot after some SIC iterations when PHY layer is considered. Adopting
the standard collision channel, s4 is a collision slot and, at the SIC-initialization
step, none of its packets can be recovered. On the other hand, adopting a collision
channel over the resources, the users u0 and u1 are resolvable due to the fact
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Figure 3.5: An example of SIC over block fading channel with massive MIMO.

that they transmit using pilots p0 and p2, respectively. Note that, unresolvable
collisions of u3 and u5 could be resolved after SIC iterations. Nevertheless, in
realistic scenarios, assuming collision channel among the resources could be way
too optimistic. In fact, due to payload estimation failures it is possible that the
packet from user u1 cannot be decoded despite it chooses an uncollided pilot. The
same could happen to users like u3 which was initially collided by user u5 and
through SIC iterations across slots remains the only one using pilot p3. In this
example, only user u0 is successfully decoded as a result of slot s4 processing.

3.4.2 Density Evolution taking into account the Physical Layer

To derive ad-hoc density evolution equations to account for PHY layer it is neces-
sary to find the probability update function as in in (1.24) and (1.25). To be fair,
since we are using the same MAC layer protocol, the expression in (1.24) remains
the same, while (1.25) changes due to the introduction of the PHY layer. As a
reminder, we have to compute the probability p

(c)
ℓ that a packet replica, arriving in

a slot where c users have transmitted (c− 1 interfering users), is not successfully
decoded in that slot accounting for PHY layer. To this aim, let us define the failure
event F = “the replica corresponding to an edge is not decoded” and the random
variable C describing the total number of active users in a slot. From a user’s point
of view, we also define the random variable I as the number of interfering users
which have chosen the same pilot as the given user (pilot-colliding users). Then,
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the probability that a user has exactly i pilot-colliders, given c total users in the
slot and NP available pilots, is

P{i|c} =
(
c− 1

i

) (
1

NP

)i (
1− 1

NP

)c−1−i

. (3.31)

Moreover, considering that from previous interference cancellations users can be
subtracted with probability 1−qℓ−1, we define the random variable S as the number
of pilot-colliding users subtracted. The probability that exactly s subtractions are
performed, given i pilot-colliding users and qℓ−1 pilots, is

P{s|i} =
(
i

s

)
(1− qℓ−1)

s (qℓ−1)
i−s . (3.32)

Noting that P{s|i, c} = P{s|i}, we can write

p
(c)
ℓ = P{F|c}

=
∑
i

∑
s

P{F , i, s|c}

=
∑
i

∑
s

P{F|i, s, c} P{s|i} P{i|c} . (3.33)

Since is not possible to successfully decode a pilot-collided replica, we have

P{F|i, s, c} = 1, s ̸= i . (3.34)

On the other hand, when s = i and a realistic channel is considered, the probability
to successfully decoded a user is not always zero. Using the Pfail approximation
highlighted in Section 3.3, we can write

P{F|i, s, c} =
{
Pfail((i+ 1)c− 1), s = i

1, s ̸= i
(3.35)
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where

Pfail(n) = 1−
t∑

d=0

(
ND

d

)
P d
e (n) (1− Pe(n))

ND−d (3.36)

Pe(n) = erfc

(√
M

2n

)
− 1

4
erfc2

(√
M

2n

)
. (3.37)

From (3.36) and (3.37), it is possible to note that Pfail depends on the number of
available pilots NP, the number of antennas M , the error correction capability of
the PHY error correcting code t, and the number of interfering users. Finally, we
can write

p
(c)
ℓ =

c−1∑
i=0

i∑
s=0

P{F|i, s, c} P{s|i} P{i|c}

=
c−1∑
i=0

i−1∑
s=0

P{s|i} P{i|c}+
c−1∑
i=0

Pfail((i+ 1)c− 1) (1− qℓ−1)
i P{i|c}

=
c−1∑
i=0

[
1 + (1− qℓ−1)

i [Pfail((i+ 1)c− 1)− 1]
]
P{i|c} . (3.38)

All the other density evolution equations remain the same. Substituting (3.38) in
(1.25) we can find the asymptotic thresholds.

Analysis Output: In this section we have extended the asymptotic load thresh-
old of IRSA to a wireless MIMO fading channel, for a specific setting and PHY
layer signal processing. A main outcome of our analysis is that the IRSA distribu-
tions that are optimum over the simple collision channel model turn suboptimum
in this new and more realistic setting. This will be shown clearly in Chapter 4. As
such, when designing multiple access protocols for fading MIMO channels, em-
ploying IRSA schemes designed for surrogate channels, such as the collision one,
is likely to yield suboptimum performance and to jeopardize the overall system
performance. Indeed, a suitable modeling of the PHY layer is of utmost impor-
tance to correctly determine the theoretical limits and to optimize the protocol
design parameters. The analysis developed in this chapter can be used as a build-
ing block for accurate IRSA design over wireless channels. More specifically, the
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developed threshold analysis tool can be exploited within an optimization proce-
dure, e.g., an evolutionary optimization algorithm [61], to design IRSA distribu-
tions characterized by optimum waterfall performance. Suitable constraints to the
optimization procedure should be imposed in order to achieve a good compromise
between waterfall and error floor performance.



Chapter 4

Numerical Results

In this chapter we provide simulation results to validate both the scheme proposals
and the analytical results. To estimate probability we make use of Monte Carlo
simulations where several instances of the considered random scenario are gen-
erated to have statistically meaningful estimate. As a rule of thumb we let the
simulations go until 100 error events occur. In this way, to estimate a point on
a curve with 10−4 probability we run about 106 simulations. A summary of the
setup is reported below. In each following section, all parameters are set as in this
brief summary if not otherwise stated.

We provide simulation results is a setting where each user encodes its mes-
sages with an (n = 511, k = 421, t = 10) binary Bose–Chaudhuri–Hocquenghem
(BCH) code. Part of the k information bits are used to validate the decoded pack-
ets via a CRC. After padding the BCH codeword with a final zero bit, the encoded
bits are mapped onto a QPSK constellation with Gray mapping, yielding a pay-
load of ND = 256 symbols. Simulation results are given for Bs = 1 Mbps symbol
rate, NP = 64 pilots, r = 3 replicas per active user, and M = 256 antennas. Pilots
are constructed using Hadamard matrices and noise variance is set to σ2

n = 1 as
the channel vector variance σ2

h. When ACKs are adopted, numerical results will
assume a perfect feedback channel (i.e., all ACK messages are always success-
fully received). As a reminder the main metric is the PLR against the number of
active users per frame Ka (see Section 1.2), under a maximum latency constraint
Ω = 50 ms. In this way, we can show the reliability-scalability trade-off, given

63



64 Numerical Results

the maximum latency. For a given maximum latency Ω, and neglecting guard and
processing times for the sake of simplicity, the number of slots per frame Ns is set
equal to

Ns =

⌊
ΩBs

2 (NP +ND)

⌋
. (4.1)

The factor 2 is due to the fact that a user could wake up right after a beacon, wait
for the next one, and successfully decoded at the end the next frame.

Adopting pilot-based ACK messages (i.e., the BS notifies in which pilot a user
has been decoded), only NP information bits are required to be broadcast as an
ACK message. Since this message is transmitted over a feedback channel that is
not interfered, the BS may use a shorter preamble for channel estimation purposes
and a more compact constellation such M-QAM. In practice, the ACK message is
protected by a CRC and by a specific channel code. Then, the ACK packet size in
symbols is

NACK = NP,ACK +
(NP +NCRC)

Ra log2(M)
(4.2)

where NP,ACK is the ACK preamble length, NCRC is the number of CRC bits
protecting the ACK message, and Ra is the code rate. For example, considering
NP,ACK = 4, NCRC = 16, M = 256, and Ra = 2/3, we end up with NACK = 19

when NP = 64 and NACK = 31 when NP = 128. A simple way to include ACK
time is substituting NP + ND with NP + ND + NACK in equation (4.1). In order
not to stick to a particular ACK implementation, we consider ideal instantaneous
ACKs (NACK = 0). This is due to the fact that, in Section 4.1.4, we will show
how SSC protocols can solve this issue.

4.1 MAC Layer Protocol Evaluation

4.1.1 Spatial Coupling and Acknowledgement Benefits

Fig. 4.1 compares several MAC protocols in terms of PLR versus the number of
active users per frame Ka. The considered protocols are framed slotted ALOHA,
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Figure 4.1: PLR comparison between schemes with different combinations of acknowl-
edgments and intra-frame SC activation, for the baseline with r ∈ {3, 4} and (NP, Ns) ∈
{(64, 78), (128, 62)}. Framed ALOHA uses r = 1 despite of the curve color. Error floors
derived in Section 3.1 are reported in dashed line.

diversity slotted ALOHA, the baseline scheme (reported in figure as “No SC, No
ACK”), and CRA with intra-frame SC introduced in Section 2.1.1, with and with-
out feedback (see Section 2.1.3). For the framed slotted ALOHA and diversity
slotted ALOHA we have verified and then used the theoretical performance de-
rived in (3.17). Simulations are run for different choices of the number of available
pilots NP and repetition rate r. The number of slot vary accordingly to (4.1) when
NP is changed.

From the plot we can observe, as expected, that framed ALOHA is not well-
suited for access schemes when a non-trivial reliability is required. In fact, trans-
mitting a single packet within the frame, the PLR is limited by the probability that
two users pick the same pair slot-pilot. An improvement is achieved by diversity
ALOHA where the user transmits r replicas in the frame. The difference between
this access scheme and the baseline with r replicas, is the absence of a SIC phase.
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Diversity ALOHA is able to achieve a better performance compared to framed
ALOHA due to the fact that the scheme is now limited by the probability that all
r replicas are collided. However, a high quality of service is achievable only for
a limited number of active users per frame. In order to improve scalability having
constraints in latency and reliability, well-designed SIC algorithms are required.

Let us focus at first on the NP = 128 case. As we can see, use of SC with-
out ACK messages tends to worsen performance with respect to the baseline. A
closer inspection reveals that this effect is associated with failures in SIC phys-
ical layer processing due to an increased number of active devices choosing the
same r slots, even with different pilots, which makes the cross terms in (1.12) and
(1.13) not negligible. This observation is supported by the fact that, when ACK
messages from the BS are enabled, the proposed SC scheme exhibits the most
pronounced performance boost. In fact, intra-frame SC gives rise to a lower num-
ber of resource collisions in the first slots, which stops a higher number of replica
transmissions in subsequent slots and reduces interference in them. Note that, here
we are assuming instantaneous feedback. For this reason, adopting ACKs does not
decrease the number of slots. In Section 4.1.4 we will accurately investigate this
problem, showing that both the baseline with ACKs and the intra-frame SC with
ACKs performance curves translate on the left due to ACK time overhead. De-
spite of this translation, intra-frame SC with ACKs outperforms the baseline with
ACKs (both translate about the same amount). For example, at PL = 10−3, the
baseline scheme supports Ka = 600 active users per frame, which are pushed to
more than Ka = 1300 active users per frame combining of intra-frame SC and
ACK messages. Accounting for ACK delay assumptions, leading to Ns = 60

when NACK = 31 (NP = 128), the performance of the intra-frame SC and ACK
scheme degrades from Ka = 1300 to approximately Ka = 1250. Nevertheless,
the improvement with respect to the baseline remains remarkable. Notably, the
intra-frame SC protocol with ACK messages performs better in the NP = 128

case than is the NP = 64 one, despite the fact that the number of slots Ns de-
creases according to (4.1). In fact, with NP = 128, resource collisions in the first
slots are less likely, making the ACK-based procedure more effective when the
SC scheduling is adopted. On the contrary, increasing NP in the baseline scheme
worsens the system performance, as the cross-term interference increases due to
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the reduction in the number of slots and the non-ideality of the SIC processing.
In Fig. 4.1 we also report the PLR bound (3.3), applied to the SC schemes.

As we can see, the bound is tight in the error floor region, which makes it use-
ful for design purposes. Moreover, despite the fact that (3.3) has been derived
without considering the wireless channel effects, it is remarkable that it well-fits
the behavior of the schemes also under realistic physical layer processing. The
different behavior of the PLR in the waterfall and floor regions highlights the dif-
ferent trade-offs achieved by the two schemes (with and without SC). However,
for well-designed system parameters, the error floor of SC schemes is below the
PLR targets in MMA scenarios (e.g., PL = 10−4, considered as a tightening re-
quirement in MMA applications).

4.1.2 Randomized Spatial Coupling Optimization

In Fig. 4.2 we focus on the randomized SC protocol of Section 2.1.2, assuming
ACK messages enabled, number of pilots NP = 64, and repetition rate r = 3.
The total number of slots in the frame is Ns = 78 in accordance to (4.1). For
comparison we also report the baseline scheme with ACKs, represented in figure
with W = Ns = 78. As expected from the discussion about the dependence of
the lower bound (3.3) on W , the schemes using a larger window size W exhibit
a lower error floor. In this regard, we observe that (3.3) remains tight also in
the case where r < W < N despite the fact that the “birthday dates”are not
uniformly chosen by users. As another important observation, for small W > r

window size, the benefits in error floor region come at no loss in terms of waterfall
performance, where a small improvement is even observed. Then, depending on
the target PLR P ∗

L , we can note that there exists an optimal value of W . This is
shown explicitly in Fig. 4.3, where we plot the maximum number of served users
versus the window size W for given P ∗

L , rate r, and number of available pilots NP.

4.1.3 Energy Saving due to Acknowledgements

Another fundamental metric in MMA protocols is the energy efficiency. In Fig. 4.4
we plot the average number of transmitted packet replicas per active user (propor-
tional to the average transmit energy per active user) versus the number of active
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Figure 4.2: Packet loss rate comparison between schemes adopting randomized intra-
frame SC and ACK messages, for CRA with r = 3, NP = 64, N = 78, and W ∈
{3, 4, 5, 7, 10, 78}. The baseline scheme is represented by the case W = N = 78, while
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are reported in dashed line.
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Figure 4.4: Average number of transmitted packets by the users. The comparison is car-
ried out between schemes characterized by different combinations of acknowledgments
and intra-frame SC, for CRA with r = 3, (NP, N) ∈ {(64, 78), (128, 62)}. Randomized
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users per frame, for the different access schemes. Clearly, this value equals r

for all schemes not exploiting ACK messages from the BS. For example, with
reference to Fig. 4.1 and Fig. 4.4, considering the intra-frame SC protocol with
ACK messages enabled, r = 3, and NP = 64, each user transmits on the average
less than 1.4 replicas per frame at P ∗

L = 10−3. We see from the figure that ex-
ploiting ACK messages provides substantial savings, with an average number of
transmitted packet replicas below 1.5, over a large range of Ka. Concerning ran-
domized SC schemes, for small window sizes W (which are the values of interest,
as pointed out in Fig. 4.3), the average number of transmitted packet replicas does
not increase significantly. It can be verified that, when W is significantly larger
than r, the energy efficiency worsens compared to the W = r case.
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76, while for ID-based ACKs NACK = 228. SSC is able to overcome the degradation due
to ACK overhead.

4.1.4 Solve ACK Overheads with Spaced Spatial Coupling

Fig. 4.5 shows the PLR PL versus Ka for CRA systems based on intra-frame SC
(Section 2.1.1) or on the proposed SSC protocol (Section 2.1.4). Here, the dashed
black curve corresponds to an ideal intra-frame SC system with an instantaneous
feedback not consuming any time resources (NACK = 0). Using the usual parame-
ter adopted in these numerical sections, through (4.1), we obtain a number of slots
per frame Ns = 78. Fig. 4.5 also shows the performance of the same system when
a realistic, non-instantaneous feedback is considered. Assuming NP,ACK = 4,
NCRC = 32, M = 16, and Ra = 1/3, we obtain NACK = 76 for pilot-based
ACKs. Hence, the number of slots per frame reduces to Ns = 71, causing a
visible performance loss with respect to the idealized system with instantaneous
feedback. Note that the BS may also use a more compact constellation such M-
QAM for transmission of ACK messages, if affordable in terms of link budget.
In contrast, an ID-based ACK technique, in which hashes of decoded users are
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concatenated to form an ACK message, tends to be larger in terms of symbols.1

For example, for an hash size of 14 bits, a maximum of 19 notified users per slot
by ACKs and the same transmission parameters of the pilot-based case, we end
up with NACK = 228. This leads to Ns = 45 slots per frame and to a catas-
trophic performance degradation in terms of PLR. This degradation could make
the intra-frame SC scheme worse than the baseline scheme with ACKs in terms of
reliability. In particular, the baseline scheme is assuming instantaneous feedback
which is not fair. However, letting the user listen for ACKs in the subsequent slot
of a transmission: i) if they don’t have to transmit and they have been success-
fully decoded, they will receive the ACK; ii) if they have to transmit and they have
been successfully decoded, they will miss the ACK. The sporadic occurrence of
event ii) make the performance of this scheme practically equal to the baseline
with instantaneous feedback. Regarding schemes with SC, SSC protocols repre-
sent an elegant solution to this problem. As shown in the figure, the presence of
a wait window (used for receiving ACKs) between successive replicas from the
same device guarantees Ns = 78 slots per frame, with a negligible performance
degradation with respect to the idealized SC case. This holds whenever the ACK
message could fit in a slot time. Finally, we show the impact of randomization
in SSC using We = 2. As the randomization in intra-frame SC shown in Sec-
tion 4.1.2, we can obtain some improvements both in the waterfall and the error
floor region.

4.1.5 Spaced Spatial Coupling varying the Antennas

In Fig. 4.6 we compare the performance of SC, SSC with We = 1, and ran-
domized SSC with We = 2 protocols, for different numbers M of BS antennas.
Specifically, we consider M = 64, 128, 256, while the other simulation param-
eters remaining unchanged. For intra-frame SC we consider here that the ACK
time is one tenth of the packet size. We observing how the trend is the same
for all values of M , the randomized SSC scheme always achieving the best per-
formance. As expected, increasing the number of BS antennas improves system
scalability for a given target PLR; this is due to better PHY layer characteristics,

1More details in [56].
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Figure 4.6: Packet loss rates achieved by CRA-type protocols (SC and SSC) for 64, 128,
and 256 BS antennas. Dashed: Error floor analytical predictions (right-hand side of (3.3)).

such as singleton channel hardening and favorable propagation. In general, the
approach featuring a random spacing of replicas yields a good tradeoff between
scalability and reliability at both low and high traffic loads. As usual, the lower
bounds derived in Section 3.1 are very tight in the error floor region.
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4.2 PHY Layer Processing Evaluation

In this section, we present numerical results about several PHY layer processing
strategies. Moreover, we compare the techniques discussed in previous sections
with some representative benchmarks, using also different MAC protocols. Be-
sides the benchmark derived in Section 3.2, we consider a setting in between the
ideal collision channel and the realistic channel we usually assume. In particular,
payload estimation is performed as in (1.10); upon successful message decoding
in a slot, PAB processing is applied under the assumption that the subtractions are
perfect (i.e., ideal SIC). In this setting, referred to as perfect replica channel esti-
mation (PRCE), the performance is therefore limited by payload estimation (1.10)
only. This establishes a second upper bound on the number of simultaneously ac-
tive users; this upper bound is generally tighter than the logical performance with
SIC one.

4.2.1 Payload Aided Based SIC

In Fig. 4.7 we report the PLR varying the symbol payload size ND while keeping
the rate of the channel code (a BCH code) as much constant as possible, for the
CHB (baseline scheme), PAB, and PRCE interference cancellation. To be pre-
cise, for ND ∈ {128, 256, 512} the corresponding BCH codes are (255, 207, 6),
(511, 421, 10), and (1023, 843, 18). In this particular example, we adopt the base-
line MAC fixing NP = 64 leading to Ns ∈ {130, 78, 43} in accordance with (4.1).
As expected, the CHB processing curves degrade when ND increases due to the
fact that the number of slots per frame Ns is decreasing. The same behavior can be
observed for PRCE. In the case of PAB processing, instead, the trend is not so ob-
vious. In fact, its performance tends to degrade when Ns decreases as for the other
schemes, however, a gain in term of SIC quality is also expected from (2.10). In
Fig. 4.7 we can see the gap between the PRCE and the PAB reduces, highlighting
the effectiveness of the proposed technique in a complete scenario which accounts
for both the PHY and MAC layers. In this particular example, these two effects
counterbalance each other resulting in approximately 1000 active users per frame
at PL = 10−4, for all ND under examination using PAB.
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Figure 4.7: Packet loss rate values of schemes characterized by different SIC tech-
niques and payload sizes ND = {128, 256, 512}. Baseline MAC with NP = 64,
Ns = {130, 78, 43}, and M = 256 antennas. Comparison between the CHB, the pro-
posed PAB and the ideal SIC case (PRCE). For the sake of completeness, the PRCE curve
at ND = 128 intersect P ∗

L = 10−3 around Ka = 4500.

4.2.2 Impact of SIC scheduling

In Fig. 4.8 we plot a comparison between the CHB and PAB SIC techniques, using
the baseline MAC protocol. We also apply instantaneous cancellation presented in
Section 2.2.2, and plot the relative performance for both methods. The number of
payload symbols is set to ND = 256, leading to a (511, 421, 10) BCH code when
an information payload of about 50 Bytes is considered. The PAB processing
exhibits an improvement compared to the CHB. This is motivated by the fact
that PAB subtractions have a beneficial effect on all users transmitting in a slot,
while CHB ones influence only the users employing a particular pilot. Enabling
instantaneous cancellation we obtain a remarkable performance boost in both SIC
algorithms. Targeting for example a PLR PL = 10−3, we see that the logical
performance without SIC achieves up to 180 users per frame, the CHB processing
increases this number to 650, and PAB with instantaneous cancellation achieves a



4.2 PHY Layer Processing Evaluation 75

0 600 1,200 1,800 2,400 3,000 3,600 4,20010−5

10−4

10−3

10−2

10−1

1

Ka

P
L

CHB
CHB - Insta. Canc.
PAB
PAB - Insta. Canc.
PRCE
Logical - No SIC
Logical - SIC

Figure 4.8: Packet loss rate comparison between different PHY layer schemes, when a
baseline MAC protocol based on CSA using repetition code with r = 3 is employed.
Maximum latency Ω = 50 ms, M = 256 antennas, NP = 64, Ns = 78, and ND = 256.

Ka of approximately 1500. This 8× increase in scalability motivates the interest
on grant-free CRA schemes under a realistic PHY layer processing.

With reference to the same figure, we also point out the performance gap be-
tween a system performing realistic SIC and two idealized schemes, the PRCE
and the logical one using SIC. The PAB and PRCE curves rely on the same pay-
load estimation, and for this reason their performance gap depends on channel
estimation imperfections. At the same time, there is a remarkable gap between
the PRCE curve and the logical one using SIC as a result of payload estimation
non-idealities. Comparing the performance of actual schemes with these bench-
marks reveals how neglecting the PHY layer processing in real scenarios may
lead to wrong conclusions and suboptimum optimizations. In Fig. 4.9 we also
report the performance of the same PHY layer processing techniques of Fig. 4.8,
when the intra-frame SC and ACKs (NACK = 0) are adopted. Despite the MAC
protocol change, the proposed PHY layer processing techniques provide again a
considerable performance improvement.
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Let us now discuss how the PRCE performance (i.e., same processing as PAB
but with ideal SIC) can be approached using the proposed techniques. As antic-
ipated when discussing Fig. 4.7, one possibility to reduce the gap between PAB
and PRCE is to increase ND. However, since we are considering a scenario where
maximum latency is constrained, the degrading effect cause by Ns reduction is
dominant. Hence, reaching PRCE in this way could not give an overall boost
in performance. Another case in which PRCE curve can be reached is depicted
in Fig. 4.9. So far we have considered block fading channel where the coher-
ence time Tc is equal to the slot time Ts. However, if the time slot is sufficiently
small it is possible that, in some scenarios, the coherence time is several times Ts.
Exploiting the characteristic of intra-frame SC, we can therefore have the same
user channel coefficients among all the replicas (Tc ⩾ r Ts). Hence, when noise
is sufficiently small, we can subtract interference of all replicas using the chan-
nel estimates of singleton users, approaching ideal cancellation performance of
PRCE. Despite we are not using the payload information, we report this scheme
as PAB with Tc = r Ts because it adopts iterative subtractions in (2.6).

In Fig. 4.8 and Fig. 4.9 we remark the notable gap between PRCE and the
logical curve using SIC. This gap is essentially due to the fact that singleton repli-
cas (either the ones that arrived alone in a resource or those becoming singleton
ones during the SIC process) are not decoded with probability one and, thus, it
is strictly related to Fig. 3.3. The analytical derivation developed in Section 3.3,
and in particular the expression of Pfail in (3.30), suggests possible solutions to
narrow this gap: for example, we can increase the number of antennas M , or
increase the error correction capability t of the channel code (at the cost, how-
ever, of reducing the code rate and therefor the sum rate presented next). Some of
these solutions are intuitively obvious, but the conducted analysis allows precisely
quantifying the effect of a variation of each system parameter. Another important
factor which should be considered is the noise level. Nevertheless, since we have
used σ2

n = 1 in the numerical evaluation, having a smaller noise level does not
improve significantly the performance. This is due to the fact that the system is
interference-limited.
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Figure 4.9: Packet loss rate comparison between different PHY layer schemes, when intra-
frame spatial coupling and ACKs are enabled. CSA using repetition code with r = 3 is
employed, maximum latency Ω = 50 ms, M = 256 antennas, NP = 64, Ns = 78, and
ND = 256.

4.2.3 Sum Rate Evaluation

In Fig. 4.10 we show the sum rate in terms of information bits per channel use,
defined as

γ = (1− PL)Ka
ND log2(M)Rc −Nextra

Ns (NP +ND)
(4.3)

where Nextra = 33, Rc = 421/511, M = 4, and other parameters are the same
used in Fig. 4.8 and Fig. 4.9. The parameter Nextra accounts for payload bits which
are not used for information data as CRC and zero padding bits. In particular, we
report the sum rates of some schemes using intra-frame spatial coupling packet
scheduling with ACKs. In this plot we observe that there exists an optimal Ka

which maximizes the sum rate γ. However, the values of Ka yielding the largest
γ may correspond to values of reliability not fulfilling the requirements of next
generation MMA systems. On the other hand, the maximum value of the sum rate
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Figure 4.10: Sum rates in information bits per channel use of different PHY layer
schemes, when intra-frame spatial coupling and ACKs are enabled. CSA using repeti-
tion code with r = 3 is employed, maximum latency Ω = 50 ms, M = 256 antennas,
NP = 64, ND = 256, Ns = 78, and Nextra = 33.

in information bits per second γb = γ Bs can be useful to design the backhaul
communication network.

4.3 Joint PHY and MAC Layer Design

We start by presenting numerical results that illustrate the accuracy of the pro-
posed threshold analysis. To this aim, we ran Monte Carlo simulations for some
IRSA distributions Λ(x) over both the collision channel with orthogonal resources
and the MIMO block fading channel with actual signal processing, and performed
threshold analysis for the same distributions over these channels. In practice, we
declared a value of G as achievable (i.e., G < G∗) when density evolution recur-
sion yielded Qℓ < 10−4 after a sufficiently large number of iterations.

In Fig. 4.11 and Fig. 4.12 we report simulation results (in terms of packet loss
rate versus the number of active users over the frame) in solid lines, while thresh-
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Figure 4.11: Packet loss rate comparison between the IRSA distribution with Λ′(1) =
3 and maximum repetition degree 6 being optimal over the collision channel (with or
without orthogonal resources) and the concentrated distribution Λ(x) = x3. Channels:
Collision channel with NP orthogonal resources and MIMO block fading channel with
realistic signal processing. Parameters: NP = 64, Ns = 78, M = 256. Dashed lines:
Values of G∗Ns.

olds are marked by dashed vertical lines. In these figures, the “thresholds” are
defined as K∗

a = NsG
∗, which represents an approximation of the number of si-

multaneously active users the scheme can support. Fig. 4.11 shows that the IRSA
distribution with average packet repetition rate Λ′(1) = 3 and maximum repetition
rate 6, having the largest threshold over the collision channel model [33], becomes
sub-optimal when the realistic channel and signal processing is considered. In
fact, its threshold is outperformed by that of the distribution with a constant rep-
etition rate Λ(x) = x3 (that is, CRDSA with repetition rate 3). Very remarkably,
as predicted by our threshold analysis, this result is in perfect agreement with the
Monte Carlo simulation. Fig. 4.12 shows similar results for other distributions,
which again reveal the effectiveness and reliability of the proposed analysis over
massive MIMO block fading channels and realistic PHY layer processing. Note
that all concentrated (CRDSA) distributions considered in Fig. 4.12 exhibit the
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best threshold constrained to the corresponding integer Λ′(1). Looking again at
Fig. 4.12 we can see that, as expected, the proposed density evolution analysis is
unable to capture error floor phenomena such as the one affecting the distribution
Λ(x) = x2. In Table 4.1 we list the thresholds estimated through density evolution
for some Λ(x) distributions with the previous choice of the system parameters.

Lastly, we show in Table 4.2 the results of another analysis we carried out
using the proposed tool. For a constrained average repetition rate Λ′(1) = 3, we
let the number of BS antennas M vary, searching for the optimum distribution (in
terms of G∗) for each considered M . For all values of M , differential evolution
optimization returned the same distribution Λ(x) = x3. It is interesting to observe
that, while the asymptotic threshold G∗ increases monotonically with M , the ratio
G∗/M (which represents a sort of efficiency per antenna) is not monotonically
increasing but exhibits a maximum value. We attribute the decrease of G∗/M for
large M to the constant number of orthogonal pilots NP = 64.
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Table 4.1: Asymptotic thresholds obtained through density evolution under realistic chan-
nel assumptions.

IRSA Distribution Λ′(1) G∗

Λ(x) = x2 2 7.64
Λ(x) = x3 3 6.99
Λ(x) = x4 4 6.15
Λ(x) = x5 5 5.48
Λ(x) = 0.55x2 + 0.26x3 + 0.19x6 3 5.49
Λ(x) = 0.50x2 + 0.50x3 2.5 6.64
Λ(x) = 0.51x2 + 0.27x3 + 0.22x8 3.6 4.63
Λ(x) = 0.55x2 + 0.16x3 + 0.29x6 3.3 4.97

Table 4.2: Optimum asymptotic thresholds constrained to Λ′(1) = 3.0 versus the number
of antennas M . Optimum distribution Λ(x) = x3 in all cases, NP = 64, t = 10,
ND = 256.

M G∗ G∗/M

8 0.1356 0.0169
16 0.4409 0.0276
32 1.0562 0.0330
64 2.0778 0.0325
128 3.8167 0.0298
256 6.9909 0.0273
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Conclusion

This thesis has presented new schemes for synchronous MMA along with the
corresponding signal processing algorithms to be performed in the receiver and
the corresponding performance analysis. The output of the research contains ad-
vances with respect to current schemes, in several aspects. By exploiting a bridge
with state-of-the-art codes on sparse graphs, the presented access schemes sup-
port large numbers of active devices while ensuring reliability and latency values
that are beyond current mMTC ones. The signal processing is innovative and,
leveraging on the dimensions offered by the randomly-chosen orthogonal pilots
and on the multiple BS antennas, is effective in achieving multi-packet reception
at slot level. The schemes are completely grant-free and uncoordinated, hence
they require a minimum amount of control signalling only to let devices synchro-
nize with the BS at frame and slot level. They achieve high performance gains
and high energy efficiency when aided by a very simple acknowledgment mech-
anism implemented on a feedback channel. The thesis also offers an interesting
information-theoretic perspective based on density evolution for CRA under real-
istic channel assumptions and massive MIMO processing. Several possible direc-
tions of investigation may be taken to further and extend the obtained results. A
few of them are sketched in the following.

In this manuscript it is assumed that all arrivals at the BS are characterized by
the same power, owing to the presence of a power control mechanism. In this re-
spect, the introduction of a properly-designed power unbalance mechanism, where
active devices intentionally transmit different replicas with different powers, may
enhance multi-packet reception and therefore the overall system performance. In-
teresting research questions concern the design of the power levels, the strategy
to assign different power levels to different replicas, and the design of uncoordi-
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nated resource (i.e., slot-pilot-power) selection strategies. Asynchronous scenario
could also be a valid candidate for further investigation since they decrease even
more the complexity at the user side. On the other hand, cell-free architecture
are becoming an hot topic due to energy and performance fairness they can pro-
vide among users. Evaluating the presented schemes in such an architecture could
bring remarkable advantages in terms of energy efficiency at a small cost in per-
formance. Finally, it is worth noting that the theoretical tool we have presented,
based on density evolution, can be applied to characterize the behaviors of both
the MAC and PHY layers in high-level analyses.
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