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Using Computational Wind Engineering, CWE, for solving wind-related prob-
lems is still a challenging task today, mainly due to the high computational
cost required to obtain trustworthy simulations. In particular, the Large Eddy
Simulation, LES, has been widely used for evaluating wind loads on build-
ings. The present thesis gives an assessment of the capability of LES as a de-
sign tool for wind loading predictions through three cases.

The first case is using LES for simulating the wind field around a ground-
mounted rectangular prism with an aspect ratio of 1:3:5, standing in Atmo-
spheric Boundary Layer (ABL) flow. The numerical results are validated with
experimental results for seven wind attack angles, giving a global understand-
ing of the model performance. The case with the worst model behaviour
is investigated, including the spatial distribution of the pressure coefficients
and their discrepancies with respect to wind tunnel results. Furthermore, the
effects of some numerical parameters are investigated for this case, aiming
at understanding their effectiveness in modifying the obtained numerical re-
sults.

The second case is using LES for investigating the wind effects on a high-rise
building located in the city center of Milan, Italy, aiming at validating the per-
formance of LES as a design tool in practical applications. The building has



been recently studied using wind tunnel tests. The numerical results are vali-
dated with the experimental results in terms of the distribution of the pressure
statistics, the peak pressure values, and the global forces. The mesh sensitivity
and the computational cost are also analyzed.

The third case is using LES for studying the wind effects on the new large-span
roof over the Bologna stadium, aiming at informing the subsequent stages of
the structural design. The dynamic responses are analyzed and design en-
velopes for the structure, representing the extreme actions expected for all
structure members, are obtained. Although it is a numerical simulation before
the traditional wind tunnel tests, i.e. the validation of the numerical results
are not performed, the preliminary evaluations can effectively inform later in-
vestigations and provide the final design processes with deeper confidence
regarding the absence of potentially unexpected behaviours.
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1 Introduction

1.1 Background

Wind, mainly driven by atmospheric pressure differences due to distinct so-
lar radiation on the Earth’s surface and the forces resulting from the Earth’s
rotation [1], is a natural phenomenon that influences our daily life in various
aspects. On the one hand, wind is considered an important renewable en-
ergy source when it is used, for example, to power windmills and turbines in
electricity production [2]. On the other hand, throughout history, a dramatic
portion of property losses and deaths can be attributed to wind events like
hurricanes, thunderstorms and tornadoes.

Fig. 1.1. Examples of wind energy utilization and wind hazards: the wind
turbines on the Thorntonbank Wind Farm, Belgium [3] (left); the Tacoma Nar-
row Bridge collapsed due to wind-induced vibration in 1940 [4] (right).

People have been starting to pay attention to wind effects on structures since
ancient time, probably around the 17th century, when the painting of the wind
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god—Fujin—was created by Tawaraya in Japan [5]. Early wind engineering
can be traced back to the 19th century when wind forces on some important
structures were investigated [6]. Wind tunnels were invented in the late 19th
century and evolved in the early 20th century, mainly serving the develop-
ment of aviation. Some of them, for example the Eiffel wind tunnel in Paris,
also worked and are still used in the studies of wind effects on structures [7].
As a scientific discipline, Wind Engineering was pioneered by Jack Cermak,
who developed the first boundary layer wind tunnel (BLWT) for simulating
the wind flow in the Atmospheric Boundary Layer, ABL, in 1975 [8].

In particular, the Wind Engineering community is interested in wind effects on
structures, considering that wind-related actions might significantly threaten
structural integrity, habitability and serviceability, especially for buildings sus-
ceptible to wind actions. The investigation and prediction of wind effects on
structures have been guided by the famous "Davenport chain" since it was
published in 1961 [9]. It is for calculating the wind loading on a particular
building or structure, where the effects of local wind climates, local wind ex-
posure, structural aerodynamic characteristics and the potential for load in-
creasing due to possible wind-induced resonant vibration are embedded [10],
as shown in Fig. 1.2.

Fig. 1.2. The Davenport wind loading chain [10].

Specifically, the local wind climate is described in statistical terms related to
the reference wind velocity, the wind direction, the recurrence interval and
the dominating storm system of the region [5]. Establishing these statistics
usually starts with gathering wind speed and wind direction data from local
meteorological stations. The collection of the data needed to characterize the
local wind climate, which is outside the scope of the present thesis, is a com-
plex operation which requires to tackle numerous source of errors and collect

2
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data for numerous years in order to obtain statistically significant evaluations
of rare events probabilities [11–13]. In recent years, new challenges need to
be tackled, such as the consideration of rapid climate changes, which might
make predictions based on historical data unreliable [14]. Such topics are still
the object of intense research at the time of writing. The extreme wind velocity
associated to each return period is the main quantity of interest for the eval-
uation of the wind loads to be used for serviceability and ultimate strength
structural checks. An extreme distribution model is required to obtain the
peak values from the recorded velocity series [15–17].

The influences of terrain roughness and topography are reflected by local
wind exposure factors. These factors are usually integrated into the so-called
wind profile that describes the mean wind velocity distribution as a function
of height (within ABL), following a power law [18] or a logarithmic law [19].
Ideally, the mean wind speed decreases with increasing terrain roughness.
Moreover, the influence of the orographic condition, e.g. the presence of hills
and cliffs etc., must be also considered, as they might lead to remarkable local
increase of the wind velocity. This adds further uncertainties to wind loads
evaluations, especially when simplified procedures are adopted. In fact, the
natural terrain roughness is not homogeneous. In addition, the obstacles, gen-
erating speed-up effects or channeling effects, might present simultaneously
with the variation of the roughness [20]. Overall, the extremely high variabil-
ity of roughness distribution and topographic conditions around the site of
interest prevents the possibility to use simplified formulations based on char-
acterizations which use just a few parameters. As a result, when accurate
evaluations are needed, the use of standards and codes of practices is insuffi-
cient, and wind tunnel tests and/or detailed numerical simulations are used
[21, 22].

Apart from the mean component, the fluctuating part of the instantaneous
wind velocity is of critical importance for the determination of wind loads. It
characterizes the turbulent nature of the flow and has significant effects on the
structures immersed in the ABL. Qualitatively speaking, turbulence is a mix-
ture of eddies (or vortexes) with different length scales, moving and interact-
ing with each other. Quantitatively, turbulent flow occurs when the Reynolds
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number (Re = UL/n, where the U is the flow speed, L is the characteristic
dimension of the flow and n is the kinematic viscosity of the fluid) exceeds a
critical value (2500-5000, according to the experimental investigations in tubes
[23]). In a word, turbulence is a chaotic, irregular and stochastic flow state,
which, taking the turbulent wind as an example, gives dynamic effects to the
structures immersed in it [24].

The ABL turbulence can be described in terms of the intensity of three ve-
locity components and their integral length scales in the Cartesian directions
and/or the turbulence spectrum [23, 24]. As it is well-known, both the turbu-
lence intensity and the turbulence integral length scale dramatically affect the
structural wind loads [25, 26]. For instance, the turbulence intensity has been
found to influence the mean pressure field around two-dimensional bodies,
especially influencing the flow separation and reattachment points [27]. Also,
the turbulence integral length scale influences the pressure distribution on the
building surfaces [28]. The effects of these two characteristics are interrelated
since they describe the vortexes energy from different perspectives [29]. It is
widely known that the accurate reproduction of the turbulence characteristics
is crucial to the wind loading prediction [30, 31]. Therefore, techniques for
controlling the turbulence characteristics in experimental wind tunnel tests
and numerical simulations have been extensively investigated by the commu-
nity of Wind Engineering [32–34].

The next circle of the chain is the structural aerodynamic characteristics. Most
man-made structures are bluff bodies. They are characterized by flow separa-
tion, reattachment and the well-known vortex shedding in their wake, formed
when interacting with a free-stream flow [35]. Three major types of wind pres-
sure (or load) regions are generated when a turbulence flow impinges on a
bluff body: a high and positive pressure region on the upstream face, several
negative pressure regions on the side faces which occurs when the shear lay-
ers are formed and a negative pressure region in the wake or under the fully
separated shear layers [36]. The aerodynamic behaviour of structures differs
depending on their geometrical shape and size. In addition, it is well-known
that minor geometrical details might play an important role in defining the
aerodynamic behaviour [37]. The classical example is the radius of curvature

4
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of corners, which might strongly affect the flow arrangement, especially in
smooth incoming flow conditions [38]. Wind Engineering aims to quantify the
aerodynamic actions of different sorts of structures. Usually, wind loads are
distinguished into the mean contribution, buffeting forces, forces originated
by the local unsteady aerodynamic behaviour and aeroelastic forces. The first
ones are related to the mean incoming wind, the second ones are due to the
presence of turbulence in the incoming flow, the third ones are due to local
flow features such as separation bubbles and vortex shedding in the wake
and, finally, aeroelastic forces are generated by the coupling of aerodynamic
forces and the structural motion. Such contributions in practice are not as
clearly distinguishable as they have been presented, being all interconnected
to each others, but the classification is fundamental in order to individuate the
main mechanisms which lead to the generation of wind loads [39].

The following circle in "Davenport chain" is dynamic effects, to be intended as
the evaluation of the structural response, starting from the knowledge of the
wind actions. On such regard, important aspects to be considered are the pres-
ence of strong resonant effects, which might be present especially when vortex
shedding synchronizes with the structural motion, also leading to aeroelas-
tic effects such as lock-in. In this context, it is necessary to distinguish be-
tween analysis aimed at dimensioning the structure with respect to its ulti-
mate strength and those aimed at checking for its serviceability. In all cases,
if excessive resonant-dominated vibrations are foreseen, it is possible to use
moderating devices, typically in the form of dampers, in order to moderate
them [40, 41]. However, the evaluation of dynamic responses of structures by
means of simplified procedures is limited by the difficulty of considering the
vortex-shedding and analytical methods are widely investigated [42, 43].

In the end, Davenport pointed out that there should be criteria to judge the
acceptability of the predicted wind loads and responses based on statistical
considerations, due to the inherent stochastic nature of wind. As regards ulti-
mate strength analyses, peak forces/moments in all structural members must
be evaluated. As regards serviceability, the wind-induced acceleration is a
key requirement, and the perception of vibration and acceleration can influ-
ence the body comfort of the occupants [44, 45]. Other factors, such as the

5
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useability (pedestrian safety and comfort) of the outdoor areas and immedi-
ate surroundings should be considered [10, 46].

As described above, it is no doubt that evaluating wind loads on structures
can never be a straightforward task. As pointed out by Davenport, the se-
quence of considerations leading from the wind climate to the checking of
design requirements acts like a chain, in which the weakest element defines
the overall reliability of the obtained results [10].

1.2 Investigation approaches in Wind Engineering

In application and research in Wind Engineering, there are three major ap-
proaches to evaluate the wind effects on structures: field measurements [47–
50], reduced-scale wind tunnel tests [51–54] and numerical simulations [55,
56].

Field measurements can obtain reliable wind characteristics and real-life wind-
induced responses of structures, without introducing approximations and sim-
plifications. Unfortunately, the tests are strongly limited by equipment, time,
weather and other uncontrollable parameters [57]. In particular, while the
investigation of the structural response itself is straightforward, it is often dif-
ficult to characterize the incoming wind in a sufficiently detailed way in order
to link the measured structural response to the wind excitation. Obviously,
such techniques can be used for monitoring and validation but cannot be used
in the design stage [58, 59].

Wind tunnel tests are indispensable for wind loading assessments, currently
representing the traditional gold standard in Wind Engineering. It primarily
relies on the BLWT, proposed in the 20th century [60, 61]. BLWTs are gen-
erally equipped with a long test section (open-circuit or closed-circuit) and a
data-acquisition system. The former is used to reproduce the ABL, which dif-
fers from the aeronautic wind tunnel equipments in the sense that the ground
roughness effects are reproduced using elements like spires and carpets. The
latter is used to monitor the wind loading and structural responses. Two ex-
amples of the wind tunnel equipment are presented in Fig. 1.3.

6
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Fig. 1.3. The earliest BLWT conceived by Davenport [62] (up) and a model in
a BLWT of RWDI [63] (down).

The commonly adopted data-acquisition techniques for pressure/force in wind
tunnel tests can be subdivided into three types: High-Frequency Force Balance
(HFFB), High-Frequency Pressure Integration (HFPI) and aeroelastic models.
The HFFB measures the forces including shear forces, torque and bending
moments at the base of models, estimating the dynamic structural responses
based on traditional modal analysis with a linear mode shape assumption [64,
65]. So it only works well for building vibrating under fundamental modes
but not for the super tall structures whose vibration under higher order mode
is significant [66]. The HFPI measures pressure using pressure taps equipped
on the exposed surfaces of the buildings. It is suitable for buildings with com-
plex shapes, being not based on considerations involving the mode shapes
[67]. However, integrating the point-measured pressure requires a sufficient
density of pressure taps, which poses difficulties for buildings with intricate
shapes. Finally, the aeroelastic model tests the dynamics including motion-
related loads, even considering the structural damping omitted by the other

7
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two methods. As a result, it can offer the most accurate measurements, but its
application is quite limited due to high costs.

In addition, the flow velocity can be monitored in wind tunnels, instead of
being indirectly determined by pressure distribution (measured using, e.g.
Pitot tube), using anemometry such as Laser-Doppler Anemometry (LDA),
hot wire and hot film anemometry and Particle Image Velocimetry (PIV). They
are widely applied, solely or cooperatively in the velocity-acquisition of wind
tunnel tests [68] and advanced techniques are under extensively development
by the Wind Engineering community at the time of writing [69]. Specifically,
the hot wire or hot film probes methods can be easily operated and are rel-
atively cheap but would introduce perturbations in the flow field. The LDA
could compensate that without intrusion but are relatively expensive. The
PIV is the most well-adapted tool for aerodynamic investigations, allowing
to provide information of three velocity components, although its sampling
frequency and capability may be limited by the camera and sensor location.

During past decades, the computational power has dramatically grown, en-
abling the progress in hardware/software and the development of computa-
tional methods. Owing to this, Computational Fluid Dynamics (CFD) has be-
come a technical tool which can be practically used [70]. Computational Wind
Engineering (CWE) is the usage of CFD for solution of problems encountered
in Wind Engineering [71].

Three main approaches of CFD are available. Their main characteristics are
briefly introduced in the following, without aiming at a rigorous and complete
exposition, for which the reader is invited to consult the dedicated relevant
literature [72–75].

Direct Numerical Simulation (DNS) is the most accurate and rigorous ap-
praoch. It solves the Navier-Stokes equations for all scales, from the energy-
dominating eddies to the energy-dissipative Kolmogorov-scale structures. As
a result, it requires extremely high computational resources and can hardly be
used for engineering problems.

Large Eddy Simulation (LES) is nowadays becoming the most popular CFD
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tool and is expected to become the dominant approach for wind forces eval-
uation. Differently from DNS, LES only directly solves the turbulence eddies
with the scale larger than the gird scale of the model mesh, considering that
these structures are the ones which, for sufficiently fine meshes, contain the
majority of the energy in the turbulent structures. For the smaller eddies so-
called Sub-Grid Scale, SGS, model is chosen. This choice mainly relies on the
observation that the large scales are the most difficult to be modeled, as their
characteristic strongly depend on their generation mechanism. On the con-
trary, small-scale turbulence, originated by the decay of large-scale ones, are
known to have a simpler and more universal structure, mainly characterized
by isotropy. Consequently, the choice on mesh resolution and SGS model are
the critical step of set-up of LES. In fact, an acceptable compromise between
the numerical accuracy and calculation costs is fundamental to the viability of
a LES because, on the one hand, infinitely refining the mesh leads a LES to an
unaffordable DNS, on the contrary, a LES with an insufficient mesh resolution
will give inaccurate results. There are many SGS models developed for LES,
for instance, the famous Smagorinsky model [76], wall-adapting local eddy
viscosity (WALE) [77], to cite a few.

Reynolds-averaged Navier-Stokes (RANS) is another important CFD approach,
characterized by lower fidelity compared to LES but with higher computa-
tional efficiency. RANS is meant to reproduce only the time-averaged flow
field, thus disregarding any turbulent structure. In reality, the distinction
between turbulent structures and non-turbulent vortical structures is mainly
conventional and so, in practice, Unsteady RANS (URANS) is available and
commonly adopted, leading to unsteady flow fields which are usually ex-
tremely simplified with respect to the physical ones. Many RANS/URANS
models are currently available, being probably the most well-known one the
k-# model, while the most commonly adopted one in the field of CWE is the
k-wSST model, due to its well-known relatively good performance in bluff-
body aerodynamics.

During past decades, the hybridization of different CFD models has been pro-
posed, for example, the hybrid RANS-LES. The hybrid RANS-LES methods
are found to have a better prediction than RANS and a better efficiency than

9



Chapter 1. Introduction

LES, although with more uncertainties in terms of mesh and Reynolds num-
ber dependency. Their development is currently ongoing significant interest
to the Wind Engineering community [78].

Using CWE for solving wind-related problems is still a challenging task to-
day, mainly due to the high computational costs required to obtain trustwor-
thy simulations. This can be contrasted with the use of CFD for the study of
the pedestrian wind environment, for which CFD is widely used [79]. The
difference between such two apparently similar applications stays in the fact
that accurately predicting the pressure field is generally more difficult than
predicting the overall velocity field, and that the consequences of inaccurate
predictions are, much more relevant for wind loading assessments than in
pedestrian wind comfort ones. As a results, pedestrian wind comfort studies
are usually performed using URANS approaches [80], while wind loading al-
most always requires the use of computationally expensive LES models. In
particular, LES has been used for evaluating wind loads acting on buildings
with simple shapes [81] and complex shapes [82]. It can be foreseen that, with
the growth of the computational power, CWE based on the extensive use of
LES has the potential to become an alternative to wind tunnel experiments
for many studies, and its value as a complementary investigation tool to be
used alongside traditional wind tunnel tests is already clearly established at
the time of writing.

1.3 Structure of the thesis

The present thesis gives an assessment of the capability of LES as a design
tool for wind loading predictions through three cases. These cases are ana-
lyzed and presented in the order of increasing complexity. In particular, the
objectives of the three studies are detailed in the following:

1. The first case is used to assess the performance of LES for simulating
the wind field around a regular-shaped building model. For that pur-
pose, a ground-mounted rectangular prism with an aspect ratio of 1:3:5,
standing in ABL flow, is tested. This geometry is available in the wind
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tunnel experiments database constructed by the Tokyo Polytechnic Uni-
versity (TPU), Japan. As it is well-known, the flow around rectangular
cylinders is characterized by flow detachment, reattachment and shed-
ding in their wake. While there is little doubt that well-resolved LES
can provide reliable and accurate simulations of such kind of flow, the
required computational resources are still extremely high, so that it is of
interest to investigate the model performance also in sub-optimal cases,
in which relatively coarse meshes are adopted.

The numerical results are validated with experimental results for seven
wind attack angles, including the perpendicularly attacking flow and
obliquely attacking flow, to give a global understanding of the model
performance. Then, to get an in-depth sight of the model errors, the case
with the worst model behaviour is detailed. For this case, the spatial
distribution of the pressure coefficient statistics and their discrepancies
with respect to wind tunnel results are analyzed. Furthermore, the ef-
fects of some numerical parameters, such as the mesh resolution in the
vicinity of the building and the SGS model, are investigated, aiming at
understanding their effectiveness in modifying the obtained numerical
results.

2. The second case is used to validate the performance of LES as a design
tool in applications. To this purpose, the case of Torre Gioia 22, a high-
rise building located in the city centre of Milan, Italy, and recently stud-
ied using wind tunnel tests by RWDI is considered. The tower has a
relatively complex shape and is located in a densely urbanized area, so
that surroundings had to be carefully reconstructed. Being a case charac-
terized by real complexity, numerous aspects had to be considered and
compromises between sometimes opposing necessities found. Finally,
the case is aimed to provide a better insight into the critical aspects
which characterize such simulations and loads of practical considera-
tions useful for their setup.

In the study, the numerical results are carefully validated with the ex-
perimental results in terms of the distribution of the pressure statistics,
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the peak pressure values and the global forces. The mesh sensitivity and
the computational costs are also analyzed.

3. The third case is used to evaluate the efficiency of LES for complement-
ing the traditional wind tunnel tests during the early design stages. For
this purpose, the new large-span roof over the Bologna stadium is simu-
lated. It is a study performed before the WTT, so it is not the intention to
validate the numerical results but to inform the subsequent stages of the
design. For this case, the structural response is calculated by means of
dynamic analyses, arriving to the definition of the design envelopes rep-
resentative of the extreme actions expected for all structural members.

The critical wind loading conditions are identified and the structural re-
sponse sensitivity to damping is investigated. Such information can be
extremely precious in the early stages of the design process, as it allows
to take eventual countermeasures before arriving to the WTT in the fi-
nal design stage, usually adopted only as confirmation of the already
adopted design choices.

For all the cases, the inflow conditions, representative of the ABL are gen-
erated using a turbulence synthesizer called PRFG3. It is a spectral method,
which is able to provide control on the three components of turbulence in-
tensity and nine components of turbulence integral length scale, developed at
University of Bologna [33, 83]. A brief introduction of this method is reported
in Appendix A.

The Chapter 2 - 4 of this thesis are composed of articles which have been pub-
lished in international peer-reviewed journals. Consequently, the text as well
as figures, tables and equations are included without any modifications, al-
though there might be repetitions or a different notation of a symbol/unit
among the chapters.
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2 Simulation of a ground-mounted
prism in ABL flow using LES:
on overview of error metrics and
distribution

The accuracy of wind loading predictions using Large Eddy Simulation (LES)
is usually influenced by numerous model parameters, which can influence
the obtained results. The validation of numerical simulations with traditional
Wind Tunnel Test (WTT) is still an important task, necessary to increase our a
priori knowledge of possible inaccuracies and set up mitigation strategies. In
this study, LES is used to simulate the wind fields around an isolated model
high-rise building, under seven wind attack angles and validated with WTT
results. The influence of various settings and parameters on the model perfor-
mance is studied. For the angle of attack showing higher inaccuracy, different
mesh refinement strategies and turbulence models are tested. Results indicate
that LES can accurately predict the mean and local maxima of the pressure
coefficients for both perpendicular and skew wind attack angles, as well as
reproducing global forces and their envelopes with very good accuracy. Con-
versely, pronounced errors are found in the prediction of the pressure coef-
ficient standard deviation and the local minima. The highest deviations be-
tween LES and WTT are found close to the leading edge in correspondence of
flow separations which are observed in WTT and not in LES for skew flows.
The addition of boundary layer cells and the use of different subgrid mod-
els have very limited effectiveness in modifying the obtained results for the
analysed case.



Chapter 2. Simulation of a ground-mounted prism in ABL flow using LES:
on overview of error metrics and distribution

2.1 Introduction

Large Eddy Simulation, LES, is known to be a powerful tool for the investi-
gation of wind effects on structures such as high-rise buildings [70, 84–86].
However, comparison with traditional Wind Tunnel Test (WTT) sometimes
show discrepancies, so that their validation and the individuation of critical
aspects which might affect results is still an important research activity. Nu-
merous studies can be found in the literature validating LES results in terms of
wake flow characteristics [87, 88], global aerodynamic forces [89, 90] and pres-
sure distribution [91–93]. The usefulness of such validations mainly consists
in the individuation of critical aspects which can be sometimes moderated by
appropriate modelling choices. When moderation strategies are not found or
lead to excessive computational burden, their individuation anyway allows to
build up knowledge, which can help in correctly interpreting results obtained
by numerical models when WTT results are not available.

From the studies above and analogous works [94, 95], it can be found that
the model performance of LES is usually good but, in some cases, sensitive to
various model parameters. Among them, the accurate reproduction of flow
characteristics in the Atmospheric Boundary Layer (ABL) is known to be cru-
cial for the evaluation of wind effects on structures [31, 96]. Nevertheless,
numerous other factors can influence the simulation [97–99], which include,
as pointed out in [100], ground roughness, subgrid scale model, domain size,
near-wall treatment and sensitivity to mesh and timestep.

Numerous contributions have been devoted to investigate the influence of
some of the aforementioned model parameters on the model accuracy. Un-
fortunately, due to the variability of the adopted computational setup and
analysed flows, contradictory results are sometimes founded.

In particular, [101] assessed the effects of the mesh type and boundary mesh
on the time-averaged and fluctuating wind characteristics around an isolated
high-rise building standing in ABL. They found that the case with hexahe-
dral cells has the best agreement with experiments. They also found that the
boundary layer mesh does not improve the numerical accuracy in any circum-
stance, despite the fact that the non-dimensional wall distance (y+) is often
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considered to be a very important quantity to be controlled. [102] showed
that the choice of the Sub-Grid Scale (SGS) model does impact the flow field.
The wall adapting local eddy viscosity (WALE) model was found to be the
most suitable among the tested models including Smagorinsky-Lilly model,
Dynamic model, kinetic energy sub grid scale model and wall modelled LES.
[103] examined the effect of mesh resolution and different SGS models, on the
prediction of the pedestrian level wind fields around building arrays. They
observed that the dynamic Smagorinsky-Lilly method gave the best model
performance and recommended appropriate values for time step and sam-
pling period.

The aim of the present paper is to assess the numerical accuracy of LES in
predicting wind loads on a high-rise building and to study the influence of
some important model parameters on the accuracy of the obtained results.
The high-rise building model is an isolated flat-topped box with an aspect
ratio of 1:3:5, standing in an ABL. It is one of the high-rise building models
from the public wind tunnel database constructed by Tokyo Polytechnic Uni-
versity (TPU), Japan, which have been considered also in some of the already
available contributions [100, 104–106].

Firstly, the numerical results are compared with WTT data in the form of sev-
eral model performance metrics for 7 angles of attack ranging from 0� to 90�.
Then, for the worst case, corresponding to a skew flow impinging at 45�,
the spatial distribution of the pressure coefficient statistics (i.e. time-average,
standard deviation and peak values) and the corresponding Prediction Error
(PE), defined as the difference between numerical and experimental results,
are analysed. For such worst case, different numerical setups are evaluated
varying mesh configuration and testing three SGS models, namely, WALE,
k � w SSTSAS and Smagorinsky.

The paper is organized as follows. The descriptions of WTT and LES are pro-
vided in the next section, along with the procedure used to generate inflow
conditions. Then, the numerical results are validated in Sec. 2.3. Subsequently,
the sensitivity studies of the PE to the mesh configuration and the SGS model
are provided in Sec. 2.4. Finally, conclusions are drawn in Sec. 2.5.
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2.2 WTT and LES description

2.2.1 WTT description

The WTT were performed in the Boundary Layer Wind Tunnel (BLWT) of the
TPU, Japan. It is an open circuit tunnel with 2.2 m width and 1.8 m height.
The ABL in the experiments was generated through spires and square blocks
acting as roughness elements. It corresponds to a Category IV in the Archi-
tectural Institute of Japan (AIJ) standard [107]. The wind speed at building
height is around 11.11 m/s, and the stream-wise turbulence intensity (Iu_WTT)
is approximately 15%.

The tested model is a flat-topped prismatic box with 0.5 m height (H) and 0.3
m (L) * 0.1 m (W) rectangular cross-section. The length scale reduction factor
of the experiments is 1:400, leading to a building height equal to 200 m in real
scale. 480 wind pressure taps are positioned on the four side faces, sampling
synchronously with a frequency of 1000 Hz for a duration of 32.8 s. The origin
of the coordinate system is the center of the building base. The geometry of
the building is presented in Fig. 2.1 (a).

Incidence angles ranging from 0� to 100� with an increment of 5� are consid-
ered in WTT. The 0� is defined as the condition in which the flow is moving
along the +x direction and it is perpendicularly hitting the long building side,
as indicated in Fig. 2.1 (b). The complete database and detailed description of
the WTT are publicly accessible [108].
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(a) (b)

Fig. 2.1. The geometry of the building (a) and the wind incidence angles from
0� to 100� (b).

2.2.2 LES description

LES are designed to reproduce the WTT using the open source software Open-
Foam v6.0. A 3D view of the computational domain is presented in Fig. 2.2 (a).
The domain has the dimensions of 3 m, 2.2 m and 1.8 m in stream-wise, lateral
and vertical directions, respectively. The distance between the inlet patch and
the building location is 1 m, which equals the double of the building height
H. The blockage ratio of the simulations is approximately 3.0% for 0� and is
1.0% for 90�, which are both lower than recommendations [109].

The turbulent flow at the inflow patch is generated using a synthetic turbu-
lence generation technique called PRFG3. It is an extended version of the
Prescrived-wavevector Random Flow Generator (PRFG) [110], aiming at giv-
ing control over three-dimensional spectral densities, in other words, explic-
itly targeting all integral length and time scales of turbulence. Interested read-
ers are invited to the references [110, 111] for details regarding the method.
The top and two sides of the domain are treated as symmetry conditions, mim-
icking the effect of wind tunnel walls. The domain bottom and the building
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surfaces are treated as walls. In particular, the ground of the domain is mod-
eled as a rough wall with a roughness height of 0.015 m (model scale) and a
roughness constant of 0.5. The building surfaces are modeled as smooth walls.
A rough wall, with a roughness height of 0.015 and a roughness constant of
0.5, is applied to the ground. An inlet-outlet condition is used for the outlet
patch.

An overview of the mesh is shown in Fig. 2.2 (b). The SnappyHexMesh is
used for meshing. A rotor-stator method is adopted. Specifically, the rotor
is a cylinder of radius of 0.25 m (reduced scale) with an axis oriented along
the z-direction passing through the building center. It is rigidly rotated when
studying the wind effects at different attack angles without re-meshing the
geometry. The stator is the rest of the domain, as indicated in Fig. 2.2 (b)
and (c). As can be seen, a hexahedral mesh is used for the whole domain and
cell expansion gradients are used, leading to the fact that the mesh size at the
domain top and outlet is around two times bigger than at the domain center.
The mesh size is around 0.016 m at the inflow patch and it is around 0.004
m up to a distance of 0.1 m from the building surfaces. This yields the cells
number for the building H, L and W to be 125, 75 and 25, respectively, which
fulfills the requirements in [98]. The total cells number is around 1.8 million.

As for the numerical schemes utilized for the simulations, the pressure ve-
locity coupling is imposed using the PISO algorithm. The time discretization
is performed using the Crank Nicolson scheme with a blending coefficient of
0.85. The face fluxes for all the quantities are calculated using the bounded
Gauss linear scheme except for the velocity which is calculated using the
second-order LUST scheme. The k-Equation is used as the LES subgrid scale
turbulence model. The non-dimensional time step (Dt ⇤ (Ur/H)) for the cal-
culation is 0.01, yielding the Courant number of the calculation to be around
3.0 on average and only attains 6.0 in some small size cells.

2.2.3 Inflow

As mentioned before, synthetic turbulence is applied at the inflow. In particu-
lar, PRFG3 is used for generating the ABL flow. It targets a Category IV profile
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(a)

(b)

(c)

Fig. 2.2. The computational domain with boundary conditions (a) and the
overviews of the mesh distribution: 0� (b) and 45� (c).
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in AIJ standard code, which is in agreement with the one adopted in WTT. The
mean velocity and the along-wind turbulence intensity, Iu, distribution along
height are set following the power law in the code prescription, being 0.27 the
exponential and 550 m the reference height of ABL. The turbulence intensities
in y and z direction are set to be 0.75 and 0.5 times of the turbulence intensity
in x direction, respectively. We mention that in order to obtain the target wind
field characteristics at the building location, the turbulence intensity of each
velocity component has been increased of about 20% at the inflow to compen-
sate for the energy dissipation between the inflow and the building location.
The reference velocity, Ur, is chosen as the time-averaged wind speed at the
reference height, Hr, which is the height of the building.

In order to check the performance of the turbulence generator, an empty do-
main with the synthesized turbulent inflow condition is tested first. The wind
profiles at the location where the building will be placed are shown in Fig. 2.3.
As can be seen, the mean wind speed profiles from the AIJ code, WTT and LES
agree well with each other. In the same figure the turbulence intensity profiles
are reported, being Iu_LES, Iv_LES and Iw_LES at Hr equal to 12%, 10% and 8%,
respectively. Furthermore, the simulated turbulence integral length scales at
Hr, evaluated from velocity time-histories and assuming frozen turbulence,
Lux, Lvx and Lwx, nondimensionlized to the WTT length scale, are 0.375, 0.2
and 0.125, respectively.
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(a) (b) (c)

Fig. 2.3. The turbulence characteristics of the wind fields in WTT and LES: (a)
mean wind speed (b) turbulence intensities and (c) integral length scales.

The power spectral density of the velocity components u, v and w at the build-
ing height are presented in Fig. 2.4 (a), (b) and (c), respectively, showing a
good agreement with the von Karman (indicated as Tar.Karman in the fig-
ures) wind spectrum up to the cut-off frequency, equal to approximately 65
Hz. Overall, the simulated turbulent inflow shows a satisfactory agreement
with WTT and with the targeted profiles.

(a) (b) (c)

Fig. 2.4. The power spectral density of three velocity components at the
building location: (a) u, (b) v and (c) w.
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2.3 Results and discussion

2.3.1 Mesh

As is well known, it is ideally necessary to ensure that results obtained us-
ing numerical simulations are independent from the adopted mesh size [109].
When using LES, it is actually more appropriate to state that results of interest
shall be independent or vary within acceptable ranges with the mesh size, as
a complete independency is actually not expected. We start by considering
the case at 0�. For such case, we use three meshes, namely, coarse mesh (CM),
medium mesh (MM) and fine mesh (FM), to check the grid dependency of the
numerical solution. The number of cells of the three meshes are 0.1, 1.8 and
6.6 million, respectively. In other words, the ratio between the cell size in each
direction between two consecutive meshes is approximately 1.5, following the
suggestion in [112]. A summary of the characteristics of the three meshes is
provided in Tab. 2.1. The computational resources needed to perform each
simulation are also reported.

Table 2.1: Characteristics of the three meshes used for the present investiga-
tion.

cells number cells number for each building side Dt computational time y+(million) H L W (-) (CPU - hour)
CM 0.1 56 26 9 0.02 25 110.0
MM 1.8 145 73 23 0.01 215 46.0
FM 6.6 220 113 35 0.005 1212 30.0

In order to characterize the obtained results, the time-average, rms, maximum
and minimum values of Cp, respectively denoted as C̄p, C0

p, Ĉp and Čp, are
considered. Peak values are calculated by fitting to the two-minutes extreme
using a Gumbel cumulative probability distribution function and then, adopt-
ing the well-known shifting property of the Gumbel distribution [113], to ex-
tract the 10-min extremes associated with a non-exceedance probability equal
to 80%, in agreement with the Cook and Mayne approach [114].

Figure 2.5 presents the scatter plots of the Cp statistics from simulations using
the aforementioned three meshes. As shown in Fig. 2.5 (a) - (c), no remark-
able differences in terms of C̄p, C0

p and Ĉp can be observed, except from a
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very slight underestimation of C̄p in CM (the difference is approximately 0.1).
Regarding Čp, results obtained from CM, only arrive at -2.5. However, they
attain approximately -4.0 in the simulations with MM and FM, showing no ap-
parent variation between the two meshes. Some localized points have more
severe extreme suctions in MM and FM than in CM, while the results from
CM are closer to WTT, which seem nonintuitive. However, as indicated in an
analogous work [115], a finer grid model might underestimate the turbulence
dissipation rate and give a higher turbulent kinetic energy prediction, yielding
overall better performance with coarser meshes. In all, results highlight that
CM is probably excessively coarse, as it substantially differs from the other
two. Results appear to be quite similar with respect to all analyses quantities
for MM and FM, so that MM is chosen for the next analyses.

2.3.2 Pressure coefficients statistics

After choosing the mesh size to be used, we proceed at simulating seven attack
angles, equally spaced between 0� and 90�. The LES results are compared with
WTT results for all the simulated wind attack angles in the form of three error
metrics, namely, the mean error (ME), the standard deviation of error (SE)
and the coefficient of determination (R2) [94], as reported below

ME =
1
N

N

Â
i=1

(LESi � WTTi), (2.1)

SE = s(LES � WTT), (2.2)

R2 =
(WTT � WTT) ⇤ (LES � LES)

sWTT ⇤ sLES
, (2.3)

where the subscript i represents the pressure tap number and the total num-
ber of monitors, N, is equal to 480. The WTT (or LES) represents the time-
average and sWTT (or sLES) represents the standard variation of the WTT (or
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(a) (b)

(c) (d)

Fig. 2.5. Comparisons of LES results using different mesh resolutions with
WTT: (a) C̄p, (b) C0

p, (c) Ĉp and (d) Čp.

LES) dataset. The error metrics regarding different Cp statistics for all the con-
sidered cases are reported in Tab. 2.2. Notice that ME for C̄p is not reported,
as it might be simply related to the choice of the reference pressure, so being
irrelevant.
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Table 2.2: Error metrics of the C̄p, C0
p, Ĉp and Čp for wind attack angles from

0� to 90�.

C̄p C0
p Ĉp Čp

ME SE R2 ME SE R2 ME SE R2 ME SE R2

0� - 0.08 0.98 0.00 0.03 0.72 0.00 0.15 0.96 -0.14 0.40 0.75
15� - 0.05 0.99 -0.02 0.03 0.65 -0.01 0.14 0.96 0.15 0.41 0.85
30� - 0.06 0.99 -0.02 0.03 0.86 -0.07 0.14 0.95 0.06 0.18 0.93
45� - 0.02 0.99 -0.03 0.02 0.60 -0.04 0.12 0.96 0.16 0.28 0.68
60� - 0.04 0.99 -0.01 0.03 0.67 0.00 0.11 0.95 0.10 0.29 0.72
75� - 0.05 0.98 -0.03 0.03 0.76 -0.08 0.18 0.86 0.12 0.33 0.75
90� - 0.06 0.98 -0.01 0.03 0.89 -0.06 0.15 0.88 0.11 0.42 0.76

mean - 0.05 0.99 -0.02 0.03 0.74 -0.04 0.15 0.93 0.09 0.33 0.78

Looking at Tab. 2.2, an overall correspondence in terms of C̄p is obtained be-
tween WTT and LES, with the average R2 around 0.99. Similarly, good agree-
ments could also be found regarding the Ĉp, whose average R2 is 0.93.

Considering all the wind attack angles, we observe that no clear trend emerges
for the error metrics when the angle is varied. For instance, R2 of C0

p for 0� is
0.72, lower than some skew angles such as 0.86 of 30� and 0.76 of 75�. How-
ever, at 90� we obtain the highest value of R2 among all the cases, equal to
0.89. Substantially, a good matching is obtained when the flow is orthogonal
to the short side, leading to a reattached flow. In other conditions results do
not follow simple trends. The prediction of fully detached flow expected at 0�

is accurate but it is not more accurate than other skew angles.

Figures 2.6 and 2.7 show the local peak values of Cp considering at the same
time wind incident angles from 0� to 90�, i.e. the extremes from all attack an-
gles are enveloped together, as for design purposes. In particular, we show
scatter plots reporting in abscissa WTT results and in ordinates LES results.
In order to allow to individuate taps belonging to different building faces,
pressure taps grouped as f ace I, f ace I I, f ace I I I and f ace IV, following the
indication in Fig. 2.1 (a). The results in terms of the peak Ĉp appear to be
characterized by much higher accuracy with respect to suctions. The extreme
negative pressures near the building edges on f ace I I, f ace I I I and f ace IV
reach values of -4.0 in WTT but only attain -3.5 in LES. Conversely, LES over-
estimates the negative extremes near the center bottom of f ace IV where the
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Čp arrives at -5.0 in LES but reaches only -3.5 in WTT.

(a)

(b) (c)

Fig. 2.6. The peak values of Ĉp from all the degrees: (a) scatter plots, (b)
surface distribution of WTT and (c) surface distribution of LES.

2.3.3 Global forces and moments

The global forces for all simulated wind attack angles are reported in dimen-
sionless form CFx, CFy, CMx and CMy, representing the force and moment com-
ponents in along-wind (x) and cross-wind (y) directions, as shown in Figs. 2.8
and 2.9. Specifically, the time series of Cp are integrated over the building
surface to obtain the non-dimensional force coefficients time histories. Then,
for each incidence angle, the peak values (including the maximum and min-
imum) of forces and moments are calculated following the same procedure

26



2.3. Results and discussion

(a)

(b) (c)

Fig. 2.7. The peak values of Čp from all the degrees: (a) scatter plots, (b)
surface distribution of WTT and (c) surface distribution of LES.

used for the pressure peaks explained in Sec. 2.3.1. Again, for design pur-
poses, the peaks from all the angles are enveloped and indicated as LES env.
and WTT env. in the figures.
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(a) (b)

Fig. 2.8. The global forces coefficients of all the simulated wind attack angles:
(a) CFx and (b) CFy.

(a) (b)

Fig. 2.9. The moments coefficients of all the simulated wind attack angles: (a)
CMx and (b) CMy.

It can be seen that the LES reproduces the global forces and moments very well
with only a slight underestimation in terms of the maximum values of posi-
tive CFx and CFy. The strongest deviation is on 15�, where the extreme values
of both forces and moments in LES are about 25% lower than in WTT. Again,
discrepancies can be found for 45�, for which the peak values of forces (and
moments) have smaller values in LES than in WTT. Similar results are also
found in [116] which declared that the wind attack angle of 15� approaches
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the critical angle or glancing angle and has the minimum drag force coef-
ficient and maximum mean lift magnitude, and the Strouhal number (St) is
maximized.

2.3.4 Prediction errors for 45� case

As the 45� case appears to be the one presenting higher discrepancies between
WTT and LES, we further investigate it in this section in more detail. Hereafter
the Prediction Error (PE) is used as an error metric and is defined as PES =

LESS � WTTS, where the subscript S represents the Cp statistics, i.e., C̄p, C0
p,

Ĉp and Čp.

Figure 2.10 presents the scatter plots of C0
p and Čp for the 45� case. The scatter

plots of C̄p and Ĉp are not reported here, since they are satisfactory accurate.
It can be seen that C0

p on f ace I I shows systemic underestimations from the
numerical model. In fact, monitors with C0

p approaching 0.5 in WTT are lower
than 0.3 in LES. As expected, underestimations also regarding Čp can be found
on these probes, with the negative extremes in LES are 60% less pronounced
than in WTT. Besides, some localized differences regarding Čp can be found
on f ace I I I. The values of Čp of these points are around -3.0 in WTT but are
lower than -2.0 in LES.

(a) (b)

Fig. 2.10. Scatter plots of C0
p (a) and Čp (b) for 45� case.
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Figure 2.11 and 2.12 present the surface distributions of C0
p and Čp as well as

their prediction errors, i.e., PEC0
p

and PEČp
. More specifically, it can be clearly

seen that the underestimations mentioned above are located near the leading
edge of f ace I I. Looking at Fig. 2.11 (a) and (b), the higher values of C0

p are
also located on this region.

As for the independent spots near the top edge of f ace I I I where the high-
est PEČp

appears, one possible explanation can be found in a relative study
[105]: the extreme value is recorded downstream the leading edge, from which
strong vortices are expected to be shed.

(a) WTT (b) LES

(c) PEC0
p

Fig. 2.11. The surface distributions of the C0
p and the PEC0

p
for 45� case.
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(a) WTT (b) LES

(c) PEČp

Fig. 2.12. The surface distributions of the Čp and the PEČp
for 45� case.

Figure 2.13 presents the frequency distributions of PEC0
p

and PEČp
. It can be

seen that the PEC0
p

concentrates around -0.05. It can also be found that devi-
ations between LES and WTT in terms of extreme suctions (PEČp

) are mainly
inside the range -1.0 and 0.0, which indicates a tendency of the simulation to
underestimate such quantity and provides a measure of the expected under-
estimations.
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(a) (b)

Fig. 2.13. The frequency distributions of PEC0
p

(a) and PEČp
(b) for 45� case.

2.4 Sensitivity study

In this section, the influence of parameters including mesh setting and LES
subgrid scale (SGS) model on numerical results for the 45� case is investigated,
attempting to ameliorate the previously obtained prediction errors.

2.4.1 Mesh

We firstly consider the possibility to ameliorate results by refining the mesh.
In Section 2.3, we observed that the selected meshing parameters were able
to guarantee a low sensitivity of the obtained results to the cell size. Nev-
ertheless, the study was performed at 0�, so that it cannot be automatically
extended to 45�.

We here consider two mesh refinement strategies: in the first one we refine all
the fluid volume around the building while in the second one we add bound-
ary layer cells. Then, the two strategies are combined.

Consequently, three adjusted meshes based on MM are obtained. The details
of the tested meshes are listed below: (I) boundary layer cells, which have
8 layers and the minimum thickness equaling 0.0004 m and scratching ratio
of 1.15, are added to the building surfaces leading to the mesh named BL;
(II) the mesh size is refined to 0.004 m up to a distance of 0.2 m from the
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building and to 0.002 m to a distance of 0.025 m from the building, resulting
in the mesh named BR; (III) the two aforementioned strategies are applied at
the same time, yielding the mesh named BL_BR. The mesh zones far away
from the building are kept unchanged. An overview of the newly considered
meshes in the proximity of the building is provided in Fig. 2.14 and their
characteristics are provided in Tab. 2.3. It is worth noting that the addition of
boundary layer cells dramatically increases (double) the computational costs,
though a relatively lower (half) value of y+ can be obtained at the building
surfaces.

(a) (b) (c)

Fig. 2.14. The configurations of the mesh near the building: (a) BL, (b) BR and
(c) BL_BR.

Table 2.3: Information of all the tested meshes, for wind attack angle equal to
45�.

cells number cells number for each building side Dt computational time y+(million) H L W (-) (CPU - hour)
BL 2.1 166 100 33 0.005 563 10.0
BR 6.0 250 150 50 0.003 1670 24.0

BL_BR 7.0 250 150 50 0.001 3600 10.0

The error metrics of the three cases are presented in Tab. 2.4. Unexpectedly,
the mesh with boundary layer cells, i.e., BL, has worse performance in terms
of C0

p prediction compared to the original mesh, MM. Specifically, the R2 of C0
p

for mesh MM is 0.60 while for the mesh BL decreases to 0.54. Differently, the
BR mesh shows better performance in terms of C0

p, reaching R2 equal to 0.65.
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As it can be seen, despite such variations, the overall error does not change
substantially, especially if we consider the high increase in computational re-
sources needed to make the refinements. We also show that the combination
of the two refinement strategies BL_BR does not show a more accurate predic-
tion of C0

p.

Now we see the simulated results in terms of Čp. Again, slightly better per-
formance can be found from BR than from BL, while the results from BR and
BL_BR are close to each other.

Table 2.4: Error metrics of C̄p, C0
p, Ĉp and Čp for LES with different mesh

distributions.

C̄p C0
p Ĉp Čp

ME SE R2 ME SE R2 ME SE R2 ME SE R2

BL - 0.02 0.99 -0.03 0.02 0.54 -0.06 0.11 0.96 0.16 0.27 0.71
BR - 0.02 0.99 -0.03 0.02 0.65 -0.04 0.12 0.96 0.14 0.25 0.76

BL_BR - 0.02 0.99 -0.03 0.02 0.63 -0.04 0.13 0.96 0.08 0.26 0.77

Figures 2.15 and 2.16 show the surface distributions of the prediction errors
PEC0

p
and PEČp

for the three meshes. The range of PEC0
p

for BL is close to the
original simulation, MM, still showing high error values on f ace I I, which
seems to indicate a detachment of the flow at the edge for WTT not predicted
by LES. This can be deduced also by Fig. 2.11 (a) and (b) in which C0

p is shown.
The distribution of PEČp

for all the analysed meshes is shown in Fig. 2.16,
which does not show any major difference between the three.
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(a) (b)

(c)

Fig. 2.15. The surface distributions of the PEC0
p

of different mesh resolutions:
(a) BL, (b) BR and (c) BL_BR.

(a) (b)

(c)

Fig. 2.16. The surface distributions of the PEČp
of different mesh distributions:

(a) BL, (b) BR and (c) BL_BR.
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2.4.2 Subgrid scale model

It has been seen that refining the mesh did not yield strong improvements of
the results, despite its high increase of computational costs. We thus here in-
vestigate the effect of changing the turbulence model. Table 2.5 reports error
metrics of Cp statistics for simulations on mesh MM with different turbulence
models (namely, WALE, k � w SSTSAS and Smagorinsky). Overall, none of
them shows better model performance than the original turbulence model,
i.e., k-Equation, whose ME for C0

p and Čp are -0.03 and 0.16, respectively. Only
marginal improvements can be seen, for instance, regarding R2 for Čp, with
the value increasing from 0.68 in the original simulation to 0.71 in the simula-
tion with the Smagorinsky model.

Table 2.5: Error metrics of C̄p, C0
p, Ĉp and Čp for different turbulence models.

C̄p C0
p Ĉp Čp

ME SE R2 ME SE R2 ME SE R2 ME SE R2

WALE - 0.02 0.99 -0.03 0.02 0.56 -0.04 0.12 0.96 0.16 0.27 0.70
k � w SSTSAS - 0.03 0.99 -0.04 0.02 0.38 -0.11 0.12 0.94 0.24 0.26 0.63
Smagorinsky - 0.02 0.99 -0.03 0.02 0.58 -0.05 0.12 0.96 0.17 0.26 0.71

From the distributions of PEC0
p

(Fig. 2.17) and PEČp
(Fig. 2.18), the differences

between the three cases are also insignificant. In a summary, the prediction er-
rors of C0

p and Čp for 45� are not sensitive to changes in the adopted turbulence
model.
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(a) (b)

(c)

Fig. 2.17. The surface distributions of the PEC0
p

of different turbulence models:
(a) WALE , (b) k � w SSTSAS and (c) Smagorinsky.

(a) (b)

(c)

Fig. 2.18. The surface distributions of the PEČp
of different turbulence models:

(a) WALE, (b) k � w SSTSAS and (c) Smagorinsky.
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2.5 Conclusion

Wind fields around an isolated high-rise building model with an aspect ratio
of 1:3:5 are simulated using LES to evaluate the model performance and in-
vestigate the influences of several model parameters on the prediction errors.
Simulations are performed for seven wind attack angles ranging from 0� to
90� with an increment of 15�. The main conclusions of the study are hereby
drawn as below:

1. Globally, LES is capable of capturing the mean and maximum wind
pressure on the building for both perpendicular and skew wind attack
angles, with the correlation (R2) between the experimental and predicted
results being 0.99 for C̄p and 0.93 for Ĉp on average. The model perfor-
mance on the prediction of global forces (moments) is also extremely
satisfactory, showing very good agreement with WTT results. However,
the numerical accuracy in terms of C0

p and Čp is less satisfactory, espe-
cially in a few cases. The R2 for C0

p and Čp are 0.74 and 0.78 on average,
respectively;

2. For the considered cases, the worst predictions are obtained with an at-
tack angle of 45�. The high values of PEC0

p
and PEČp

for this case con-
centrate on the leading edge in correspondence of the flow separations.
It appears that a flow separation occurs in WTT which is not predicted
by the adopted numerical models;

3. The prediction errors of C0
p and Čp for 45� are not sensitive to the addi-

tion of boundary layer cells for the near-wall treatment. Some marginal
improvements are obtained by refining the mesh in the surroundings of
the building, but this will dramatically increase the computational time;

4. No major improvement is obtained by changing the adopted turbulence
model.

Overall, it is difficult to individuate with certainty the cause of the observed
discrepancies. Actually, many possible causes can be individuated. Such
causes range from small deviations of the geometry with respect to WTT to
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differences in the incoming turbulence, despite the fact that a good match-
ing was obtained in terms of turbulence intensity, and length scales were
prescribed according to usual practice. Surely, we observe that the consid-
ered case is not particularly sensitive to the adopted turbulence model and
mesh size, once an appropriate mesh has been initially selected. It must be re-
marked, that the addition of boundary layers proved, beside not ameliorating
results, had only a very limited effect on the obtained results.
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3 Wind loads prediction using LES:
Inflow generation, accuracy and
cost assessment for the case of Torre
Gioia 22

In this paper, Large Eddy Simulations, LES, are used in order to evaluate
wind loads on a recently designed high-rise building located in Milan, Italy.
The selected case study is taken as an example of a typical wind loading as-
sessment, characterized by a complex geometry due to both the shape of the
tower and the presence of surroundings. Firstly, the sensitivity of the results
to the adopted mesh is analysed. Then, results are compared to wind tunnel
measurements and the economical viability of such kind of simulations is dis-
cussed. The paper aims at providing an overview of the main factors which
can contribute to the success of such analyses and evaluate their accuracy. Not
specialized readers will hopefully gain a better insight into the critical aspects
which characterize such simulations, while the interested readers will find nu-
merous practical considerations useful for their setup.

3.1 Introduction

The use of Computational Wind Engineering, CWE, for the simulation of the
wind flow over complex terrains and building arrangements has greatly evolved
in the last thirty years, transitioning from early investigations in the research
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field to widely adopted applications in the design industry [117, 118]. Nowa-
days, CWE is widely used as an alternative to traditional wind tunnel experi-
ments for applications such as indoor [119] and pedestrian level wind comfort
[120] as well as pollutant dispersion [121] and predictions of the flow field in
urban areas [122].

With respect to such kind of applications, the evaluation of wind loads on
structures by means of CWE is lagging at least a decade behind: while nu-
merous papers have been presented in the scientific literature [104, 123, 124]
demonstrating the suitability of numerical models for such evaluations, their
use in practice is still limited and somehow controversial, also due to the
heavy legal responsibilities which follow the wind load assessment.

The controversy is fostered by three main aspects. The first one is that wind
tunnel tests are built aiming at evaluating at the same time global effects for
the design of the main structural systems and cladding loads, usually greatly
influenced by local flow mechanisms [31, 125]. It is well-known that the pre-
dictive capability of numerical models can be extremely different when tar-
geting such two aspects.

The second one is that numerical models sometimes show a remarkable sensi-
tivity to parameters which might be difficult to be chosen a priori. Such aspect
is deeply related to the strong sensitivity to inflow conditions, Reynolds num-
ber and geometrical details shown by some cases also in wind tunnel tests: the
circular cylinder is only the most well-known member of this infamous fam-
ily [126, 127]. From this point of view, it might be correctly stated that wind
tunnel tests have the inherent advantage with respect to Computational Fluid
Dynamics, CFD, simulations to introduce uncontrolled perturbations which
are qualitatively more similar to the conditions actually experienced by real
flows than the fictitious perfection of numerical models.

The third aspect is actually the most important one and it is inherently inter-
twined with the two aforementioned points. While it has been repetitively
shown that well-resolved scale resolving models can be potentially used for
the evaluation of wind loads, for cases characterized by real complexity their
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cost is still very high, making them only partially competitive with wind tun-
nel tests. On such regard, it should be added that mesh independence as-
sessments, a cornerstone of numerical simulation, have been often used in the
literature in an instrumental way, aiming at producing a measurable proof of
the adequacy of the adopted model rather than a methodologically rigorous
assessment of the solution quality [128].

In this paper, we present the results of a collaboration between RWDI and
University of Bologna for the estimation of wind loads for a newly designed
tower denoted Porta Gioia 22, located in Milan, Italy. The study is aimed at as-
sessing the viability of numerical simulations for the assessment of wind loads
in cases characterized by real complexity and taking into consideration com-
putational time/costs constraints. Key aspects of the analyses such as inflow
generation and its application to the computational domain are performed
with techniques developed by the authors in recent years. Such techniques
are here briefly discussed aiming at describing their rationale and highlight-
ing their relations with others methods available in the literature. The anal-
yses are performed aiming at comparing wind tunnel results and numerical
simulations in terms of quantities useful for the structural design. We high-
light that other similar contributions have been already presented in the litera-
ture, usually privileging simple geometries such as the CAARC model, for the
sake of reproducibility [95, 129]. In this case we take a different perspective
and consider a building characterized by numerous geometrical details [130,
131] taking also into account the reconstruction of the building surroundings.
Other contributions with similar characteristics can be found for instance in
[124, 132, 133]. Such choice leads only to minor, although fundamental, prac-
tical differences with respect to cases characterized by simple geometries, but
it leads to completely different choices in the setup of the analyses and in the
management of the resources, and thus, on conclusions related to their viabil-
ity and economical convenience.

The paper is organized as follows: in Sections 3.2 and 3.3 the considered case
is described and wind tunnel tests used for reference are briefly detailed. The
setup used for the numerical simulations is presented in Section 3.4. Results
of the proposed analyses are shown and compared to experimental values in

43



Chapter 3. Wind loads prediction using LES: Inflow generation, accuracy
and cost assessment for the case of Torre Gioia 22

Section 3.5, where also computational costs are analysed. Finally, conclusions
are drawn in Section 3.6.

3.2 Case description

The selected case study is part of a vast urban development plan denominated
Porta Nuova Gioia, undertaken to modernize an area located in the imme-
diate surroundings of the city centre of Milan. Within the numerous newly
constructed buildings, we selected the tower referred to as Torre Gioia 22, de-
signed by César Pelli and under construction at the time of writing.

The tower stands at a height of 120 m, made up of 30 storeys and sits on
a three storeys podium. The building is characterized by sharp edges and
smooth glass facades, which in some areas are adorned by horizontal deco-
rative elements running along the building corners. The top of the tower is
characterized by a crown protected by a 10 m high wall, built on the roof. The
building is located in a densely urbanized area, with the presence of other
high rise buildings which are already present or planned.

3.3 Wind tunnel tests

Wind tunnel tests have been performed by RWDI in the boundary layer wind
tunnel located in Milton Keynes (UK). The wind tunnel section is 2.4 m wide
and 2.1 m high and presents an open chamber testing configuration. The
model has been 3D printed at a scale equal to 1:300, so that the scaled build-
ing height is 0.4 m. An overview of the wind tunnel setup is shown in Fig.
3.1 (a). The surroundings of the tower have been modelled in detail within
a radius of 360 m (full scale) from the tower, while the main buildings have
been reproduced up to a distance of approximately 600 m.

Actually, two configurations of the surroundings have been tested: the first
one, denoted as C1, is relative to the current condition, while the second one,
denoted as C2, takes into account the presence of two currently non-existing
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buildings already planned in the area. In the following, only C1 will be con-
sidered and reproduced by means of numerical simulations.

The approaching flow has been designed in order to reproduce an Eurocode
Category III terrain. The reference height Hr is taken as the building height,
H, and the reference velocity there measured in empty wind tunnel conditions
is equal to Ur = 35.8 m/s.

The wind tunnel model is equipped with 504 pressure taps acquired syn-
chronously at 512 Hz (see Fig. 3.1 (b)). For each configuration (i.e. C1 and
C2), the incidence angle is varied with increments of 10� and pressures are
recorded for 35 s. Before postprocessing, a low-pass filter with cut-off at 128
Hz has been applied.

Assuming a design wind speed equal to 30 m/s at the tower height, the ac-
quired time-series correspond to approximately 210 min in real scale, so lead-
ing to 21 10-min samples.

(a) (b)

Fig. 3.1. Overview of the setup used for wind tunnel tests: (a) surroundings
and (b) detail of the tower.

3.4 Numerical model

In the following, the numerical model used to perform the analyses is de-
scribed. The components and modelling choices which contribute the most
to the effectiveness of the simulation and/or to the quality of the obtained
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results are discussed in detail. Indeed, as it will be later further discussed,
some choices operated in the model setup are known to be sub-optimal and
are dictated by the need to ensure the robustness of the simulations and their
actual viability (in terms of stability and computational requirements) in com-
plex cases. Simulations have been performed with OpenFoam v6 using the
infrastructures of CINECA (Consorzio Interuniversitario dell’Italia Nord Est
per il Calcolo Automatico), Italy.

3.4.1 Computational domain

An overview of the computational model, realized at the same scale used for
wind tunnel tests, is provided in Fig. 3.2. The computational domain mea-
sures 5.0 m, 3.5 m, and 2.1 m in length, width and height, respectively. The
distance from the inlet patch to the tower is 2 m.

Inlet

Outlet

Wall

Periodic
Symmetry

x
y z

Fig. 3.2. Overview of the computational domain and the adopted boundary
conditions.

Actually, in order to facilitate the meshing operations, in analogy with wind
tunnel procedures, a rotor-stator approach is adopted. In particular, the com-
putational domain is subdivided into two zones: a cylinder of radius 1.3 m
with axis oriented along the z-direction passing through the tower centre (de-
noted as rotor in the following) and all the rest of the domain (denoted as
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stator in the following). The two parts are connected by a non-conformal in-
terface. A view of the rotor geometry is provided in Fig. 3.3 (a) while a de-
tailed view of the tower is provided in Fig. 3.3 (b). The geometry of the tower
has been rebuilt starting from that exported from the architectural model but
defeaturing has been limited to extremely small details and mainly used to
eliminate unnecessary edges between surfaces partitions, which strongly jeop-
ardize the results of the meshing operations.

(a) (b)

Top

Bottom

Middle

Face 1
Face 2

Face 3Face 4

Others

(c)

Fig. 3.3. Detailed views of the studied geometry: (a) rotor, (b) tower and (c)
paths and faces adopted to present results.

When studying the wind effect at different angles of attack the rotor part is
rigidly rotated while the stator part is re-meshed, because it includes some of
the buildings. Considering that the meshing operations are particularly del-
icate and time-consuming exclusively for the rotor, the approach maintains
its convenience despite the fact that the stator must be re-meshed for some
angles. On such regard, it should be noticed that enlarging the rotor to avoid
such problem is not advisable, as it leads to a large number of cells. This is due
to the fact that the rotor must be meshed in a uniform manner, without taking
advantage of the wind directionality. Finally, it should be noticed that mesh-
ing has been here performed using SnappyHexMesh, the standard meshing
tool included in OpenFoam which uses a top-down approach. When using
such tool it should be bear in mind that the quality of the obtained mesh is
sensibly affected by the orientation of the geometry with respect to the start-
ing mesh. It is thus advisable to mesh the rotor part aligning the building
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geometry with the reference system whenever possible, especially when rela-
tively coarse meshes are adopted.

3.4.2 Mesh

An overview of the mesh is provided in Fig. 3.4 (a) while a detail view of
the tower is provided in Fig. 3.4 (b). The volume inside the rotor is meshed
with a size approximately equal to 0.04H (5 m in full scale). The buildings
composing the surroundings are meshed with a typical size equal to 0.02H
(2.5 m in full scale) and this size is adopted up to a distance from their surface
equal to 0.125H. The surrounding buildings edges are meshed with a typical
size equal to 0.01H (1.25 m in full scale), the same used for the tower surfaces
and for the volume close to the tower up to a distance equal to 0.25H. The
tower edges, the decorative details projecting from the facades and the crown
of the tower are meshed with a typical size equal to 0.005H (0.62 m in full
scale). An expansion ratio is adopted in the vertical mesh spacing in order to
obtain a coarser mesh moving away from the ground. The adopted expansion
ratio is such that cells at the top of the domain are three times larger than those
at the ground.

(a) (b)

Fig. 3.4. The adopted mesh: (a) overall and (b) detail of the tower.

As it can be seen from Fig. 3.4 (b) some details of the tower cannot be meshed
with a good resolution using such mesh sizes. Although an overall good result
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is obtained, some of the edges could not be meshed accurately. This is partic-
ularly true for small details and thin walls located on the crown. The effects of
such geometrical inaccuracies can be dramatic in smooth flow conditions but
might be moderate in strongly turbulent flows and must be evaluated based
on the obtained results.

The stator is meshed with the same sizing used for the rotor in the zone ex-
tending from the ground up to an height equal to 2.5H in the zone upstream
the rotor. The same sizing is also used in the zone downstream the rotor, up
to a distance equal to 5 H from the tower. The other parts are meshed with
the coarser adopted mesh level, characterized by size in the xy-plane equal to
0.08H. A refinement has been adopted also at the rotor-stator interface to re-
duce the errors introduced by the non-conformal interface. Overall, the maxi-
mum non-orthogonality is equal to 70� and it is concentrated in an extremely
limited number of cells. Analogously the maximum skewness is equal to 5.

The mesh obtained by adopting such sizings counts in total 9.5 M cells. We
notice that we did not introduce boundary layers to perform the simulations.
The normalized wall distance y+ around the tower surface is 10 on average
and the maximum value is around 100. Indeed, their introduction would
strongly increase the cell count and, willing to keep fix the total number of
cells, would require to coarsen the mesh in the building surroundings. On
such regard, it is noticed that in the literature there is a consolidated tendency
to consider y+ a fundamental parameters to judge mesh quality. In fact, this
is well-justified for streamlined bodies, especially when immersed in smooth
flows (and in fact its importance is well-justified for aeronautical applications).
However, it is indeed unclear why such parameter should be considered of
paramount importance for bluff-bodies with sharp corners immersed in tur-
bulent flows. The overall result is that, in order to obtain a low y+, most of
the time the mesh is rapidly coarsened in the zones occupied by detached
shear layers, which are actually among the most important flow features for
bluff body aerodynamics [134]. We also notice that the presence of perfectly
sharp edges have been found to be problematic from the numerical point of
view leading to paradoxical results [127], which might be worsened by mesh
refinement at edges and corners.
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In a summary, the 9.5 M cells are subdivided so that approximately 7 M are
in the rotor and approximately 2 M are in the immediate surroundings of the
tower.

3.4.3 Models and numerical schemes

The standard k � equation LES model [135] is adopted in order to model sub-
grid stresses together with Van Driest damping functions at wall-boundaries.
Bounded linear schemes are adopted to evaluate fluxes at the cell faces for all
quantities apart from velocities, for which the LUST scheme is adopted [136].
Gradients and laplacians are calculated using partially corrected schemes, in
which the non-orthogonal part is forced to be smaller than the orthogonal
part. Such choices, as it is well-known, sacrifices accuracy favoring numerical
stability. PISO is adopted for pressure-velocity coupling. The pressure field is
solved using the GAMG solver while a symmetric Gauss-Seidel smoother is
used for the velocity field. Tolerances are set to 10�5 for all quantities apart
from the final pressure for which 10�6 is adopted.

The Crank-Nicolson scheme with 10% backward Euler scheme is used for
time advancement with a non-dimensional time step 4t · Ur/H = 2.2 · 10�3

(where Ur is 11.3 m/s and H is the building height), leading to a maximum
Courant number equal to 4 only in some particularly small cells and well-
below 1 in the immediate building surroundings.

3.4.4 Boundary conditions

An overview of the boundary conditions, BCs, adopted for the current case is
provided in Fig. 3.2. In particular, wall conditions are adopted for the tower
surfaces, the surroundings and the ground. Periodic conditions are adopted
for the sides (a larger domain with respect to the wind tunnel section is used,
also considering the open chamber configuration) and symmetry conditions
are used for the top. The rotor and the stator are connected using a non-
conformal mesh interface and a mixed inlet-outlet condition is adopted at the
outflow.
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As it can be noticed, the fetches located in front of the tower in the wind tunnel
tests have not been reproduced. It is thus mandatory to adopt a turbulent in-
flow in order to reproduce the incoming Atmospheric Boundary Layer, ABL,
profile. In this case, the inflow condition has been specified in agreement with
wind tunnel tests as regards the time-averaged wind speed and turbulence
intensity for the along wind velocity components. Other quantities have been
estimated based on empirical relations found in [137–139]. The unsteady in-
flow condition has been obtained through the generation of synthetic turbu-
lence according to [83] and as it is further detailed below.

3.4.5 Synthetic turbulence

It is well-known from wind tunnel tests that a correct reproduction of the in-
coming unsteady velocity field expected on site is of fundamental importance
for the evaluation of wind loads [1, 113]. In the present study the surround-
ings of the tower are explicitly modelled but, also in these circumstances, the
incoming ABL should be accurately reproduced, because the explicitly mod-
elled surroundings are relatively small if compared to the distance needed to
allow the development of the ABL. Additionally, the large turbulence scales
are the ones which contribute the most to the definition of the wind loads,
but are also the ones which require longer fetches to be produced. In wind
tunnels, the distance needed for their development is usually shortened by
adopting spires [95]. Additionally, in CWE computations the introduction of
inflow turbulence has the role to destabilize shear layers produced by the sur-
roundings, which are usually only roughly meshed and, thus, are excessively
stable with respect to the real ones.

In the last years, the generation of synthetic turbulence to be used as inflow
condition for scale resolving simulations and at the interface between hybrid
models has been the object of numerous researches [140, 141]. Briefly, avail-
able methods can be grouped into the following groups:

(a) Simulation Assisted inflow generation methods (SA, in the following);

(b) Synthetic Generation without or with partial approximation of the gov-
erning equations (SGwo);
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(c) Synthetic Generation with approximation of the governing equations
(SG).

In the present simulations the incoming flow is generated relying on the PRFG3

method which is of the SG type for homogeneous flows while it becomes of
SGwo type for strongly non-homogeneous flows (as most of the available SG
methods). We invite the reader to refer to [33] for details and to [83] for its use
in the context of ABL generation. Additional details regarding the generation
of inflow conditions and an overview of the available methods is provided in
Appendix A.1.

Briefly, PRFG3 relies on a complete four-dimensional spectral decomposition
of the velocity field in order to ensure the matching of the three target turbu-
lence intensities (one for each velocity component) and a good approximation
of the nine targeted integral length scales. The method takes into account the
realizability conditions of a divergence-free velocity field and the convection
operated by the time-averaged velocity.

Once the synthetic field has been generated, it must by applied to the numer-
ical simulation. Such operation is not trivial as pressure fluctuations often
arise. Further details on the application of unsteady inflow conditions can be
found in Appendix A.2. In the present work velocity fluctuations are applied
at the inflow patch using the Variationally Based Inflow Correction, VBIC,
method [34].

Using the aforementioned procedure, the inlet turbulent field is generated tar-
geting an Eurocode Category III profile, indicated as Tar. in Fig. 3.6. The mean
velocity and along-wind turbulence intensity follow the Eurocode prescrip-
tions, while Iv and Iw are 0.75 · Iu and 0.5 · Iu, respectively. Consequently, the
reference velocity, Ur, is 11.3 m/s at Hr, where the turbulence intensities in the
x, y and z directions are approximately 20%, 14% and 10%, and the integral
length scales for u, v and w in the along-wind direction are 150 m, 54 m and
30 m in real scale, respectively.
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3.5 Results

In the following, results obtained using the previously described computa-
tional model are reported. Firstly, the impinging wind profiles are discussed
and compared with wind tunnel data in Sec. 3.5.1. Then, in Sec. 3.5.2 the
sensitivity of the results with respect to the adopted computational mesh is
analyzed. Results obtained by varying the wind angle of attack are reported
in Sec. 3.5.3. Assessments regarding design values such as global forces and
peak pressures are shown in Sec. 3.5.4 and Sec. 3.5.5. Finally, computational
costs are discussed in Sec. 3.5.6. It is remarked that time histories obtained
with numerical simulations have been treated with a low-pass filter according
to wind tunnel results.

3.5.1 Inflow

A qualitative overview of the obtained velocity field is provided in Fig. 3.5.
The vortical structures generated at the inflow can be clearly distinguished in
Fig. 3.5 (a). The variation of the eddy size, which increases moving away from
the ground, can be also clearly noticed. In Fig. 3.5 (b) the vortical structures
produced in the proximity of the tower are detailed.

(a) (b)

Fig. 3.5. Overview of the velocity field: (a) overview of Q-isosurfaces
(Q(Hr/Ur)2=0.26) and (b) detail of vorticity w-isosurfaces ((w(Hr/Ur)=30)).
Both are colored by instantaneous velocity magnitude. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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For checking the results produced by the inflow generation procedure, an
empty computational domain without any obstacle is firstly simulated. A
comparison between the velocity and turbulence intensity profiles measured
in the wind tunnel, the ones targeted by the synthetic turbulence generation
procedure and those actually obtained in the simulation is reported in Fig.
3.6 (a) and (b). In order to characterize the along wind evolution of the ve-
locity field, 12 profiles arranged on a grid located between the inflow patch
and the location where the building will be placed (the origin of the reference
system) are considered (uniformly spanning the intervals x 2 [�500, 0] m and
y 2 [�300, 330] m, full-scale). Then results are represented considering the en-
velope of such profiles and their mean value. Analogously, the profiles of the
along-wind integral length scales for all velocity components is also reported
in Fig. 3.6 (c), but in this case comparison is provided with the target value
used for Lux, calculated in agreement with [139]. Overall a well-satisfactory
agreement between the three can be observed.

(a) (b) (c)

Fig. 3.6. Velocity profile: (a) time-averaged velocity, (b) turbulence intensities,
(c) along-wind integral length scales.

The spectra of the three velocity components measured at a distance of 0.5 m
from the inflow patch and at the building location at Hr are shown in Fig. 3.7.
As it can be observed a good agreement with the target values used in the
synthetic turbulence generation procedure has been achieved.
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(a) (b) (c)

Fig. 3.7. Spectra of the velocity components measured at a distance of 0.5 m
from the inflow patch and the building location at the height of Hr: (a) along-
wind component, (b) cross-wind component and (c) vertical component.

3.5.2 Mesh sensitivity

In this section, the sensitivity of the results to the mesh sizing is analyzed. As
anticipated, in the authors’ opinion mesh independence is a vague concept for
scale resolving simulations, which must be detailed according to the intended
use. We thus proceed, as many others, using it instrumentally in order to
assess the effect of the grid on the obtained results. From this point of view
it appears more appropriate to speak about mesh sensitivity rather than mesh
independence.

In particular, three meshes have been considered. The first one is that de-
scribed in Sec. 3.4.2 and, in the following, it is denoted as Mesh M. As previ-
ously reported, it is characterized by approximately 9.5 M cells and mesh siz-
ing equal to 0.01H close to the building surfaces and inside the volume up to
a distance equal to 0.125H from the tower surfaces. Some parts of the tower in
which smaller geometrical details are present are meshed with a sizing equal
to 0.005H.

Then, two additional meshes are considered. In particular, a coarse grid, de-
nominated Mesh C is also adopted. The mesh is composed of approximately
3.0 M cells. It has been obtained by a global coarsening of the mesh (also in
the rotor part) and by considering a typical mesh size close to the tower equal
to 0.015H. When such mesh is adopted, the tower edges and geometry can be

55



Chapter 3. Wind loads prediction using LES: Inflow generation, accuracy
and cost assessment for the case of Torre Gioia 22

only roughly approximated, especially when a top down approach is used for
meshing.

The last considered mesh is denominated Mesh F and represents a finer ver-
sion of Mesh M. In particular, the surroundings are meshed using the same set-
tings used for Mesh M but all the tower surfaces are meshed with size 0.005H
and such dimension is used also inside the fluid domain up to a distance equal
to 0.25H. The mesh counts approximately 20 M cells.

Fig. 3.8 reports a scatter plot of the results obtained by using the three afore-
mentioned meshes against experimental measurements at null angle of attack
for all the monitored pressure taps. In particular, Fig. 3.8 (a) reports the time-
averaged pressure coefficient, C̄p, while Fig. 3.8 (b) reports the pressure coef-
ficient standard deviation C0

p. It can be seen that all three meshes lead to good
predictions of the time-averaged values, so that the scatter plot is mainly lo-
cated in the proximity of the bisector. A few outliers are present for which
all the three meshes lead to the same predictions, suggesting that such values
might be influenced by slight discrepancies between the physical and the nu-
merical model. As expected, the main effect of refining the mesh is observed
for low pressure zones, located in the proximity of the edges, for which Mesh
F leads to slightly better results (due to the fact that a fine sizing is used for
all the building surfaces). Looking now at C0

p, as expected, a larger scatter is
observed, the coarse mesh leads to both under and over-estimations, so that
it is difficult to reach final conclusions regarding the adequacy of the three
investigated meshes.

We now investigate the dependency of extreme pressure values on the adopted
mesh size. In particular, as anticipated, wind tunnel time-histories are repre-
sentative of 21 samples of duration equal to 10 min in real scale. We thus pro-
ceed by fitting a Gumbel distribution using the method of moments to such
extreme values, so allowing to define the corresponding 90% probability con-
fidence interval. We then plot the extreme values measured in the numerical
simulations and compare them with the aforementioned confidence interval.
Fig. 3.9 reports for 10-min maxima (and minima) the confidence interval ob-
tained using wind tunnel tests for each probe, as well as the 10-min extreme
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(a) (b)

Fig. 3.8. Scatter plot of Cp statistics at 0� angle of attack for the three consid-
ered meshes: (a) C̄p and (b) C0

p.

(a single value) measured in the numerical simulations using Mesh C, Mesh M
and Mesh F, respectively. When plotting such results, for the sake of clarity of
the representation, the probes have been reordered in ascending (descending
for minima) value of the mean 10-min extremes extracted from wind tunnel
tests.

It can be seen that results obtained in the numerical simulations are in reason-
able agreement with experimental values but differences emerge at the most
critical probes, characterized by highest suctions. Here Mesh C appears to
systematically underestimate peak suctions, which do not exceed the value of
approximately -1.5, to be compared to the -2.5 measured for Mesh F. The situa-
tion is summarized in Table 3.1. It can be seen that for Mesh C values extracted
from the simulations are inside the 90% confidence interval 48.1% and 61.3%
of the times for maxima and minima, respectively. Such values are in the
range 70%-80% when Mesh M and Mesh F are adopted, without a monotonic
increase of the score with the mesh refinement. Notice that a perfect match
would be obtained when the values measured in the numerical simulations
are within the confidence interval 90% of the time (also the fact that pressure
extreme values do not perfectly respect the Gumbel distribution contributes
to lower the obtained score).
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(a) (b)

Fig. 3.9. Comparison of peak prediction among three mesh sizes: (a) maxima
and (b) minima.

Table 3.1: Sensitivity of the results with the adopted mesh size: extreme val-
ues from numerical simulations falling within the 90% probability interval
obtained from wind tunnel tests.

Mesh C Mesh M Mesh F
Maxima [%] 48.1 74.8 73.0
Minima [%] 61.3 77.3 71.6

To further investigate the distribution of the 10-min extremes, the cumulative
density function of the obtained values is reported in Fig. 3.10 and 3.11 (accu-
mulation over all the monitored pressure taps). In particular, for wind tunnel
the cumulative density function is calculated base on the extremes which has
50% probability of exceedance while, for numerical simulations, it is calcu-
lated based on the single available realization. As expected, for Mesh C dis-
crepancies are observed over an extended range of pressure values: for suc-
tions a much more rapid decay of the distribution on the negative side with
respect to wind tunnel is observed. For Mesh M a much better agreement is
observed and differences are concentrated in the high suction zones. Mesh F
leads to a very good agreement also for strong suctions. It should be anyway
noticed in Fig. 3.9 that, for very strong suctions, simulations tend to provide
values systematically falling in the higher part of the confidence interval cal-
culated basing on wind tunnel results, in practice leading to results not on the
safe side.
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(a) (b) (c)

Fig. 3.10. The distribution of Ĉp for different meshes: (a) Mesh C, (b) Mesh M
and (c) Mesh F.

(a) (b) (c)

Fig. 3.11. The distribution of Čp of different meshes: (a) Mesh C, (b) Mesh M
and (c) Mesh F.

In conclusion, is appears that Mesh C provides sensibly different results with
respect to the wind tunnel for many quantities of interest. Some differences
are also recorded for Mesh M and Mesh F for peak values, especially for 10-min
extreme suctions but results do not appear to clearly ameliorate with refine-
ments of the zone in the proximity of the tower. In the following only Mesh M
is considered in order to perform simulations at other angles of attack.

3.5.3 Polar

The instantaneous flow field in the proximity of the tower at 0�, 120� and 240�

is qualitatively depicted in Fig. 3.12.
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0.0

0.5

1.0

U/Ur

(a) (b) (c)

Fig. 3.12. Instantaneous flow field at different attack angles: (a) 0�, (b) 120�
and (c) 240�.

Fig. 3.13 reports the distribution of Cp along three paths which go around
the building at three heights (see Fig. 3.3(c)) at null attack angle. In particu-
lar, the time-averaged value and the standard deviation are considered. The
coordinate along the path is indicated as s.

Overall, a good agreement between experimental results and simulations is
observed. As expected, at the edges between inclined faces, a sharp change in
the pressure field is observed, with the formation of jumps and cusps at the
passage between differently oriented faces. Such jumps and the prominence
of the cusps, as expected, is slightly underestimated in the simulations.
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(a) (b)

(c) (d)

(e) (f)

Fig. 3.13. Pressure coefficient statistics at 0� angle of attack: (a) C̄p and (b) C0
p

for Top path, (c) C̄p and (d) C0
p for Medium path, (e) C̄p and (f) C0

p for Bottom
path.

Fig. 3.14 shows the distribution of the Cp time-average and standard deviation
for the angle of attack 240�, which correspond to a wind perpendicular to
the long building side. Results qualitatively confirm those obtained for 0�,
although in this case a systematic underestimation of the time-average and
standard deviation of pressure is observed. Given the complexity of the model
it is difficult, and probably not useful, to detail the cause of the discrepancies.
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Nevertheless, as those are observed on the face of the building directly hit by
the incoming wind, it might be conjectured that they are related to differences
in the impinging turbulent structures produced by the surrounding buildings.

(a) (b)

(c) (d)

(e) (f)

Fig. 3.14. Pressure coefficient statistics at 240� angle of attack: (a) C̄p and
(b) C0

p for Top path, (c) C̄p and (d) C0
p for Medium path, (e) C̄p and (f) C0

p for
Bottom path.

In order to provide a global overview of the obtained results, scatter plots
which related experimental measurements and simulation results are proposed
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in Fig. 3.15 and 3.16. Here six angles of attack, equally distributed along
all possible directions, are considered. Results are presented using different
markers to allow to identify the face (see Fig. 3.3(c)) to which pressure taps
belong. The coefficient of determination, R2, of experimental and numerical
data is reported in Table 3.2.

(a) (b) (c)

(d) (e) (f)

Fig. 3.15. Scatter plots of C̄p : (a) 0�, (b) 60�, (c) 120�, (d) 180�, (e) 240� and (f)
300�.

Analogously, for the pressure coefficient standard deviation, results are pre-
sented in Fig. 3.16. Also in this case, R2 is reported in Table 3.2.

Table 3.2: Coefficient of determination, R2, of each wind angle of attack.

0� 60� 120� 180� 240� 300� Mean
C̄p 0.95 0.93 0.90 0.92 0.96 0.91 0.93
C0

p 0.92 0.89 0.70 0.92 0.78 0.87 0.85
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(a) (b) (c)

(d) (e) (f)

Fig. 3.16. Scatter plots of C0
p : (a) 0�, (b) 60�, (c) 120�, (d) 180�, (e) 240� and (f)

300�

3.5.4 Global forces

Up to now we provided an overview of the first and second order pressure
statistics distribution. Here we provide an assessment regarding the accuracy
of global forces, expressed in terms of aerodynamic coefficients based on the
tower height. In particular, forces have been calculated by integrating the
pressure field, so leading the forces time-histories. Then, for each angle of at-
tack, the mean value and peak design values have been extracted assuming a
Gumbel distribution for the extremes. Quantiles associated to 90% probabil-
ity have been extracted for wind tunnel data while the extremes for numerical
simulations are extracted directly from the time history. Results are shown
for each force (moment) in Fig. 3.17 showing very good results in terms of
time averaged values and a very good reproduction of the envelope shape for
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almost all angles of attack. We notice a relatively large discrepancy for the
simulation at 300� which further inspection revealed to be caused by a single
event recorded within the simulation.

CFx CFy

CMx CMy

Fig. 3.17. Comparison between experimental and simulated global forces and
moments.

3.5.5 Peak pressures

Similarly to what has been done in Sec. 3.5.2, we now proceed to analyse the
extreme values from all considered angles of attack. Results are summarized
in Fig. 3.18 as regards maxima and in Fig. 3.19 as regards minima. Also in
such plots the numbering of the pressure taps have been changed for the sake
of clearness, ordering them in ascending order with respect to the wind tunnel
mean extreme value (maximum and minimum respectively).
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(a) (b)

(c) (d)

(e) (f)

Fig. 3.18. Maximum predicted Cp: (a) 0�, (b) 60�, (c) 120�, (d) 180�, (e) 240�
and (f) 300�
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(a) (b)

(c) (d)

(e) (f)

Fig. 3.19. Minimum predicted Cp :(a) 0�, (b) 60�, (c) 120�, (d) 180�, (e) 240�
and (f) 300�

In this case, data are compared with two envelopes extracted from wind tun-
nel data. In particular, Envelope 1 is extracted from the 10-min extremes mea-
sured in wind tunnel tests (Gumbel distribution, 90% probability). As regards
Envelope 2, it is obtained by calculating 90% probability 10-min extremes for
the considered angles and incrementing it of ±10�. This is done in order to
qualitatively evaluate if a small change in the angle of attack can be consid-
ered responsible for the observed discrepancies.
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Table 3.3 reports the percentage of extremes falling within the previously cal-
culated confidence interval for all the considered cases. As it can be seen,
results previously presented are confirmed. The numerical simulations fall
inside the calculated Envelope 1 type confidence interval an average of 80% of
the times. When Envelope 2 is considered, the scores is in the order of 90 %. De-
spite those error metrics, it should be anyway noticed that numerical results
tend to accumulate in the lower zones of the calculated confidence intervals.
This is particularly evident for Fig. 3.19 (a) and (e), for which, at high suctions,
the peak values measured in the simulations tend to cumulate at milder suc-
tion values. On such regard, further research is needed as the evaluation of
peak loads by means of numerical simulation, despite its importance, has not
been deeply investigated in the literature.

Table 3.3: The percentage of extremes falling in the WT confidence interval.

Peak types 0� 60� 120� 180� 240� 300� Mean

Maximum
Inside Env.1 ratio (%) 74.8 84.9 68.0 87.3 80.7 69.8 77.6
Inside Env.2 ratio (%) 87.5 91.8 84.7 95.0 93.0 90.3 90.4

Minimum
Inside Env.1 ratio (%) 77.3 88.3 75.1 87.1 80.9 75.7 80.7
Inside Env.2 ratio (%) 88.5 94.4 86.5 94.6 91.3 86.7 90.3

3.5.6 Computational costs

In this section the computational costs involved in running the proposed sim-
ulations are detailed and the budget for a complete study is discussed.

The proposed simulations have been run at CINECA, on the GALILEO su-
percomputer, which is equipped with 1022 nodes each composed of 2x18-core
Intel Xeon E5-2697 v4 (Broadwell) at 2.30 GHz. Running each simulation with
a number of cores comprised between 100 and 200, each simulation required
approximately 5000 Core-h to complete for the Mesh M 10 min in real scale,
which should be considered a minimum requirement in agreement, for in-
stance, with CNR [142].

Although in the present study, for the sake of convenience, simulations have
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been performed every 60�, a stepping comprised between 10� and 30� is usu-
ally required [142]. Assuming for instance to sample the attack angle every
30�, this requires 12 simulations to complete the attack angles.

It is thus easily possible to see that a complete study performed as described
in this paper requires approximately 6.0E4 Core-h if every angle of attack is
sampled for 10 min, while it would require 3.6E5 Core-h for a 1 h sample in
full-scale, from which a more careful evaluation of the extreme values can be
obtained.

According to Recale [143], Wallker [144], we here assume a cost of the Core-
h equal to 0.1 euro (this might be considered an average value with typical
oscillations of about 20%). This leads to a total cost comprised between 3k
and 50k euro, which is indeed the range of price of wind tunnel tests.

It is nevertheless noticed that the cost structure of wind tunnel tests and nu-
merical simulations is completely different: the first ones are characterized by
fixed costs due to the wind tunnel infrastructure and the model production
and installation, being the actual tests relatively quick and inexpensive. On
the other side, CFD is characterized by relatively low fixed costs for the sim-
ulations setup, while variable costs increase linearly with the simulation time
and the number of studied configurations.

It thus appears that in a complex case as the selected one, numerical simula-
tions are competitive with wind tunnel evaluations only if economy is made
on the number of considered attack angles and/or, length of the time-histories
and configurations (we remind that in wind tunnel tests actually two config-
urations have been tested with a 10� stepping). On the other side, when it is
possible to study a reduced number of incidence angles (e.g. due to symme-
try) or due to the expected structural behaviour, CFD already appears as an
optimal choice, although carefulness has to be used in evaluating local peak
pressures.
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3.6 Conclusions

In the present paper, the recently designed Torre Gioia 22 has been selected
as case study for the evaluation of the wind loads based on CFD simulations.
The analyses showed a good capability of numerical simulations to reproduce
wind tunnel tests, being the most important source of discrepancy the dif-
ficulty encountered in numerical simulations in the reproduction of extreme
suctions. Local refinements in the immediate proximity of the building sur-
faces were able to alleviate the problem but not to eliminate such effects, which
probably require a finer mesh sizing in a wider zone close to the building, so
remarkably increasing the computational costs.

In particular, we remark that mesh sizing and numerical schemes which, in
the authors’ experience, provide a reasonable compromise between accuracy,
computational cost and numerical stability have been reported. Such settings
are indeed problem dependent and well-adapted to sharp-edged bluff bodies
immersed in mildly and highly turbulent flows. In particular we here recall:

1. the mesh size here adopted in the proximity of the studied structure has
size comprised between 0.01Hr and 0.005Hr being Hr the object charac-
teristic scale. In the authors’ experience, the addition of boundary layer
cells is often found to be very costly (especially due to the consequent
requirements in terms of stable time step) and often unnecessary;

2. the use of partially-corrected schemes can be used in order to increase
the computations stability. Although suboptimal such choice is often
unavoidable and leads to acceptable results;

3. as it is well-known, the synthetic inflow can be generated by various
available methods. The authors briefly reported the factors which, in
their experience, mainly contribute to their success and led to the devel-
opment of the PRFG3 here adopted;

4. the fact that synthetic inflows inevitably lead to the insurgence of spu-
rious pressure fluctuations (at least due to incompatibility with other
boundary conditions) at the inflow has been discussed and the VBIC
procedure used to alleviate such effect.
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Finally, the computational cost of such simulations is analysed. It appears that
at the current stage, the cost of running accurate numerical simulations is still
comparable, if not higher, than wind tunnel tests. This is particularly true
in the case of complex surroundings or multiple design scenarios. However,
the use of numerical simulations appears to be already well-suited for cases
in which it is possible to define a priori a limited number of conditions to be
tested.

As a result, while it is not difficult to foresee a future in which numerical sim-
ulations will overtake wind tunnel tests, the two techniques currently appear
optimal in different conditions. Further research is still needed in order to al-
low a more rational use of numerical simulations: between them the use of
multi-fidelity approaches and a priori identification of critical conditions ap-
pear to be the most promising ones.
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4 Early stages wind load
assessment using Computational
Fluid Dynamics: The new Bologna
Stadium roof

The use of Computational Fluid Dynamics (CFD) is rapidly expanding, allow-
ing to complement traditional wind tunnel tests even in the case of extremely
complex geometries at reasonable computational costs. In this contribution,
we report the experience gained in the preliminary study of the new roof over
the Bologna Stadium. The study, performed prior to wind tunnel tests, is
meant to provide the designer a first evaluation of wind loads in early de-
sign stages, with classical wind tunnel tests planned at the final design stage.
The most critical loading conditions are identified and the structural response
evaluated. Finally, the structural response sensitivity to damping, which is
difficult to be accurately evaluated a priori, is assessed. The study shows how
early CFD simulations can effectively complement traditional wind tunnel
tests in the project development.

4.1 Introduction

As it is well-known wind-induced dynamic loading plays a crucial role in the
design of large-span structures such as stadia [145, 146]. However, in mod-
ern architecture, the shape of the roof is characterized by high variability and
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providing general guidelines for the evaluation of wind loads acting on sub-
horizontal surfaces is far from being an easy task. As a result, only a few stan-
dardized geometries are considered in codes and standards (see for instance
[137, 147]), and extrapolating the case of interest starting form these known
cases usually comes with great uncertainties.

For this reason, long-span roofs are usually tested by means of Wind Tunnel
Test, WTT, from which the time-varying pressure field acting on the roof is
measured at several hundreds of points [148, 149]. Usually, based on the WTT
output, the structural dynamic response is numerically calculated [150–152].
With the structural responses for all wind attack angles, the extreme values of
the response are calculated for each structural element, leading to the defini-
tion of the so called design envelope. Finally, Equivalent Static Wind Loads,
ESWLs, might be calculated for design purposes [153, 154].

Although WTTs are well-established and widely adopted, their preparation is
cumbersome and requires expensive infrastructures, so that great advantages
might be obtained by using numerical simulations. In this context, the use
of CFD is rapidly spreading, leading to the so called Computational Wind
Engineering, CWE.

Nowadays CWE is routinely adopted in many applications such as pedestrian
level wind comfort and pollutant dispersion [117], but its use in field of wind
loads evaluations is still debated, at least from the point of view of codifica-
tion. In particular, at the time of writing, the approach used by standards
to regulate the use of CWE is extremely variable. The Japanese guidelines
[155] provide a remarkable amount of details regarding the use of CWE, also
proposing validation cases. On the contrary, Eurocode [137] and ASCE [156]
substantially ignore CWE, but updates are expected to appear soon. Finally,
the Italian guidelines [147] consider CWE in a dedicated informative annex.
Despite such differences, which mainly arise due to some skepticism in us-
ing CWE for the final design, there is little doubt that CWE analyses can be
extremely useful in the preliminary design stage, providing an intermediate
step between the use of standard cases found on codes of practice and detailed
WTTs.

74



4.1. Introduction

Nevertheless, even in such context, the use of CWE for complex cases such as
the analysis of a stadium roof is still uncommon. This is, at least partially, due
to the fact that the use of computationally demanding scale resolving mod-
els is necessary for the assessment of structural vibrations [31, 157] and, thus,
substantially mandatory even at the preliminary design stage for light struc-
tures.

In this paper, we present the preliminary study performed on the new roof of
the Bologna Stadium, aimed at providing the designer a first evaluation of the
structural response in the early stage of the design process, prior to the final
design stage for which WTTs are planned. The study makes use of Large Eddy
Simulation, LES, as well as various techniques developed by the authors in re-
cent years, which provide a smooth and comprehensive procedure for wind
loading assessment. The combined use of such techniques prove essential in
order to allow for an efficient and robust methodology without excessive over-
heads for the structural engineer, which is of great importance for preliminary
analyses.

In particular, the structural response is calculated relying on the structural
modes, but quasi-static corrections [158] are adopted in order to compensate
for the truncation of the modal base. Such corrections are calculated relying
on Proper Skin Modes, PSMs, which can be seen as a modal version of the
standard approach based on influence coefficients, evaluated applying uni-
tary forces [159].

As it will be seen, even for preliminary analyses, relatively high fidelity simu-
lations are adopted and the structural response is calculated up to evaluating
design values for each structural member. This allows to make an early as-
sessment, for instance, of locations showing particularly high peak pressures
which can be used to guide the disposition of pressure taps in subsequent
WTT, to individuate the most critical wind directions and study the effect of
structural damping. In particular, such last aspect might be used in order to
evaluate the opportunity to perform dedicated studies aimed at providing a
more precise evaluation of such parameter and/or to guide the design of mit-
igation systems.
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Finally, we also comment on the extraction of ESWLs which can be easily used
for design purpose. In particular, ESWLs are here extracted by means of a
slightly modified procedure with respect to that already presented by the au-
thors [160] and they are used in order to provide to the designer static loads
which can be used to refine predictions based on codes of practice.

We would like to stress that it is not the aim of this paper to provide an eval-
uation of LES models accuracy for large-roof structures, which would be im-
possible for the investigated case, as WTT have not been planned at the time
of writing. What we aim to do here is to provide a description and assess the
potential of numerical simulations as a complementary tool with respect to
WTT, showing its practical application in a complex case.

The paper is organized as follows: in Section 4.2 the numerical settings of
the LES analyses are outlined. The qualitative descriptions of the obtained
flow fields are reported in Section 4.3. Subsequently, the calculation of the
structural response and the extraction of ESWLs is discussed in Section 4.4.
Finally, conclusions are drawn in Section 4.5.

4.2 Numerical model

In this section, the setup adopted for the CFD analyses is discussed. The ge-
ometry of the roof and the surroundings are described in Section 4.2.1, the
adopted mesh and the numerical schemes are outlined in Section 4.2.2. Finally,
in Section 4.2.3 the generation of turbulent inflow conditions is addressed.

4.2.1 Description of the stadium

The stadium, Stadio Renato Dall’Ara, was built approximately a century ago
and later deeply renovated for the 1990 FIFA World Cup. It currently has a
capacity of more than 38000 people, as the home of the Bologna football club.
The proposed project is to renovate the stadium and add a semi-closed large-
span roof, designed by MJW structures [161]. The outline of the structure is
depicted in Fig. 4.1 and its dimensions are planned to be 227 m in length and
160 m in width. The roof is located at a height of approximately 35 m and
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it is composed by an outer open-ring-like structure covered by opaque mem-
branes and an inner translucent ring-like structure. The two are separated by
a gap which allows the air flow and are supported by primary reticular struc-
tures (Fig. 4.1 (b)) and secondary curved beams (Fig. 4.1 (c)) surmounting
them. The stadium roof is composed of approximately 4000 beams/trusses
elements and it is subdivided into four sectors, shown in Fig. 4.1 (c). To be
noticed is also the presence of a structure of height 42 m denoted Torre di
Maradona, located at the middle of one of the long stadium sides.

(a) (b) (c)

(d) (e)

Fig. 4.1. The Bologna Stadium: (a) the view of the roof, (b) the primary (red)
and secondary (blue) structures, (c) the roof subdivision into sectors, (d) plane
view of the structural system and (e) vertical sections. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)

4.2.2 Numerical model for the wind flow simulation

We proceed at simulating the structure by means of Large Eddy Simulation,
LES, in full-scale, but the Reynolds number has been decreased by increasing
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the air viscosity of a factor 300 in order to increase the stability of the compu-
tations, i.e. by decreasing the cell Reynolds number [162]. This amounts to
the fact that the simulated Reynolds number is comparable to that of a 1:300
scaled model, which is a quite standard scale for WTT. While numerical sim-
ulations are theoretically able to simulate full-scale conditions, this can hardly
be obtained in practice if not for very simple cases or at high computational
costs, which in this context appears unjustified due to the aforementioned
consolidated WTT practice. The Reynolds number based on the roof height
is approximately 2.94 ⇥ 105. The computational domain measures 1750 m,
1300 m and 340 m in length (streamwise direction), width and height, respec-
tively, as shown in Fig. 4.2. The distance from the inlet to the stadium is 750
m. The origin of the reference system is located on the ground at the center of
the stadium. Neighboring buildings within a distance of 450 m are explicitly
simulated (see Fig. 4.3). The first problem to be solved is that the stadium lies
at the foot of the Apennines, so that the terrain varies remarkably in height
within the area for which surroundings are explicitly reproduced. We decide
to proceed with a rotor-stator approach as in standard WTT to avoid the need
to re-mesh for each angle of attack (as all attack angles are obtained simply by
rotating the rotor part). It is thus necessary, again in agreement with common
WTT practice [142], to build a model in which the geometry of the hilly terrain
is trimmed and smoothly connected to a flat surface representing the level im-
posed by the stator. The blockage ratio of the model is lower than 1%. All
structural elements composing the roof have been removed (both main retic-
ular beams, cables and secondary beams), so leaving only the main surfaces.
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(a) (b)

Fig. 4.2. The computational domain and the boundary conditions (a) and
indication of wind attack angles (b).

The mesh size in the zone spanning from the inlet to the rotor has a maximum
size of 6 m, in order to allow for the transport of the turbulence generated at
the inflow up to the stadium without excessive dissipation. In the proximity
of the stadium the mesh size is decreased up to approximately 1.5 m while in
the proximity of the roof edges it is kept at approximately 0.75 m. The mesh is
then coarsened downstream the rotor reaching a maximum size of 12 m. The
total cell count is approximately 8.5 M.

The ground, the surroundings and the stadium surfaces are modeled as walls.
The stadium roof is modelled considering the minimum thickness (0.2 m)
which allowed to obtain a good result in terms of meshing. Roughness has
been added using rough wall-functions in the zones outside the rotor (where
surroundings are not explicitly modelled) in other to match a Category III Eu-
rocode terrain [137], while Van Driest damping is used for the stadium and
the surroundings. Symmetry conditions are used on the top, front and the
back surfaces of the domain, which are commonly used to model wind tun-
nel walls. The rotor and the stator are coupled by means of non-conforming
interfaces, i.e. at the interface the mesh used for the rotor does not need to be
the same as that used for the stator. The inlet boundary condition is generated
using the synthetic turbulence generator, PRFG3, discussed later in Sec. 4.2.3.
A k-equation subgrid model is adopted [135].
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Gradients and Laplacians are calculated using the Gauss linear scheme while
advective terms are approximated using the bounded linear scheme for k and
the LUST scheme for the velocity field [136]. Pressure-velocity coupling is ob-
tained with the well-known PISO algorithm [163] and time advancement is
obtained using a Crank-Nicolson scheme blended with 10% backward Euler
scheme. The pressure field is solved using the GAMG solver, while the veloc-
ity field is solved using the Gauss-Seidel smoother. Simulations are performed
using OpenFoam 6.

(a) (b)

Fig. 4.3. The mesh distribution (a) and the details of the meshed stadium (b).

To evaluate the wind effects on the stadium roof and predict the extreme wind
loads, the simulation time should last for at least 700 s (600 s, i.e., 10 min, for
simulation and 100 s for model initialization). Notice that this is truly a mini-
mum requirement as the extraction of extreme values would require multiple
samples of 10 min each. However, this would strongly increase computational
costs so that, for preliminary analyses, we here proceed considering only 1
sample of 10 min for each angle of attack and consider a total of 12 wind at-
tack angles, uniformly spaced every 30�, as indicated in Fig. 4.2 (b). The time
step is 0.012 s, which leads to stable computations and to average Courant
numbers around the stadium well-below 1 with extremes around 5 only in
few small-size cells. To ensure the computational stability, the inflow velocity
is ramped up from null value to the final value in 10 s. Each angle of attack is
run on 192 CPUs and requires approximately 2800 CPUh.
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The roof of the stadium is equipped with 3820 pressure taps, organized in 1910
pairs, i.e., on both upper and lower surfaces, to allow the measurement of net
pressure, as indicated in Fig. 4.4 (a).

(a) (b)

Fig. 4.4. The distribution of the pressure probes on the stadium roof (a) and
the velocity probes in the empty domain (b).

4.2.3 Synthetic turbulence inflow generation

According to the local wind climate, site roughness and code prescriptions,
the inflow turbulence is generated based on the Category III Eurocode (EC)
profile [137], assuming a base velocity of 25 m/s from all directions [142]. The
reference height, Hr, is 40 m, so that the reference velocity there measured, Ur,
is 27 m/s.

Firstly, a wind field in an empty domain is simulated to evaluate the wind pro-
files at the stadium location. Simulations have been run on both a completely
empty domain and a domain in which the topography of the surroundings
(without buildings) are considered, with the hilly part downstream the sta-
dium to minimize its effect (Fig. 4.4 (b)). This is done in order to make sure
that the irregularity of the mesh close to the ground caused by the presence of
the orographic elements does not cause excessive modifications of the profiles
with respect to the completely empty case (which has a regular mesh close to
the ground). The comparison between the two solutions, not here reported for
the sake of brevity, did not highlight discrepancies between the two.

The turbulent inflow is generated through a turbulence synthesizer recently
proposed by the authors, PRFG3 and applied to the inflow patch using the
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VBIC technique, able to moderate pressure fluctuations induced by synthetic
inflows. Readers are invited to refer to [33, 34, 111] for details. The com-
parison between the target and the simulated wind profiles are shown in Fig.
4.5. As can be observed, a good agreement can be obtained through the im-
plemented turbulence synthetic generation procedure. The turbulence inten-
sity of all three velocity components, u, v and w, at Hr is around 20%, 19%
and 10%. Integral length scales reported in 4.5 (c) have been calculated using
Taylor hypothesis of frozen turbulence from time-histories and are found in
agreement with usual prescriptions. Notice that this is a parameter for which
target values are known only very approximately, as large scatters are present
in available site measurements.

As for the spectra at Hr, the results are presented in Fig. 4.6. The simulated
results agree well with the targeted spectrum in the low-frequency region and
show the classical cut-off frequency at approximately 0.6 Hz. In order to ob-
tain such results, the turbulence intensity of all velocity components has been
increased at the inflow of about 20% to compensate for the dissipation regis-
tered between the inflow and the stadium location. Avoiding such problem
by refining the mesh, although surely preferable, would increase the compu-
tational cost substantially and, thus, such approach was not here followed. It
shall be noticed that, aiming at calculating the structural response, the cut-off
frequency shall be chosen in order to be higher than the structural vibration
modes of interest, which in this case are in the order of 1 Hz (see Sec. 4.4.1). Al-
though not optimal, the present result is retained considering that the model
in which the surroundings and the stadium are placed is characterized by
mesh size 2 to 4 times finer than empty domain conditions, leading to a cut-
off frequency of 1.2 to 2.4 Hz. Indeed, small scale structures will be produced
by the explicitly simulated obstacles to a large extent, so that for preliminary
simulations the obtained results appear to be acceptable.
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Fig. 4.5. Velocity profiles obtained from the empty domain test: (a) mean
velocity profiles, (b) turbulence intensity profiles and (c) turbulence length
scale profiles.
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Fig. 4.6. Spectra of the velocity components measured at Hr: along-wind
component (a), cross-wind component (b) and vertical component (c).

4.3 Characterization of the flow field

In this section, the simulated flow fields and the pressure distribution acting
on the stadium roof are described. Firstly, in Section 4.3.1, the instantaneous
flow fields obtained from the LES are presented. Then, the recorded pressure
field is characterized in Section 4.3.2 and Section 4.3.3. Finally, global forces
and moments are analyzed considering all wind attack angles.
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4.3.1 Instantaneous flow field

Fig. 4.7 reports the instantaneous flow fields represented by Q-criterion iso-
surfaces colored by U/Ur over the computational domain and the stadium,
being U the instantaneous velocity magnitude. The turbulent structures pro-
duced by the stadium itself and the surrounding structures can be clearly seen,
with the presence of large size vortices impinging on the roof oppositely to the
side/corner they detach from.

(a) (b)

Fig. 4.7. Overview of the flow field by means of instantaneous Q-criterion
iso-surfaces colored by U/Ur: (a) overall domain (Q = 0) and (b) around the
stadium at 120� (Q = 2).

Fig. 4.8 shows two scenarios, with wind coming from the flat terrain part (30�)
and the hilly terrain part (210�), respectively. In particular, the figure reports
the value of the turbulent kinetic energy (not to be confused with the subgrid
turbulent kinetic energy).

It can be seen that, as expected, while having a shielding effect on the stadium,
the wind coming from the hill is expected to have stronger gusts compared to
that coming from the flat terrain, so potentially leading to a larger dynamic
response of the roof.
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(a) (b)

Fig. 4.8. Flow visualization of the wind coming from different terrains, col-
ored by (|U0|/Ū)2: (a) 30� and (b) 210�.

4.3.2 Proper Orthogonal Decomposition

In order to characterize the pressure field acting on the stadium roof from dif-
ferent angles of attack, we here consider the well-known Proper Orthogonal
Decomposition (POD). Readers interested in a methodological review of POD
in wind pressure analysis can refer to [164]. In this context, we use POD de-
composition mainly for two reasons. The first one is that it allows to obtain a
synthetic characterization of the fluctuating pressure fields and make qualita-
tive judgements relatively to the induced structural response. In fact, energy
concentration in a few POD modes and their similarity to the structural modes
shall be regarded as a situation prone to lead to large structural responses. Sec-
ondly, and even more importantly, numerical instabilities in the CFD models
might lead to unexpected concentrated pressure fluctuations, easily identifi-
able observing the POD decomposition. In the best cases such instabilities
lead to large fluctuations of the Courant number and, finally, to global insta-
bility of the simulation. Nevertheless, in some cases, they are more insidious
and thus, a preliminary POD decomposition of the obtained results is always
advisable.

Fig. 4.9 shows the first POD mode of the pressure field when wind attack an-
gles are 0�, 30�, 60�, 90�, 120� and 150�. As expected, for all considered wind
attack angles, the highest pressure variations occur at the inner edge down-
stream the incoming wind direction. It can be seen that pressure fluctuations
are concentrated on narrow stripes close to the edge for 90� angle of attack, so
that it can be expected that such angles might be more relevant for the defi-
nition of local peak pressures than for the response of the primary structure.
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Contrarily, skew angles such as 60� lead to high levels of pressure fluctuations
over all the longest span of the roof, so anticipating that they might be the
more relevant incidence angle for the global structural response evaluation.

0� 30� 60�

90� 120� 150�

Fig. 4.9. Proper Orthogonal Decomposition, an overview of the first mode for
angles up to 150� (colorbar not reported as the POD modes are not defined in
amplitude.) (For Interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

For each case, the percentage of the total variance produced by the first POD
mode is reported in Fig. 4.10 (a), while the number of POD modes necessary
to cumulatively represent 25% and 75% of the total variance are shown in Fig.
4.10 (b) and (c).

Looking at Fig. 4.10 (a), we notice that the angles of attack showing the high-
est variance explained by only the first POD mode are those with the wind ap-
proaching from a short side (i.e., 0� and 180�). Conversely, those for which the
explained variance is lower, correspond to the wind approaching orthogonal
to the long side of the stadium. Looking now at Fig. 4.10 (b), in order to reach
25% of the total variance it is necessary to consider only 3 POD modes when
the wind is approaching from a short side, while it takes up to 5 POD modes
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when the wind approaches from the long sides. Finally, considering Fig. 4.10
(c), we see that 40 to 50 POD modes are necessary to explain 75% of the total
variance. Overall, data indicate that when the wind approaches orthogonal
to the short sides, the aerodynamic excitation concentrates in a low number
of modes and mainly affects the corresponding downstream sector. However,
the excitation of the shorter sides is less demanding from the structural point
of view with respect to the long ones, so that the balance between such two as-
pects must be further analysed by calculating the structural response, as later
reported.
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Fig. 4.10. Proper Orthogonal Decomposition of the pressure field: (a) energy
of the first mode (percentage), (b) number of modes required to obtain 25% of
total energy and (c) number of modes required to obtain 75% of total energy.

4.3.3 Peak pressure distribution

The peak pressure (i.e., minimum and maximum) distributions are presented
in Fig. 4.11. Notice that we here always speak about the net pressure, differ-
ence between the top and bottom surfaces composing the roof. The extreme
values are extracted for each monitor pair assuming a Gumbel distribution for
the 10 min peaks and calculating quantiles with non-exceedance probability
equal to 80%, following the well-known Cook and Mayne approach [114]. It
shall be noted that, as the duration of the simulated time series is 10 min, it is
necessary to extract quantiles related to 2 min extremes and, then, shift them
according to the well-known shifting property of the Gumbel distribution in
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order to recover the 10 min peaks quantiles [113]. In essence, the approach as-
sumes that the Gumbel distribution can fit the data with reasonable accuracy
and that 2 min extremes are independent variables. Notice that alternative so-
lutions able to extract peak values from short time-histories have been recently
proposed for instance in [165].

As expected, strong suctions and overpressures are predicted along the whole
inner ring. The analyses suggest the presence of relatively high local pres-
sures also in the proximity of the gap between the opaque and the translucent
portions of the roof, which might be better investigated in WTT.

(a) (b)

Fig. 4.11. Peak pressures evaluated following Gumbel procedure with non-
exceedance probability equal to 80% considering all attack angles: (a) minima
and (b) maxima. The values are limited to the range �1.5 to 1.5 [kPa] in order
to allow an easier visualization of the distribution.

4.3.4 Global forces

Before proceeding to the evaluation of the structural response, we here con-
sider the global forces acting on each roof sector (see Fig. 4.1 (c)). The time-
averaged and the peak values of the global forces in the z direction, Fz, are
show in Fig. 4.12. In particular, we report the time-averaged values, the gaus-
sian envelopes (obtained by adding/subtracting to the mean 3 standard de-
viations) and the actually observed extreme values. Again, it can be clearly
seen that for each sector the worst case condition is represented by the de-
tachment of vortices from an upstream located sector. In some conditions (see
for instance Sector 4 at 60�), the response is strongly non-gaussian, so that the
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recorded extreme values fall outside the gaussian envelope. We notice that
Sector 3, probably due to the particular curved shape which makes it stand at
a lower height on average, does not appear to interact with vortices detached
from Sector 4. Its response is generally gaussian with good approximation and
more evenly distributed with the attack angle.

For the sake of completeness, we now provide a rough comparison between
the obtained results and that which might be deduced applying codes and
standards. In particular, the peak dynamic pressure coefficient, Cq can be
evaluated as Cq = 1 + 2gIu, being g a peak factor usually equal to 3.5. Con-
sidering that Iu ⇡ 0.2 at roof height according to the present profile (see Fig.
4.5), Cq = 2.4. Comparing such value to the peak pressure coefficients re-
ported in Fig. 4.12, suggests that: (a) the gaussian envelop, whose uplift
maximum value is approximately 1.0 (Sector2) suggests a pressure coefficient
Cp = 1.0/2.4 = 0.41, (b) the actually measured maximum value is 1.6 (still
Sector2) suggesting a pressure coefficient Cp = 1.6/2.4 = 0.66. Such values
are well-comparable to those usually found for sub-horizontal structures in
codes of practices (see for instance [147]), being a more precise comparison
not possible due to the peculiarity of the considered shape.
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Fig. 4.12. Vertical force acting on each sector: (a) Sector 1, (b) Sector 2, (c)
Sector 3 and (d) Sector 4. Forces are made non-dimensional with respect to the
reference pressure, q = 0.5rUr

2, and the corresponding reference area, A.

Finally, Fig. 4.13 reports some meaningful statistics of the pressure field at 60�,
which can be seen from Fig. 4.12 to be one of the critical angles for Sector4.
The figures highlight that very high values are observed at the roof edge, as
expected, and that, due to the flow skewness, both Čp and Ĉp are slightly
asymmetric, so also triggering an asymmetric structural response. Notice that
extreme values reported in the figure are the extreme punctual unfiltered val-
ues measured during the analysis, so explaining the high recorded suction
values.
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(a) (b)

(c) (d)

Fig. 4.13. The surface distribution of Cp statistics: (a) C̄p, (b) C0
p, (c) unfiltered

recorded minima (Čp) and (d) unfiltered recorded maxima (Ĉp).

4.4 Characterization of the structural response

In this section, we provide a description of the model used to evaluate the
wind action over the roof. In particular, in Sec. 4.4.1, the mechanical behaviour
of the structure is characterized by means of classical structural modes, com-
plemented by the recently proposed Proper Skin Modes (PSMs). Then, in Sec.
4.4.2, we investigate the sensitivity of the results on the extreme value extrac-
tion method and the damping ratio (x). Finally, the extraction of ESWLs is
discussed in Sec. 4.4.3.
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4.4.1 Mechanical model

Characterizing the structural response with the purpose of assessing wind
loading is relatively straightforward for simple idealized cases but it becomes
often cumbersome in applications. The problem lies in the fact that the cal-
culation of the structural response to wind excitation is usually performed by
wind engineers outside the structural model software used by the designer.
It is thus necessary to build a Reduced Order Model, ROM, of the structure
in such a way that the required information can be easily extracted by general
purpose commercial softwares, minimizing the overhead on the structural de-
signer required to complete the task, e.g. the use of influence coefficients based
on the application of punctual unit forces is theoretically simple but extremely
impractical in practice. The procedure should be also conceived in order to be
robust against gross human errors, which in the authors experience are ex-
tremely probable when reorganizing large datasets as required in this case.

In order to solve the problem, the authors devised a methodology based on
the method of static corrections [159]. In particular, the ROM is built starting
from usual structural modes, which are then complemented by Proper Skin
Modes, PSMs. Such PSMs can be seen as a generalization of well-known in-
fluence coefficients based on the application of unitary forces, and actually,
can be seen as their modal counterpart. We do not go into details here and
interested readers are invited to refer to [159]. Nevertheless, the basic idea
is that the structural response is calculated, as usual, in the modal base and
static corrections are used to alleviate inaccuracies introduced by its trunca-
tion. Such static corrections are calculated by means of PSMs, which depend
only on the surface geometry and can be easily calculated as the eigenvectors
of a Laplacian operator discretized over the surfaces exposed to the wind ac-
tion. This has also the positive effect to provide a robust way to check the
model results: the response with and without static corrections shall be very
similar.

An overview of the structural mode shapes is provided in Fig. 4.14 (only
the ones relevant for wind loading are shown). It can be clearly seen that
the mode shapes cannot be easily subdivided into global ones (affecting large
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parts of the structure and mainly the primary structural system) and local
ones (affecting small parts of the structure and mainly the secondary struc-
tural system). The situation if further complicated by the fact that the original
structural model includes very massive parts as grandstands and surrounding
walls, which tend to make the modes extraction difficult. Ideally, for the pro-
pose of studying the roof dynamics, it would be advisable to develop a model
comprising only the roof and modelling the lower parts with restraints, fixing
also all local vibration modes. This nevertheless adds remarkable overheads
on the structural designer and decreases inter-operability. We thus decided
to consider 100 modes, but even with such a large number, in this case it is
difficult to asses the consequences of adopting a truncated modal base.

Mode 1 - 0.66 Hz Mode 3 - 0.77 Hz Mode 6 - 0.88 Hz

Mode 7 - 0.98 Hz Mode 8 - 1.01 Hz Mode 9 - 1.01 Hz

Fig. 4.14. Overview of the first ten structural modes, only those potentially
relevant to wind loading are reported. (Colorbar not reported as the structural
modes are not defined in amplitude.) (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this
article.)

We thus proceed at applying the approach proposed in [159], based on quasi-
static corrections calculated from PSMs. In particular, the structural designer
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already subdivided the roof in four macro-areas. Five PSMs are extracted sep-
arately for each of them, as shown in Fig. 4.15. As it can be seen, the first
PSM is always a constant, so taking into account for a uniform pressure dis-
tribution. Higher PSMs are naturally ordered by decreasing weavelength, so
hierarchically subdividing the pressure field in components mainly affecting
the global response first, and the local response as the number of considered
modes is increased. In this case, as we mainly investigate the global struc-
tural response, we consider only a few modes (5 for each roof sector, 20 in
total) as the fifth PSM mode is the first one accounting for pressure variations
from the outer to the inner ring (see Fig. 4.15 (c) and (f)). In practice, the
procedure simply requires to transmit to the structural designer the 20 load
distributions corresponding to the PSMs as nodal forces, run for each a static
analysis and collect the results in terms of axial forces and bending moments
and, eventually, displacements. The procedure is extremely efficient both in
terms of computational time and work needed to extract the necessary infor-
mation from the structural model, and can be applied to arbitrary complex
structures.

(a) PSM 1 (b) PSM 2 (c) PSM 5

(d) PSM 1 (e) PSM 2 (f) PSM 5

Fig. 4.15. Proper Skin Modes used in the structural response calculation: (a),
(b) and (c) for the stadium curve and (d), (e) and (f) for the tribune.
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Analyses made with and without static corrections, not here reported for the
sake of conciseness, yield very similar results, so confirming that the model is
correctly built and that the considered 100 modes allow for a good represen-
tation of the structural behaviour.

4.4.2 Sensitivity studies

Once the ROM for the structural response calculation is set up, it is possible
to conduct structural analyses for each angle of attack and extract design en-
velopes (collecting for each member the design values of normal forces and
bending moments).

Before proceeding, we deem important to assess the sensitivity of the model to
two aspects/parameters which affect the analyses: the peak value extraction
method and the adopted structural damping.

With respect to the first aspect, the same difficulties found for the local peak
pressures arise here: the simulated time series are representative of 10 min
real scale, so that only one 10 min return period extreme value can be ex-
tracted. Following the well-known Cook and Mayne approach [114], we tar-
get 80% quantiles. Those are estimated assuming a Gumbel distribution for
the 2 min extremes and extrapolating the 10 min extremes by shifting it [113].
The approach is rigorously valid if the assumed Gumbel distribution is well-
representative of the 2 min extremes, but this is not necessarily the case. Also,
by proceeding in this way, only 5 samples are available to estimate the distri-
bution parameters, which potentially leaves space for statistical fluctuations.
In order to have a simple check on the results obtained in this way, we firstly
compare these results with the extremes actually observed in the time series.
In particular, Fig. 4.16 and 4.17 show the scatter plot of the extreme values
obtained with the two aforementioned methods, for axial forces and bend-
ing moments, respectively (for all structural members). In such figures, re-
sults directly observed in the time series are reported in abscissa (denoted as
MinMax), while in ordinates the extreme obtained using Gumbel approach
are shown. The correlation between the two results appears to be very good,
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with Gumbel approach providing on average slightly larger extremes, as ex-
pected (due to the fact that 80% non-exceedance probability was selected in-
stead of 50%). This simple investigation cannot eliminate the opportunity to
use longer time series to estimate quantiles (as usually done in WTT), but con-
firms that for early design stages, such aspect might be disregarded. From
here on we thus proceed with the Gumbel approach.
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Fig. 4.16. Comparison between extreme values obtained using MinMax and
Gumbel approach for axial forces: (a) 0�, (b) 60� and (c) 120�.
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Fig. 4.17. Comparison between extreme values obtained using MinMax and
Gumbel approach for bending moments: (a) 0�, (b) 60� and (c) 120�.

Once the extreme value extraction method is defined, it is necessary to care-
fully assess the effect of damping [166, 167], which is notoriously difficult to
be evaluated a priori, also due to the presence of aerodynamic damping. Fig.
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4.4. Characterization of the structural response

4.18 and 4.19 show the scatter plots between the design values (for each struc-
tural member) obtained with x, the damping ratio, equal to 0.01 and the cor-
responding values obtained with x = 0.02 and x = 0.04 (for all structural
modes). The effect of x on the axial forces appears to be quite limited, while
a deeper effect can be observed for bending moments. When x increases from
0.01 to 0.04, the peak axial forces decrease by about 37.5% for 60� and 25.0% for
120�, and the peak bending moments decrease about 50% for both cases. Such
evaluations, although preliminary, can be used in order to quantify the po-
tential benefits obtainable from an explicitly dedicated in-depth study and/or
the installation of appropriate damping devices. Aiming at obtaining results
on the safe side, x = 0.01 is adopted in the following.
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Fig. 4.18. Comparison between extreme axial forces obtained with different
damping ratios: (a) 0�, (b) 60� and (c) 120�.
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Fig. 4.19. Comparison between extreme bending moments obtained with
different damping ratios: (a) 0�, (b) 60� and (c) 120�.

4.4.3 Design envelopes

We are now in the position to calculate the design values for each attack angle
and, thus, the design envelopes. In this context it is useful to firstly consider
the response obtained by making different hypotheses for the structural re-
sponse calculation. In particular, Fig. 4.20 (axial forces) and Fig. 4.21 (bending
moments) show the design envelopes obtained for different attack angles, con-
sidering the static (only time-averaged pressure field applied), the quasi-static
(dynamic amplification factor always equal to unity) and the dynamic struc-
tural response. The abscissa reports the structural element ID and the ordinate
the calculated extreme values. Actually, for the sake of readability, only a part
of the envelope is shown, with element ID ranging from 1950 to 2100, being
the other parts of the envelope qualitatively similar. It can be seen that for
many elements the static response is small, the quasi-static response counts
for approximately half the dynamic response, being the other half provided
by dynamic amplification. The quasi-static contribution can be substantially
regarded as the limit case obtained for high damping levels, so that the po-
tential benefits obtainable by refining the damping specification or installing
damping devices can be evaluated for each structural element.
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Fig. 4.20. Comparison between design envelopes for axial forces obtained
from the static, quasi-static and dynamic components of the structure re-
sponse: (a) 0�, (b) 60� and (c) 120�.
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Fig. 4.21. Comparison between design envelopes for bending moments ob-
tained from the static, quasi-static and dynamic components of the structure
response: (a) 0�, (b) 60� and (c) 120�.

Finally, the envelope obtained by considering all attack angles with full dy-
namic analyses is reported in Fig. 4.22.
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Fig. 4.22. Design envelopes for all structural members considering all wind
directions: (a) axial forces and (b) bending moments.

Figure 4.23 reports the percentage of elements which attain the extreme value
(maximum and minimum) for each angle of attack. In other words, for each
structural element, we individuate the wind angle of attack which yielded the
design value. Notice that the two curves are similar, as expected, due to the
fact that the response is oscillatory but they are not identical due to the time-
average contribution and the dissymmetry (up-lifting and down-pushing) of
the wind excitation. Clearly for both, axial forces and bending moments (Fig.
4.23 (a) and (b), respectively), there is a preferential direction along 60� and
240� which is responsible for the dimensioning of the majority of the structural
elements, together contributing for approximately 40% of the design values.
This again confirms that skew angles are the ones which lead to the most se-
vere effects on the structure.

100



4.4. Characterization of the structural response

  0.05
  0.1
  0.15
  0.2
  0.25

30

210

60

240

90

270

120

300

150

330

1800

(a)

  0.05
  0.1
  0.15
  0.2
  0.25

30

210

60

240

90

270

120

300

150

330

1800

(b)

Fig. 4.23. Percentage of structural elements attaining their design value of
axial forces (a) and bending moments (b).

As a last step, we show the results obtained when converting the design en-
velopes in ESWLs. The procedure used to perform such passage are detailed
in [160] and we here report in Appendix A.3 only a very brief summary, use-
ful to detail a slight modification here made to ameliorate the previously pre-
sented procedure.

Figure 4.24 reports the scatter plot between the design values calculated from
dynamic analyses and those obtained from the application of ESWLs for axial
forces. In particular, Fig. 4.24 (a), (b) and (c) show the results obtained using
3, 6 and 9 ESWLs respectively. Given the very good matching (results lying
on the bisector) already obtained with 3 ESWLs, it means that the structural
designer can safely design the main structure, which is composed mainly of
truss elements, simply enveloping three static load conditions.

Unfortunately, in the case of the bending moments, which mainly compose
the secondary structures, results appear less accurate, see Fig. 4.25. This is
probably due to the more localized behaviour of the response, i.e. the sec-
ondary structures attain extreme values due to high/low pressure acting on
smaller areas compared to the primary structural system. A higher number
of PSMs might be considered to ameliorate results, if needed. In fact, we re-
call that PSMs are naturally ordered in such a way to firstly reconstruct the
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most uniform pressure distributions, mainly affecting the primary structural
system, and then progressively take into account local features of the pressure
field, mainly relevant for secondary structural systems.
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Fig. 4.24. Comparison between the design envelope for axial forces and val-
ues obtained from ESWLs: (a) 3 ESWLs, (b) 6 ESWLs and (c) 9 ESWLs.
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Fig. 4.25. Comparison between the design envelope for the bending moments
and values obtained from ESWLs: (a) 3 ESWLs, (b) 6 ESWLs and (c) 9 ESWLs.

4.5 Conclusions

In this paper, we presented the preliminary analyses used to study the re-
sponse of the new Bologna Stadium roof, taken as emblematic of a complex
structure which might benefit from preliminary simulations to assess the ef-
fects induced by wind loading excitation. The analyses, run in the early stages
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of the design process and prior to WTT, have been used to provide a first esti-
mate of design values and, more importantly, to inform the subsequent steps
of the design development.

In analogy to traditional experimental techniques, the study required the re-
construction of the stadium surroundings and the simulation of the wind flow
has been obtained by means of LES. In order to obtain useful information for
later design stages, the structural response has been calculated for all angles
of attack and ESWLs extracted.

We individuate as key aspects which can benefit from an early assessment
during the design process:

1. the expected effects/difficulties introduced by the presence of complex
surroundings;

2. approximate individuation of regions characterized by high peak pres-
sures;

3. the sensitivity to structural damping;

4. the evaluation of the relative importance of static, quasi-static and dy-
namic responses;

5. the individuation of wind directions which lead to stronger effects on
the structures.

Thanks to such evaluations, it is possible to proceed to the final design with
much deeper confidence regarding the absence of potentially unexpected be-
haviours and support decision regarding the most promising modifications
and in-depth studies which might be undertaken to mitigate the wind-induced
response.
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5 Conclusions

The present thesis analyses three cases to access the viability of LES for wind
loading assessment for complex structures. A brief summary and the conclu-
sions obtained for each case are given below.

5.1 Simulation of an isolated prism in ABL flow

In this case, LES is used to simulate wind fields around an isolated high-rise
building model with an aspect ratio of 1:3:5, standing in ABL flow. Seven
wind attack angles from 0� to 90� with an increment of 15� are simulated.
The numerical results are validated with experimental results in terms of Cp

statistics and global forces.

Globally, LES is capable of predicting the mean and maximum pressure on the
building under both perpendicular and skew wind attack angles. Moreover,
the evaluation of the global forces (moments) are quite satisfactory. However,
the numerical accuracy in terms of root mean square and minimum pressure is
poor. For a skew angle of attack, 45�, LES probably failed to capture the flow
structures corresponding to the flow separations around the leading edges,
showing less agreement of C0

p and minimum Cp with the experimental tests.
Furthermore, the studies showed that the prediction errors are neither sensi-
tive to the addition of boundary layer cells for the near-wall treatment nor to
the adopted SGS turbulence models.
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5.2 Wind loads prediction for the Torre Gioia 22

In this case, the recently designed Torre Gioia 22 has been simulated and the
wind loads on it have been evaluated. Six wind attack angles, each 60� from
0� to 300� are simulated. The LES results are validated with wind tunnel tests
results and good agreements in terms of Cp statistics and global forces are
obtained.

A good balance between numerical cost and accuracy has been obtained con-
sidering the following aspects:

• The mesh size adopted in the proximity of the structures is 0.01 and 0.005
time of building height for the main surfaces and geometrical details,
respectively.

• The partially-corrected schemes, although are sub-optimal in terms of
numerical accuracy, can be adopted for stabilizing the calculations.

• No boundary layer cells are used near the building surfaces, also, avoid-
ing huge amount of computational grids, whose role is often unclear for
bluff-body aerodynamics.

The computational costs of the simulations are analyzed and compared with
the wind tunnel tests. The results indicate that the cost of running accurate nu-
merical simulations is still comparable, if not higher, than wind tunnel tests.
This is particularly true in the case of complex surroundings or multiple de-
sign scenarios. However, the use of numerical simulations appears to be al-
ready well-suited for cases in which it is possible to define a priori a limited
number of conditions to be tested.

5.3 Early stages wind load assessment for the new
Bologna Stadium roof

In this case, the new large-span roof over the Bologna Stadium is simulated
and analyzed. The wind forces on it and the structural response to wind ac-
tions are studied based on the simulation results. It is a LES performed in the
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early design stages before the traditional wind tunnel tests, aiming at provid-
ing a preliminary estimation of design values and informing the subsequent
steps of the design development.

Firstly, the critical wind effects are individuated, including the high peak pres-
sure distribution, the potential effects introduced by the presence of complex
surroundings and the wind direction leading to stronger effects. Regarding
the structural responses, the relative importance of static, quasi-static and dy-
namic responses are evaluated. In addition, the sensitivity to structural damp-
ing is analyzed.

Although based on the numerical results without experimental validation,
these preliminary evaluations can effectively inform later investigations and
provide the final design processes with deeper confidence regarding the ab-
sence of potentially unexpected behaviours. Such preliminary analyses can
support decisions regarding the most promising modifications and in-depth
studies which might be undertaken to mitigate the wind-induced response.
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A Appendix

A.1 PRFG3

As anticipated the generation of inflow conditions has been the object of nu-
merous research works in recent years and the topic is still attracting the atten-
tion of the research community. In particular, the time-varying velocity field
applied at the inflow patch must be characterized by statistics compatible with
those expected on-site. It is usually assumed that turbulence intensities (one
for each velocity component), time-spectra (one for each velocity component)
and integral length scales (in general nine of them, three for each velocity
component corresponding to the three spatial directions) provide a suitable
characterization of the wind field for the purpose of wind loading evaluation.

Different synthetic turbulence generation methods often take different per-
spectives with respect to what target values should be adopted, although
some choices can be easily shown to be equivalent. Additionally, it must be
considered that the generated field must be correctly propagated inside the
computational domain. Such last requirement can be fulfilled by generating
velocity fields which approximate mass and momentum conservation (i.e. the
divergence-free condition and Taylor assumption). Another requirement is
that the generation of inflow conditions should not sensibly increment the
simulation time.

With reference to the notation introduced in Sec. 3.4.5, within techniques of
type SA, we find the full simulation of the wind tunnel arrangement and re-
cycling methods. The use of experimental data does not require numerical
simulations but it is qualitatively affine to such category. The fulfilling of
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Navier-Stokes equations is in this case automatic. The approach is cumber-
some from the computational point of view, although the incoming flow can
be generated once and than used for all attack angles and cases characterized
by the same ABL type. The control of the statistics of the generated ABL is not
trivial, analogously to the disposition of roughness blocks and spires for wind
tunnel tests. After calibration results are generally well satisfactory.

The category SGwo groups the majority of available synthetic turbulence gen-
eration methods. Such methods focus on the generation of synthetic flows
characterized by target statistics (to be interpreted in a vast sense including
time-spectra, two-point statistics, etc). The implicit assumption underlying
such methods is that the synthetic field will be transmitted inside the compu-
tational domain without undergoing major modifications in order to impose
the fulfillment of Navier-Stokes equations.

Historically, methods which assemble the synthetic field as a superposition of
coherent structures privileged the fulfilling of Taylor assumption while meth-
ods based on Fourier synthesis privileged the fulfillment of the divergence-
free conditions. The implications of such choices have been studied in detail
in [110] for the case of a single velocity-wave, showing that only considering
at the same time mass and momentum conservation (although linearized) al-
lows a correct transmission of the synthetic field through the inflow patch. If
the synthetic flow is built without taking such aspects into account, modifi-
cations of the velocity field at short distance from the inflow patch should be
expected. Such modifications are operated by the pressure field, so leading to
nonphysical pressure fluctuations. It shall be remarked that, despite pressure
fluctuations, which are further commented in Appendix A.2, the results from
these methods can be satisfactory as corrections might sometimes be small
and/or do not sensibly alter the inflow characteristics. Despite the discrepan-
cies between the targeted and the velocity fields actually transmitted through
the inflow patch, good results can be often obtained after appropriate calibra-
tion.

As described above, it is convenient to generate synthetic fields characterized
by both target statistical quantities and appropriate differential properties (i.e.
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fulfilling a priori approximated versions of the Navier-Stokes equations). This
is required in order to allow the field to be transmitted through the inflow
patch without undergoing modifications (at least with good approximation).
This led to the development of SG methods. In particular, to the authors
knowledge, three of the available synthetic turbulence generation methods re-
spect both divergence-free condition and Taylor assumption a priori. Two are
based on the assembling of coherent structures, the DFSEM and TS methods
while one, denoted as PRFG3, proceeds by spectral synthesis. The three meth-
ods slightly differ in the specification of the target values with DFSEM and
TS privileging control over the Reynolds stress tensor and PRFG3 privileging
integral length scales.

We would like to stress again that the topic is still the object of numerous
researches and that acceptable results can be obtained with many of the tech-
niques available in the literature, although for some of them an iterative opti-
mization of the target values used for the inflow generation is necessary.

A.2 VBIC

As previously discussed, the synthetic field might (i.e. SA) or might not (i.e.
SGwo) approximate Navier-Stokes equations, depending on the adopted tur-
bulence generation method. As anticipated, in the second case pressure fluc-
tuations should be expected. Actually, it must be noticed that synthetic flows
generally do not take into account the presence of BCs confining with the in-
flow patch. Such BCs require the modification of the synthetic field in the
proximity of the boundaries and, thus, lead to the insurgence of pressure fluc-
tuations in their proximity even for SG inflows. It thus appears that some
nonphysical pressure fluctuations should be expected with all turbulence gen-
eration methods when the synthetic field is applied as a Dirichlet condition at
the inflow. It must be also noticed that SA methods do not show such difficul-
ties as the field imposed at the inflow is extracted from a numerical simulation
which enforces Navier-Stokes and BCs.

The problem can be tackled in three different ways (here it is assumed that
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strong global jumps in pressure provided by global mass imbalances are pre-
vented ensuring a constant global mass-flux through the inflow patch). Firstly,
it is possible to avoid the problem simply moving the target building suffi-
ciently far from the inflow [83]. The second possibility is to apply velocity
at cell centres in a plane located slightly downstream the inflow patch in the
predictor step of the pressure-velocity coupling algorithm [168]. Recently, a
procedure able to allow to impose the synthetic field at the inflow patch as a
standard Dirichlet BC without causing nonphysical pressure fluctuations has
been proposed in [34]. The method, denoted as VBIC, allows to correct the
synthetic inflow enforcing the divergence-free condition and accounting for
the presence of BCs. The corrections are built in order to be of minimal norm
over the inflow patch.

A.3 ESWL

The procedure used to perform such passage are detailed in [160] and we here
report only a very brief summary, useful to detail a slight modification made
to ameliorate the previously presented procedure. The interested reader is
invited to refer to the original paper for details.

In short, Equivalent Static Wind Loads (ESWLs) are built as combinations of
Proper Skin Modes (PSMs) which, once enveloped, reconstruct the design val-
ues. Taking as example the upper envelope, i.e. the maxima, the problem can
be thus stated as

Erec = max(EpsmW) = max(Eeswl) ⇡ Eenv, (A.1)

where Eenv is a vector which collects the extreme effects (e.g. axial forces and
bending moments) for all the elements accounting for all attack angles ob-
tained from dynamic analyses, Epsm are the effects induced by the PSMs, W is
an unknown matrix of weighting coefficients to be determined and Erec is the
envelope reconstruction obtained from the ESWLs [169].

The identification of the matrix W which minimizes the difference between
Eenv and Erec amounts to the determination of the ESWLs. It can be thus
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written that W is the matrix which minimizes the target function Fmax with

Fmax = ||Eenv � Erec||2 = ||Eenv � max(EpsmW)||2. (A.2)
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