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Abstract

In recent years, IoT technology has radically transformed many crucial in-
dustrial and service sectors such as healthcare. The multi-facets heterogene-
ity of the devices and the collected information provides important opportu-
nities to develop innovative systems and services. However, the ubiquitous
presence of data silos and the poor semantic interoperability in the IoT
landscape constitute a significant obstacle in the pursuit of this goal. More-
over, achieving actionable knowledge from the collected data requires IoT
information sources to be analysed using appropriate artificial intelligence
techniques such as automated reasoning. In this thesis work, Semantic Web
technologies have been investigated as an approach to address both the data
integration and reasoning aspect in modern IoT systems. In particular, the
contributions presented in this thesis are the following: (1) the IoT Fitness
Ontology, an OWL ontology that has been developed in order to overcome
the issue of data silos and enable semantic interoperability in the IoT fitness
domain; (2) a Linked Open Data web portal for collecting and sharing IoT
health datasets with the research community; (3) a novel methodology for
embedding knowledge in rule-defined IoT smart home scenarios; and (4)
a knowledge-based IoT home automation system that supports a seamless
integration of heterogeneous devices and data sources.
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Introduction

Motivation and Contribution

During the last decades the Internet of Things (IoT) technology has rad-
ically transformed many industrial and service sectors including manufac-
turing, transportation, energy management and home automation [150].
Among all of them, an important and crucial area for IoT applications is
the healthcare field [191]. Indeed, since the early stages of IoT technology
development the potential of IoT devices in the healthcare sector has always
attracted a lot of interest from both the industry and the academia [26, 90].

Notably, the fitness industry has assisted to an unprecedented prolifera-
tion on the market of consumer IoT devices such as fitness trackers and
smartwatches. Wearable devices, initially intended for keeping track of
training sessions, are nowadays employed to constantly monitor a lot physi-
ological parameters of the wearers including the heart-beat, sleep cycles and
daily physical activities [122].

From a data-centric point of view, IoT fitness and wellness devices con-
stantly collect and store on the cloud an enormous amount of users’ personal
health data. All of this information constitutes an invaluable resource for
researches and domain experts because, if properly analysed, it can provide
better insights into our health. Moreover, the integration of IoT wearables
devices with other emerging IoT technologies such as home automation can
potentially lead to the development of innovative and more efficient crucial
applications such as smart assisted living technologies [36].
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However, due to the lack of common adopted standards and communi-
cation protocols (which results in poor interoperability and data integration
issues), the potential of IoT devices is still far from being fully exploited.
For example, the inevitable ubiquitous presence of data silos in the IoT
healthcare landscape prevents users, health professionals and researchers
from getting an essential integrated view of the collected health and fitness
data [143, 232]. Moreover, existing IoT applications are still highly depen-
dent on human beings for the cognition processing (i.e., the decision making
and taking actions process) whereas cognitive computing techniques could
significantly enhance data analysis in order to achieve actionable knowledge
from data [226, 222].

A promising approach for data integration and reasoning in IoT systems
comes from the Semantic Web (SW) technologies [31]. SW technologies con-
sist of a set of recommended languages and best practises for describing data
and formally representing domain knowledge. A considerable amount of re-
search has shown that SW technologies constitute an appropriate means
for achieving data interoperability in heterogeneous systems including IoT
[24, 133]. Moreover, SW technologies natively enable automated reason-
ing capabilities over the integrated semantic-enriched data, thus allowing a
higher level of abstraction that could not be otherwise obtained using other
traditional programming paradigms.

The objective of this thesis work was to study a SW technologies based
approach to tackle the data heterogeneity issues in IoT fitness devices and
investigate innovative and efficient methodologies for reasoning over inte-
grated disjoint-domains IoT data [226].

The resulting contribution of this thesis work is twofold. The former
addresses the issues of data silos and data interoperability in the IoT fitness
domain. The IoT Fitness Ontology (IFO) has been designed in order to
integrate and homogenise the heterogeneity of health data collected by IoT
fitness devices. Specifically, the IFO ontology formally describes the most
common and important concepts in the domain and the relationships among
them. Moreover, the IFO ontology was employed to develop a Linked Open
Data (LOD) web portal for collecting and sharing IoT health datasets with
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the research community.

The latter regards the use of SW technologies data analysis of disjoint-
domains integrated data sources in IoT-based home automation systems.
In particular, a novel approach of using the Semantic Web Rule Language
(SWRL) as a smart home scenario programming paradigm has been devised.
The idea behind the proposed methodology is to exploit the reasoning ca-
pabilities offered by the SW technologies to overcome the limitations of the
predominant trigger-action model that hamper the full exploitation of IoT
devices in home automation systems. The Semantic Smart Home System
(SSHS) was developed in order to support the execution of the knowledge
enhanced rule-based scenarios. Experimental results have shown the feasi-
bility and the efficiency of the proposed approach in real-life settings.

Thesis Organisation

This thesis is mainly divided in two parts. The first one provides background
information on the SW technologies and the IoT systems that are the main
object of this study. The second one regards the contributions of the study.
A brief description of each chapter is provided in the following paragraphs.

Part I: Background

Chapter 1 presents a detailed overview of the current state of art of Semantic
Web. The Semantic Web architecture is analysed by breaking it into its
component parts. It introduces the main concept of ontologies and the role
they play within the context of the Semantic Web. The Web Ontology
Language (OWL) and the Semantic Web Rule Language are described in
depth. Moreover, it draws attention to the concept of Open Data and its
collocation in the context of the Semantic Web.

Chapter 2 provides an introduction to the Internet of Things technolo-
gies, in particular the role of the Internet of Things in the healthcare and
fitness domain. Critical aspects of IoTs such as interoperability issues, from
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a data-centric perspective, are taken into a detailed consideration. Sec-
ondly it offers an overview of the most common IoT fitness and smart home
devices available on the market.

Part II: Contribution

Chapter 3 introduces the problem of data silos and data interoperability
issues in the IoT fitness landscape which are the main motivation of this
study. It illustrates in detail the structure and the peculiar characteristics
of the IFO ontology. Furthermore, it presents the LOD portal that was
developed for collecting and sharing IoT health datasets.

Chapter 4 highlights the limitations of the predominant trigger-action
model that hamper the full exploitation of IoT devices in home automation
systems. It illustrates the novel methodology devised for defining smart
home scenarios using SWRL and the supporting semantic smart home sys-
tem for their execution. Moreover, it describes the numerous experiments
that were carried out to prove the feasibility and the efficiency of the pro-
posed approach in realistic settings.

Chapter 5 summarises the main contributions of this thesis study and
outlooks several possible future research directions.
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Background
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Chapter 1

Semantic Web Technologies

This chapter provides an overview of the current state of art of Semantic
Web technologies. The Semantic Web architecture is analysed by break-
ing it into its component parts. In particular, RDF, OWL, SWRL and
RML languages are described in depth. Moreover, this chapter draws the
attention to the concepts of ontology and automated reasoning, and their
collocation in the context of the Semantic Web.

1.1 The Semantic Web

The World Wide Web (simply known as Web) has been developed back to
1990 by Tim Berners-Lee at CERN in Geneva, Switzerland [41].

The innovative idea behind the Berners-Lee’s seminal work was to use
the hypertext technology [184] as a means to realise a distributed global
system of interlinked documents accessible via the Internet.

On the Web, documents and resources are univocally identified by Uni-
form Resource Locator (URL) addresses which specify how they can be
retrieved across the Internet from their remote location. Documents are in-
terconnected to each other by means of hyperlinks and URLs of the target
resources are directly embedded in the body text.
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4 CHAPTER 1. SEMANTIC WEB TECHNOLOGIES

The HyperText Markup Language (HTML) is used to define the struc-
ture of the documents which primarily contain information in natural lan-
guage, digital images, multimedia resources along with the rendering in-
structions to be displayed for human consumption.

Since its appearance on the Internet, the World Wide Web has become
more and more mainstream and has grown into the world’s largest reposi-
tory of human knowledge. The rapid growth of the amount of information
on World Wide Web has raised many research challenges such as informa-
tion overloading, poor retrieval and aggregation problems. To find useful
information is like trying ”to find a needle in a haystack” for humans, due
to the huge amount of data available and a hard task even for search engines
which rely mostly on content-independent statistical algorithms. Syntactic
variations or misspellings of the search keywords in documents prevent a
reliable statistical score of document relevance.

Furthermore, users are often interested to retrieve data in aggregated
manner instead of single separated documents. For instance, a user might
be interested to find a smartwatch with certain features at the lowest price
on the market. Performing such a task requires to gather information form
several companies web pages, integrating their content and a kind of rea-
soning about the data obtained.

These issues derive from the fact that the current Web is mainly designed
for human consumption and not for an automated machine processing, that
is web pages do not provide any semantic information about the content
which could allow machines to determine what the page content means.

The Semantic Web is an emerging research area which aims to overcome
the challenge of allowing humans and computers to cooperate in the same
way humans cooperate with each other.

Tim Berners-Lee, the Web’s inventor, has coined the term Semantic Web
and in [43] provides a concise definition of it: ”The Semantic Web is not
a separate Web but an extension of the current one, in which information
is given well-defined meaning, better enabling computers and people to work
in cooperation”.

Berners-Lee envisages the World Wide Web as a collaborative medium

4



CHAPTER 1. SEMANTIC WEB TECHNOLOGIES 5

by which users can share information and services easily and aggregating
data from different sources where documents and web pages are understand-
able and processable by machines.

Even though the original vision of the Semantic Web is still far from
being completely realised, Semantic Web technologies have matured over
the years, and there are nowadays available a number of solutions and tools
to efficiently deal the semantic data. Moreover, Semantic Web technolo-
gies have also been applied to technologies and systems, which were not
originally meant for, to provide interoperable interface, process, and service
descriptions [31].

1.1.1 The Semantic Web Architecture

The Semantic Web Architecture, as shown in Figure 1.1, is based on a
layered approach, and each layer provides a set of specific functionalities.
Several standards and technologies contribute to the realisation of the Se-
mantic Web.

UNICODE URI

XML + NS + xmlscheme

RDF + rdfschema

Ontology Vocabulary

Logic

Proof

Trust
D

ig
ita

l S
ig

na
tu

re

Figure 1.1: Semantic Web Architecture. (Image adapted from [221]).
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6 CHAPTER 1. SEMANTIC WEB TECHNOLOGIES

The lowest layers consist of data and metadata and provide a standard
representation for information so that data can be easily exchanged among
heterogeneous systems and applications.

The UNICODE provides a standard for a consistent encoding and rep-
resentation of text expressed in most of the world’s writing systems [71].

The URI provides a simple and extensible means for identifying and
locating remote resources, such as web pages, media contents or other forms
of data on the World Wide Web [167].

XML, the standard syntax for representing information in the Web,
allows to structure data by means of user-defined tags and data interoper-
ability [55].

The Resource Description Framework (abbreviated RDF) describes the
information contained in a Web resource providing unambiguous methods
to express semantics [174].

RDF Schema (abbreviated RDFS) allows to define simple vocabularies
used in RDF descriptions [57].

Semantic layers, on the top of the stack, include ontology languages,
rule languages, query languages, logic, reasoning mechanisms, and trust.

Ontologies constitute the backbone of the Semantic Web. Ontologies
are a means to express concepts of a given domain and the relationships
among the concepts and they also specify complex constraints on the types
of resources and their properties.

OWL, the most popular ontology language, is an extension of RDFS.
OWL Lite, OWL DL, and OWL Full are the three sub-languages of the
OWL family ontology [171].

Rule languages allow writing inference rules in a standard way which can
be used for reasoning in a particular domain. Among several standards of
rule languages there are RuleML and SWRL (Semantic Web Rule Language)
[130]. The latter combines RuleML and OWL, and includes a high-level
abstract syntax for Horn-like rules.

SPARQL, a standardised query language for RDF data, provides both
a protocol and a language for querying RDF graphs via pattern matching
[200].

6



CHAPTER 1. SEMANTIC WEB TECHNOLOGIES 7

On the highest layers there are logic and reasoning, logic provides the
theoretical underpinning required for reasoning and deduction. First order
logic and description logic are frequently used to support the reasoning
system which can make inferences and extract new insights based on the
resource content rely on one or more ontologies.

Trust, Security, are needed to assure that the information content of
resources is of high quality and can be trusted. More research is still to
be done in order to develop comprehensive solutions and techniques to as-
sess and ensure the trustworthiness, security, and privacy of Semantic Web
content.

1.2 Resources Description

In the Semantic Web, resources can be either abstract concepts such as ideas
or thoughts, or concrete objects such as people, devices or images. Techni-
cally, a resource is anything can be univocally identified with a Universal
Resource Identifier (URI). For example, the Friend of a Friend (FOAF) vo-
cabulary uses http://xmlns.com/foaf/0.1/mbox to represent the concept of
a person’s email address. Once resources are univocally identified, they can
be retrieved, linked together and semantically described.

1.2.1 Resource Description Framework

The Resource Description Framework (RDF) is a language for describing
metadata about the resources and a W3C recommendation [163].

Given that a resource is anything that can be referenced by a URI [42],
RDF is suitable to describe a resource of any type even when the resource
can not be directly accessed from the Web [163].

RDF is mainly intended to be used when data need to be machine pro-
cessable rather than being only accessed by people. Furthermore, RDF
provides standardised way to express information such that it can be ex-
changed between different systems without loss of meaning [163].

7



8 CHAPTER 1. SEMANTIC WEB TECHNOLOGIES

ex:Tim
ex:hasAge

35 ^^xsd:int

subject
predicate

object

Figure 1.2: RDF graph of a generic triple and an example.

RDF describes resources by means of triples. RDF triples have the form
(subject, predicate, object) and provide the way to make statements
about things.

Statements define the properties of the resources. A property expresses a
relationship between the subject and the object. A property can designate
a class to a resource, define a literal value attribute of a resource and a
relationship between two resources.

The following example shows an RDF triple:

ex:Tim ex:hasAge "35"^^xsd:int .

An RDF graph of the example above is depicted in Figure 1.2 along with
a generic RDF triple.

Resources can be named or unnamed, the latter are represented with
blank nodes.

_:bnode1 rdfs:label "anonymous" .

In the example above, :bnode1 denotes an anonymous resource, the

8



CHAPTER 1. SEMANTIC WEB TECHNOLOGIES 9

prefix is used in many different RDF serialisation syntaxes to specify a
blank node.

Naming and consistency are a significant part of RDF, user-defined re-
sources are named using URIs and RDF supports CURIE syntax, which is
an abbreviated syntax for expressing URIs [45]. For instance, given a prefix
ex:, which acts as a shortcut for the URI http://example.com/ontology#,
then ex:heartRate can be used instead of http://example.com/ontology
#heartRate.

Datatypes in RDF are inherited from the existing XML Schema standard
which defines a hierarchy of datatypes along with their syntax [46].

Language tagged strings in RDF should be defined in accordance with
RFC 3066 [22] as shown in the following example:

ex:Italy

rdfs:label "Italy"@en ;

rdfs:label "Italia"@it .

RDF defines a core set of terms for describing resources, one of the most
relevant is rdf:type which is used to state that a resource is a member of
a specified class.

ex:Tim rdf:type foaf:Person .

The statement above asserts that the resource Tim is a member of the
class foaf:Person.

RDF allows also to define containers which are used to describe groups
(ordered, unordered or alternatives) of things with informally defined se-
mantics [163], however since they are not widely used in practice they have
been suggested as candidates for deprecation [96].

RDF collections are used to describe group that contains only the spec-
ified members. Unlike containers, collections may be closed and this is an
important characteristic for reasoning.

Reification in RDF (describing RDF statements using RDF itself) is pos-
sible using the built-in terms: rdf:Statement, rdf:subject, rdf:predicat

9



10 CHAPTER 1. SEMANTIC WEB TECHNOLOGIES

e and rdf:object.
Applications may need to describe RDF statements, for instance, to

record information like when statements were made, or who made them;
other use cases where reification is useful are discussed in [157].

ex:TimAgeTriple rdf:type rdf:Statement .

ex:TimAgeTriple rdf:subject ex:Tim .

ex:TimAgeTriple rdf:predicate ex:hasAge .

ex:TimAgeTriple rdf:object "35"^^xsd:int .

ex:TimAgeTriple ex:expires "2017-12-15"^^xsd:date .

The example above shows the reification of the statement:

ex:Tim ex:hasAge "35"^^xsd:int .

Even though properties in RDF are only binary relations (i.e., relations
between two classes), n-ary relations, to link an individual to more than
just one individual or value are possible by creating an intermediate entity
that serves as the subject for the entire set of relations [185].

The following example introduces a blank node to model a tertiary re-
lationship:

ex:Tim ex:hasHeight _:bnode1 .

_:bnode1 rdf:value ex:Measure .

_:bnode1 ex:numericalValue "186"^^xsd:int .

_:bnode1 ex:Unit ex:cmUnit .

RDF triples can also be put together to form larger networks also known
as semantic networks. A semantic network is a direct graph where vertex are
the subject or the object of a triple and edges are labelled with predicates
and are directed from the subject to the object.

RDF is an abstract model and RDF statements can be represented ei-
ther as a graph or in a textual format also called RDF serialisations. The
most important RDF encoding syntax is RDF/XML [34] which is based on
Extensible Markup Language (abbreviated XML) standard [55] and cur-

10



CHAPTER 1. SEMANTIC WEB TECHNOLOGIES 11

rently is the only normative RDF encoding standard. Other notable RDF
serialisations syntax are: N-Triples [61] which is a line-based (a single state-
ment cannot span multiple lines) plain text serialisation, Turtle and RDFa
which allow to embed RDF statement within an XHTML document [15].

Terse RDF Triple Language

A notable RDF textual format representation, besides the most common
serialisation RDF/XML, is Terse RDF Triple Language, abbreviated Turtle
[33].

Turtle defines a syntax which allows a completely compact textual rep-
resentation of RDF graphs, in both machine and human readable format.

Turtle syntax has also been used extensively throughout this thesis.

The salient characteristics of the Turtle syntax are briefly review:

• URIs are written surrounded by < > brackets.

<http://example.com/fitnessOntology#Walking>

This statement represents a walking activity entity.

• Namespaces can be declared to prefix URI using @prefix

@prefix fo: <http://example.com/fitnessOntology#> .

• Tokens and terms are white-space delimited and triples are delimited
by a . period character.

• Literals are represented between " " double-quotes.

• Literals can be typed by XSD datatypes; assigned datatypes are ap-
pended after a ^^ operator.

• The underscore prefix is used to denote blank nodes.

11



12 CHAPTER 1. SEMANTIC WEB TECHNOLOGIES

_:bnode1 rdfs:comment "anonymous"^^xsd:string .

• The term a can be used as a shortcut for rdf:type.

ex:Tim a foaf:Person .

• Triples which share a common subject and predicate can be grouped
together using a , comma delimiter.

• Square brackets [] can alternately be used to denote blank nodes.

[ rdfs:comment "blank node"^^xsd:string,

"another comment"^^xsd:string ] .

• Triples which share a given subject can be grouped together using a
; semi-colon delimiter.

ex:Tim a foaf:Person;

rdfs:comment "someone"^^xsd:string .

1.2.2 Resource Description Framework Schema

The Resource Description Framework Schema (RDFS or RDF Schema) [57]
is a language for defining simple vocabularies (which are a kind of ontology)
of terms that can be use to construct RDF statements according to these
ontologies.

RDF Schema is an extension of RDF, it is expressed in RDF syntax, and
provides the means for specifying well defined relationships between classes
and properties in a hierarchical structure.

RDFS allows users to define classes and properties (predicates) using
the relations rdfs:Class and rdfs:Property. A class is a set of things,
sharing common characteristics, that we want to represents; a property is

12



CHAPTER 1. SEMANTIC WEB TECHNOLOGIES 13

a binary relation between two class individuals. Individuals are instances
of a class, which means that they are objects that belong to a particular
class, are defined by assigning the type of a class to the resource through
rdf:type.

In RDFS a class C is defined by a triple of the form:

C rdf:type rdfs:Class .

For example a class to represent ”users” can be as follows:

ex:User rdf:type rdfs:Class .

A class in RDFS represents a set of resources and the hierarchy de-
fines the relationship between different classes. RDFS is structured around
the notion of a class hierarchy. A subclass is a class that has to be in-
tended as a subset of the more general class and is specified by the property
rdfs:subClassOf. The subclass relation is also the only relationship be-
tween classes that RDFS allows.

ex:User rdfs:subClassOf ex:Person .

This states that any member (also called instance) of the class ex:User
is also a member of the class ex:Person.

In a similar way, RDFS allows the definition of a hierarchical structure
also for properties in addition to the hierarchy of classes. That is, using
the relation rdfs:subPropertyOf we can state that a property is more
specialised than another.

ex:directorOf, rdfs:subPropertyOf, ex:worksFor .

This triple states that two objects related by the ex:directorOf prop-
erty are also related by the ex:worksFor property.

Furthermore, RDFS allows to put restrictions on the properties to a
certain classes of resource using the relations rdfs:domain and rdfs:range;
which means that the domain and range of the property is restricted to
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specific classes.

Other properties introduced to make RDFS document more human-
readable are: rdfs:comment which allows to give an informal description
of the resource, rdfs:label for specifying an alternative labelling scheme,
rdfs:seeAlso to reference another resource which provides related infor-
mation and rdfs:isDefinedBy which is also a subproperty of the former
and used to indicate that the definition of the resource is given elsewhere
(e.g., in a book).

It is worth to mention that RDFS schema definitions are not prescriptive
[192]. The RDFS schema is a merely description of the structure of the
knowledge and it is let to the external application to decide whether to
insist on full compliance with the schema or not. Because of the flexible
nature of Semantic Web knowledge, it is perfectly acceptable to structure
the knowledge base adding classes or properties outwith the schema or even
violate specific constrains.

1.2.3 Linked Open Data

The idea behind the Open Data (abbreviated OD) is closely similar to the
concept of the open source software [62]. According to the Open Definition
the essence of open data can be summed up in the statement: ”Open means
anyone can freely access, use, modify, and share for any purpose (subject,
at most, to requirements that preserve provenance and openness)” [5].

Jansenn et al. define Open Data as ”non-privacy restricted and non-
confidential data which is produced with public money and is made available
without any restrictions on its usage or distribution. Data can be provided
by public and private organisations, as the essence is that the data is funded
by public money” [137].

Open Data refers to publish any collection of data in a machine-readable
format, with no licensing or patent restriction so that everyone is free to
use, reuse and redistribute for any purpose.

Governmental organisations, individuals, companies and enterprises are
continuously gaining interest in Open Data recently. Governments provide

14
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Table 1.1: 5-star Open Data

Stars Data Characteristics

⋆ open license, any format
⋆⋆ structured format

⋆⋆⋆ non-proprietary open format
⋆⋆⋆⋆ URIs to identify resources

⋆⋆⋆⋆⋆ data interlinked to provide context

transparency and increase increase public participation through Open Data.
Scientific institutions can benefit from Open Data for deriving new knowl-
edge and insights. Entrepreneurs can use the data to support their business,
strategic decisions and foster innovations.

An exhaustive survey about Open Data benefits and the challenges in
adoption of it can be found in [137].

Strictly related to the concept of Open Data is the concept of Linked
Data (abbreviated LD). Linked Data refers to ”data published on the Web
in such a way that is machine-readable, its meaning is explicitly defined,
it is linked to other external datasets, and it can in turn be linked to from
external datasets” [47].

The merger of the movement of Open Data with the concept of Linked
Data gives raise to a powerful data organisation and knowledge distribution.
The Linked Open Data (abbreviated LOD) as the combination of Open Data
and Linked Data is a method of publishing machine-readable open data so
that it can be interlinked among different datasets on the Web enabling
data integration and semantic querying [47].

In the context of the Semantic Web, data should be available in Resource
Description Framework (RDF triples) which also provides the possibility of
querying the datasets using SPARQL. Data are also univocally identified
by means of URIs and transferred through the HTTP protocol.

In 2010 Tim Berners-Lee proposed the five-stars model [40] which clas-
sifies Open Data into five different categories depending on the format on
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which data is distributed and is now widely accepted as framework evaluate
quality of LOD projects. The five-stars classification schema is summarised
in Table 1.1.

1.3 Ontologies

The word Ontology comes from the Greek ontos (being) and logos (study)
and has its root in philosophy where it refers to the subject of being and
existence as well as the basic categories [257]. In other words, the term
Ontology is used to refer to ”the study of categories of things that exist or
may exist in some domain” [233].

Even though there is no universal definition for ontology, one of the
most frequently cited in the Semantic Web literature is the one proposed
by Gruber et al.: ”an ontology is a formal, explicit specification of a shared
conceptualisation” [117]. Here, conceptualisation stands for a simplified rep-
resentation or an abstract model of the world within the domain considered;
shared because it has to captures consensual knowledge (i.e., it is accepted
by a group and not only by a single individual). Ontology is also an explicit
specification which means that objects, concepts and relationships must be
clearly defined; and formal indicates that the ontology should be machine
understandable.

Ontology is also a well-known concept in artificial intelligence and in par-
ticular in the knowledge representation field. Knowledge engineers intend
with ontology a means for representing knowledge in a way that machines
can reason, that is, making inferences and valid deductions.

Uschold et al. highlight that an ontology, despite the several different
formats it may assume, normally include a vocabulary of terms, specifying
their meaning and indicating how they are interrelated [139]. More simply,
an ontology is the representation of the knowledge according to a specific
domain, where the concepts and their relationships are described by a vo-
cabulary.

Within the context of the Semantic Web, ontologies categorise con-
cepts into classes based on common attributes and characteristics reflecting
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the George Lakoff’s ”classical vision” of categorisation [56]. According to
Lakoff’s vision, a class is defined by a set of properties and the basic con-
dition for an object to belong to a class is to possess all the properties
associated with the class [151]. Properties may be defined as necessary and
sufficient so that inference mechanisms will automatically identify member-
ship.

Semantic Web ontologies enable machines to interpret and process in-
formation on the Web, providing a common model that can be understood
both by humans and computer, to share, exchange, and reuse data based
on their intended meanings.

The use of ontologies aims at achieving semantic interoperability by
bridging and integrating multiple and heterogeneous digital content on a
semantic level, which is exactly the core idea of the Semantic Web vision.
Furthermore, not only the use of ontologies reduces the semantic ambiguities
by offering a single interpretation resource, but also, information content is
made available for machine consumption, whereas the majority of the con-
tent found on the Web today is primarily intended for human consumption
only.

1.3.1 Ontologies Classification

In the literature, various different ontology classifications exist. As depicted
in Figure 1.3, Guarino et al. propose a classification based on the degree of
generalisation [120]:

• Top Level Ontologies : describe very generic and abstract concepts
such as space, time, matter, object, event, action, etc. Ontologies
of this kind are valid regardless of the specific problem or domain of
interest.

• Domain Ontologies : describe a vocabulary related to a generic domain
(e.g., medicine or a sport) by specialising the concepts provided by the
top level ontology.

17
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Top Level Ontology

Task Ontology

Application Ontology

Domain Ontology

Figure 1.3: Guarino’s ontology classification. Thick arrows represent spe-
cialisation relationships. (Image adapted from [120]).

• Task Ontologies : describe the vocabulary of terms needed to perform
generic tasks or activities (e.g., diagnosis) by specialising the concepts
provided by the top level ontology.

• Application Ontologies : describe the terms of concepts depending
both on a particular domain and task. Ontologies of this kind are
restricted only to a specific application.

McGuinness et al. propose a classification based on the internal struc-
ture of the ontologies; ontologies range from lightweight to heavyweight,
depending on the complexity which characterises the elements they contain
[169]. According to Corcho et al. a lightweight ontology is composed by con-
cepts, properties, relationships and concepts taxonomies, while heavyweight
ontologies are complex and include also axioms and constraints [73].

Gomez et al. suggest a classification which is partially orthogonal to the
previous discussed above and it is based on the information represented by
the ontology [113].

It is noteworthy to highlight that clear lines among these categories can-
not be drawn, neither is there any formal specification to classify ontologies.
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Strictly related to ontologies are the concepts of taxonomy and the-
saurus. Even though taxonomies and thesauri are not specifically designed
for the Web, in fact they don’t appear on the Semantic Web stack, they,
however belong to the Semantic Web picture.

Taxonomies

Daconta et al. define taxonomy as: ”the classification of information en-
tities in the form of a hierarchy, according to the presumed relationships
of the real-world entities that they represent” [79]. A taxonomy provides a
means to categorise, organise, label, and arrange information in hierarchical
fashion using father-son relationships. A father-son relationship is a gener-
alisation for the is-a and the type-of relationships, and is the only one kind
of relationship which hold among concepts ruling out other relationships,
such as part-of, cause-effect, association, and localisation. Furthermore,
taxonomies do not permit defining attributes for terms.

Below an example of taxonomy; the classification of the human species
in the Linnaean living being taxonomy1:

Kingdom: Animalia

Filo: Cordata

Subfilo: Verebrata

Class: Mammalia

Subclass: Theria

Order: Primata

Suborder: Anthropoidea

Family: Hominidae

Genera: Homo

Species: Sapiens

Note that all the terms present are related by the generalisation rela-
tionship (e.g., Mammalia is a type of Vertebrata, which in turn is a type of
Chordata, which in turn is a type of Animalia).

1https://en.wikipedia.org/wiki/Linnaean taxonomy
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Thesauri

According to the ANSI/NISO Monolingual Thesaurus Standard a thesaurus
is defined as: ”a controlled vocabulary arranged in a known order and struc-
tured so that equivalence, homographic, hierarchical, and associative rela-
tionships among terms are displayed clearly and identified by standardised
relationship indicators ...”.

In other words, a thesaurus can be seen as a taxonomy together with a
set of semantic relationships, such as equivalence, inverse, and association,
that hold among the concepts.

A thesaurus can be used to guarantee that concepts are described con-
sistently to enable users to refine searches and locate the information they
need [56].

If relationships other than those thesauri support (i.e., equivalence, ho-
mographic, hierarchical, and associative relationships) are required, one
must resort to more general ontologies.

A notable example of a thesaurus is WordNet2. WordNet is a thesaurus
for the English language based on psycholinguistics principles and developed
at the Princeton University by George Miller [176]. WordNet is an online
lexical database designed for use under program control. English nouns,
verbs, adjectives, and adverbs are organised into sets of synonyms, each
representing a lexicalised concept. Semantic relations link the synonym
sets [175].

1.3.2 Healthcare Ontologies

Due to the extreme complexity of medical terminology systems and medical
information systems, ontologies play a central role for the representation,
management, and sharing of knowledge and data.

Ontologies are preferred to conventional classifications due to the higher
level of expressiveness that is possible to achieve in describing concepts

2WordNet is a registered trademark of Princeton University.
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and their relationships. Furthermore, the domain knowledge in a machine
processable format facilitates an efficient information retrieval.

In the past years, a plethora of healthcare domain ontologies have been
created. Such representations are used to systemically denote, categorise,
and relate healthcare data, allowing easier handling of the data in healthcare
information systems [86].

Most of the existing healthcare ontologies are designed to describe a
specific domain in biomedicine, such as the terms to describe anatomical
parts and their relations, or terms used in clinical medicine, such as in EHR
(Electronic Health Records) systems or rehabilitation domain [261].

Healthcare ontologies are widely recognised as a key factor technology
to provide the semantics required for deriving proper treatment through
integrating clinical guidelines [134].

The number of ontologies in the healthcare domain is constantly in-
creasing; BioPortal provides access to a library of biomedical ontologies
and terminologies developed in Web Ontology Language (OWL), Resource
Description Framework Schema (RDFS), Open Biological and Biomedical
Ontologies (OBO) format [256].

Below the main characteristics of SNOMED-CT and LOINC ontologies
are briefly reviewed.

SNOMED-CT

The Systematized Nomenclature of Medicine-Clinical Term3 (abbreviated
SNOMED-CT) is considered as the main ontology for a standardised rep-
resentation and automatic interpretation of clinical concepts, terms and
relationships in the field of health care.

The ontology covers most of the areas that are used in medical practice,
including clinical findings, symptoms, diagnoses, pharmaceuticals, body
structures, medical devices, social contexts, and so on.

SNOMED-CT has hierarchy structure with a set of top level general
concepts. All other concepts are subtypes of one these top concepts. Each

3http://www.ihtsdo.org/snomed-ct
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concept is assigned a unique ConceptID and a Fully Specified Name (FSD).

SNOMED-CT provides a consistent way for indexing, storing, retrieving
and aggregating clinical data that can enhance the interoperability between
different health information systems.

LOINC

The Logical Observation Identifiers Names and Codes4 (abbreviated LOINC)
is a universal code system for laboratory test and other clinical observations.
For each observation provides a code, a short name, a long formal name and
synonyms.

The primary purpose of LOINC is to provide common codes and termi-
nology which allow hospitals, pharmaceutical manufacturers, researchers,
and public health departments to receive clinical observations from multi-
ple sources, so that they can automatically file the data in the right slots of
their medical records, research, and public health systems.

1.4 Reasoning

Reasoning is the process of extracting new knowledge (inferring facts that
have not been explicitly stated) from an ontology and its instance base and
is one of the most powerful features of Semantic Web technologies.

A Semantic Reasoner (also known as reasoner engine or simply rea-
soner) is a software system whose primary goal is to infer knowledge which
is implicitly stated by reasoning upon the knowledge explicitly stated, ac-
cording to the rules that have been defined.

The reasoners are also used to validate the ontology, that is, they check
its consistency, satisfiability and classification of its concepts to make sure
that the ontology does not contain any inconsistencies among its term def-
initions.

4https://loinc.org
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According to Donini et al. the basic ontology reasoning procedures [91]
can be listed as follows:

• Consistency checking : assures that the ontology does not contain con-
tradictory facts (e.g., equality and inequality assertions).

• Concept satisfiablility : checks whether a class can have at least one
individual or not. Having unsatisfiable classes usually means that the
entire ontology is not consistent.

• Concept subsumption (classification): determines the subclass rela-
tionships between classes in an ontology in order to complete the class
hierarchy.

• Instance checking : checks whether an individual is an instance of a
class (i.e., it calculates the individual type).

• Conjunctive Query Answering : answers a (SPARQL) query with re-
gard to an ontology.

As far as Description Logics (and Logics in general) are concerned, de-
sirable properties of these reasoning techniques are:

• Termination: is related to guarantee that for a given input the algo-
rithm can terminate.

• Soundness : ensures that every formula proved to be satisfiable, is
indeed satisfiable.

• Completeness : concerns to the capability of deducing every possible
fact that can be inferred from the available set of axioms.

A lot of research is currently being focused on investigating the com-
promise between the expressiveness of ontology definition languages and
the computational complexity of the reasoning procedure, as well as the
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discovery of efficient reasoning algorithms applicable to practical situations
[146].

Three classical open source reasoners available are: HermiT [223], Pellet
[229] and FaCT++ [246].

1.4.1 Ontology Web Language

The Web Ontology Language (abbreviated OWL) [171] is an ontology lan-
guage which extends RDFS to overcome its limitations. OWL is a W3C
Recommendation and is the de facto standard for publishing and sharing
ontologies in the Semantic Web.

RDFS is deliberately intended to be a simple language to define ontolo-
gies such as vocabularies and taxonomies but in many cases to address the
demands of the Semantic Web more expressiveness is needed.

OWL as a markup language for specifications of ontologies has been used
for applications in a large variety of fields such as medicine [111], biology
[228], agriculture [231] and defence [149].

OWL mainly derives from DAML+OIL Web Ontology Language [170]
[131] which in turn is a combination of DAML [127] and OIL [98].

Like RDF Schema, OWL can be serialised using RDF syntax and adopts
the open world assumption (which means that missing information is treated
as unknown) and the not unique name assumption (different identifiers may
refer to same entities in the real world).

OWL introduces many new language primitives which extend RDF and
RDFS. OWL allows to define classes as a combination of other classes using
set operators like union, intersection and complement. In OWL is possible
to state that two classes are disjoint or are the same (despite being identified
with different URIs). It is also possible to use restrictions on properties such
as cardinality or specify that a certain property is transitive or unique.

The Web Ontology Language provides richer schema for expressing mean-
ing and semantics but the more expressive is a language, the more is difficult
to reason with the language. Although complex language constructs allows
to represent more knowledge, computation becomes inefficient and eventu-
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ally undecidable.
When it comes to choosing and ontology language for the Semantic Web

there is always a trade-off between expressibility and efficient reasoning,
depending on the kind of application to be designed.

OWL consists of a family of three languages with different degrees of
expressivity and computational properties: OWL Full, OWL DL and OWL
Lite.

• OWL Full is the most expressive language it places no restrictions
on how the language constructors can be used. This flexibility comes
at the expense of decidability, in fact reasoning task such as consis-
tency checking, satisfiability checking, subsumption checking, instance
checking and conjunctive query answering. All of these typical rea-
soning tasks over an OWL Full ontology are undecidable.

• OWL DL and OWL Lite are two restricted forms of the OWL lan-
guage, restrictions make them ”decidable”. Both OWL DL and OWL
Lite are based on Description Logic (abbreviated DL) [27] which guar-
antees (all conclusions are guaranteed to be computable) and decid-
ability (computation will be finished in finite time).

OWL DL is the more expressive after OWL Full and is also the most
important among the three variants of the OWL family. OWL DL is
equivalent to a well-defined DL and contains all of the OWL language
primitives but allows restricted use of them. A full list of restrictions
put in OWL DL can be found in [171].

OWL DL is decidable for consistency, satisfiability and instance check-
ing tasks. However the complexity of these reasoning task are NExpTime-
complete which means that for certain valid inputs the reasoning task
may not be completed in ”acceptable time”.

• OWL Lite is a subset of OWL DL and it is most restricted vari-
ant of OWL. The rationale behind OWL Lite is to trade expressivity
for efficiency of reasoning: ”reasoners for OWL Lite will have desir-
able computational properties” [255]. The complexity of OWL Lite is
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ExpTime-complete for consistency, satisfiability and instance checking
tasks. As opposed to OWL DL, conjunctive query answering is decid-
able, however OWL Lite 2ExpTime-complete with respect to query
complexity [77] which means that for certain valid inputs, despite the
certainty of decidability, reasoning is intractable.

OWL 2

OWL 2 [129], addresses in part the issues which afflict the previous version
of the language and introduces new language primitives and semantics for
OWL 2 Full and OWL 2 DL. A comprehensive report of the rationale and
new features introduced bye OWL 2 can be found in [110], here is given a
brief overview.

While OWL 1 defines only two main dialects OWL Full and OWL DL one
syntactic subset (OWL Lite), OWL 2 provides in addition three new profiles :
OWL 2 EL, OWL 2 QL, and OWL 2 RL. These profiles are syntactic subsets
of OWL 2 DL and are intended to target different application scenarios by
trading the expressivity to achieve an efficient reasoning.

• OWL 2 EL is based on the Direct Semantics [180] and it is primarily
designed for dealing with a large number of class axioms and classifi-
cation tasks (such as subsumption and instance checking).

OWL 2 EL was conceived to address the complexity of numerous ex-
isting large-scale ontologies in the healthcare and life sciences domain
such as SNOMED-CT (an ontology of clinical terms with over 500000
classes). [230] or Gene Ontology (a biological ontology that describes
genes and gene properties with more than 25000 classes)[70].

Reasoning for OWL 2 EL is PTime-complete (polynomial complexity)
except for query-answering [180].

• OWL 2 QL is also based on the Direct Semantics and provides more
expressive features such as the property inclusion axioms and func-
tional and inverse-functional object properties.
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The QL profile of OWL2 was developed to efficiently handle query
answering in ontologies which contain a large number of individual
assertions and relatively uncomplicated class definitions. OWL 2 QL
also adopts technologies from relational database management.

Reasoning is NLogSpace-complete with the exception of query answer-
ing which is NP-complete [180].

• OWL 2 RL is based on Description Logic Programs (DLP) as proposed
by Grosof et al. [114] and pD* proposed by ter Horst et al. [242].

OWL 2 RL enables interaction between description logics and rules,
in fact it was primarily designed to deal with ontologies that describe
rules within. OWL 2 RL is basically a rule language and rules can
efficiently be run in parallel, allowing for scalable reasoning implemen-
tations.

Reasoning in OWL 2 RL is PTime-complete except for query answer-
ing which is NP-complete [180].

1.4.2 Semantic Web Rule Language

The Semantic Web Rule Language (SWRL) is a rule language, fully compli-
ant with OWL semantics, that is meant to combine OWL knowledge bases
with Horn-like rules in order to extend reasoning capabilities [181, 130].

SWRL rules are composed of an implication between an antecedent (also
referred to as the rule body) and consequent (or head). When the conditions
specified in the antecedent are true also the conditions specified in the con-
sequent must hold. Both the body and the head are positive a conjunction
of atoms.

Atoms consist of a predicate followed by a number of terms or arguments
of the expression in the form:

p(arg1, arg2, ..., argn)
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Five types of predicate can be used in rules: OWL classes, OWL proper-
ties, data types, data ranges, and built-ins. Arguments can be either OWL
individuals or data values or variables which are treated as universally quan-
tified.

A rule asserting that the uncle of an individual is the individual’s father’s
brother can be written as:

Person(?x)

^ hasParent(?x,?y)

^ hasBrother(?y,?z)

-> hasUncle(?x,?z)

The execution of this rule has the effect of setting the property hasUncle
to the individual ?z in the individual ?x. That is, the individual that satisfies
the antecedent of the rule.

The highest expressivity level provided by SWRL can be reached through
the use of built-ins [10]. Specifically, a built-in is a predicate that evaluates
to true if the arguments satisfy certain conditions. For example, the built-in
equal accepts two arguments and return true if the arguments are the same.
Built-ins can perform a wide range of task from mathematical operations to
string manipulations. Moreover, users can implement their own customised
built-ins.

For example, built-ins can be used to determine whether a string repre-
senting a telephone number starts with the international access code ”+”
as in the following rule:

Person(?p)

^ hasNumber(?p, ?number)

^ swrlb:startsWith(?number, "+")

-> hasInternationalNumber(?p, true)

SWRL, due to the full OWL semantics compliance, adopts the open
world assumption and does not allow to assume that two individuals are
distinct on the sole base of their names (unique name assumption). More-
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over, SWRL supports monotonic inference only, that is rules cannot retract
or modify existing information in the knowledge base.

The increased extent of expressivity introduced by SWRL can poten-
tially lead to undecidabiliy. DL-Safe SWRL rules are a restricted subset
of SWRL rules that ensure the desirable property of decidability which is
obtained by restricting rules to operate only on known individuals in the
knowledge base [181]. However, even though all the deductions obtained
through DL-Safe rules are formally sound, they may be incomplete.

1.5 Semantic Data Annotation

To achieve the Semantic Web goal of making machines able to interpret,
combine and use information on the Web, data need to be semantically
annotated.

According to Amardeilh, Semantic Annotation is defined as: ”a formal
representation of content, expressed using concepts, relations and instances
as described in an ontology, and connected to the original resource” [23].

Within the Semantic Web context, ontologies play a central role in anno-
tation tasks since they explicitly define concepts and relations among them
of a particular domain, in a structured and formal way.

Annotation is essentially the process of adding metadata to data. Meta-
data are ”data about data” [125] and are normally structured according
to an ontology, which means that their values refer to the instances and
concepts defined in the ontology.

Consequently, semantic annotation turns human understandable content
into a machine understandable form by enriching data with metadata to
ensure machine readability.

It is noteworthy to underline that metadata alone without being associ-
ated to an object are meaningless.

Semantic annotation can virtually be applied to any kind of resource
such as textual resources, web pages, images, multimedia contents, fields in
databases and numerical data [144].
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Annotations can be embedded or detached. Embedded annotations are
directly added within the resource’s content. Instead, detached annotations
are stored outside the resource’s content.

Finally, it is important that the process of semantic annotation adheres
to a common standard to guarantee interoperability between different sys-
tems. The Resource Description Framework (RDF), the cornerstone of the
Semantic Web, provides a standardised means for adding metadata anno-
tations to resources.

According to Lefrançois et al. ”RDF data model may still be used as a
lingua franca to reach semantic interoperability and integration and querying
of data having heterogeneous formats” [156]. Therefore, generating RDF
triples (triplify) from sources having various formats is a key step for every
Semantic Web system.

1.5.1 Sources Heterogeneity

Sources Heterogeneity refers to when within a single domain, heterogeneous
formats express homogeneous content. That is the same concepts are rep-
resented using different types and stored using a multitude of data models
and formats.

A brief survey of different solutions that have been proposed for gen-
erating RDF models from data in heterogeneous formats and serialisations
can be found in [87] and [88].

Dimou et al. identified some limitations of the existing mapping methods
(data-to-RDF) which prevent achieving well integrated datasets: mapping of
data on a per-source basis, mapping data on a per-format basis and mapping
definitions’ reusability [88].

In particular, mappings tools based on a per-format approach only sup-
port a specific source format (e.g, XML) which leads to a proliferation of
tool to install, learn, use and maintain for each case separately or even to
implement case-specific solutions.

Furthermore, often the mapping rules are not interoperable because they
are tightly coupled to the implementation. In this case, it is not possible
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to reuse the mapping rules to map data that describe the same model, for
different data serialisations.

Dimou et al. also proposed the requirements for generic mapping sys-
tems to address the aforementioned issues and achieve a better integration
which are as follows: uniform and interoperable mapping definitions, robust
cross-references and interlinking and scalable mapping languages [88].

In particular, the uniform and interoperable mapping definitions factor,
requires the mapping definitions to be independent from the references to
the input data. The same mapping definitions (i.e., mappings that capture
the same concepts) should be available to be reused across different sources
only by changing the reference to the specific values in the input source.

IoT Data Formats

In a context such as the Internet of Things, due to the large diversity of
devices, data sources come in very large volumes and can be very hetero-
geneous in terms of serialisations and data formats. For instance, IoT data
generated by fitness tracking devices can be normally retrieved in tabular-
structured format such as CSV or hierarchical-structured format such as
XML or JSON.

This section briefly describes two of the current most common data
formats in the IoT fitness domain: XML and JSON.

The eXtensible Markup Language (abbreviated XML) is a W3C Rec-
ommendation and a markup language for encoding data in semi-structured
format [55].

XML is a metalanguage and it does not define a predefined set of tags,
rather it can be used to create markup languages for specific specialised
domains and purposes by specifying tags and the relationships among them.

An XML document is represented as an ordered labelled tree accord-
ing to the DOM standard [258] where each node in the tree corresponds to
an element and may have a value, attributes, and namespaces associated.
Leaf nodes normally contain textual data values. An XML document may
also carry additional element such as comments, document level informa-
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tion (e.g., DTD - the document type declarations), processing instructions,
entities and notations.

Several XML query and processing languages are proposed and recom-
mended by W3C such as: XPATH [38], XSLT [68] and XQUERY [72].

XPATH which stands for XML Path Language is an expression language
used for navigating and selecting specific nodes within an XML document.
XPATH cannot create new nodes or modifying the existing document.

Below is shown an example of a typical XML document:

<?xml version="1.0" encoding="UTF-8"?>

<contacts>

<contact>

<name>Phil Clarkson</name>

<phone>123-456-7890</phone>

<mobile_phone>222-654-5432</mobile_phone>

<company>Planetgreen</company>

</contact>

<contact>

<name>Adrian Vance</name>

<phone>765-178-8236</phone>

<company>Biolam</company>

</contact>

<contact>

...

</contact>

...

</contacts>

An example of XPATH expression to retrieve the phone numbers of all the
contacts stored could be as follows:

/contacts/contact/phone

The output returned by the XPATH expression above:
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<phone>123-456-7890</phone>

<phone>765-178-8236</phone>

Note that even if the first contact has two phone numbers associated, a
fixed phone number and a mobile phone number, the latter is not retrieved
due to the purely syntactic approach of querying the XML tree.

The JavaScript Object Notation (abbreviated JSON) is a lightweight,
text-based, data interchange format [76]; is much simpler than XML and
has a human-readable syntax and self-describing.

JSON was initially intended to be used in the JavaScript scripting lan-
guage but then it did evolve into a language-independent data representa-
tion and it is supported by a wide range of programming languages.

JSON is essentially based on two data structures: objects and arrays.
Objects are an unordered collection of name-value pairs, while arrays are an
ordered list of values. JSON supports four data type which are as follows:
strings, numbers, boolean expressions and null values. These features allow
JSON to describe any kind of resource.

Compared to XML, JSON has higher parsing efficiency, a lighter syntax
(XML is extremely verbose) and it is easier to read by humans.

Similarly to XPATH which is used to extract data from and XML doc-
ument, JSONPATH is a declarative query language for selecting and ex-
tracting values from a JSON document [109].

The example below show the same document proposed in Section ??
serialised in JSON format:

{

"contacts":{

"contact":[{

"name":"Phil Clarkson",

"phone":"123-456-7890",

"mobile_phone":"222-654-5432",

"company":"Planetgreen"

},
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{

"name":"Adrian Vance",

"phone":"765-178-8236",

"company":"Biolam"

},

{

...

}]

}

}

1.5.2 RDF Mapping Language

The RDF Mapping Language (abbreviated RML) is a generic mapping lan-
guage which allows to map heterogeneous data sources into RDF represen-
tation [88].

From a language point of view, RML extends R2RML (RDB to RDF
Mapping Language) which is a W3C recommendation for expressing cus-
tomised mappings from relational databases to RDF, according to a struc-
ture and vocabulary defined by the mapping user [82].

RML, like R2RML, is a triple-oriented mapping language and can be
expressed as RDF graphs and written down in Turtle syntax. However,
while R2RML is specifically designed to address relational databases, RML
extends this scope to a broader set of different input sources data structures
and serialisations (such as CSV, XML, JSON, etc).

The main limitation of R2RML is indeed that R2RML can deal only
with relational databases input.

RML, while maintaining backward compatibility with R2RML, provides
a generic way for defining mappings over a wide set of heterogeneous sources
adding case-specific extensions.

Given that RML, unlike R2RML, deals with different data serialisations,
specific query languages are needed to refer to the content of a specific
resource (e.g., XPATH for XML files or JSONPATH for JSON files).
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Sources of the same domain which adapt to different structures may
represent the same information and RML mapping definitions can also be
re-used across them with minimal modifications and combined in a uniform
way to incrementally form a well-integrated resulting dataset.

Below the main structure of RML mapping graph is shortly described.

An RML mapping consists of one or more Triple Maps. A Triple Map
is composed of three parts: (1) the Logical Source, (2) the Object Map and
(3) zero or more Predicate-Object Maps.

The Logical Source extends the concept of a R2RML’s Logical Table and
it is used to determined the input source data to be mapped.

Reference Formulations (rml:referenceFormulation) are the means
by which it is specified which standard or query language is used to refer
to the data. The predefined Reference Formulations of the current RML
version (at the time of writing) are: ql:CSV, ql:XPath, ql:JSONPath and
ql:CSS3.

Unlike R2RML in which per-row iterations occur through the table data,
the iteration pattern in RML has to be specified according to the data source
format. The Iterator rml:iterator allows to define the iteration pattern
over the input source and specify the extract of the data to be mapped
during each iteration.

Similarly to the R2RML’s property rr:column which defines a column-
valued term map to determine a column’s name, in RML is introduced the
rml:reference property to reference to the single parts of the data input.

Both the iterator’s value and the reference’s value have to be expressed
in a valid expression according to the Reference Formulation defined in the
Logical Source.

The Subject Map (rr:SubjectMap) defines the criterion by which unique
identifiers (URIs) are generated for the resources to be mapped. The same
URIs are also used as the subject for each RDF triple produced from the
Triple Map.

The Predicate-Object Map consists of a Predicate Maps and an Object
Maps, which respectively generate the predicates and the objects for the
subject generated by the Subject Map.
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SOURCE 1
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RDF 1
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RML RDF 1 RDF 2 RDF 3

Figure 1.4: Mapping without and with RML. (Image adapted from [88]).

RML allows also cross-references through Referencing Object Maps which
acts like a join operation between different mappings. A Referencing Object
Map links together the values produced by a subject map (the parent map)
to the objects of triples produced by another map (the child map). The join
conditions are specified by the properties rr:parent and rr:child.

RML Mapping Process

This section shortly reviews the RML mapping process and proposes a sim-
ple example of an XML-to-RDF mapping. Executing an RML mapping
requires an input source and a mapping specification that describes the
TipleMaps and points to the input source.

According to the mapping specification document, the RML processor
applies the mapping rules specified in the TipleMaps (the Subject Map and
the Predicate Object Maps) to the input data. For each point of reference
to the data within the input source, values are extracted by evaluating the
corresponding target expressions and the triples are generated.

The resulting RDF graph can be stored in a user-defined format.
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Below the RML mapping definition document serialised using the Turtle
syntax:

@prefix foaf: <http://xmlns.com/foaf/0.1/> .

@prefix rr: <http://www.w3.org/ns/r2rml#> .

@prefix rml: <http://semweb.mmlab.be/ns/rml#> .

@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

<#ContactsMap>

rml:logicalSource [

rml:source "contacts.xml";

rml:referenceFormulation ql:XPath;

rml:iterator "/contacts/contact";

];

rr:subjectMap [

rr:termType rr:BlankNode;

rr:class foaf:Person;

];

rr:predicateObjectMap [

rr:predicate foaf:name;

rr:objectMap [ rml:reference "name" ];

];

rr:predicateObjectMap [

rr:predicate foaf:phone;

rr:objectMap [ rml:reference "phone" ];

] .

The corresponding input source contacts.xml:

<?xml version="1.0" encoding="UTF-8"?>

<contacts>

<contact>

<name>Phil Clarkson</name>

<phone>123-456-7890</phone>
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<mobile_phone>222-654-5432</mobile_phone>

<company>Planetgreen</company>

</contact>

<contact>

<name>Adrian Vance</name>

<phone>765-178-8236</phone>

<company>Biolam</company>

</contact>

</contacts>

The RDF output graph produced:

_:4evc1bCWsX a foaf:Person ;

foaf:name "Phil Clarkson" ;

foaf:phone "123-456-7890" .

_:8yNzIbnRMw a foaf:Person ;

foaf:name "Adrian Vance" ;

foaf:phone "765-178-8236" .

In this example, data stored in the contacts.xml file have been se-
mantically annotated according to the FOAF ontology definitions [58] and
serialised in Turtle syntax.

Note that values extracted from input sources may not always be in the
correct form to be directly inserted in RDF triples. RML does not provide
any means for data cleansing and according to Dimou et al., data cleansing
if necessary should be performed in advance [88]. Heyvaert et al. propose a
case in which they address the problem by extending the RML vocabulary
(with the terms: rml:process, rml:replace and rml:split) to further
process the values extracted using the regular expressions [128].
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Chapter 2

Internet of Things

This chapter introduces the Internet of Things technologies, in particular
the role of the Internet of Things in the healthcare and smart home domain.
Critical aspects of IoTs such as interoperability issues, from a data-centric
perspective, are taken into a detailed consideration. Secondly it offers an
overview of the most common IoT fitness and domotic devices available on
the market.

2.1 IoT

The term Internet of Things (IoT), sometimes also referred to as Internet of
Objects or Smart Objects, denotes any combination of hardware and soft-
ware that produces data through connecting multiple devices and sensors
to the internet. The term Internet of Things was first introduced by Kevin
Ashton at the Auto-Id centre of the Massachusetts Institute of Technology
(MIT) back in 1999.

Anything can be an IoT device if it can transmit and receive data over
the Cloud or, in other words, any system that can connect objects or things
to Internet, hence connecting the physical world to the virtual world. Inter-
net as a medium to communicate and exchange information is a living entity,
constantly changing and evolving, and now is shifting from only connecting
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Applications Layer

Middleware Layer

Access Gateway Layer

Edge Technology Layer

IoT
Layers

Figure 2.1: Layered Architecture of an IoT System. (Image adapted from
[221]).

people and computers towards connecting things and objects.

This vision where objects become a part of the Internet is also possible
due to an unceasingly evolving technology: Internet broadband connectivity
is becoming cheaper and ubiquitous, devices are becoming smaller and more
energy efficient and fitted with a large variety of on-board sensors. IoT
is nowadays recognised as one of the technologies that will radically and
permanently transform our life, business, and the global economy in the
near future [164].

IoT paradigm can be applied to a long list of different domains ranging
from transportation, supply chain, environmental monitoring, inventory and
production management, smart cities, smart homes, building automation,
data collection, social networks to medical care, healthcare. These latter
ones in particular represent one of the most attractive application areas for
IoT [191]. More and more of new applications and businesses for IoT are
created continuously.

As shown in Figure 2.1, Santucci et al. describe the architecture of a
typical IoT device as a four layered architecture: the edge technology layer,
the access gateway layer, the middleware layer and the application layer
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[221]. The two lowest layer are responsible for data collecting and network
connectivity while the two highest layers are responsible for data utilisation
in applications. The functions of every single layer (from the lowest to the
highest) are as follows:

1. Edge Technology Layer : this layer is also known as perception layer
is the hardware layer which includes components for network connec-
tivity, data storage and data collection through sensors such as GPS,
cameras, pressure sensors, temperature sensors etc. The Edge Tech-
nology Layer also provides information processing (via embedded edge
processor), control and actuation.

2. Access Gateway Layer : this layers is also known as network layer
or transport layer and is responsible for data transmission and rout-
ing. It receives information from the edge layer using communication
technologies such as Wi-Fi, Li-Fi, Ethernet, GSM, WSN, ZigBee Blue-
tooth and WiMax [221, 26] and sends them do the middleware.

3. Middleware Layer : this layer provides an abstraction to applications
from things. It also provides services such as data filtering, data
aggregation, semantic analysis and access control.

4. Application Layer : which is also the top layer of the stack consists
of two sub-layers: the data management sub-layer and the applica-
tion service sub-layer. The data manager sub-layer provides directory
service, quality of service (QoS), cloud computing technologies, data
processing, machine-to-machine (M2M) services etc. The application
service sub-layer on the other hand is responsible for interfacing the
system to end users and enterprise applications running on top of the
IoT applications layer.

Information processing is handled in application layer. The information
processing technologies for IoT applications include also Cloud Computing
and Fog Computing. For instance, in the case of healthcare applications
that depend on utilisation of inputs from the physical world (e.g., vital
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signs of a patient via sensors), a huge amount of data is constantly col-
lected. The data can be sent to a cloud integrated with the IoT system for
a safe, convenient and efficient storage, processing and management [92].
The cloud-based approach enhances healthcare solutions by improving ac-
cessibility and quality of healthcare, and reducing costs [107].

Similarly, fog computing extends cloud computing. It is a distributed
computing infrastructure that provides the same application services to end-
users as cloud computing such as data processing, storage, and execution of
applications. However, the application services are handled at the network
edge in a smart device instead of a remote datacenter in the Cloud. The
goal of fog computing is to improve the efficiency and reduce the amount
of transported data to the Cloud [51].

2.2 Critical Issues in IoT

Despite the growing number of IoT devices and applications, IoT technology
is still in its infant stage and has big room for research in variety of issues
such as standards, scalability, heterogeneity of different devices, common
service description language, safety and integration with existing IT systems
just to cite a few.

Interoperability as the ability to interconnect and communicate different
vendors’ systems along with data integration is one vital issue still unsettled.

Barnaghi et al. highlight four interoperability issues in IoT [30]:

1. Technical interoperability involves the heterogeneity of hardware and
software components and the related communication protocols.

2. Syntactical interoperability involves data formats and data representa-
tion. Syntactical interoperability is crucial to interpret IoT data and
build smart systems. They underline the need to agree on common
vocabularies to describe data.

3. Semantic interoperability involves the interpretation of meaning of
data exchanged.
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4. Organisational interoperability involves the heterogeneity of the differ-
ent infrastructures. Organisational interoperability depends on suc-
cessful technical, syntactical and semantic interoperability.

Nowadays the majority of IoT applications tend to be self-contained
thereby forming application silos [250]. Chen et al. state : ”cannot cor-
relate and integrate the data from different silos and getting the data from
heterogeneous sources” [66]. The authors highlight the needs for IoT data
processing and explain the issue related to domain specific-applications:
applications cannot combine the data from different silos.

Sensor data are useless if are not analysed and understood correctly.
Interpreting raw IoT data, extracted from devices, in a meaningful way is
still an open issue and a challenge [104].

Interoperability can be solved if communicating smart systems are se-
mantically interoperable [105]. Semantics gives a structure to data and
captures the meaning. This challenge is particular relevant in the health
care and fitness domain where a multitude of diverse vendor devices collect
the same type of data but store and exchange them in many different ways,
so there will be semantic and syntactic conflicts. Semantic Web technolo-
gies are promising tools for this purpose to share data and exchange their
services efficiently [138]. Semantic Web technologies are also the approach
that has been adopted in this study.

2.3 Web of Things

The main goal of IoTs is to connect physical devices to the Internet. The
concept of Web of Things (WoT) [260] concerns the connection of the sensors
specifically to the web, getting the data and exchanging the data ,that has
been produced by devices, on the web.

Existing web technologies can be adapted and reused to build new smart
applications and services exploiting data generated by the IoT devices by
integrating Smart Things to the Web. Web services have been proven to be
crucial in creating interoperable applications on the Internet, IoT devices
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can be abstracted as web services and seamlessly integrated into the existing
web. The WoT vision depicts a view where a collection of web services can
be discovered, composed and executed.

There are two possible methods to integrate things into the Web: direct
integration and indirect integration [121]. In many cases IoT systems use
both methods has a hybrid way.

Direct integration means integrating things into the Web using embed-
ded web servers. IoTs running an embedded web server can directly commu-
nicate with the users from any terminal with a standard web browser. Other
devices can also inter-operate with them through standard web operations
specified by web standards (e.g., GET and POST). Web severs can be built
in a size of only a few KBs [93] [17] so that they can be easily embedded into
many devices directly despite the limiting memory and computational capa-
bilities of the IoT devices. Indirect integration on the other hand is needed
when a device is not powerful enough to be embedded with a web server.
Sometimes there is also no need to directly integrate all the smart things to
the Web in the consideration of cost, energy and security[121]. For indirect
integration, an intermediate proxy (also called smart gateway) placed be-
tween things and the Web is used. The proxy communicates directly with
the smart things, this implies that it understands the proprietary protocols
of the devices, and exposes outward to the Web the proprietary protocols
and the native APIs of the smart things abstracting them. In this way IoT
can still be accessible using web standards.

2.3.1 Semantic Web of Things

Semantic Web of Things (SWoT) is a research field which aims to combine
Semantic Web technologies to Internet of Things providing interoperability
among ontologies and data [138, 194].

Existing WoT systems deal with heterogeneous protocols and easily
share sensor data on the Web. However, they do not use Semantic Web
technologies. SWoT differs from WoT by adding semantics in order to en-
sure a common understanding. Semantic Web of Things can be seen as an
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Figure 2.2: From IoT to SWoT. (Image adapted from [138]).

evolution of Web of Things through integration of IoT with web technologies
to access the devices and the produced data via Web.

Barnaghi et al. show that semantic is needed to: (1) provide unambigu-
ous IoT data descriptions to be interpreted by machines, (2) combine data
from different physical systems and devices, (3) semantic reasoning, and (4)
sensor discovery [31].

SWoT promises a seamless extension to the IoT allowing integration
of both the physical and digital worlds and are focused on providing wide
scale interoperability that allows the sharing and reuse of data [138]. The
SWoT vision enables also knowledge-based systems to achieve high degrees
of autonomic capability for information storage, management and discovery
leveraging on ontologies and standardised semantic web languages such as
RDF, RDFS and OWL.
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2.4 IoT and Healthcare

The healthcare industry has seen a radical change in the era of the Internet
with relatively cost efficient and smart solutions such as IoT technologies.

According to Atzori et. al the healthcare domain has a huge potential
for IoT successful applications and smart systems [26].

Koop et al. envision a new delivery model of healthcare, enabled by the
IoT technology, that will transform the present hospital-centric, through
hospital-home-balanced by 2020, to the final home-centric by 2030 [147].
Healthcare providers around the world are transforming themselves into
more efficient, coordinated and user-centred systems and technology plays
a central role in achieving efficiency and enhancing distributed healthcare
smart systems that fulfil diverse and constantly increasing demands.

Significant segments of the IoT healthcare market are: independent liv-
ing services, consumer medical devices, telemedicine, wearable technologies,
fitness monitoring devices, health gaming, personal emergency response sys-
tems and wearable technologies [99].

Typical IoT solutions for healthcare can be categorised as followings:

• Tracking and monitoring : thanks to the ubiquitous identification,
sensing, and communication technologies patients and people can be
tracked and monitored by wearable devices on a 24/7/365 basis [21].
Wearable fitness tracking devices and life logging devices belong to
this category.

• Remote service: healthcare and home assistance, emergency detec-
tion and first aid, dietary and medication management, telemedicine
and remote diagnosis can be delivered remotely through the Internet
by connected devices [196][145][158]. Remote monitoring of patients
allows more self-management of chronic conditions, and significant
services improvements and cost reductions.

• Information management : enabled by the global connectivity of the
IoT, all the healthcare information (logistics, diagnosis, therapy, re-
covery, medication, management, finance, and even daily activity) can
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be collected, managed, analysed and utilised throughout the entire
value chain [90].

• Cross-organisation integration: the hospital information systems (ab-
breviated HIS) are extended to patient’s home, and can be integrated
into larger scale healthcare. IoT technologies facilitate the flow of
patient data throughout an expanding community of care (medical
centres, hospitals, nurses, physicians and associated systems) while
also securing the information and protecting patients privacy [99].

The healthcare sector is just one of the markets that IoT will transform
in the coming years. IoT will radical modify our medical system by bringing
technology directly into the home, changing the way healthcare is delivered
to patients and consumers. Moreover, with billions of heterogeneous sensors
accumulating a robust network of data collection and data sharing coupled
with ubiquitous identification systems, experts can conduct real-time data
mining and interpretation, which leads to a continuous quality improvement
to the sector.

IoT technology already offers a multitude of networked devices, cloud
based applications and services for healthcare. Disparate types of healthcare
data and information like logistics, diagnosis, recovery, therapy, medita-
tion, management, finance and even daily activities (e.g., through wearable
devices) can be collected from the IoT systems [90][78]. In short, more
connections mean more accessible data and better healthcare for patients.

An example of the vision described above is the Electronic Health Record
(EHR) which is already adopted in various countries of the world [236].
Electronic Health Record is the collection and digitally storing of health
information about individual’s lifetime with the purpose of supporting con-
tinuity of care, education and research [132].

Healthcare IT companies are also developing Personalised Health Records
(PHR) where users can collect and update their facts [25], this process can
be sustained and automated, by mobile based systems and IoT. IoTs auto-
matically update physical activity, vital symptoms and similar information.
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2.4.1 IoT Fitness Devices

In recent years, the consumer market of IoT healthcare devices has seen a
proliferation of wearable fitness trackers such as Fitbit1 and Jawbone UP2 or
smartwatches like Apple Watch3. These devices, along with other functions,
provide a lot of health tracking features. With the rising of wearable devices
people are becoming more and more interested about their health and IoT
health trackers devices are becoming part of normal daily life. According
to a survey conducted by the Intercontinental Marketing Services Institute
for Healthcare, the sales of wearable technology will grow to almost US $30
billion by the next year4.

IoT fitness devices can record the exercise amount, consumed energy,
food intake and sleeping status of users per day. They can also measure
various physical indexes such as heartbeat and respiration rate, monitor
their data including speed and running distance. Sometimes they also pro-
vide support for improving exercise and goal achievements such as weight
loss or distance travelled.

Wearable devices are a great tool for collecting biometric data in real
time for an extended period of time to manage and prevent some chronic
disease [173]. Fitness trackers are almost wearable devices such as smart
wristbands, heart rate strip and smart wristwatches. Some of the same
functionality and sensors are also present in modern smartphones [237].

IoT fitness devices can realise exercise step counting, exercise track-
ing, heart rate counting, sleeping tracking as well as real-time exercise and
sleeping monitoring, diet tracking, smart alarm clock, customised alarm,
emotional tracking, distance course, step collection, calorie burning mea-
surement, sleeping quality, motion reminder, smart no-sound alarm clock,
distance counting and measuring calorie consumption [159, 238].

Along with wearable devices, mobile phone health apps are changing
the healthcare by empowering users and educating them to take control

1https://www.fitbit.com
2https://jawbone.com/up/trackers
3https://www.apple.com/watch/
4https://www.webcitation.org/6cxkgjwZu
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and track of their health and their fitness gains.

Wearable Devices

Fitness trackers have become increasingly popular during recent years. Wear-
able devices for fitness tracking and health monitoring consist mostly of
smartwatches and wristbands. However, there are also fitness trackers that
can be worn on the shoes, on the waist or on the upper arms.

Wristbands

A typical wrist-worn device collects and sends data such as the wearer’s step
count or wearer’s heart rate through a gateway (e.g., a connected device like
a smartphone) to the company’s server.

Research has shown that data collected by these devices, despite be-
ing noisy and sometimes inaccurate, can even be used to answer intimate
questions, such as whether two persons are working together (by tracking
the similarity of steps per minutes between users) [247] or if the wearer has
recently quit smoking [142].

All fitness trackers available in the market are equipped with an ac-
celerometer sensor and achieve a common core functionality which is the
step counting. The accelerometer sensor alone is used to infer a lot of user
activities during the day such as number of steps taken, calories burned,
distance travelled, as well as time slept during the night.

Wristband based accelerometers also known as actigraphs, such as the
basic models of Fitbit or Jawbone UP, are one of the most commercially
successful types of wearable sensors. Their success id due to the fact that
they are cheap and can detect a wide range of daily activities (e.g., sleep,
household chores, and various forms of exercises) [69][204].

Multi-sensors wristbands, as more sophisticated models of wristband, in
addition to the accelerometer are also equipped with localisation services
such as GPS and sensors for measuring heart rate, body temperature and
blood oxygen levels (e.g., through an infrared sensor).
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Data collected by wristband devices can be transmitted wirelessly for
real-time feedback or uploaded to the cloud even though some basic models
sync only when physically connected to a computer via cable. User in-
terfaces of wristband devices are very limited, normally these devices are
provided with only a single-button and sometimes a tiny display to show
some basic information.

Smartwatches

A smartwatch is a wrist-worn, besides being also a timekeeping device,
”general-purpose, networked computer with an array of sensors” [205].

Smartwatches allow more computational capabilities (actually the ma-
jor part of smartwatches in the market are wearable computer) than the
traditional fitness bands and host a lot of more accurate bio-sensors.

Modern smartwatches are fitted with sensors like: tri-axial accelerome-
ters, gyroscopes, microphones, ambient light sensors, optical sensors, wire-
less signal strength and GPS systems.

Smartwatches’ fixed mount location on the body and continual connec-
tion to the skin makes them capable of recognising wearer’s physical activi-
ties with a high degree of precision. The device collocation also permits easy
recording of heart rate, heart rate variability, temperature, blood oxygen,
and galvanic skin response (GSR).

Reeder et al. state that smartwatches have the potential to transform
the healthcare by constantly monitoring the users daily. In particular they
highlight the following points of strength of smartwatches: (1) are familiar to
most people, (2) are increasingly available as a consumer device, (3) enable
near-real time continuous monitoring of physical activity and physiological
measures, (4) support messaging and reminders, (5) enable communication
between patients, family members, and healthcare providers, and (6) allow
for in situ mini-surveys and behaviour verification based on sensors mea-
sures [209].

Some limitations of smartwatches are the physical characteristics of the
wearable devices, such as the small screen size which impaired the usability
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Figure 2.3: A Wristband and a Smartwatch.

of the device [29] and the energy consumption [159] which affects signifi-
cantly the batteries autonomy.

Kamdar et al. observe that improper device placement on the wrist is
also a potential limitation of smartwatches for some types of sensors, for
instance, heart rate can not be collected when the sensor is not in direct
contact with the skin and even with skin contact variations in heart beat
are observed [141]. Ahanathapillai et al. report data collection difficulties
related to improper device placement when monitoring activity of elder
adults[19].

Like any other wrist-worn activity device, smartwatches sometimes over-
report or under-report activity levels depending on the physical characteris-
tic of the wearer and the type of activity the wearer is doing. For instance,
activities that require high levels of wrist action, such as washing hands,
result in detection of increased activity level. On the contrary a wearer
with limited arm movement may see an under-estimation.
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Other IoT Fitness Devices

IoT fitness trackers ecosystem includes also some other devices that have not
been mentioned in Section 2.4.1 and Section 2.4.1 which are the followings:

• Smart scales : electronic weight scales that measure both body weight
and body fat mass and upload data wirelessly using Wi-Fi connection.
Research has shown that daily self-weighing using smart scales can be
effective for producing clinically meaningful weight loss [235].

• Blood Pressure Monitors : IoT blood pressure (abbreviated BP) moni-
tor devices are normally composed by BP apparatus body and a com-
munication module [135].

• Glucose Level Monitors : blood glucose monitoring reveals individual
patterns of blood glucose changes and helps diabetic patients in the
planning of meals, activities, and medication times [135]. IoT nonin-
vasive glucose sensing solutions have been proposed in [136] and [254].

• Oxygen Saturation Monitors : pulse oximetry is suitable for the non-
invasive uninterrupted monitoring of blood oxygen saturation. Some-
times smartwatches have this sensor integrated.

• Body Temperature Monitors : body temperature is one of the vital
signs of a person and plays an essential role in the maintenance of
homeostasis [215]. A temperature IoT measurement system is de-
scribed in [140].

2.4.2 Smartphones and Health Mobile APPs

Nowadays over a billion people own a smartphone and over 40,000 medical
apps have been deployed on apps marketplaces [112]. Smartphones assume
a very important role in patient education, disease self-management, and
remote monitoring of patients [179].

Smartphones combine mobile communication and computation into a
single handheld-sised device. Modern smartphone devices available today
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in the market are equipped with multi-core CPUs and GPUs, megapixel
cameras and high-accuracy built-in sensors such as GPS, accelerometers,
gyroscopes, high resolution cameras, microphones, light s, magnetic field
sensor, orientation sensors, atmospheric pressure sensors and proximity sen-
sors.

In addition to calling and messaging features, smartphones are being
used as an alternative to specialised sensors in medical devices. General
purpose sensors on smartphones can detect various physiological signs of
the users and can be exploited to diagnose a wide variety of medical con-
ditions such as cough detection, irregular heartbeat detection, and lung
function analysis. Smartphones can be exploited as well to perform fit-
ness tracking task such as step counting using built-in accelerometer [53]
[183][245] distance travelled, and calories burned.

Lee, Jinseok, et al. applied a technique called photoplethysmography
(abbreviated PPG) to detect the heart rate from a fingertip using the built-
in camera of a smartphone [154]. The same technique has been used to
detect the heart rate from a recorded video stream of the patient’s face
[197]. Larson et al. realised a smartphone-based spirometer using the built-
in microphone[153]. The user breathes near the smartphone’s microphone
and the sounds produced are processed by the software. Nan-Chen et al. de-
veloped a mobile smartphone-based system to detect and records nasal con-
ditions (such as sneezing and runny nose) that occurs in everyday settings
using audio from the smartphone’s microphone [65]. Smartphone’s camera
has also been used to implement a medical app to diagnose melanoma [253].

Agu et al. highlight some benefits and challenges which derive from using
smartphones as medical devices [18]; benefits of smartphones as medical
devices:

• Ubiquitous Deployment : smartphones mobile app markets are avail-
able and accessible worldwide to billion of users which allows low costs
of distribution for medical apps developers.

• Ubiquitous Availability to Users : users carry their mobile phone for a
long period of the day. Research has shown that smartphones are in
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the same room as their owners for over 90 percent of the time [85].

• Leveraging new hardware: smartphone hardware is almost yearly up-
dated to enhanced configurations. Medical apps, exploiting the rapid
growth of computational capabilities, can run faster and better with
few modifications.

2.5 IoT and Home Automation

The term home automation refers to the automation of the household ac-
tivities including the control of lighting, heating and air conditioning, ap-
pliances, and other systems, in order to improve energy efficiency, security
and the living comfort of the tenants [177].

IoT technology has profoundly changed the home automation landscape.
Previous home automation systems based on wired technology that imposes
constraints such as setting up the cabling, costly installation, and poor
scalability are now superseded by wireless sensor networks that require less
installation costs and support greater versatility [28].

The benefits that can be obtained from the use of IoT technology in home
automation are manifolds [20]. Energy management is considered one of
the most important application of IoT in smart homes [20]. IoT devices can
manage resources more efficiently and thus reduce wasting. For example,
smart lighting systems automate the action of turning the lights off when
residents vacate rooms or leave their homes [155]. Smart plugs can be set to
automatically switch off standby devices at night to further reduce power
consumption [100]. Indoor and outdoor temperatures can be constantly
monitored to better adjust settings of air conditioning systems in order
to provide comfortable environments with the lowest energy consumption,
without human intervention [63].

Other benefits introduced by IoT technology in home automation are
related to healthcare. IoT technology can enhance home care for people with
disabilities and the elderly [67]. For example, smart home automation can
facilitate remote health monitoring and provide immediate clinical health
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care and improve access to medical services (normally unavailable in non-
smart homes) [201]. Moreover, IoT based home automation systems provide
entertainment and comfort to tenants, and ensure home safety and security
[201].

2.5.1 IoT Domotic Devices

Two essential components of every IoT home automation system are the
sensors needed to detect the human activity within a building and gauge
the environmental factors, and the actuators to manipulate the physical
environment. A non-exhaustive list of the most common and important
IoT devices used in home automation is provided below along with a brief
description of their main function:

• Load Monitors are used to gauge the energy consumption of a generic
device. Load monitors are usually connected between the power outlet
and the device to be tracked. Besides providing real-time energy con-
sumption information, more sophisticated models can also calculate
the cost associated with that consumption.

• Smart Plugs are remotely controlled switches and as load monitors
they are connected between the power outlet and the appliance to be
turned on/off. Smart plugs can be use to turn non-smart appliances
into smart ones. Optionally, they can also provide feedback on the
energy consumption of the appliance.

• Smart Thermometers are used to sense the environmental tempera-
ture and are mainly employed to realise thermostat functionalities for
controlling heating/cooling systems.

• Presence and Motion Detection Sensors detect thermal radiation in
their surrounding caused by a person approaching the presence detec-
tor. These binary sensors are employed to detect the occupancy of a
room.
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• Smart Lights are lighting devices that can be switched on/off remotely.
Additionally, they allow to change the light colour and adjust the
illumination level. Some smart light devices may include embedded
presence detection sensors.

• Smart Door Switches are wireless binary sensors that are usually
mounted on door and window frames to detect whether these are
open or closed.

• CO2 Sensors or Carbon Monoxide sensors are used in indoor envi-
ronments to warn home tenants if the level of CO2 concentration is
dangerous.

Modern IoT smart homes are complex systems made up of an inter-
connected set of heterogeneous devices, as the ones described above, that
assist tenants in their home activities and acquire a huge amount of data
generated in the home [259].

2.5.2 Challenges in IoT Home Automation

The interaction and the information exchange among the various IoT do-
motic devices is essential to realise complex automation systems. However,
as in the IoT healthcare field, interoperability is one of the most critical
challenge in the IoT home automation due the amount of different commu-
nication standards and protocols that are being used for devices to commu-
nicate among themselves [222, 219].

The syntactic and semantic interoperability issues discussed in Section
2.2 affect IoT domotic devices as well [240]. Fortunately, a lot of progress
have been made in achieving semantic interoperability through SW tech-
nology. For example, the European Telecommunication Standardisation
Institute (ETSI) in close collaboration with the smart appliances industry
developed The Smart Applications REFerence ontology (SAREF) which is
a a reference ontology for IoT applications including domotic and building
automation systems [81].
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Another challenge in IoT home automation is the analysis of the data
collected by domotic devices. At a very basic level, in smart homes, IoT sys-
tems assist home tenants to automatically switch on or off home attributes
such as lighting and appliances. However, artificial intelligence (AI) such as
machine learning techniques and automated reasoning can be employed to
build more sophisticated building automation mechanisms and smart home
assistive systems [222, 241]. For example, a domotic system integrated with
a smartwatch could automatically alert the emergency services and unlock
the main door to let them enter and rescue the injured inhabitant in case
it detects a fall.
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Chapter 3

IoT Fitness Ontology

IoT health wearable devices such as smart watches, fitness bands, and well-
ness appliances continuously collect and store huge amounts of human physi-
ological parameters. These data can be potentially exploited by the research
community in order to gain valuable insights into people’s health. However,
IoT self-tracked health data come from a variety of different heterogeneous
sources and in proprietary formats, which often lead them to remain con-
fined into separate data silos. Thus, when it comes to analysing IoT health
and fitness datasets, data collection and data integration have to be done
manually by domain experts. This time consuming and prone to error
process significantly hampers an efficient exploitation of the information
available. Semantic Web technologies can be a viable and comprehensive
solution for describing, integrating and sharing heterogeneous IoT datasets.
The aim of this work is the standardisation of data collection and integra-
tion to permit users to get a common view of the available information.
For this purpose the IoT Fitness Ontology has been designed and Seman-
tic Web technologies have been leveraged in order to make IoT health and
fitness datasets freely available to the community in a shared, semantically
meaningful, and reusable manner.
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3.1 Introduction

In recent years, the Internet of Things (IoT) industry has seen a proliferation
of consumer devices for the purpose of health and fitness tracking. The
wearable technologies market alone is anticipated to grow from 325 million
connected devices in 2016 to 929 million devices by the next 5 years [11].

IoT health and fitness technologies basically encompass wearable devices
such as smart rings, wristbands and smartwatches as well as non-wearable
appliances like digital thermometers, scales and blood pressure meters; even
health mobile apps can be viewed as smart devices or objects constituting
a core part of the IoT healthcare landscape [135]. Nowadays, a wide range
of individuals are able to continuously capture and digitally store a variety
of personal health data (PHD).

IoT fitness devices typically exploit the embedded sensors (i.e., accelerom-
eters, gyroscopes, altimeters) to track the physical activities of the wearer,
including steps taken, stairs climbed, distance travelled and sleep hours.
More sophisticated models, thanks to the advances in sensing technologies,
are also capable of observing and recording multiple type of health data,
including heart rate, body temperature, blood glucose level, blood pres-
sure and other basic physiological parameters. The collected data are then
augmented by secondary components providing date, time, and potentially
more sophisticated outputs such as location (i.e., GPS coordinates) and
user-context information.

Potentially, IoT wellness devices could give users direct access to per-
sonal analytics that can contribute to improve their health, facilitate pre-
ventive care, and aid in the management of ongoing illness. For instance,
this kind of typically under-exploited information may be fundamentals for
cancer prevention and the management of general oncology problems [193].
Health and fitness data collected by smart devices can provide better in-
sights of everyday behaviour and lifestyle, and can fill in gaps in more tra-
ditional clinical data collection systems [44, 162]. Moreover, there seems to
be an increasing willingness for individuals to share their PHD with others
[195]. For instance, the Quantified Self (QS) movement is a notable example
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of this trend [214].

The sharing of the enormous amount of self-tracked health informa-
tion, daily collected by users, is an important opportunity for researchers
to develop novel methods to deliver high quality care and boost innova-
tive projects which could have the potential to revolutionise the healthcare
sector [44]. For instance, IoT wearable datasets have already been success-
fully used to study the relationship between sleep and mood problems [182],
to detect unhealthy eating and exercise levels [161], and to predict human
behaviour and cancer incidence [225].

However, most of the time IoT data come from a variety of different het-
erogeneous sources and are represented with their own proprietary format
depending on the device’s manufacturer. This diversity and variety which
characterises the IoT health and fitness datasets along with their huge vol-
ume make sharing and integration more difficult. Therefore, today data
heterogeneity is still an open issue challenge that needs to be addressed to
fully exploit the potential of the IoT data.

Semantic Web (SW) technologies, based on common standards, offer op-
portunities to cope with the semantic data heterogeneity that hampers the
integration and distribution of datasets drawn from diverse sources sharing
the same context [160] [244][224]. For instance, ontologies, which constitute
a formal conceptualisation of a specific domain, provide a common terminol-
ogy that gives data a well-defined meaning that allow interconnection and
reuse in ways other than as originally implemented or intended, indepen-
dently of the type and the format of the data. Moreover, SW technologies
are not only useful for converting scattered health data into valuable aggre-
gated information, but also for sharing them.

Linked Data (LD) [48] is a set of best practises for publishing and ex-
posing data as resources on the Web and interlinking them with seman-
tically related datasets using SW technologies. Basically, LD is offering a
worthwhile alternative to the isolated and heterogeneous data silos which
dominate the IoT landscape since are based on standardised formats and
interfaces. Strictly related to the concept of LD, Linked Open Data (LOD)
is a term which refers to the application of the LD principles to Open Data
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(i.e., data that can be freely used and distributed); a classic example of
LOD collection is DBpedia [13].

The next Sections present the design and development of a LOD portal
which aims to become a reference point for collecting, publishing and sharing
IoT health and fitness datasets in structured format. Thanks to platform,
IoT data can be accessed and reused by domain experts, scientists and the
web community with no restrictions by any form of licensing or patent.

Unlike other portals for sharing PHD, such as Open Humans [6] or Kag-
gle [4] which collect and redistribute users’ raw data (i.e., data serialised
in unstructured and semi-structured formats), a novel aspect of this work
consists in providing a semantic representation of the IoT datasets. The do-
main ontology were specifically designed for IoT health and fitness devices
addresses the problem of data provided in heterogeneous formats by clari-
fying what the data describe, thus facilitating the integration, exploration
and the analysis of the datasets and promoting innovative ways to use the
data.

3.2 Related Works

The related works mentioned in this section converge from different fields:
(i) the relation between the market for mobile health and data inspired
the work on data level; (ii) the relation between information and ontologies
inspired the work on conceptual level; (iii) the paradigm of semantic-aware
data integration systems motivates some of the use cases.

The market for mobile health has been growing steadily over the last
years and continues to do so. The ecosystem of mobile health solution is very
complex and the need to provide an integrated and open access is strong.
The mHealth Developer Economics is a global research program analysing
the digital health and mobile health market since 2010. The last mHealth
Developer Economics survey cycle [124] describes this developing. Surveys
of participants have been collected globally, with most answers coming from
Europe (47%) and from North America (36%). The rest of the participants
is from Asia-Pacific (11%), South America (4%) and Africa (2%). This year
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there are 325,000 health and fitness and medical apps available on all major
app stores. Since last year, 78,000 new health apps have been added to
major app stores. However, only 27% of all mobile health app publishers
are already opening their apps for others immediately offering access to a
wealth of valuable health data, through an API. The study reports 42%
of mobile health apps connect to sensors and wearables. Overall, Fitbit
is the most connected-to sensor/wearable (52%), followed by iHealth and
Withings. Smart watches are becoming more attractive for mobile health
app publishers, replacing other wearables. There were more than 50 Wear
OS watches available in Q2/2018 from a range of third party manufacturers
like LG, Fossil, Ticwatch, Asus, or Huawei. In this fragmented situation, it
becomes important to furnish an integrated approach. API aggregation ser-
vices are bringing together APIs from different sources into one single hub,
pulling data from different sources, combining it and making it available for
third parties.

Apple Healthkit is by far the most popular service with two thirds (63%)
of API users opting for Apple. Number two is Google Fit (45%). All other
API service providers are used by 20% or less: Open mHealth, Samsung
Health, Human API, Validic and Qualcomm Life. HealthKit, as other Apple
products, is restricted to run on iOS devices.

Google has a strict policy regarding what data developers can share
via Google Fit. Google’s policy is that health data cannot be published.
Samsung Health app developers can use an existing set of data types, and
can extend this set with own data types. But one disadvantage of this
approach is vendor lock-in, which means further technology-driven innova-
tions become difficult due to the vendor-specific interconnections among the
different parts of the architecture [95].

The Linked Open Health-related Fitness Data system (LOHFD) was
developed as an open source platform for integrating health-related fitness
data that provides a unifying model to promote open data sharing and anal-
ysis using standard scalable semantic web technology stacks. For the design
process, it has been followed the classical data integration paradigm that
requires the creation of a common schema that consolidates schemata of the
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several integrated data sources, and mappings that define how they are re-
lated [123]. The global schema is the IFO ontology. LOHFD mappings each
ontological term to a set of queries over the underlying data, thus reduc-
ing implementation costs and support semantic representation on a large
variety of IoT data. The main benefit of LOHFD is that the combination
of ontologies and mappings allows to hide the technical details of how the
data are represented and stored in data sources, and to show just what the
data are about.

There are multiple efforts underway that are making progresses toward
addressing the challenges of open linking health-related fitness data to per-
mit users and health professionals to get an integrated view of the available
information [108].

Open Humans [6] is an open source project which aims to make more
health-related data available for scientists. The online portal allows users
to upload, store and share their personal data such as genetic, social-media,
activities and health data gathered through IoT devices. Open Humans
is a coproduced model of data community, where users are increasingly
encouraged and facilitated to improve their healthcare information dataset
for clinical and research purposes.

Another well-known example of data community is Kaggle [4]; it provides
a platform to store and share a variety of dataset formats. Kaggle’s core idea
is to facilitate the analysis of data by allowing outsiders to model it. To do
that, the company organizes competitions in which anyone can battle it out,
from analyzing sentiments to evoke by movie reviews and how this affects
the audience reaction for ranking international chess players. Kaggle adopts
a crowd-sourcing approach to collect datasets from companies, scientists and
users, including IoT wearable data. The dataset repository listing can be
surfed by size, file type, most votes and tags.

A different solution to store and share health datasets is PhysioBank
[7]. The project collects databases of physiologic signals and offers free
access to the research community since 1980 via web. Successfully read
and manipulate the databases require specialized software: the distributed
toolkits supply methods for reading and writing signals and annotations in
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many formats and can be linked to user-written applications in C, C++,
and Fortran.

DataGraft project [213] provides a set of tools and methodologies for
open-data transformation and hosting services. DataGraft is designed to
be scalable and reliable in a cloud-based environment. DataGraft’s fea-
tures include Resource Description Framework (RDF) data publication and
querying. It was developed to provide easy-to-use tools for users who con-
sider too costly and/or technically complex the existing approaches to data
transformation, hosting, and access.

ResearchKit [9] is an open-source framework introduced by Apple that
allows the use of health data directly from users’ smartphones. ResearchKit
collects medically relevant data obtained using the built-in capacity of the
mobile device and secure data in a central repository, in compliance with
regulatory requirements. The mobile application can communicate with
connected devices to collect data via additional sensors, such as a heart-
rate monitor on a watch or fitness band.

All these platforms are important initiatives to publish and share IoT
health datasets online, but richer semantics of data are needed to resolve
the heterogeneity problem and allow information integration and reuse.
A notable example is Bio2RDF [35]. Bio2RDF addresses the data inte-
gration problem integrating publicly available databases in bioinformatics.
Bio2RDF uses semantic web technologies to create a knowledge space of
RDF documents linked together and sharing a common ontology. Bio2RDF
scripts convert heterogeneously formatted data into RDF common format,
without attempt to marshal data into a single global schema, Bio2RDF
currently provides the largest network of Linked Data for the Life Sciences.
BioPortal [218] is an open repository of biomedical ontologies that allows
multiple mechanisms for content updates, provides access via Web services
and provides support to integrate data from a variety of biomedical re-
sources. BioPortal users can browse, search and visualise ontologies. The
Web interface support evaluation and evolution of ontology content by pro-
viding features to add notes to ontology terms, mappings between terms
and ontology reviews.
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While all these projects share the common elements of longitudinal inte-
gration of heterogeneous relevant data, in some case even in health-related
fitness data, each focuses on a relatively narrow set of measurements or re-
lies on commercial or custom data storage and analysis architectures that
do not provide a unifying model to promote open data sharing and analysis
from multiple sources.

3.3 Web of Data

The term LD refers to a set of best practises for sharing and interlinking
structured data and knowledge on the Internet by using standard web tech-
nologies [48]. The primary goal of the LD initiative is to make the Web
not only useful for publishing documents, but also for sharing and inter-
linking single pieces of data. The movement is driven by the idea that the
SW technologies facilitating the data sharing, integration, and analysis on
a global scale could revolutionise the way users manage knowledge just like
the Web revolutionised information sharing and communication over the
last two decades.

Technologically, the core idea of LD is to use the Internationalised Re-
source Identifiers (IRIs) [212] to univocally identify arbitrary entities and
concepts. Information about entities referred by IRIs can be simply re-
trieved by dereferencing the IRI over the HTTP protocol. Data about
entities and concepts are then represented through the RDF language [211].
Precisely, RDF is a standardised data model which uses graphs to represent
information and facts by means of triples in the form subject, predicate, ob-
ject. Whenever a web client resolves an IRI associated to a triple’s subject
of a resource, the corresponding web server provides an RDF description
of the identified entity, RDF descriptions can contain links to other RDF
graphs in the triple’s object. Whenever an application resolves a predi-
cate IRI, the corresponding server responds with an RDF Schema (RDFS)
[80] or a Web Ontology Language (OWL) [115] definition of the link type,
that is a vocabulary or an ontology. Ontologies are a key aspect of the
SW since they enable interoperability among different systems by provid-
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ing an agreed-upon terminology such as the basic terms and relations in a
domain of interest, and as well as rules how to combine these terms. Be-
cause the Web of Data is based on standards for the identification, retrieval,
and representation of information and knowledge, and scattered entities are
interconnected by links, it is possible to crawl the entire data space, fuse
data from different sources, and provide expressive query capabilities over
aggregated data, similarly to how a local database is queried today. For this
purpose, the Simple Protocol and RDF Query Language (SPARQL) [116]
is the standard language for querying, combining and consuming struc-
tured data in a similar way SQL does this by accessing tables in relational
databases.

Nowadays, the great majority of IoT health and fitness datasets are
accessible only in human-readable formats such as HTML pages or property
data formats, therefore users must have proprietary software to access the
data. Since LD is exclusively based on open web standards, data consumers
and domain experts can use generic tools to access, analyse, and visualise
data. Moreover, LD make use of ontologies to formally define the meaning
of entities and resource so that they do not limit the ability of machines to
process data automatically.

3.4 Methods

3.4.1 The IFO Ontology

In order to share the heterogeneous IoT datasets following the principles of
LD, a unified representation for the different concepts as well as a formal
semantics representation to these data is required. Ontologies provide a
common understanding of the domain knowledge and increase data inter-
operability among different applications. Basically, they allow to formally
describe the semantics of terms and items of the IoT fitness datasets and give
explicit meaning to the provided information. Besides sharing a common
understanding, another relevant benefit of a formal semantics is the sup-
port for machine-readability, which facilitates information integration and
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enables the application of intelligent approaches such as semantic search
and automated reasoning.

Existing medical ontologies such as UMLS and SNOMED-CT [230] or
IoT general sensors data annotation ontologies such as IoT-Lite [39] are
insufficient to cover all the concepts and terms of the variety of IoT health
and fitness datasets. Very little research has been done to provide the
community a comprehensive and unified ontology specifically designed for
the IoT wellness devices with the only exception of the Medical Lifelog
Ontology (MELLO) [143].

MELLO is a domain ontology for representing health-related and life-
logging data including definitions, synonyms, and semantic relationships.
The unified representation of lifelog terms can help to describe an indi-
vidual’s lifestyle and environmental factors, which can be included with
user-generated data for clinical research and thereby enhance data integra-
tion and sharing. However, at the present MELLO suffers from several
limitations including the lack of support of formalism such as description
logic (DL) for enabling inference and knowledge integration even though
the authors planned to address this limitation as a future work.

In the literature, there are several research projects, involving IoT health
and fitness devices, that have explored possible methods for representing the
collected data through OWL ontologies (e.g., [210, 190, 243]), however these
ontologies have not been published, thus re-utilising them in other projects
is impossible.

Due to the lack of a comprehensive domain ontology publicly available
and suitable to be employed in a context of SW (i.e., adopting OWL as for-
malism) the IoT Fitness Ontology (IFO) has been designed [207, 206]. The
IFO ontology is a domain ontology which aims to represent the most com-
mon and important concepts within the domain of the IoT fitness devices
and wellness appliances.
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3.4.2 Ontology Design Process

A reference ontology modelling process still has to be defined in knowl-
edge engineering, however the various methodologies proposed in the litera-
ture such as the On-To-Knowledge (OTK) [234], METHONTOLOGY [101],
United Process for Ontologies (UPON) [83] are slightly different from each
other and encapsulate many common features, for example, being necessary
an iterative processes.

To develop the IFO ontology the methodology of Ontology Development
101 [186] was followed. This methodology was chosen because it is a com-
plete development process for building domain ontologies and it covers all
the aspects needed for this study. The Ontology Development 101 pro-
cess basically consists of the following iterative steps: determination of the
scope of the ontology and the reference domain; reuse of existing ontolo-
gies; enumeration of important terms, definition of the classes and the class
hierarchy; definition of the properties; and creation of instances.

The characteristics and functionality provided by several IoT wearable
devices and wellness appliances, as well as health mobile applications avail-
able in the market, were considered and carefully analysed in order to iden-
tify the concepts described in the IFO ontology. The list of products and
vendors that were taken in consideration during the design process includes:
Apple Health, Microsoft HealthVault, Google Fit, Fitbit, Jawbone, Strava,
Runtastic, iHealth and Nokia Health.

The key terms used in the ontology are the nouns describing generic
types of physical activities and physiological parameters with no relation to
specific brands. Examples of terms used about physical activities are: Steps,
Running, Walking, Swimming, ActivityIntensity, FlightsClimbed. Examples
of terms used about physiological parameters are: HeartRate, BodyTemper-
ature, BodyWeight, BloodPressure, CaloriesBruned. Examples of other gen-
eral terms are: Meditation, TemporalRelationship, BodyPosture, Measure,
Statistics, TimeFrame, MassUnit.

Within the IFO ontology, classes are organised to represent the concepts
in a classic hierarchical fashion. According to Uschold and Gruninger [249]
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there are several possible approaches in developing a class hierarchy such as:
top-down, bottom-up or a combination of these two. For the IFO ontology
the top-down approach was mainly used.

The ontology is build around the root class Episode which represent the
set of the all possible events that can be measured by an IoT wellness device
(a detailed explanation of the episode abstraction is given in Section 3.4.3).
Object properties have been defined to model the relationships among con-
cepts. The two most important object properties relate an episode to its
measure (i.e., hasMeasure) and to its time reference (hasTimeFrame). Units
of measurement were modelled as OWL individuals since are concepts that
cannot be specialised anymore in the hierarchy.

To achieve a better integration with other systems and better specify
the meaning of each class, references to other standardised ontologies such
as SNOMED-CT were made. Personal information (e.g., date of birth) was
based on FOAF ontology and the Basic geo (WGS84 lat/long) vocabulary
was used for the geospatial locations.

The ontology was written using the OWL language and modelled it
with Protegé as ontology-editing environment. Protegé was chosen since it
is the most widely used open source ontology editor available to the OWL
community and it enables the creation and representation of ontologies in
OWL using a visual editor and in addition it supports automated reasoning
tasks such as consistency checking and automatic classification of classes
using description logic expressions [187].

The complete version of the IFO ontology is publicly available at
http://purl.org/ifo.

3.4.3 Ontology Structure

The IFO ontology is built around the concept of Episode. An episode rep-
resents the set of the all possible events that can be measured by the IoT
devices and wellness systems. For example, an episode could be the heart
rate measured during a running training session by a wearable wrist worn
heart rate monitor or a person’s body weight measured by a smart scale.
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ifo:hasMeasureifo:hasTimeFrame
ifo:Episode

ifo:hasNumericalValue ifo:hasUnit

ifo:Measureifo:TimeFrame

ifo:SinglePointifo:TimeInterval xsd:float ifo:Unit

Figure 3.1: Excerpt of the IFO ontology. An Episode is any event that
can be recorded by an IoT fitness device and it constitutes the fundamental
abstraction mechanism of the IFO ontology. Episodes are always precisely
collocated in time and can be numerical quantified.

To each episode is always associated a time reference and a numeric
measurement value with the related unit of measurement. The time refer-
ence can be a single point in time or a time interval, that is, the start time
and the end time of the event. These information are essential because they
allow to numerical quantify the object of the event and give it a temporal
collocation and duration (Figure 3.1).

Within the IFO ontology, the concept of episode is modelled by the
OWL class Episode, which is also the root class of the entire episodes hier-
archy, all the other concepts inherit the properties associated with it. The
IFO ontology organises episodes in a hierarchical structure based on single
inheritance. Along the hierarchy two main categories of episodes can be
distinguished: (1) the physical activities; (2) the body measurements (Fig-
ure 3.2). Physical activities encompass any kind of activity involving body
movement such as walking, running, swimming or steps taken. Body mea-
surements, on the other hand, are relative to the physiological parameters
of a person such as the body weight or body height or the person’s vital
signs such as the heart rate or the blood pressure.

Other minor categories of episodes that the IFO ontology defines, con-
cern the sleep and the meditation.

It is noteworthy to underline that some measurements require more than
a single numerical value such as the blood pressure. The blood pressure is
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ifo:Sportifo:Steps ifo:Vitals

ifo:Running ifo:Walking ifo:Swimming

ifo:Episode

ifo:BodyMeasureifo:PhysicalActivity

ifo:BodyWeight

ifo:BloodPressure ifo:HeartRate 

Figure 3.2: Excerpt of IFO ontology hierarchy. Episodes are grouped into
two main categories: physical activities and body measurements. Physical
activities are the kind of events which involve a body movement (e.g., a
walk) and are typically measured by wearable devices. Body measurements
regard the physiological readings normally collected using health appliances
(e.g., smart scales, digital blood pressure meters).

measured in millimetres of mercury (mmHg) and is written as two num-
bers (e.g., 120/80mmHg). The first (120 in the example aforementioned)
number is the systolic blood pressure and the second number (80) is the di-
astolic blood pressure. Systolic blood pressure and diastolic blood pressure
according to the IFO ontology are two separated episodes.

Other fundamentals components of the IFO ontology are the OWL class
Measure and the class TimeFrame which they respectively model the mea-
surement and the time reference; these two classes are associate to the
Episode class through the OWL properties hasMeasurement and hasTime
Frame as shown in Figure 3.1. Additional metadata such as geolocation
coordinates or individual’s information can be optionally added to episodes
(Figure 3.3).

Devices used to acquire data about an episode are represented in the IFO
ontology by the class InputSource and are classified in Wearable for wearable
devices, Appliance generic systems, Smartphone for mobile applications and
UserTyped for episodes recorded manually by the user.
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3.4.4 Ontology Evaluation

The IFO ontology is mostly a rearrangement and reorganisation of con-
cepts taken from other ontologies as mentioned in Section 3.4.2 and Section
3.4.3. The abstraction mechanism of Episode allows us to describe low level
concepts such as a single device sensor measurement (e.g., 36◦C body tem-
perature) as well as high level concepts like ”20 minutes of hard run followed
by 5 minutes of a moderate walk” within the same ontology.

At present there is no single best or preferred approach to ontology
evaluation within the SW community, several ideas have been proposed in
the literature [54]. Automatic evaluation tools constitute a valuable means
for checking the technical quality of an ontology against a frame of ref-
erence and at the same time they ease the ontology diagnosis process by
reducing the human intervention and costs. However, since ontologies are
fairly complex systems, not every important aspects, especially those ones
domain-specific related (e.g, clarity and completeness), can be automati-
cally assessed. Therefore, human expertise is still required for a reliable
validation. A dual approach based on both automatic tools and manually
reviewing by domain experts was adopted in order to have the IFO ontology
validated.

Automatic Tools Evaluation

During every stage of the modelling process, the IFO ontology has been
continuously validated using using the reasoner HermiT [223] to check for
logical inconsistencies. After completing all the modelling stages, the final
form of the IFO ontology was checked and diagnosed using OOPS! [198].
OOPS! is a tool for diagnosing problems in OWL ontologies that could
lead to modelling errors. The tool operates independently of any ontology
development platform and is available on-line as a web application. OOPS!
relies on a catalogue of pitfalls and modelling errors according to Structural,
Functional and Usability-Profiling dimensions. The catalogue which was
used to evaluate the IFO ontology consisted of a list of 40 pitfalls resulting
of an empirical analysis carried out on 693 existing ontologies [198]. Pitfalls
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are also classified into three categories according to their importance level:
critical, important and minor.

The results of the automatic inspection are 3 minor pitfalls and no crit-
ical or important pitfalls. More specifically the tool reported the pitfalls:
P08, P13 and P36 (according to the nomenclature provided in [198]).

Pitfall P8 refers to missing annotations, which means that there are
some ontology elements failing to provide a human readable annotations
attached to them. However, annotating was deliberately avoided due to
time constraints, some minor elements of the IFO ontology when further
human readable explanation was not strictly required (e.g., ifo:hasUnit ob-
ject property). Some other lacking labels were erroneously undetected by
the tool when actually they were present. Pitfall P13 is about missing do-
main and range in properties. Three object properties were reported not
having the domain explicitly declared and have been fixed consequently.
Pitfall P36 is reported when the file extension is included in the ontology
URI. In this study, pitfall P36 this was due to the modality the ontology
was uploaded to the scanner. This problem has been fixed in the released
version of the IFO ontology.

Overall, there is a high level of correctness according to the results pro-
vided by the tools that were used to perform the diagnosis of the IFO
ontology.

Evaluation of Domain Experts

Two domain experts, with a background in biomedical engineering and
knowledge engineering, who did not participate in the modelling process
validated the IFO ontology according to some of the metrics described in
[119, 118, 102, 103, 188]. In particular, since a quantitative assessment using
the evaluation tools had already been obtained, experts were requested to
focus on the evaluation of the following qualitative parameters: Accuracy,
Clarity, Completeness, Adaptability and Conciseness. The evaluators were
provided with the IFO ontology in OWL format and a complete schema of
the ontology similar to the ones shown in Figure 3.2 and Figure 3.1. Both
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the domain experts independently examined the material and return us a
feedback for each evaluation parameters.

Both the experts agreed on the correctness of the IFO ontology in mod-
elling the concepts of the reference domain, the overall Accuracy has been
unanimously evaluated as good. Labels and concept description have been
taken into account as well during the accuracy evaluation.

Also the Clarity has been valuated positively, the experts took into con-
sideration also the documentation provided along with the OWL format.
The abstraction of the Episode due to its simplicity can be quickly under-
stood by ontology users and additionally concept labels are immediately
recognisable and often accompanied with exhaustive descriptions.

The aim of the IFO ontology is to model the most common and the
most important concepts of the IoT fitness devices and not also the minor
concepts that can be found in the domain, for example, a concept which
is related only to a specific vendor of a specific device is out of the scope
of the IFO ontology. Given this premise, the experts agreed that the IFO
ontology reaches a satisfying degree of Completeness.

About the Adaptability, the experts verified that the ontology can be
eventually easily extended with concepts not already included in the present
version. Moreover, the IFO ontology can also be monotonically extended
or specialised maintaining the same fundamental abstraction mechanism of
Episode. For example, the Physical Activities hierarchy can be extended to
keep track also of with weight-stack gym machines training sessions. The
IFO ontology has been considered highly extendable and adaptable.

Experts agreed that Conciseness has been achieved thanks to the sim-
plicity of the mechanism of the Episode and the avoidance of redundant
axioms. Moreover, all the concepts modelled have been evaluated relevant
to the reference domain.

3.5 Web Portal

The aim of this study was to design and develop a LOD-based web portal in
order to collect health and fitness data gathered from consumer health IoT
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xsd:float

ifo:hasLocationifo:relativeToPerson
ifo:Episode

geo:long geo:lat

geo:Pointfoaf:Person

xsd:float

Figure 3.3: Excerpt of the IFO ontology. Episodes can be augmented with
additional metadata such as individual’s personal information or geolocation
position.

devices, and make them freely available on the Web. For the design process
of the system the detailed set of recommended practices for creating and
publishing LD sources in the Health Care and Life Sciences (HCLS) domain
as described in [166] were mostly followed.

The resulting platform is capable of: (1) collecting IoT fitness data man-
ually entered by users or automatically retrieved from remote repositories;
(2) integrating and storing IoT datasets semantically annotated according
to a reference ontology; (3) visualising information through a customisable
dashboard; (4) sharing datasets adhering to LD principles. For the de-
velopment of the system a four-tier architecture was adopted. A layered
architecture makes the various parts of the system independent and logi-
cally separated, and single components, replaceable and upgradeable. For
instance, at the moment, data can be entered to the system manually by
users or downloaded automatically from the Cloud, the layered architecture
would allow us to add a third method for collecting data (e.g., directly from
devices) without affecting the rest of the system.

As can be seen in Figure 3.4, the four-tier architecture consists of the
following layers: (1) the data retrieving layer; (2) the data processing layer;
(3) the service layer: (4) the presentation layer. The data retrieving layer
collects IoT datasets from users or automatically from remote servers. The
data processing layer transforms the IoT raw data in semi-structured for-
mats into an RDF graph, datasets are thus semantically annotated accord-
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IoT Raw Data CLOUD Remote Servers

DATA MappingRDF Triple Store

LD Client

SPARQL EndpointDATA Visualization

Presentation Layer

Service  Layer

Data Processing  
Layer

Data Retrieving
Layer

IFO 
Ontology

Figure 3.4: LOD system architecture with all the four layers from the data
retrieving layer to the presentation layer.

ing to a reference ontology and stored within a NoSQL database (i.e., a
triplestore). The service layer controls data access and bridges the clients
to the system via service protocols. The presentation layer allows users
to interact with the system using either the web based dashboard or the
SPARQL endpoint. The server side part of the web portal was developed us-
ing the JavaServer Pages (JSP) [3] technology. The experimental web portal
is available at: http://137.204.74.19:8080/IFOPlatform/welcomePage.jsp.
On the Help page of the web portal a video tutorial and some sample
datasets for testing purposes are provided.

3.5.1 Data Retrieving

Gathering and integrating in an homogenised way the huge volume of IoT
health information is an extremely challenging task because data are spread
across different platforms in heterogeneous formats (data silos). Datasets
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can be manually entered by users to the system or can be automatically
retrieved from cloud storage systems since many vendors allow to obtain
the data via their servers through public APIs.

Most IoT fitness vendors grant access to data stored on their servers
using authentication mechanisms such as the Open Authorisation (OAuth)
[126]. OAuth is an open standard and provides external applications se-
cure delegated access to a server on behalf of the owner. OAuth specifies a
process to authorise access to the resources without sharing the user creden-
tials. The system allows users to automatically retrieved data from Fitbit
and Nokia Health servers. Once the user has given the permission to ac-
cess health data on his behalf, the system can periodically download data
without further user intervention.

IoT fitness servers do not rely on a standard for exchanging data. With-
out exception, each vendor defines its own specific proprietary API inter-
faces. Server-specific software has to be written to retrieve the data once
the access authorisation has been granted.

The most common serialisation formats used for IoT health and fitness
data are the Extensible Markup Language (XML), the Comma Separated
Value (CSV) and the JavaScript Object Notation (JSON). The data formats
promoted by the Health Level Seven (HL7) standardisation group seem to
be ignored and not taken into account by any IoT fitness producer.

For example, the JSON code shown in Listing 3.1 is the response ob-
tained, after being authenticated and authorised to the Fitbit server, by
executing an HTTP GET request using Fitbit proprietary APIs.

{

"weight":[

{

"bmi":23.57,

"date":"2015-03-05",

"logId":1330991999000,

"time":"23:59:59",

"weight":73,
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"source": "API"

},

{

"bmi":22.57,

"date":"2015-03-05",

"logId":1330991999000,

"time":"21:10:59",

"weight":72.5,

"source": "Aria"

}

]

}

Listing 3.1: An excerpt of body weight data retrieved in JSON format using
Fitbit proprietary APIs.

In Listing 3.1, the output given consists of a list of all user’s body weight
log entries for a given day using units in the unit measurement system
which corresponds to the Accept-Language HTTP header provided during
the request. The specific device by which the data have been collected,
date and time, and the numerical value of the measurement are all specified
within the response.

Date,Weight,"Fat mass","Bone mass"

"2017-08-10 20:31:00",82.00,10.00

"2017-08-07 11:10:50",81.00

Listing 3.2: An excerpt of body weight data collected by a Nokia Health
smart scale in CSV format.

Listing 3.2 shows body weight data collected by Nokia Health smart
scale. The output is in CSV format and has been obtained using the export
function provided on the Nokia Health online dashboard. In addition to
the body weight the CSV file might also contain information about the fat
mass, the bone mass, the muscle mass and user personal comments (not
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shown in Listing 3.2). It is noteworthy to highlight that the date and time
are stored within a unique string while in the Fitbit example (Listing 3.1)
they are separated.

<Record

type="HKQuantityType

IdentifierBodyMass"

sourceName="Lifesum"

sourceVersion="6.2.0.7"

unit="lb"

creationDate="2016-06-0816:47:26-0400"

startDate="2016-06-0800:00:00-0400"

endDate="2016-06-0800:00:00-0400"

value="150"

/>

Listing 3.3: An excerpt of health data manually exported in XML format
from the Apple Health app.

In Listing 3.3 is shown an excerpt of data manually exported from Apple
Health7 in XML format. Information is about the body weight of the user
again but in this serialisation also the unit of the measurement and the data
source (in this case a mobile application) are included.

The excerpts Listings 3.1, 3.2, 3.3 are straightforward examples of the
issues related to the heterogeneity of data representation and serialisation
formats used within the IoT fitness domain. The same concept of body
weight is represented in three different ways and serialised in three different
formats.

Once the IoT data is retrieved manually of automatically from remote
servers, a copy is maintained within an offline repository for archiving pur-
poses.
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3.5.2 Data Processing

LD recommendations require datasets to be published in RDF format. Since
IoT datasets are retrieved in semi-structured formats (i.e., CSV, JSON,
XML) a process to convert them to RDF is needed. During the conversion
process, besides the ontology mapping, also well-formed IRIs are generated
and assigned to entities within the datasets.

For the mapping process the RDF Mapping language (RML) [88] and
the RML Processor for its execution were chosen.

RML is a declarative source-independent mapping language which al-
lows to express customised mapping rules for converting heterogeneous re-
sources into RDF graphs according to a reference ontology in an integrate
and interoperable fashion. RML extends the W3C standard R2RML [8]
which is defined to express customised mappings only from data stored in
relational databases. RML keeps the mapping definitions as in R2RML but
encompasses broader set of possible input sources. Moreover, RML provides
the vocabulary for defining the iterator pattern over the input data which
allows us to explicitly specify how the source data have to be accessed. Iter-
ator patterns make use of target-specific query languages. For example, an
XPath expression can be used to specify an iterator over an XML document
while a JSONPath expression can be defined in a similar way for a JSON
document.

These characteristics of RML make it particularly useful within the IoT
fitness context because, as already stated, different vendors use different
data and serialisation formats to represent and store information about the
same concept. For instance, Fitbit stores data about the body weight in
JSON format, Nokia Health serialises the same type of data in CSV format
while Apple Health does the same in XML, as shown in Section 3.5.1.

RML mapping specifications are based on one or more Triples Maps
which define how the triples (i.e., the resulting RDF graph) are generated.
Essentially a triple map contains a rule to generate zero or more RDF triples
which share the same subject for each extract of data from the input source.
A single triples map is composed by the Logical Source, the Subject Map
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and zero or more Predicate-Object Maps.

As an example, Listing 3.4 shows a set of RML triples maps which can be
used for generating an RDF graph starting from the Fitbit data about the
body weight as proposed in Listing 3.1. The logical source consists of the
reference to the input source to be mapped, in this case the fitbitWeight.json
file. The Reference Formulation, pinpoint by rml:referenceFormulation,
specifies how references to the data occurs and, since RML uses references
relevant to the input source, in this case JSONPath is used. The iterator
specifies how to iterate over the input data, here is specified by the JSON-
Path expression: $.weight. The subject map consists of the template that
defines the URI pattern used to generate the subject of the triple and op-
tionally its type. In this case a blank node is generated and the triple is
typed as fo:Measure; fo is the name space used for the IFO ontology. A
Predicate Object Map consists of a Predicate Map that specifies the pred-
icate of the triple and an Object Map which specifies the object (one or
more) of the triple. Specifically in this case a JSONPath expression is used
to point to the body weight value in the source rml:reference ”@.weight”.
The resulting RDF graph is shown in 3.5

<#FitbitBodyMass>

rml:logicalSource [

rml:source "fitbitWeight.json";

rml:referenceFormulation ql:JSONPath;

rml:iterator "$.weight";
];

rr:subjectMap [

rr:termType rr:BlankNode;

rr:class ifo:Measure;

];

rr:predicateObjectMap [

rr:predicate ifo:hasNumericalValue;
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rr:objectMap [

rml:reference "@.weight";

rr:datatype xsd:float;

];

];

Listing 3.4: An example of RML triples map which can be used to generate
an RDF graph starting from a JSON file about body weight data collected
by a Fitbit IoT smart scale.

_:kWRuix2ft9 a ifo:BodyWeight ;

ifo:hasMeasure _:fxbMJQzZG8 ;

ifo:hasTimeInterval _:CrHFdBYBD8 .

_:fxbMJQzZG8 a ifo:Measure;

ifo:hasNumericalValue "73"

^^xsd:float;

ifo:hasUnit ifo:kg .

_:CrHFdBYBD8 a ifo:TimeInterval ;

ifo:endDate "2015-03-05 23:59:59"

^^xsd:dateTime ;

ifo:startDate "2015-03-05 23:59:59"

^^xsd:dateTime .

Listing 3.5: RDF graph representing IoT health data annotated according
to the IFO ontology.

RML significantly simplifies the development of a mapping specification
for the same concepts since the definition of the triple structure has to
be specified only once and can be reused across other sources in the same
or different formats. Moreover, RML mapping specifications can be also
generated in a semi-automatic way [89].

Several mapping specifications, manually written, for different devices
are already available and ready to use within the system and users can also
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add their own specifications. As soon as the triples are generated they are
loaded to the triple store.

3.5.3 Data Sharing

IoT health and fitness datasets transformed into a well-organised LD struc-
ture are exposed, on the portal, through a public SPARQL endpoint. A
SPARQL endpoint essentially enables users or software application clients to
query the RDF data via the SPARQL language. From a SPARQL query per-
spective, once the data is represented as RDF and exposed via a SPARQL
endpoint, the different storage modalities become irrelevant. However, SW
systems, such as LD portals, usually build on triplestores as their main data
storage. Triplestores provide data management and data access via APIs
and query languages for RDF data. For the portal, Fuseki [1] was adopted
as triple store and SPARQL endpoint.

3.5.4 Data Visualisation

Information visualisation is an important component of LOD portals since
it increases accessibility of LD-based systems [148]. The main objective of
information visualisation is transforming and presenting data into a visual
representation, in such a way that users can explore and use the data.

The system allows users access their personal data through a web-based
visualisation dashboard which provides multiple views of their integrated
datasets.

Health data representation methods must be flexible in order to cover
the needs of users with different backgrounds and requirements. RDF data
model offers unique opportunities since it enables to bind data to visu-
alisations in unforeseen and dynamic ways [59]. For instance, when an
information visualisation technique requires certain data structures to be
present, these data structures can be derived and generated automatically
from reused vocabularies or semantic representations, in this way it is pos-
sible to realise a largely automatic visualisation workflow.
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To exploit the flexibility offered by RDF the dashboard was made highly
customisable by allowing expert users to define the information to be dis-
played on charts using a user-made SPARQL query (Figure 3.5). Federated
queries are also possible within the dashboard.

Since writing a SPARQL query is a challenging task for nontechnical
users, the dashboard was provided with several preset queries for visualising
common information in the form of time series such as the heart rate or the
blood pressure readings.

3.6 Results

The main result of this work is a system which is able to integrate data from
multiple heterogeneous IoT health and fitness sources and expose them in
structured format so that they can be accessed and queried in a uniform
way using standard language. Data visualisation in a personalised manner
is also possible through a web dashboard.

The system was tested using data about body weight, blood pressure and
heart rate collected using three different IoT fitness devices. The choice of
the devices and the typology of data was based on the different serialisation
formats they adopt to store the collected data. Body weight data was
generated and uploaded to the Nokia Health server through the dedicated
smartphone app since Nokia Health give access to the datasets in CSV
format. The blood pressure readings were partially uploaded to the Nokia
Health server and partially stored on a smartphone within the Apple Health
app, in the latter case data is stored in XML format. Heart rate information
was collected through a Fitbit wristband (in JSON format) and an iOS
smartphone app [168]. Data from Apple Health were manually entered
to the system while body weight (Nokia Health) and heart rate readings
(Fitbit) were automatically downloaded by the system from their respective
remote servers. All the IoT datasets provided have been correctly uploaded
and correctly transformed to structured data.

The web dashboard was used to visually explore the homogenised datasets
and SPARQL for performing some statistical operations over the homogenised
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Figure 3.5: Two screen shots of the web-based dashboard showing some vital
signs data charts and a customised body weight chart generated through a
user defined SPARQL query.

datasets. It is noteworthy to underline that such queries have operated re-
gardless of how the original data were stored and represented in the IoT
sources (i.e., CSV, JSON and XML in this study). Moreover, experimental
datasets could have analysed together with some other data from another
LOD portal in the same way, since once the data is represented as RDF and
exposed via a SPARQL endpoint, the different storage modalities become
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irrelevant from a SPARQL query perspective. A similar task without the
support of SW technologies would have been not trivial to formulate and
execute, a federated query ”on the fly”, as the one aforementioned, virtually
impossible.

3.7 Discussion and Conclusions

The enormous amount of self-tracked health information collected by users
through smart fitness devices, offers important opportunities to the research
community. The process of gathering and integrating data from scattered
IoT sources is normally done manually by researchers and domain experts.
This process is not only cumbersome but also significantly time consuming
and in many cases, error prone. An effective and efficient exploitation of
the IoT health and fitness data requires methods for accessing, integrating,
interpreting and analysing datasets from multiple distributed sources in a
unified way.

It was designed and developed an LD-based web platform which is ca-
pable of collecting and retrieving IoT health and fitness datasets from users
and SQ enthusiasts in order to make them freely available to the research
community. The system can convert heterogeneous IoT raw data collected
by a multitude of different devices into RDF graphs. The homogenised
datasets are stored in structured format and exposed publicly via a SPARQL
endpoint for accessing and querying. However, the study was not lim-
ited to merely convert the raw data into RDF and publish them online.
The IFO ontology was also leveraged to make the IoT health and fitness
datasets available in a shared, semantically meaningful, easily discoverable,
and reusable manner. Additionally, the web portal was provided with data
visualisation capabilities so that the platform can also be used as a per-
sonal health record (PHR) system. Users can visualise and explore their
integrated datasets through a customisable web dashboard. The LOD por-
tal presented in this Chapter is the first of its kind specifically designed to
gather and share IoT health and fitness datasets. In this study, it has also
been demonstrated that SW technologies can be a viable and comprehensive
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solution for describing and integrating the heterogeneous IoT health and fit-
ness data. In particular it has been showed that the LD initiative may offer
unprecedented opportunities for exposing the information collected by IoT
devices inasmuch LD rely on structured RDF graphs that can be queried
uniformly via SPARQL. LD enable the fusion of local and public data in a
very powerful way, thus overcoming the main issues of data silos.

3.7.1 Limitations

There are some limitations to this work. Firstly, the sample queries and
the amount of data that were used to test the system is relatively small,
and a more robust and rigorous evaluation along several dimensions (e.g.,
performance, query results, robustness, devices supported) is recommended.
Secondly, policies and practices that relate to privacy of health information
should be elaborated further. Even if the system shares information only in
anonymous form, when two or more sources of personal data are combined
the risk of revealing a person’s identity increases significantly [239, 14, 203].
Finally, although the IFO ontology covers a vast set of IoT fitness concepts,
describing the datasets more robustly with domain-specific, additional onto-
logical vocabularies and interlinking with more ontologies is recommended.

3.7.2 Future Works

For future research, additionally to address the limitations aforementioned,
an integrated search engine for supporting a better data discovery and access
which can potentially make the LOD portal more interesting and usable by
researchers and healthcare professionals should be implemented. Moreover,
the reasoning and inference mechanisms of the SW technologies and the
IFO ontology should be leveraged to enhance the dashboard by providing
it with more advanced data analysis capabilities specific for the IoT health
and fitness datasets.
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Chapter 4

Semantic Smart Home System

Despite the pervasiveness of IoT domotic devices in the home automation
landscape, their potential is still quite under-exploited due to the high het-
erogeneity and the scarce expressivity of the most commonly adopted sce-
nario programming paradigms. The aim of this study is to show that Se-
mantic Web technologies constitute a viable solution to tackle, not only
the interoperability issues but also the overall programming complexity of
modern IoT home automation scenarios. To this purpose,a knowledge-based
home automation system has been developed. Within the system, scenarios
are the result of logical inferences over the IoT sensors data combined with
formalised knowledge. In particular, this Chapter describes how the SWRL
language can be employed to overcome the limitations of the well-known
trigger-action paradigm. Moreover, it shows how through various experi-
ments in three distinct scenarios, the feasibility of the proposed approach
and its applicability in a standardised and validated context such as SAREF
has been demonstrated.

4.1 Introduction

Over the last few years, the home automation sector has seen significant
adoption of IoT devices performing the most various sensing and actuating
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capabilities for a plethora of different domotic tasks. Basically, IoT domotic
devices are size-contained wireless systems which can be accessed and pro-
grammed through the internet to monitor or control home attributes such
as air conditioning and heating, lighting, surveillance and home appliances.

IoT home automation, besides increasing entertainment and user com-
fort, can provide several potential benefits in other crucial areas such as
home safety [16], energy efficiency and preservation [165], and elderly care
[248]. However, current home automation systems do not fully exploit the
intrinsic potential of IoT devices due to two critical challenges they face:
the high heterogeneity of the devices and protocols which results in limited
interoperability (a common issue that plague the IoT landscape in general);
and the limited expressivity of the paradigms adopted to program domotic
scenarios [12]. In fact, the majority of commercially available IoT program-
ming environments are proprietary technologies based essentially on the low
level abstraction trigger-action model which is limited to processing only a
small number of different input data sources (normally only sensor data
gathered by devices from the same vendor) and lacks reasoning features.

For example, a typical current domotic scenario for room temperature
regulation consists of turning on the air conditioner set to the desired tem-
perature and letting the internal thermostat do the rest. However, a smart
IoT system could be embedded with the knowledge to make it be able to
autonomously find the best way to cool down the room temperature. For
instance, by combining data from internal thermometers and online weather
services it can decide to just open the window and let the fresh air in instead
of simply turning on the air conditioner thus saving energy. Additionally,
the same system could automatically close the window if it starts raining
outside or when the residents leave the house thus guaranteeing safety.

Achieving such complex behaviour requires the smart home system to
be able to combine and analyse data coming from heterogeneous sources ac-
cording to some formalised knowledge [208, 226]. Consequently, automated
reasoning capabilities and the adoption of a higher abstraction programming
paradigm becomes essential as well [75].

Semantic web (SW) technologies consist of a set of open recommenda-
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tions for associating data to their formal meaning and have been shown
to constitute an appropriate means for achieving data interoperability in
IoT systems [24, 133]. Additionally, SW naturally enable inference capa-
bilities over semantically annotated data that cannot be obtained using
other traditional programming languages. Numerous studies in the litera-
ture have shown that SW technologies can be a suitable approach to tackle
the complexity of many specific tasks in specific areas of modern IoT home
automation [84, 199, 94].

The use of SW technologies, in particular OWL ontologies, as a means to
overcome the poor interoperability in the IoT field has been recently largely
investigated [202, 208, 206]. One notable example in the smart home field
is the Smart Appliance REFerence ontology (SAREF) [81]. SAREF is an
OWL-DL ontology, created in close interaction with the industry, that aims
at formally describing the core concepts in the smart appliances domain.
The ontology defines concepts for modelling the devices, their tasks and
the functions they perform to accomplish the tasks. It also enables the
description of the device energy profile and power profile. The ontology is
designed to be easily extendable and can be used as basis for creating more
specialised ontologies such as SAREF4Health, an extension for IoT-based
healthcare systems [178]. Moreover, SAREF has been standardised by the
European Telecommunications Standards Institute (ETSI) and experimen-
tally validated [251].

Ruled-based programming approaches such as the trigger-action paradigm
are widely employed in actual IoT home automation systems for defining
domotic scenarios due to their simplicity and intuitive use [32]. For example,
IFTTT is one of the most popular tool for programming IoT scenarios using
trigger-action rules [2]. However, even though IFTTT partially extends the
expressivity of the simple trigger-action model through the integration of
web services, it suffers from several limitations such as a low-level abstrac-
tion and low generalisation due to the lack of actual semantics support and
reasoning capabilities [12, 75]. Indeed, besides providing semantics to IoT
data, SW technologies also provide support for dealing with the collected
information, that is they naturally enable reasoning capabilities over the
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semantically annotated data, especially by means of rule languages [64].

In [74] Corno et al. employed SW technologies to overcome the low level
abstraction of IFTTT rules in end-user development (EUD) environments.
The authors created EUPont, a high-level OWL ontology that provides
abstract representations for EUD programming environments for the IoT.

The applicability of SW ontologies and rule languages in home automa-
tion has been investigated by Bonino et al. [50]. In their work, the authors
employed an OWL ontology (i.e., DogOnt ontology [49]) to provide a com-
mon semantics and features description for the devices involved, and two
rule languages (i.e., SWRL and Jena rules) to perform reasoning. In their
system, rules are defined to evaluate structural and state properties of the
home environment.

Fensel et al. in [97] describe the SESAME-S project (SEmantic SmArt
Metering Services for Energy Efficient Houses) which makes use of linked
data to assist home tenants in making informed decisions and controlling
home energy consumption. Owl ontologies are used to semantically an-
notate data regarding automation devices, consuming measurement and
energy pricing. Rules are employed to implement policy-based decision-
making mechanisms.

More recently, in [217] Saba et al. have proposed a system for energy
management in smart home environments. The OWL ontology on which the
system builds up provides a formal representation of the energy aspects of
the appliances and other domotic environment elements such as the extent
by which they positively or negatively influence the consumption of electrical
energy. SWRL rules are used as reasoning mechanism to implement energy
saving scenarios without compromising tenants’ comfort.

Previous works in the domotics field that have adopted SW technologies
focus only on specific home automation tasks (e.g., energy management).
Accordingly, automated reasoning through OWL and SWRL is performed
over solely ad hoc written ontologies.

Indeed, the necessity of an ontology-agnostic approach in SW solutions
have been clearly highlighted in [220] for building-level automation sys-
tems. In this work, the authors propose BRICK (Building’s Reasoning for
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Intelligent Control Knowledge-based System) as an integrated system for
intelligent building energy and security management.

Stemming from these results, the aim of this study is to suggest a uni-
fying approach in home automation systems by demonstrating how the Se-
mantic Web Rule Language (SWRL) can be employed as a general purpose
programming paradigm to implement advanced domotic scenarios which are
not limited to work only in a specific domotic area or rely only on ad hoc
ontologies. For this purpose, the Semantic Smart Home System (SSHS), a
knowledge-based system which is capable of performing home automation
facilities by executing SW rules over in situ collected IoT sensor data poten-
tially combined with external information sources (e.g., curated ontologies
or third party web services) was developed. This work builds upon the
existing standardised ETSI Smart Applications REFerence (SAREF) ontol-
ogy1, which, as mentioned above is specifically designed to enable semantic
interoperability in IoT systems including domotics [81, 251]. It is important
to note that SAREF is a general purpose ontology in the IoT domain, it
has not been developed for a single specific project, therefore it cannot be
considered an ad hoc solution.

The experiments that have been carried out showed the feasibility of
the proposed approach and the efficiency of the SSHS in realistic real-life
settings.

4.2 Materials and Methods

The main objective of this study is to demonstrate that SW technologies
can be employed to realise home automation scenarios that can fully exploit
the potential offered by modern IoT devices. Indeed, in order to achieve an
overall higher level of automation, the heterogeneous amount of information
collected by IoT devices crucially requires to be integrated and analysed
accordingly to some sort of formalised knowledge, such as OWL ontologies.

To achieve this goal the SSHS which is a knowledge-based framework

1The SAREF ontology is available at https://saref.etsi.org/
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that can execute complex home automation scenarios was developed. In
SSHS, automatic actions are the result of SWRL rules executed over seman-
tically annotated IoT data potentially combined with external information
sources such as curated ontologies or web services. In SSHS, semantics
also provides the expressiveness and abstractions which facilitates the task
of tackling the programming complexity. That is, in SSHS, rules are ex-
pressed in terms of high level entities rather than the respective lower level
of the sensor raw values or device specific actuator commands.

The SSHS operates within a SAREF-based environment. A SAREF en-
vironment, in this context, is essentially composed of two elements: a set of
knowledge bases and a knowledge engine. The term knowledge base refers
to a general entity which can communicate and exchange data semantically
annotated according to the SAREF ontology or one of its extensions. For
instance, any IoT device, such as a door switch or a thermometer, in a
SAREF environment can be seen as a knowledge base. All the knowledge
bases are connected to the knowledge engine through a smart connector (i.e.,
a generic component that is being developed by the InterConnect consor-
tium2). Knowledge bases configure their smart connector with their specific
capabilities and RDF graph patterns. The knowledge engine uses these to
function as the coordinator system that allows the knowledge bases to ex-
change information to each other. The RDF graph patterns are used by
the knowledge engine to route the data. Further information about the
Knowledge Engine can be found in the InterConnect public git repository3.

The SSHS can be seen as a SAREF knowledge base that once connected
to the knowledge engine periodically receives sensor data gathered from the
IoT devices, executes semantic rules over them, and sends commands back
to control the actuators. Since the SAREF ontology provides a common
semantics, rules can be written device vendor independently. In Figure 4.1
is shown an example of SAREF setup in which four IoT devices collect

2InterConnect consortium:
https://interconnectproject.eu/consortium/

3InterConnect public git repository:
https://gitlab.inesctec.pt/interconnect-public/knowledge-engine/
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Figure 4.1: The schema depicts an example of SAREF environment setup,
as intended in this study, composed of four IoT devices that exchange data
in RDF format, through the knowledge engine, with the Semantic Smart
Home System.

data from the environment and exchange them with the SSHS that can
eventually send commands back to them.

Figure 4.2 depicts the main architecture of the SSHS. The SSHS is made
up of three main components: the update module, the core system and the
actuate module. These components realise three phases which are executed
in order and cyclically.

The first phase is the update phase which is performed by the update
module. During the update phase, the system gathers all the sensor data
measured at that moment by the IoT devices installed in the house. Op-
tionally, the incoming data can be arbitrarily augmented through a software
procedure. For example, if a physical device does not provide in its out-
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Figure 4.2: The Semantic Smart Home System architecture. The system is
made up of three main components: the update component which collects
data from the SAREF environment and constructs the RDF graph rep-
resenting the current house status, the core component that executes the
SWRL rules over the content of the main graph, and the actuate compo-
nent which inspects the reasoning result and sends commands back to the
actuators. These tasks are executed sequentially in a loop.

put a timestamp, it can be added at this stage. Data from virtual devices
(i.e., web services or external data sources) and configuration information
is collected as well. The output of the update phase is an RDF graph which
represents the current status of the house combined with all the other in-
formation gathered.

The second phase is the rules execution phase that is performed by the
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core system. The core component represents the most important part of
the SSHS. It executes the semantic web rules over the RDF graph produced
during the previous phase. The semantic web rules are expressed using the
SWRL language. The SAREF ontology and optionally other external OWL
ontologies, takes part in the inference process as well. In our SSHS imple-
mentation the OWL classification and the rule execution are performed by
the reasoner Pellet which is an open source OWL-DL reasoner that also
features an embedded SWRL inference engine [229].

The third and the last phase is the actuate phase that is performed
by the actuate module. The actuate module first analyses the result of
the reasoning process and then accordingly it generates the graph pattern
instantiations (i.e., the device commands) to be sent to the knowledge engine
in order to operate the actuators such as turning on a lamp or closing a
shutter. Along with graph pattern instantiations, during the actuate phase
internal procedures are executed to modify the status of the virtual devices.

4.2.1 IoT as Data Sources

Reasoning over IoT sensor data combined with external information sources
is the key feature of the SSHS. Within the SSHS every data source can be
modelled as an IoT device. In SSHS an IoT device can be of three kinds:
physical device, augmented device and virtual device.

Physical devices correspond to the actual IoT devices materially installed
inside the house. For instance, a physical device could be a door switch
sensor mounted on a door frame or a thermometer which gauges the room
temperature. For each physical sensor in the house, the update module
collects its status information as an RDF graph as it comes as output from
the device itself.

An augmented device is basically a physical device to whose output
graph one or more pieces of extra information are added through a software
procedure during the update phase. This is necessary because unfortunately
IoT devices do not always provide by default all the essential information
that might be needed to write rules, such as their status history. For in-
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stance, most of the colour changing light bulbs available on the market
provide in their status only the current colour which is actually being dis-
played while sometimes it could be necessary to keep track of the previous
configurations to restore a previous state after temporarily changing it.

A virtual device is a generic IoT device whose functionalities are fully
software emulated. Virtual devices do not have a corresponding physical
device installed in the house. For example, the information that an IoT
weather station provides (e.g., temperature, humidity, wind speed, rainfall
and solar radiation) can be also obtained from an online weather web service
thus making unnecessary (at least in some cases) the presence of an actual
physical device in the house. Virtual devices can also be used to provide
functionalities that are not natively available in SWRL or OWL run-time
environments, such as functions to retrieve the current date. However, in
SSHS, a clock can be easily implemented as a virtual IoT that provides as
output the actual date time. Virtual devices can either be implemented as
software procedures invoked by the update module or as separate SAREF
knowledge bases connected directly to the knowledge engine.

4.2.2 Implementation details

A prototype of the SSHS has been developed using the Python language.
The Owlready2 [152] framework was used to connect the update and the
actuate component to the core component which is enabled by the Pellet
reasoner [229]. Pellet is an open source OWL2-DL reasoner that natively
supports SWRL rules execution.

Some demo code is available at https://github.com/robertoReda/sshs.

4.2.3 Rules Writing and Scenarios

A home automation scenario refers to a set of actions that are performed
when certain conditions are met. Most of the current home automation tools
adopt the trigger-action model as a home automation scenario programming
paradigm [12]. In trigger-action systems the desired behaviour is specified
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by means of rules in the form ”if-then” where the ”if” part of the rule
checks whether a particular event (i.e., the trigger) has occurred and the
”then” part specifies the action that should be executed in response. For
instance, a typical scenario rule could be: ”If the leak sensor detects some
water, then turn off the washing machine”. Rule-based languages provide
an intuitive way to program home automation scenarios especially when
IoT devices are involved [12]. However, IoT home automation tools that do
not adopt semantics suffer from several important limitations. First, the
impossibility to define generic sets of rules for devices which have similar
functionalities instead of vendor specific rules. Second, triggers and actions
can be specified only in terms of device output values and device commands
which implies a low level of abstraction. Finally, actions are determined on
the sole base of data input sources due to the lack of reasoning capabilities.

The Semantic Web Rule Language (SWRL)[181, 130] allows defining
rules in terms of OWL entities, that is, it combines the ease of rule-languages
with the capability to perform automated reasoning. SWRL is the means
by which domotic scenarios are programmed in the SSHS. In SSHS auto-
matic actions are determined by analysing the IoT input data according to
knowledge expressed in OWL ontologies or in the rules themselves. In other
words, in SSHS automatic actions are the result of logical inferences drawn
over the RDF graph that represents the current status of the house.

Technically, SWRL provides a high-level abstract syntax for horn-like
rules fully compliant with OWL semantics. A SWRL rule is composed of
two parts, an antecedent and a consequent where both the antecedent and
the consequent consist of a positive conjunction of atoms. Since SWRL rules
are expressed in terms of OWL concepts, atoms can be either individuals,
properties or classes defined within the knowledge base. This feature of
SWRL is particularly important in SSHS because, in rule definition, IoT
sensor data and knowledge can be composed together in a seamless way,
thus allowing to achieve a higher level of abstraction. For example, a rule
to automatically turn on a lamp when the natural light drops could be
written as shown in Listing 4.1 regardless of how the low light condition
of the room has been actually determined. For instance, it could be either
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obtained by analysing the output of a physical photocell (this would be
the only possible way with a trigger-action system) or inferred using the
information contained in an ontology given the period of the year and the
current time. Alternatively, the same information could be achieved by
consulting a web service.

lowLightLevel(Room) -> switchOn(Lamp)

Listing 4.1: A SWRL rule tha can be used to switch on a lamp in case of
low light condition inside a room.

This approach overcomes the limitations of the simple trigger-action
model; the higher level of abstraction in rule definition helps significantly
to tackle the complexity of defining advanced home automation scenarios.
Most importantly, automated reasoning capabilities provided by OWL and
SWRL dramatically increase the overall degree of automation that can be
potentially achieved by the system.

In trigger-action programming, to check whether scenario conditions are
met two types of triggers can be employed: event triggers and state triggers
[52]. Event triggers refer to when an asynchronous event occurs, that is
when a certain condition becomes true at a particular instant in time. For
example, when a button is pressed or when a presence sensor detects a
person entering a room. State triggers occur when a condition is true over
a period of time. For instance, the condition that it is raining outside or
the temperature is above a certain threshold.

In the SSHS the only way to determine where scenario conditions are met
is to analyse the current status of the house represented by the RDF graph
that is constructed during the update phase. Since the home status RDF
graph is sampled at regular intervals, state triggers are naturally supported,
but asynchronous events can not activate any immediate response. How-
ever, in SSHS, event triggers can be easily simulated by checking whether
the event condition has occurred in the near instant using the timestamp
provided by the IoT devices. For example, the rule in Listing 4.2 can be
used to automatically turn on the garden lights when a car passing through
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the gate is detected by a photocell.

hasClosedState(photocell)

^ hasTimeStamp(photocell, ?ts)

^ currentTime(?ct)

^ swrlb:subtract(?ct, ?ts, ?delta)

^ swrlb:greaterThan(?delta, 0)

^ swrlb:lessThan(?delta, 10000)

-> switchOn(gardenLight)

Listing 4.2: This SWRL rule switches on the garden lights if the photocell
has detected the passage of a car within the last ten seconds.

The above rule checks whether the difference between the current time
and the instant reported in the time stamp is below a certain threshold.
The rule can be simplified by defining another rule which generalises this
concept as shown in Listing 4.3.

saref:hasTimeStamp(?device, ?ts)

^ currentTime(?ct)

^ swrlb:subtract(?ct, ?ts, ?delta)

^ swrlb:greaterThan(?delta, 0)

^ swrlb:lessThan(?delta, 10000)

-> tenSecondsEvent(?device)

tenSecondsEvent(gardenLight) -> switchOn(gardenLight)

Listing 4.3: The first rule is used to detect that a generic event has happened
within the last ten seconds while the second rule makes use of the first one
to control the garden lights.

Generally, time stamps enable time reasoning capabilities that are par-
ticularly useful for dealing with ordered events. For example, an action is
performed only if a person has pressed a button after entering a room and
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not vice versa.
It is worth to note that neither SWRL nor OWL natively provide current

time functionality which is essential to simulate event triggers in the SSHS.
However, time information can be easily introduced into the system by using
virtual IoT devices (i.e., in this case a simulated clock device).

Similarly to triggers, actions can be distinguished into instant actions,
sustained actions, and extended actions [52]. Instant actions occur at a
particular instant of time such as ”turn on the light”. Sustained actions
are performed as long as a condition holds, for example, ”light is on as long
as there is someone in the room”. Extended actions are performed for a
specific time interval, therefore time stamps are needed to accomplish this
task. For example, ”change the light colour to red for 10 seconds”.

After a sustained or extended action it is often necessary to resume the
previous state of the device. Since it is not possible to store indefinitely new
knowledge within the knowledge base (i.e., the house state graph is rebuilt
at each update phase), augmented IoT devices can be employed when the
devices do not natively provide a status history or when it is not possible
to infer the previous state from the current graph.

OWL and consequently SWRL knowledge bases are monotonic; new
knowledge can be added, but existing knowledge can not be retracted or
modified. In the SSHS, rules can not directly change the state of the IoT
devices. For example, if a lamp has to be turned on, rules classify the respec-
tive OWL individual into a desired state which represents the action that
should be taken. Only during the update phase actual commands are sent
to devices according to the classification results in order to reflect changes.
Actual changes to the environment are visible within the knowledge base
only after the next update phase has been completed.

4.3 Results

An IoT home automation system is essentially composed of a variable num-
ber of devices that include both sensors to perceive the domestic environ-
ment and actuators to perform actions on it, connected to a programmable
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unit that implements the control logic (i.e., the domotic scenarios). The
majority of traditional IoT home automation systems adopt the trigger-
action model as a programming paradigm for defining scenarios, according
to which every time certain conditions are met, a specific action is executed.

The SSHS extends the trigger-action model by introducing automated
reasoning capabilities in the process. In this system, domotic scenarios are
expressed by means of SWRL rules that combine knowledge with trigger-
action definitions. Therefore, the automatic actions are not only determined
based on sensor data, but are the result of logical inferences enabled by the
underlying semantics provided by the SAREF ontology. The aim of this
approach is to achieve greater expressivity and a higher level of abstraction
needed to build knowledge-enabled and reasoning-capable home automation
systems, so that the potential offered by IoT devices can be fully exploited.

In order to show the feasibility of the proposed approach, on our pro-
totype several different knowledge-involving domotic scenarios that operate
under different conditions with different kinds of IoT devices have been
tested. These use cases also are meant to demonstrate that scenarios in
SSHS can be based on web standards and public ontologies and implement
well-defined reasoning without the necessity of ad hoc control programs or
even ad hoc ontologies.

Moreover, the system performance were evaluated by measuring the pro-
cessing time taken by the reasoner to evaluate rules with different numbers
of devices involved in order to demonstrate the efficiency of the SSHS in
realistic settings.

Experiments were conducted using a simulated house environment. IoT
devices output data were synthetically generated using a Python script.
This testing method is particularly convenient since it is economical, signif-
icantly speeds up the process of recreating the desired experimental condi-
tions and simplifies the analysis of the resulting system behaviour. More-
over, it is worth to note that since the semantics provided by the SAREF
ontology makes data device-independent, synthetic generated IoT output
graphs do not lack any relevant information that might be acquired in a
real life setting.
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An example of a simulated domestic environment that was used as a
testbed to carry out experiments is shown in Figure 4.3. In this case, the
environment consists of a 6 room flat plus a terrace, equipped with 29
IoT devices including light switches, door/windows switches, thermometers
and a presence detection sensor. An excerpt of the corresponding RDF
graph model of the house is shown in Listing 4.4. As it can be seen, rooms
are modelled as OWL individuals that belong to specific classes according
to their functions within the house. SAREF4BLDG4, an extension of the
SAREF core ontology, has been employed for this purpose. For example,
the terrace is represented by means of an OWL individual that belongs to
the class s4bldg:BuildingSpace to indicate that it is an outdoor ambient.
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Figure 4.3: The schema represents the floor-plan of typical domestic envi-
ronment equipped with various domotic IoT devices.

ex:Building rdf:type s4bldg:Building .

4SAREF4BLDG ontology: https://saref.etsi.org/saref4bldg/
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ex:Building s4bldg:hasSpace ex:House .

ex:House rdf:type s4bldg:BuildingSpace .

ex:House rdf:type saref:FeatureOfInterest .

ex:House s4bldg:hasSpace ex:LivingRoom .

ex:LivingRoom rdf:type s4bldg:BuildingSpace .

ex:LivingRoom rdf:type saref:FeatureOfInterest .

ex:House s4bldg:hasSpace ex:Terrace .

ex:Terrace rdf:type s4bldg:BuildingSpace .

ex:Terrace rdf:type saref:FeatureOfInterest .

ex:LivingRoom s4bldg:contains ex:Door .

ex:Door rdf:type s4bldg:BuildingObject .

ex:LivingRoom s4bldg:contains ex:Window .

ex:Window rdf:type s4bldg:BuildingObject .

s4bldg:BuildingObject rdfs:subClassOf s4bldg:PhysicalObject .

ex:LivingRoom s4bldg:contains ex:LightSwitch .

ex:LightSwitch rdf:type saref:Device .

saref:Device rdfs:subClassOf s4bldg:PhysicalObject .

ex:LightSwitch rdf:type saref:Actuator .

ex:LivingRoom s4bldg:contains ex:Thermometer .

ex:Thermometer rdf:type saref:Device .

ex:Thermometer rdf:type saref:TemperatureSensor .

ex:LivingRoom s4bldg:contains ex:PresenceDetector .

ex:PresenceDetector rdf:type saref:Device .

ex:PresenceDetector rdf:type saref:Sensor .

Listing 4.4: An excerpt of the RDF graph that represents the spatial features
of the domestic environment shown in Figure 4.3.

Static knowledge about the environment and any other relevant infor-
mation that cannot be inferred from the IoT data sources, such as the
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aforementioned spatial features of the house, can be introduced into the
SSHS as configuration data in RDF format. There are no constraints on
the quantity and the type of information that can vary significantly and
strictly depends on the specific scenarios that make use of it.

An example of an RDF graph representing an IoT data source and its
associated measurement is shown in Listing 4.5. The graph regards a ther-
mometer that is physically located on the terrace. The measurement value
is reported along with the unit and the timestamp of the gauging instant
in ISO-8601 format and Unix time.

ex:T1T rdf:type saref:TemperatureSensor ;

saref:makesMeasurement ex:T1T_m1 ;

s4bldg:isContainedIn ex:Terrace .

ex:T1T_m1 rdf:type saref:Measurement ;

saref:hasValue "25.5"^^xsd:float ;

saref:isMeasuredIn om:degree_Celsius ;

saref:hasTimestamp"2020-12-02T14:30:00"^^xsd:dateTime ;

smart:hasUnixTimestamp "1606919400"^^xsd:integer .

Listing 4.5: An excerpt of RDF graph that represents the output of an
IoT thermometer annotated according to the SAREF ontology. The graph
contains information about the physical collocation of the device within the
house as well as the measurement in degree Celsius and the timestamp.

During normal operation, the SSHS cyclically aggregates the various IoT
data sources to construct an RDF graph that represents the current status
of the domestic environment. Rules are then executed over this graph and
the inferred knowledge is added back to it. Lastly, the system inspects the
resulting graph to send, if necessary, commands to the actuator devices. For
these tests, the last phase was omitted and the resulting graph was directly
analysed using the Protege tool.
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4.3.1 Energy Conservation Monitoring Scenario

Often, homeowners are unaware of the costs of some domestic energy wast-
ing behaviours they involuntarily adopt, such as forgetting the windows
open or leaving them open for too long a period of time. Therefore, monitor-
ing in-home energy wasting in order to provide tenants immediate feedback
can be a crucial feature for actuating an efficient energy wasting reduction
in an IoT home automation system [216].

A domotic scenario that assesses the energy wasting level of a room
according to the state of the windows (i.e., either open or closed) was im-
plemented. Top-down proceeding, the monitoring system consists of two
main rules, shown in Listing 4.6, that classify the energy wasting level into
two states: GreenEnergyState if there is no energy wasting (i.e., windows
in the room are closed) or RedEnergyState if there is energy wasting (i.e.,
windows in the room are open).

smarthouse:ClosedWindow(?window)

^ s4bldg:isContainedIn(?window, ?room)

-> smarthouse:GreenEnergyState(?room)

smarthouse:OpenWindow(?window)

^ s4bldg:isContainedIn(?window, ?room)

-> smarthouse:RedEnergyState(?room)

Listing 4.6: SWRL rules for classifying the energy wasting level in a room.

For each window of the house, first its state is detected. Then, the
location of the window within the house is retrieved, and the corresponding
room is finally classified accordingly.

A possible way to detect whether a window is open or closed could
be achieved by installing a door switch IoT sensor on the window frame.
For example, the ClosedWindow and the OpenWindow classification can be
determined by retrieving the device state using the rules in Listing 4.7.
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smart:Window(?window)

^ saref:hasState(?window, ?state)

^ saref:CloseState(?state)

-> smarthouse:ClosedWindow(?window)

smart:Window(?window)

^ saref:hasState(?window, ?state)

^ saref:OpenState(?state)

-> smarthouse:OpenWindow(?window)

Listing 4.7: The SWRL rules are used to detect whether a window is open
using a switch sensor state .

Since it cannot be inferred that a sensor is either installed on a window
or a door, it is necessary to explicitly specify it as configuration data. This
can be done either through the device settings or using rules. For example,
the rule in Listing 4.8 states that the OWL individual W1L is a door switch
installed on a window.

saref:DoorSwitch(W1L) -> Window(W1L)

Listing 4.8: The SWRL rule asserts that a DoorSwitch sensor W1L is in-
stalled on a window.

The location of the window can be inferred through the location of the
sensor (if it has been indicated in the device settings).

However, not always an open window causes heat loss, for example when
the difference between the indoor and outdoor temperature is negligible.
Therefore, to achieve more precision, rules can be modify so that the tem-
perature is taken into account as in Listing 4.9.

smarthouse:OpenWindow(?window)

^ s4bldg:isContainedIn(?window, ?room)
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^ smarthouse:hasIntExtTempDifference(?room, delta)

^ swrlb:greaterThan(?delta, 0.5)

-> smarthouse:RedEnergyState(?room)

Listing 4.9: SWRL rules for classifying the energy wasting level in a room
by taking into account several factors.

The internal temperature can be acquired by installing a thermometer
inside the room, while the external temperature can be acquired by ei-
ther installing a thermometer outside (e.g., on the terrace) or using an IoT
virtual device that wraps an online weather web service. When the two
measurements are available the difference can be easily obtained as shown
in Listing 4.10:

smarthouse:hasIndoorTemperature(?room, ?internalTemp)

^ smarthouse:hasOutdoorTemperature(?house, ?externalTemp)

^ swrlb:subtract(?internalTemp, ?externalTemp, ?delta)

-> smarthouse:hasIntExtTempDifference(?room, delta)

Listing 4.10: SWRL rule for calculating the difference between the internal
temperature and the external temperature.

Eventually, once an energy wasting situation has been detected, remedial
actions could be performed such as warning the tenants or automatically
turning off the heating system in the room.

4.3.2 Visual Cueing System Scenario

Largely widespread in the modern domotic landscape, IoT smart light de-
vices are inexpensive colour-changing LED light bulbs remotely control-
lable. Initially intended for ambient lighting enhancement, smart bulbs can
be efficiently used as means to provide visual cues in IoT home automation
systems. For example, if tenants are watching the TV or speaking on the
phone, to signal the end of the washing machine cycle, the room light could
be slightly turned to a blue-like colour instead of relying on an annoying
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buzzer sound. Most importantly, such a pervasive visual cueing system
can potentially result in an efficient low-cost assistive technology in case of
hearing impaired tenants [90].

A domotic scenario that exploits the colour-changing features of the IoT
house lighting system to signal the presence of a visitor at the entrance door
was designed.

smarthouse:VisitorAtTheDoor(Entrance)

^ smarthouse:Tenant(?tenant)

^ smarthouse:isLocatedIn(?tenant, ?room)

^ saref:LightSwitch(?light)

^ smarthouse:isLocatedIn(?light, ?room)

-> smarthouse:TemporaryRedLightColourState(?light)

Listing 4.11: SWRL rule that signals the presence of a visitor by turning
the colour of indoor light to red.

The rule in Listing 4.11 turns the lights colour to red when someone
has pressed the doorbell or is standing close to the entrance door. Tenant
localisation within the house is performed in order to avoid unnecessary light
switching (i.e., only lights in occupied rooms are involved). Alternatively,
if indoor tenant localisation is not possible (e.g., due to the lack of presence
sensors in every room or it cannot be inferred in another way), a restricted
set of light bulbs can be specifically designated for this purpose.

To detect a visitor at the entrance door, either a presence/motion sensor
mounted on the door frame or a smart button can be used. When a presence
sensor is used, the rule shown in Listing 4.12 classifies the entity Entrance

into the state VisitorAtTheDoor according to sensor state.

saref:PresenceSensor(P1E)

^ saref:hasState(P1E, OnState)

-> smarthouse:VisitorAtTheDoor(Entrance)
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Listing 4.12: This SWRL rule is used to detect the presence of a visitor at
the door using a volumetric sensor.

Similarly, the same operation has to be performed when a doorbell but-
ton (i.e., a smart button) is employed. However, since a button is kept
pressed only for a few instants of time, a timing mechanism is needed since
the entity Entrance should persist in the VisitorAtTheDoor state for a
certain number of seconds after the button has been released. This can be
achieved by checking the button timestamp, that is, the visitor presence
is detected until 10 seconds have passed since the button press occurred.
To retrieve the current time, a virtual IoT device MainClock is used. An
example of such a rule is provided in Listing 4.13

smarthouse:hasUnixTimestamp(MainClock, ?clockTime)

^ smarthouse:SmartButton(B1E)

^ smarthouse:hasUnixTimestamp(B1E, ?doorbellTime)

^ swrlb:subtract(?elapsedTime, ?clockTime, ?doorbellTime)

^ swrlb:lessThan(?elapsedTime, 10000)

-> smarthouse:VisitorAtTheDoor(Entrance)

Listing 4.13: SWRL rule to detect the pressure of the doorbell button using
the device timestamp.

The proposed scenario can be easily extended or modified. For example,
tenants could receive an alert on their mobile phones if they are not inside
and the visual signalling can be automatically disabled during sleep time.

4.3.3 Weather Based Domotic Scenario

IoT weather stations are devices that provide information about the local
external environment, including temperature, humidity, wind speed, and
rain conditions. In home automation, local climate data can be exploited
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in several ways, for example, to automatically regulate the curtain posi-
tion according to natural light and retract it in case of strong wind. One
disadvantage of IoT weather stations is that they are expensive equipment,
especially compared to other common IoT domotic devices. However, in the
SSHS, a physical IoT weather station can be easily replaced by a virtual
IoT device that retrieves the same information from an online weather web
service.

A domotic scenario that, based on current weather conditions, automat-
ically disables the garden irrigation system in case of rain, thus reducing
unnecessary water consumption was designed.

For this scenario, a virtual IoT device that acts as a weather station
has been implemented. All the information that the virtual device provides
is retrieved from the OpenWeather web service [189]. OpenWeather of-
fers access to current weather data for any location specified by geographic
coordinates or city name. Data include information about the weather con-
ditions (e.g., rain, snow, etc.), temperature, humidity, wind speed, and in
particular the rain volume for the last 3 hours.

Basically, the virtual device consists in a Python script that queries the
OpenWeather web service and translates the JSON result into RDF. An
excerpt of the output graph is shown in Listing 4.14.

ex:WS1 a smart:SmartWeatherStation ;

saref:hasTimestamp "2020-12-02T14:30:00"^^xsd:dateTime;

smart:hasUnixTimestamp "1606919400"^^xsd:integer ;

smart:hasSunriseTime 1634018420 ;

smart:hasSunsetTime 1634057589 ;

smart:hasTemperature 9.29 ;

smart:hasWeatherCondition smart:WeatherConditionRain;

smart:hasRain3h 3.

Listing 4.14: An excerpt of the output RDF graph of the weather base
station implemented through a virtual IoT device.

It is supposed that the irrigation system is activated every day at a
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fixed time. The rules in Listing 4.15 prevent the electromechanical valve
from opening if the rainfall amount in the last 3 hours is greater than 2mm.

smart:SmartWeatherStation(WS1)

^ smart:hasRain3h:(WS1, ?rainfall)

^ swrlb:greaterThan(?rainfall, 2)

-> smart:keepClosedState(VALVE1)

Listing 4.15: This SWRL rule prevent the irrigation system to water the
garden if the amount of rain in the last 3 hour exceeds 2mm.

Similarly, the irrigation system should be disabled if it has started rain-
ing during its functioning. This can be obtained by adding another rule as
shown in Listing 4.16.

smart:SmartWeatherStation(WS1)

^ smart:hasWeatherCondition(WS1, WeatherConditionRain)

-> smart:keepClosedState(VALVE1)

Listing 4.16: This SWRL rule prevents the irrigation system to water the
garden while it is raining.

It has to be noted that two separate rules are necessary since SWRL
does not support atom disjunction.

4.3.4 Performance Evaluation

The main advantage of the SSHS over traditional systems based on the
trigger-action model is the capability of performing automated reasoning
over sensor data and formalised knowledge provided by SWRL rules and
OWL ontologies. Knowledge-based systems enabled by DL-OWL reason-
ers necessitate higher computational capacity compared to systems imple-
mented using general purpose languages such as C++ or Java. Nevertheless,
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home automation systems are real-time applications that require logic in-
structions to be executed in a minimal amount of time so as not to cause
unwanted delays in automatic actions. Therefore, it is essential that the
SSHS completes the inferential process in appropriate time to make it suit-
able to operate in a real-setting environment.

In order to asses the time performance of the SSHS, similarly to what
has been done by Zhai et al. in [262], a set of rules were executed vary-
ing the number of devices involved in each experiment repetition, and the
average processing time (i.e., the time that the reasoner takes to draw all
the inferences) for each configuration was measured. The employed rule-set
comprehends: 2 rules that determine whether a room is occupied or un-
occupied according to a sensor state (i.e., classification task); 5 rules that
classify the air quality into five levels based on the concentration of the CO2
in the room 5 (i.e., a task that require significant numerical comparisons);
2 rules that make use of the preceding results and an OWL ontology to au-
tomatically open the windows in the room in case of high concentration of
CO2 if people are present (i.e., a task than involve a chain of inferences and
additional OWL axioms). An excerpt of the rule-set is provided in Listing
4.17.

smart:CO2Meter(?device)

^ smart:isLocatedIn(?device, ?room)

^ saref:makesMeasurement(?device, ?measurement)

^ saref:hasValue(?measurement, ?value)

^ swrlb:greaterThan(?value, 400)

^ swrlb:lessThanOrEqual(?value, 1000)

-> smart:CO2GreenLevel(?room)

smart:PresenceSensor(?device)

^ saref:hasState(?device, example:OnState)

5Wisconsin Department of Health Services. Health effects produced by exposure to
CO2. https://www.dhs.wisconsin.gov/chemical/carbondioxide.htm
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^ smart:isLocatedIn(?device, ?room)

-> smart:OccupiedRoom(?room)

smart:CO2UnsafeLevel(?room)

^ smart:OccupiedRoom(?room)

-> smart:WindowsOpen(?room)

Listing 4.17: An excerpt of the set of rules employed to measure the average
processing time.

The status graph, over which the inferences are drawn, contains the mea-
surements collected by a presence detection sensor and a CO2 meter. Both
the sensors are installed in the same room. The presence sensor indicate
whether the room is occupied through an OffState-Onstate indication,
while the CO2 meter measures the CO2 concentration in the room in ppm.
Measurement values and presence states were randomly generated using a
Python script. The number of the rooms was increased to vary the number
of devices involved in each run of the experiment. Listing 4.18 provides an
example of the status graph generated to test the system time performance.

ex:CO2_1 rdf:type smart:CO2 ;

saref:makesMeasurement ex:CO2_1_m1 ;

smart:isLocatedIn ex:R1 .

ex:CO2_1_m1 rdf:type saref:Measurement;

saref:hasValue "2186"^^xsd:float ;

saref:isMeasuredIn om:partsPerMillion ;

saref:hasTimestamp "2020-12-02T14:30:00"^^xsd:dateTime .

ex:PRESENCE_1 rdf:type smart:SmartPresence ;

saref:hasState ex:OnState ;

smart:isLocatedIn ex:R1 .

Listing 4.18: An excerpt of the the status graph generated to test the system
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time performance.

For each repetition of the experiment the number of devices involved
was increased. The inference process has been executed three times for each
configuration and the average time calculated. The tests were performed
using Protege 5.5.0 on a MacBook Pro equipped with an Intel Core i7
(2,2GHz, 6-Core) processor and 16GB (2400 MHz DDR4) of RAM. It is
worth to note that existing semantic reasoners are too resource-intensive to
be directly ported on resource-constrained devices (such as Raspberry or
Arduino) without further engineering efforts. However, promising solutions
are currently under investigation [37].

Figure 4.4 shows the results of the experiments. The execution time is
specified in milliseconds. As it can be seen from the graph, for a number of
devices between 2 and 200 the execution time does not exceed 300ms which
can be considered optimum for real-time operation in a domotic environ-
ment where the number of devices of a typical deployment is expected to be
in the range of 50 to 100[252]. This result is significant when compared to
the high latency and variability of the popular IFTTT trigger-action system
that has been experimentally estimated in the order of seconds [172].

4.4 Discussions

The ubiquity and pervasiveness of the IoT devices in ordinary households
offers important opportunities for the home automation sector in many
crucial areas such as energy preservation, home safety and living assis-
tance. Notwithstanding, the potential of these devices is still largely under-
exploited due to the poor data interoperability and the limited expressivity
of the most commonly adopted paradigms for programming domotic sce-
narios.

The aim of this study was to show that SW technologies can constitute a
viable solution not only for tackling the problem of data and device hetero-
geneity, but also for defining more complex home automation scenarios that
can better exploit the potential of IoT technology. To this purpose, it was
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Figure 4.4: The graph displays the average processing time (in milliseconds)
for a number of devices that ranges from 2 to 1200.

developed a knowledge-based IoT home automation system that can aggre-
gate and combine IoT sensor data with external heterogeneous data sources
and analyse them according to formal knowledge expressed by means of
OWL ontologies and SWRL rules. In particular, it has been demonstrated
how in such a system the SWRL language can extend and overcome the
limitations of the popular trigger-action model by introducing inferential
reasoning capabilities directly in domotic scenario definition. The variety
of the experiments that were carried out using SAREF as the main reference
ontology proved the feasibility of the proposed approach and applicability
of it to a standard and well validated context.

The proposed system opens up to a plethora of possible domotic scenar-
ios that can be implemented ranging from simple actions to more complex
automation tasks that make use of common sense knowledge.

Other benefits of the proposed approach include the high degree of ex-
plainability of the processes involved. This feature assumes particular im-
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portance when home automation is employed to realise in-home healthcare
facilities, for example, for elderly care or assisted living. Moreover, due
to the high degree of customisation and the overall flexibility, the system
could be easily re-adapted for use in other IoT domains where complex
automation logic is needed.

However, it is worth to note that at present, even though reuse is par-
tially possible, scenarios require rules to be manually written. Manual rule-
writing is not a trivial task but a time consuming and error prone process
especially when scenario complexity significantly increases. Therefore, alter-
native ways to facilitate and potentially automatise the rule creation should
be explored. Future research will focus on how to apply machine learning
techniques to ease the process of creating rule-based home automation sce-
narios. Other interesting research directions should address the problems
of diagnosis and fault tolerance.
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Chapter 5

Conclusions

The high heterogeneity of devices and data sources that characterises the
IoT landscape provides both challenges and opportunities to develop inno-
vative systems and services. However, the ubiquitous presence of data silos
and the poor semantic interoperability among IoT devices constitute a sig-
nificant obstacle to achieve this goal. Furthermore, in order to fully exploit
the potential of modern IoT devices (i.e., achieving actionable knowledge
from the collected information), IoT data have to be analysed using appro-
priate artificial intelligence techniques such as automated reasoning. Indeed,
current IoT systems still highly rely on human intervention for interpreting
the collected information in order to take actions, whereas a higher level
of autonomy could be reached by analysing sensors data according to some
formalised knowledge and, potentially, in conjunction with disjoint-domain
information sources.

In this thesis work SW technologies approaches have been investigated
to address both the data integration and reasoning aspects in modern IoT
systems. The IFO ontology was developed in order to overcome the issues
of data silos and support semantic interoperability in the IoT fitness and
wellness domain. Essentially, the IFO ontology provides a formal repre-
sentation of the most important and common concepts in the domain, and
the relationships among them. The use of the OWL language allows the
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ontology to be efficiently employed and easily integrated in a huge number
of different applications. In particular the applications that are required to
deal with information coming from multiple heterogeneous devices and need
to analyse data in conjunction with other external information sources. In
this thesis study, the IFO ontology was also used as the core component for
the development of the LOD portal described in Chapter 3. Sharing health
datasets in an efficient way is a crucial service to the scientific community.
Previous platforms and data-sharing portals were mere repository contain-
ers, data from IoT devices were only collected and store. The LOD portal
presented in this thesis homogenises the heterogeneous health datasets that
users upload and share them according the Linked Data recommendations.

Besides easing the integration of disjoint information sources, another
crucial feature of SW technologies is to enable automated reasoning capa-
bilities over the semantically annotated data. In a context dominated by
multiple-facets of heterogeneity such as the IoT field, automated reason-
ing constitute an important means to tackle the overall complexity of data
analysis.

Modern smart houses consist of an interconnected set of devices that
sense the home environment and perform actions upon it. The majority
of the commercial IoT home automation systems are based on the simple
trigger-action model for defining the control logic. Even though trigger-
action systems through if-then rules provide a simple and efficient pro-
gramming method, they lack the expressivity and a higher abstraction level
needed to define more complex scenarios. Previous studies that have in-
vestigated the use of SW technologies in IoT home automation focused
solely on specific domotic tasks (e.g., energy management) and proposed
solutions that strictly depend on specific ad hoc written ontologies. In this
thesis work, a novel methodology that employs the SWRL language as an
ontology-agnostic programming paradigm for IoT home automation systems
was investigated. The proposed approach extends the trigger-action model
with the possibility of embedding knowledge directly and seamlessly into
rules, thus overcoming the limitations of the trigger-action systems. Addi-
tionally, the SSHS, described in Chapter 4 was developed to support the
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execution of the semantic rules defined scenarios. The feasibility and the
efficiency of the proposed approach in realistic real-life settings have been
demonstrated through numerous experiments.

The central idea of this thesis is that the potential offered by IoT devices
can only be fully exploited if the heterogeneous collected data are integrated
with information coming from disjoint-domains sources and the cognitive
analysis process is efficiently automatised. The aim of this thesis work was
to investigate a SW-based approach to address both the issues. Data in-
tegration and reasoning are two complementary aspects since reasoning to
be effective need to operate on multiple information sources and data in-
tegration make this possible by making them available in a homogenised
way. The healthcare and the domotic IoT devices have been chosen since
they represent an emblematic example of the multiple-facets issues of het-
erogeneity in the IoT technology. Indeed, these are two IoT ecosystems in
which the variety of the devices and the multitude of different kinds of data
collected constitute their richness and at the same time the main challenges.
To conclude, it is worth to note that the applicability of the findings and
the methodologies presented in this thesis are not limited to these two fields
only, but they can be easily and efficiently extended to other IoT domains
as well.

5.0.1 Future Research Directions

In this thesis work, symbolic approaches have been adopted as the main
means to process IoT data in order to achieve actionable knowledge. In-
deed, automated reasoning (which basically consists of drawing logical infer-
ences from available information) is natively supported by SW technologies
and provides crucial features such as the ability to explain the reached con-
clusions. Additionally, symbolic systems provide a human understandable
computation flow which makes them intuitive to design and offer a high
degree of modularity and interoperability. For example, SW rules are self-
contained knowledge units that can be easily transferred from a knowledge
base to another. Moreover, symbolic systems are a convenient approach to
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model general abstract problems which is particularly useful to tackle the
complexity that characterises IoT technology. However, symbolic methods
are not well-suitable for cases where data are missing or noisy as it often
happens in IoT systems. Further, hand-coded rules and manual knowledge
modelling require lot of human involvement since they are complex and time
consuming tasks.

Contrary to symbolic systems, sub-symbolic systems (e.g., artificial neu-
ral networks) are based on statistical methods and are better suitable for
tasks that require predictions, clustering, pattern classification and recogni-
tion of entities. Essentially, sub-symbolic techniques establish correlations
between input and output variables with minimal or no human intervention.
Therefore, they require less knowledge upfront and are more robust against
incomplete and noisy data. However, one significant disadvantage of sub-
symbolic systems is the lack of explainability which is a crucial requirement
in healthcare. Moreover, statistical based models require large amounts of
high quality training data not to result in biased outcomes.

Given the aforementioned considerations, it is therefore evident that
future research should be oriented towards the integration (or the combi-
nation) of symbolic systems with sub-symbolic approaches [60]. Studies in
the literature suggest that hybrid approaches are suitable for dealing with
large amounts of heterogeneous data [106]. The importance of intertwining
perceptual computing with semantic computing and cognitive computing in
IoT systems have also been highlighted in [226, 227].

The SSHS presented in this thesis could be extended through percep-
tual computing in order to exploit contextual information and provide per-
sonalised rules adjustments. Data mining techniques could be employed
to detect usage patterns and automatically preempt tenants actions. Ma-
chine learning algorithms could be leveraged to facilitate and automatise
the rule design process or for rule extraction. Probabilistic logic program-
ming paradigms could enrich rules with probabilities so that scenarios can
be defined also under conditions of uncertainty.
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internet of things interoperability: A systematic review. Interna-
tional Journal on Semantic Web and Information Systems (IJSWIS),
14(4):147–171, 2018.

[25] A. A. Atienza and K. Patrick. Mobile health. American journal of
preventive medicine, 40(5):S151–S153, 2011.

127



128 BIBLIOGRAPHY

[26] L. Atzori, A. Iera, and G. Morabito. The internet of things: A survey.
Computer networks, 54(15):2787–2805, 2010.

[27] F. Baader. The description logic handbook: Theory, implementation
and applications. Cambridge university press, 2003.

[28] S. Balakrishnan, H. Vasudavan, and R. K. Murugesan. Smart home
technologies: A preliminary review. In Proceedings of the 6th Interna-
tional Conference on Information Technology: IoT and Smart City,
pages 120–127, 2018.

[29] M. Bang, K. Solnevik, and H. Eriksson. The nurse watch: design and
evaluation of a smart watch application with vital sign monitoring
and checklist reminders. In AMIA Annual Symposium Proceedings,
volume 2015, page 314. American Medical Informatics Association,
2015.
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