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Abstract

Over the past years, ray tracing (RT) models popularity has been increasing. From

the nineties, RT has been used for field prediction in environment such as indoor

and urban environments. Nevertheless, with the advent of new technologies, the

channel model has become decidedly more dynamic and to perform RT simulations

at each discrete time instant become computationally expensive. In this thesis, a new

dynamic ray tracing (DRT) approach is presented in which from a single ray tracing

simulation at an initial time t0, through analytical formulas we are able to track

the motion of the interaction points. The benefits that this approach bring are that

Doppler frequencies and channel prediction can be derived at every time instant,

without recurring to multiple RT runs and therefore shortening the computation

time. DRT performance was studied on two case studies and the results shows the

accuracy and the computational gain that derives from this approach.

Another issue that has been addressed in this thesis is the licensed band ex-

haustion of some frequency bands. To deal with this problem, a novel unselfish

spectrum leasing scheme in cognitive radio networks (CRNs) is proposed that offers

an energy-efficient solution minimizing the environmental impact of the network. In

addition, a network management architecture is introduced and resource allocation

is proposed as a constrained sum energy efficiency maximization problem. System

simulations demonstrate an increment in the energy efficiency of the primary users’

network compared with previously proposed algorithms.
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Chapter 1

Introduction

Mobile communications networks have experienced tremendous development over

the decades providing year after year more services with higher efficiency and ca-

pacity. The use of mobile communications nowadays has become a daily part of

humanity. With this massive and exponential increase of data usage and connec-

tivity of a large number of mobile-connected devices, significant pressure has been

placed on mobile service providers and the research community to find solution in

providing high data rates and good quality of service (QoS) at affordable rates [1] [2].

This demand can only be met by advancing to new technologies that can provide

wireless services and systems to various subscribers.

With the advent of mmWave and vehicular communications (V2V), highly dy-

namic radio channels are becoming more frequent. The dynamicity of radio channels

introduces several issues such as abrupt transitions between line-of-sight (LoS) and

non line-of-sight (NLoS) due to lower diffraction contributions or high values of

Doppler shifts due to the high carrier frequencies and terminals’ high velocity. Due

to these reasons and large variety of possible environments and system configura-

tions, accurate deterministic propagation models are needed for the deployment and

simulation of future communication networks. Ray Tracing (RT) has gained interest

and is expected to assist in simulating these new generation networks. Nevertheless,

RT algorithms introduce a high degree of time complexity which would require a

huge CPU time.

In the first part of this thesis a new Dynamic Ray Tracing (DRT) is presented.

DRT is presented as a new paradigm where RT is redesigned and extended to com-
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Chapter 1. Introduction

pute the speed and acceleration of rays’ contribution points on objects’ surfaces

through analytical formulas on the base of the roto-translational speed and acceler-

ation of the moving objects. The advantages of DRT are that Doppler Frequencies

as well as the field/channel prediction for a time instant t ∈ ∆t can be derived from

a single RT run through a fast analytical formulation, without resorting to multiple

RT runs shortening the computation time [3], [4].

Another issue brought to surface by the exponential growth of mobile network

services is the current static spectrum policy used by most countries in the world.

This has almost resulted in licensed spectrum exhaustion of some frequency bands.

On the contrary, recent spectrum utilization measurements have shown that the

available spectrum opportunities are severely underutilized. Cognitive radio (CR),

with its ability to sense available frequency bands and adaptively adjust transmis-

sion frequency, has attracted considerable attention as one of the most promising

solutions to spectrum under-utilization [5]. Traditionally in CR networks (CRNs),

there are two categories of users, namely, primary users (PUs) and secondary users

(SUs). PUs are licensed users, and they have the exclusive right to use their re-

spective channels, while SUs are unlicensed, and they wish to use the underutilized

channels. To pay off the use of a licensed band, cooperative CRNs (CCRNs) have

been proposed in which SUs act as relays to provide a better transmission perfor-

mance to the PUs.

In the second part of this thesis, an energy-efficient communication in multiuser

CRN is presented. In addition, to provide improved cooperation between PUs and

SUs and to secure an unselfish behavior of each user, we propose a resource man-

agement network architecture for a considered cell. This architecture, composed of

various entities, will be responsible for making decisions regarding the usage of relay

and for applying the optimal strategy to achieve the maximum energy efficiency of

the cell [5].

1.1 Thesis outline

This thesis is divided into two parts. In part I, a new DRT and anticipative channel

prediction for V2V is presented. Meanwhile in part II, an energy-efficient unselfish

3



Chapter 1. Introduction

spectrum leasing for CRN is introduced.

Part I is divided into three chapters. In Chapter 2, a brief background about

propagation modelling and available channel models is presented as well as the main

research trends in the field for RT models. It also presents the state of the art and

motivation for DRT. Chapter 3 presents a mathematical background behind the RT

theory and explains the concept of ray. Using the equations gathered in Chapter

3, the received electric fields can be determined. The DRT algorithm is presented

in Chapter 4. To assess the performance of such algorithm, results are presented in

different scenarios, i.e., an ideal street canyon and comparison with measurements

performed in an intersection.

Part II also consists of three chapters. In Chapter 5 a brief introduction to CRN

and cooperative communication is given as well as a presentation of the state of the

art in spectrum leasing in CCRN. In the last part of the chapter the motivation and

contribution of this work are presented in detail. An architecture composed of vari-

ous entities is proposed for CCRN in Chapter 6. Also the system model is explained

and a stochastic channel model is used to represented the propagation channel. The

new proposed resource allocation and relay selection scheme is shown in Chapter

7. The proposed algorithm is formulated as an energy efficiency optimization prob-

lem and solved by transforming the objective function into two sub-problems. To

evaluate the system performance and effectiveness of the proposed solution, Monte

Carlo simulations are performed. As a last section, a new approach to model the

propagation model is presented using RT models which is part of our future work.
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Chapter 2

Background and state of the art

2.1 Propagation modeling

In any wireless communication system, radio waves are employed to carry the signals

or information in a wireless channel. Although electromagnetic (EM) waves are

governed by Maxwell conditions with appropriate boundary conditions, in general it

is not possible to have an analytical solution for EM field in a realistic propagation

environment. The purpose of propagation modeling is to obtain an estimation of

field/signal strengths when some of the parameters of the wireless system are given,

such as the frequency, terrain characteristics, antenna height, and so on [6].

The Friis equation for free space radio propagation, can be regarded as the

simplest propagation model and was first published in 1946 [7]. It relates the free

space path loss, antenna gains (GRX , GTX) and wavelength (λ) to the received (PRX)

and transmit powers (PTX):

PRX

PTX

= GRXGTX

(
λ

4πd

)2

(2.1)

Nevertheless, the received power computed in (2.1), is referred as the direct field

from the transmitting antenna. In case of an object into the Fresnel zone defined by

the transmitter (TX) and receiver (RX) locations, then the free space assumption

fails. In this case the reflected and diffracted field needs to be taken in consideration

in order to count the effect of these objects. These effects may be related with

ground reflection and diffraction from mountain peeks and ridges. For the reflection

the calculation might be simpler, but the diffracted field is much more difficult to

6



Chapter 2. Background and state of the art

compute. For scenarios in which the free space assumption fails, there exists different

types of channel models which will be presented in the next sections.

2.1.1 Channel models

Channel measurements can be costly and time consuming. Therefore, to design

a wireless communication system, the propagation channel is simulated thanks to

channel models. They can be categorized into three types: empirical, stochastic and

deterministic.

Empirical models The first of the channel models is widely used and developed

based on extensive field measurements in typical propagation scenarios. Empirical

models in general are used in macrocell scenarios to predict narrow-band character-

istics of the channel, i.e., path loss. One of the most known models is the Hata-

Okumura model for urban regions [8–10]. The formula expressed in dB units and is

used to calculate the path loss L:

LdB = A+Blog(dkm)− C, (2.2)

where LdB is the path loss in dB units, dkm is the distance in kilometers between

base station and mobile terminal, A and B are parameters that depend on the

frequency and base station height, while C depends on frequency, mobile terminal

height and the type of propagation environment (urban, suburban or open area).

There also exist extensions of this model, such as COST-Hata-Model [11]. The

empirical models are in general simple and fast in terms of computation. The main

disadvantage is that they are in general limited in range and mostly valid to the

environment similar to the ones the model is developed, e.g. the environment of

the Hata-Okumura model is Tokyo which might be very different from a typical

European environment [6], [12].

Stochastic models The second type of channel model is the stochastic one, in

which a statistical characterization of the channel is known. These models are not

generally derived by measurements, but typical measurements scenarios are used

to derive their parameters. They are more complex than empirical models but can

provide a more detailed description of channel characteristics.

7



Chapter 2. Background and state of the art

One important type of stochastic channel model is Geometry-Based Stochastic

Channel Models (GSCM), which refers to the geometric distribution of scatterers

in a scenario to model the stochastic properties of the channels [13], [14]. The

advantages of these models are their much higher relation to physical propagation

and the fact that they can reproduce full channel characteristics.

Deterministic models None of the above mentioned models considers all the

elements of an environment and this can result in circumstances where the sur-

roundings have a great impact on the electromagnetic propagation(i.e., vegetation,

different types of scatterers or other materials present in a certain environment).

For this reason, deterministic models are widely used in the past years for propaga-

tion predictions, given a specific environment. These methods are based on the ray

optics and solve the Maxwell’s equations in a high frequency regime and take into

account all the elements of an environment.

The most accurate deterministic models are the ones that directly derive from

the solution of Maxwell’s equations such as Method of Moments (MoM) and Finite

Difference Time Domain (FDTD). It is well-known that these two methods are

highly impractical in a large-scale environment due to their complexity.

The most commonly used type of deterministic models are the ray-based ap-

proaches like Ray Tracing (RT) [15], [16]. In RT approach, imaging techniques are

employed, leading to a number of possible paths that rays follow from the transmit-

ter to the receiver over direct, reflected and diffracted rays. Their accuracy is very

high but is related with the accuracy of the scenario representation [12]. The main

disadvantage though is that RT technique requires a high computational effort. In

Chapter 3, RT theory will be presented and the propagation mechanism formulas

will be shown in more detail.

5G models Next generation 5G cellular systems will encompass frequencies from

around 500 MHz up to 100 GHz. For the development of the new 5G systems to

operate in bands above 6 GHz, there is a need for accurate radio propagation models

for higher frequencies. Previous presented models were designed and evaluated for

operation at frequencies only as high as 6 GHz.

New channel models will need to be based on existing 3GPP 3D channel model

[17] which provides additional flexibility for the elevation dimension, thereby al-

8



Chapter 2. Background and state of the art

lowing modelling for two dimensional antenna systems. Furthermore, new channel

model must support large channel bandwidths (up to 2 GHz). Additionally, must

accommodate mobility, in particular should be suitable for mobility up to 350 km/h,

also small-scale mobility in order to support scenarios such as device to device (D2D)

or vehicular communications (V2V).

Important examples are the recently developed 3D-urban micro (UMi) and 3D-

urban macro (UMa). They both built for typical usage scenarios for elevation beam-

forming and FD-MIMO. Both scenarios are considered to be densely populated by

buildings and homogeneous in nature- in terms of height and building density. These

channel models are applicable to carrier frequencies between 2-6 GHz with up to

100 MHz of bandwidth [17–19].

2.2 Ray Tracing method

Ray tracing is a method for calculating the path of waves or particles through

a system with regions of varying propagation velocity absorption characteristics

and reflecting surfaces. To do so, RT works by assuming that a particle or wave

can be modeled as a narrow beam called ray. This leads to the derivation of the

concept of ray which can be defined as a line showing the direction of a wave and is

perpendicular to the wavefront (in Section 3.1 the mathematical derivation of ray

concept is presented). A ray under such circumstances can be reflected, transmitted

and diffracted (with some extensions of Geometrical Optics (GO)). Initially applied

to optical propagation problems, in the early 1990s RT have been applied to radio

frequencies for field prediction in indoor or outdoor environments [20].

When applied to electromagnetic radiation, RT relies on an approximate solution

of the Maxwell’s equations using GO assumption. Strictly speaking, provided a

geometrical description of a scenario, an RT algorithm can provide estimates of path

loss, angle of arrival/departure and time delays [6], [20]. In Fig. 2.1, an example

of a RT software output is shown where the rays connecting transmitter (TX) and

receiver (RX) are highlighted.
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Chapter 2. Background and state of the art

Figure 2.1: Ray tracing in an urban environment. (Source [6])

2.3 Dynamic environments

With the advent of mmWave and vehicular communications (V2V), the radio chan-

nel will become more and more dynamic: line-of-sight (LoS) and non line-of-sight

(NLoS) transitions will become more abrupt due to the lower diffraction contri-

butions and Doppler shifts will increase proportionally to the carrier frequency. In

addition, due to the large variety of possible environment and system configurations,

accurate deterministic propagation models are essential for the design, deployment

and simulation of future communication networks. These simulations can be done

by performing RT runs at every time instant. However, as we mentioned in the

previous sections, RT algorithms are very precise but introduce a high level of time

complexity, which would require a huge CPU time.

The future frontier in RT modeling is the actual ”ahead-of-time” prediction of

the multipath, and therefore of the channel characteristics in dynamic environments.

More recently, fast RT algorithms have been proposed for real-time application in

dynamic environments, including estimation of the optimum beam in beam-steering

application for multi-antenna wireless systems [21] or the estimation of the channel

state information in vehicular communications [22].

10
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However, this is not the only option as fully deterministic and dynamic RT (DRT)

are starting to gain interest in the last few years and are considered in this work. At

present research in the field is still at its early stage [3,4,23,24]. Deterministic DRT

algorithms allows to get more physical insights of high dynamic channels enabling

to obtain statistical quantities thanks to simulations as shown in [25].

Furthermore, V2V and mmWave communication channels due to their dynamic

behaviour, introduce some propagation problematics compared to the well-known

mobile wireless communication channels [26]. In V2V, TX and RX as well as many

moving objects are moving. Measurements have shown that the shadowing due to a

moving object or vehicle can go up to 15-20 dB especially if the vehicle is obstructing

the LoS [27], [28]. This effect highlights the need to add these obstacles into the

environment description .

Another important feature in highly dynamic environments is the increase of

the Doppler frequency shift due to the speeds of the terminals and vehicles, as

well as the high carrier frequencies. In DRT approach, for each ray the Doppler

shift can be derived with simple analytical formulas over a period of time in which

the overall multipath structure of the environment doesn’t change [3], [4]. This

concept and the derivation of the Doppler shift has been considered in this work

and will be explained in more detail in the Chapter 4. Similar approach though has

been presented in [15] and [29] where ray-based propagation models were applied to

vehicular propagation with moving terminals and scatterers. In such investigations

however the fact that reflection and diffraction points can actually slide over the

obstacles’ surfaces in a moving scene is disregarded. The sliding of interaction points

has been presented in [3] and shows why this is important in short-range applications

with large obstacles such as buses or when specular reflection from smooth walls is

considered. Further analytical equations and formulas regarding this approach are

part of this work and are presented in Chapter 4.

2.4 Summary of Ray Tracing

To summarize, RT method is based on ray optics which solve the Maxwell’s equa-

tions in high frequency regime. This method and deterministic methods in general,

11



Chapter 2. Background and state of the art

tend to be very accurate but their high computational complexity in certain envi-

ronments can make this method impractical. This is the case of highly dynamic

environments such as V2V or mmWaves communications in which RT simulations

should be performed at every instant but it would require a huge CPU time. To

tackle the dynamic limitation of RT, DRT will be used in this work and presented

in Chapter 4. In this work are taken into account the sliding of the interaction point

as well as the effect of shadowing from moving objects.

12



Chapter 3

Ray Tracing theory

In this chapter the objective is to gather all the physical equations representing the

concept of ray widely used in RT algorithms.

In the first section, ray concept is derived solving Maxwell’s equations using

GO assumptions. Next the propagation mechanisms (reflection and diffraction) are

explored.

3.1 Solving Maxwell’s equations using GO assump-

tions

Maxwell’s equations are a set of coupled partial differential equations that form the

foundation of classical electromagnetism, classical optics, and electric circuits. They

describe how charges and currents behave as sources and how time variant electric

or magnetic field generate its correspondent [12]. In free space for time-harmonic

fields, Maxwell’s equations are:

∇×E(r, ω) + jωµH(r, ω) = 0 (3.1)

∇×H(r, ω) + jωϵE(r, ω) = 0 (3.2)

∇ ·E(r, ω) = 0 (3.3)

∇ ·H(r, ω) = 0 (3.4)

where E(r, ω) and H(r, ω) are the electric and magnetic field vectors. The vector r

is the position vector, ω is the pulsation, ϵ = ϵ0ϵr and µ = µ0µr are respectively the

permittivity and permeability of the medium in free space. In a wireless propagation

13



Chapter 3. Ray Tracing theory

context µ = µ0 as we deal with non-magnetic media. From equation (3.1) and (3.2)

we can obtain:

∇2E(r, ω) + k2E(r, ω) = 0, (3.5)

which is known as the Helmholtz equation. In (3.5), k = ω
√
µ0ϵ is the wavenumber

[12]. In a similar way we derive the equation for the magnetic field H.

EM problems should be studied by solving Maxwell’s equations applying ad-hoc

initial and boundary conditions, but only in few cases they can be solved exactly [30].

The Luneburg−Kline asymptotic approximation is a bridge between GO and wave

propagation [31], [32]. In an isotropic medium source-free it can be written as [33]:

E(r, ω) ∼ e−jkΨ(r)

+∞∑
m=0

Em(r)

(jω)m
(3.6)

H(r, ω) ∼ e−jkΨ(r)

+∞∑
m=0

Hm(r)

(jω)m
(3.7)

where Ψ(r) is the phase function, and ∼ means equal in asymptotic sense. In an

ideal scenario that frequency tends to infinite, the only significant term is the one

for n = 0 which it is called GO field:

lim
ω→+∞

E(r, ω) = e−jkΨ(r)E0(r) (3.8)

By mathematical manipulation of equation (3.8) [33], we can obtain the eikonal

equation

|∇Ψ(r)| = 1 (3.9)

which has at least three solutions, that are planar. spherical and cylindrical surfaces.

The Poynting vector

S =E×H (3.10)

expresses the magnitude and direction of the flow of energy in electromagnetic waves.

If applied to the GO fields, it is possible to derive

ŝ = ∇Ψ (3.11)

that is the direction of propagation of a GO ray. In Fig. 3.1 is represented a narrow

astigmatic ray tube (an infinitesimally narrow tube surrounding a central ray of

direction ŝ). Corresponding with 0 and s (see Fig 3.1) there are the equiphase
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Figure 3.1: Narrow astigmatic ray tube. (Source [31])

surfaces Ψ(0) and Ψ(s), respectively. The reference surface Ψ(0) has ρ1 and ρ2 as

radii of curvature. If the mean is homogeneous where the rays are rectilinear, the

phase along the path is [33]:

e−jkΨ(s) = e−jkΨ(0)e−jks (3.12)

In a similar way, the expression of amplitude continuation is

E(s) =E(0)

√
ρ1ρ2

(ρ1 + s)(ρ2 + s)
e−jks (3.13)

withE(0) is the field at reference point s = 0 and e−jks represents the phase factor.

Meanwhile the factor:

A(s) =

√
ρ1ρ2

(ρ1 + s)(ρ2 + s)
(3.14)

is called the spreadingfactor (or divergence factor).

When particular cases are considered equation (3.13) is simplified:

1. If the assumption of a plane wave is made, the radii of curvature ρ1 and ρ2

tend to infinite and as a consequence A(s)→ 1. In this case GO field can be

written as:

E(s) =E(0)e−jks (3.15)
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2. When spherical wave is considered then, ρ1 = ρ2 = ρ. In this case the GO

field is reduced to

E(s) =E(0)
ρ

ρ+ s
e−jks (3.16)

3. In terms of cylindrical waves, one of the radii of curvature tend to infinite (for

example ρ1 →∞, ρ2 = ρ):

E(s) =E(0)

√
ρ

ρ+ s
e−jks (3.17)

The before-mentioned equations describe only LoS wave propagation. Other con-

tributions such as reflections and transmissions require modification of such expres-

sions.

3.2 Reflection

If a ray is reflected (transmitted) one or more times before reaching the field point,

the ray is called a reflected (transmitted) ray [6]. This ray corresponds to the

reflection (transmission) of EM waves at interfaces between different mediums (see

Fig. 3.2). The incident ray trajectory is modified according to the Snell’s laws of

reflection/transmission. Reflected rays and wavefront are as if the reflected wave

were generated at the source image point.

Law of reflection Incident and reflected rays, as well as the normal to the

interface, lie in the same plane, called plane of incidence. Incident and reflected

angles, measured with respect to the normal, are equal (and lie on opposite sides of

the normal):

θi = θr (3.18)

where θi is the incidence angle and θi is the reflected ray angle [31].

Fresnel coefficients The law of reflection determines the propagation direc-

tion of the reflected (transmitted) ray. The magnitude of the reflected field is deter-

mined by the Fresnel’s equations for different polarizations. The Fresnel coefficients
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Figure 3.2: Example of reflected and transmitted ray with two different mediums

represented by the refraction indices n1 and n2

for the parallel and perpendicular components are:

Γ∥ =
ϵe cos θi −

√
ϵe sin

2 θi

ϵe cos θi +
√
ϵe sin

2 θi
(3.19)

Γ⊥ =
cos θi −

√
ϵe sin

2 θi

cos θi +
√
ϵe sin

2 θi
(3.20)

where ϵe = ϵ− jσ
ω

is the effective permittivity.

Finally the reflected field at a distance s from the point of reflection (QR) is:

Er(s) = Ei(QR) ·R
√

ρ1ρ2
(ρ1 + s)(ρ2 + s)

e−jks (3.21)

where R=

Γ⊥ 0

0 Γ∥

 is the depolarization matrix for reflection coefficients.

Similar calculations can be conducted even for the transmitted field but in this

work the transmissions will not be considered.

3.3 Diffuse scattering

Another propagation mechanism is the diffuse scattering from rough surfaces such

as building facades [6]. In urban scenarios, the ray concept can still be used by

incorporating the effect of scattering or defuse from these objects [34]. The scattering
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from buildings can be split into specular and nonspecular components [35]. In

[16], the importance of incorporating the defuse scattering effect is validated by

comparing the ray tracing simulated results with the measurement. The effective

roughness concept is proposed in [36] and [37] for the calculation of scattered power

from building facades. Recent developments for modeling diffuse scattering of urban

environments using ray tracing can be found in [38].

In this work the used pattern associated with the effective roughness scattering

model is the Lambertian model. The amplitude of the scattered field from a surface

element is :

E2
s = K2

0S
2Γ2dS cos θi cos θs

π

1

r2i r
2
s

(3.22)

where K0 is a coefficient depending on the gain of the transmitting antenna and the

transmitted power, Γ is the reflecting coefficient, θi is the angle of incidence and θs

is the angle of scattering direction. S is the scattering coefficient.

3.4 Diffraction from an edge

In the study of wave propagation in the presence of dieletric objects, reflection and

transmission might not be sufficient to predict correctly the EM field distribution.

For this reason, another wave propagation mechanism should be considered that is

the diffraction by an edge, for which the GO must be extended.

If we consider an edge and an EM field source near it, GO for such geometry

divides the space around the edge into three regions [33]:

1. Region I with only direct and reflected rays

2. Region II with only direct rays

3. Region III no rays

Therefore in the resultant EM field, there will be discontinuities in the boudaries

between the regions (Reflection Shadow Boundary between I and II and Incident

Shadow Boundary between II and III) (see Fig. 3.3 ). To eliminate these disconti-

nuities between these regions, it has to be included the diffraction field.
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Figure 3.3: Geometry for diffraction by an edge

3.4.1 Geometrical theory of diffraction

The first extension of GO taking into consideration the diffraction field, was pre-

sented by Keller in 1953 [39] and published in 1962 [40]. The position of the diffrac-

tion point on the edge can be found by using the Keller’s law of diffraction:

”A diffracted ray and the corresponding incident ray make equal angles with the edge

at the point of diffraction, provided they are in the same medium. They lie on op-

posite sides of the plane normal to the edge at the point of diffraction” [33].

This means that for every incident ray forming an angle β0,inc with the edge is equal

to the β0,diff between the diffracted ray and the edge:

β0,inc = β0,diff = β0 (3.23)

Between the incident ray and the corresponding diffracted one, according to the law

of diffraction, there exists a relation which gives us the position of the diffraction

point:

sin β0 =
∣∣ŝi × t̂∣∣ = ∣∣ŝd × t̂∣∣ (3.24)

with t̂ the unit vector tangent to the edge, ŝi and ŝd are the unit vectors related

with the direction of propagation of the incident and diffracted rays, respectively.

An example is shown in Fig. 3.4
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Figure 3.4: Diffracted rays cone (Source [31])

The main drawback of Geometrical Theory of Diffraction (GTD) is linked to not

having considered the radius of curvature of the surface that generates the diffracted

field. Therefore, GTD improves the prediction of the diffracted field but becomes

singular in the transitions regions surrounding the shadow boundaries. The Uniform

Theory of Diffraction (UTD) solves this problem by adding a transition function

which keeps the value of the diffracted field finite.

3.4.2 Uniform theory of diffraction

In 1974, Kouyoumjian and Pathak presents the UTD and prove that by introducing

a transition function and multiplying it with diffraction coefficient, we can achieve a

finite value of the diffraction field even in the surrounding of the shadow boundaries.

At this point, the UTD diffracted field can be calculated. If we consider an edge-

fixed coordinate system, the incident field can be divided into β̂0 and ξ components,

where ξ is the angle between one the two faces of the edge, taken as a reference and
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Figure 3.5: Edge-fixed coordination geometry [33]

called ”o-face”, and the considered ray. β̂0 and ξ̂ can be evaluated as:

ξ̂i =
ŝi × t̂∣∣ŝi × t̂∣∣ (3.25)

ξ̂d =
t̂× ŝd∣∣t̂× ŝd∣∣ (3.26)

β̂0,i = ξ̂i × ŝi (3.27)

β̂0,d = ξ̂d × ŝd (3.28)

An example of an edge-fixed coordinates geometry is shown in Fig 3.5.

If we consider spherical waves, the UTD diffracted field at a distance s
′
from the

point of diffraction (QD) is given by [32], [41]:

Ed(s
′
) =Ei(QD) D

√
s

s′(s+ s′)
e−jks

′

(3.29)

with s being the distance travelled by the incident ray from its reference to the

diffraction point. The dyadic UTD diffraction coefficient D is:

D= −β̂0,iβ̂0,dDβ − ξ̂iξ̂dDξ (3.30)

21



Chapter 3. Ray Tracing theory

where

Dβ = D1 +D2 +R∥(D3 +D4) (3.31)

Dξ = D1 +D2 +R⊥(D3 +D4) (3.32)

the four items that form the diffraction coefficients can be calculated in the following

way:

D1 =
−e−jπ/4

2n
√
2πk sin β0

cot

(
π + (ξd − ξi)

2n

)
F (kLa+(ξd − ξi)) (3.33)

D2 =
−e−jπ/4

2n
√
2πk sin β0

cot

(
π − (ξd − ξi)

2n

)
F (kLa−(ξd − ξi)) (3.34)

D3 =
−e−jπ/4

2n
√
2πk sin β0

cot

(
π + (ξd + ξi)

2n

)
F (kLa+(ξd + ξi)) (3.35)

D4 =
−e−jπ/4

2n
√
2πk sin β0

cot

(
π − (ξd + ξi)

2n

)
F (kLa−(ξd + ξi)) (3.36)

Functions a± are defined as

a±(ξd ± ξi) = 2 cos2
(
2nπN± − (ξd ± ξi)

2

)
(3.37)

where N± are the integer that most nearly satisfy the equation:

2nπN± − (ξd ± ξi) = ±π (3.38)

F (x) is the transition function that forces GTD diffracted fields to remain bounded

across the shadow boundaries, as it goes zero in the same way as the GTD diffraction

coefficients become singular:

F (x) = 2j
√
xejx

∫ ∞

√
x

e−ju2

du (3.39)

Finally the parameter L, for a spherical wavefront, is:

L =
s
′
s

s′ + s
(3.40)
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Dynamic Ray Tracing

4.1 The DRT concept

A single multi-bounce ray path can be represented as a polygonal chain where TX,

the interaction points (e.g. reflection points or diffraction points) and RX are de-

fined as the vertexes of the chain (see Fig. 4.1). The evolution of this chain in a

dynamic environment can be described only if we know how its vertexes will move

in time. While the motion of the terminals is independent, the motion of the in-

teraction points depends on the motion of the terminals and of objects generating

these interaction points as well as on their instantaneous positions. Furthermore,

the motion of the interaction points is not constant even if the terminals motion is

constant.

Figure 4.1: Representation of single multi-bounce ray path.

The computation of the dynamic evolution of paths can of course be accom-

plished by multiple RT runs on multiple environment descriptions corresponding

to successive ”snapshots” of the environment in time. Nonetheless, this technique
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requires the creation of a very large number of environment databases as well as an

equally large number of RT runs making it impractical if an accurate description is

required and moreover it will require a huge CPU time.

The proposed DRT algorithm is based on the combination of a classical 3D image-

based RT approach with an analytical extrapolation of multipath evolution using

a proper description of the dynamic environment [3], [4]. A dynamic environment

database is introduced that describes the geometry of the environment also including

the motion characteristics of both the radio terminals and the rigid bodies that can

move, such as vehicles or machines. The database is divided into two parts. The first

one provides a geometrical description of the environment for a given time instant

t0. Objects are described here - as in most RT models - as polyhedrons with flat

surfaces and right edges, although an extension to curved surfaces is possible. In

the second part, the dynamic parameters of every terminal and object are provided.

In particular, the objects are modelled as ”rigid bodies” with a roto-translational

motion, that can be described in a complete way by providing translation velocity,

rotation axis, angular velocity and the corresponding accelerations.

A traditional RT prediction is carried out for the initial time t0, then the positions

of all interaction points are extracted. From the initial positions, the motion of each

vertex of the chain within TC must be computed. Our assumption is that the

complete motion of the radio terminals is a-priori known. If this is not true, we

assume at least that the the terminals’ instant velocity and acceleration at t0 is

known, so that the positions rP (t) of TX or RX on a time instant t = t0 +∆t can

be calculated using the Taylor series formula:

rP (t0 +∆t) = rP (t0) + vP (t0)∆t+

1

2
aP (t0)∆t

2 +O(∆t3)
(4.1)

where vP (t0) and aP (t0) are the velocity and acceleration of P, respectively, at t0,

and the symbol O(∆t3) means that all the variations higher than 2nd order, i.e.

variations of accelerations, are neglected.

Now the problem is that the interaction points’ positions, velocities and accel-

erations is unknown and needs to be determined for every time instant t0 + ∆t on

the base of the current positions, velocities and accelerations of TX, RX and of the

obstacles generating such interactions. For this purpose, we developed closed form
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formulas as explained in Section 4.2.

The analytical extrapolation procedure is valid as long as the multipath structure

remains the same, i.e., no path disappears and no new path appears to significantly

change such structure. This time interval will be referred to in the following as

multipath lifetime (TC). As long as ∆t < TC , DRT allows to extrapolate the

multipath - and therefore the total field, the time-variant channel’s transfer function,

Doppler’s shift frequencies, time delays, etc. - for every time instant t0+∆t without

re-running the RT engine, and therefore at only a fraction of the computation time.

In fact, the computationally most expensive part of a RT algorithm consists in

determining the geometry of the rays, which requires checking the visibility and

obstructions between all objects in the database, in order to establish the existence

of each of the traced rays. With the DRT approach, this is done only once at time t0,

while in the subsequent time instants within TC we rely on analytical prolongation

of the same rays, which is computationally much faster.

Also, we believe that it is a reasonable assumption to neglect the temporal vari-

ations of acceleration during the time TC , in accordance with eq. (4.1): in fact, in

vehicular scenarios the multipath structure usually varies on a faster time scale than

acceleration, as discussed in later sections.

4.2 DRT algorithm description

The DRT algorithm is based on a classical 3D image based RT approach and an

analytical continuation in a fully dynamic environment [3], [4]. In order to extract

the geometry of a ray, one should be able to track the motion of every interaction

points constituting the ray. To do so, the position and velocity of the terminals and

objects should be known. These quantities can be stored in a database containing

a description of the environment at any moment.

The dynamic environment database is divided into two parts, i.e., environment

database and dynamic database. In Fig. 4.2 is shown an example of how the

dynamic environment database is composed. As in a RT database, the environment

database is composed of two files, *.data file and *.list file. The first file provides a

geometrical description of the environment for a given time instant t0 in which the
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Figure 4.2: Example of the composition of the dynamic environment database

objects are described as polyhedrons with right flat surfaces and right edges. While

the second provides the EM characteristics for every plane present in *.data file.

The difference with the environment database used in RT simulation is the dy-

namic database composed by *.dyn file. In our considered environment any object

can have a roto-translational motion. In the dynamic database are provided the

dynamic parameters of every object. Generally, for the terminals, only position,

velocity and acceleration vectors are necessary, meawhile for the moving objects the

angular velocity is needed. In Fig. 4.3 is shown in detail the composition of *.dyn

file.

After obtaining all these information, then, from a single RT run in time t0, the

positions of all interaction points are extracted, including reflection, scattering and

diffraction points. Subsequently, defined TC as the multipath lifetime of the channel,

i.e. the time during which the accelerations are constant and the multipath macro-

structure remains unchanged, DRT allows to extrapolate a complete prediction for

every time instant within [t0, t0 + TC ] without re-running the RT engine. TC being

an important parameter of the DRT simulation, depends not only on the multi-

path changes but also on the link distance between the terminals and the dynamic

characteristics of terminals and objects present in the scenario.

DRT includes the time and space domain channel characteristics as well as

Doppler frequency information. Since DRT accounts for speeds and accelerations,

Doppler information is derived in closed form, without resorting to finite-difference
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Figure 4.3: Example of the dynamic database

computation. A more detailed explanation about Doppler frequency calculation is

described in Appendix A.

In the following sections, the DRT algorithm formulation is described for single

and multiple bounce rays, including specular reflection and edge diffraction, based

on the outcome of a single RT simulation at the initial time t0, and on the knowl-

edge of the dynamic parameters of TX/RX, and of the objects in the propagation

environment.

4.2.1 Reflection points’ calculation

DRT algorithm performs a RT simulation for the environment at the initial time t0,

and then by applying analytical formulas is able to track the motion of the reflection

points, i.e. to compute their position, velocity, and acceleration, at any time instant

after t0 which falls within the multipath lifetime.

4.2.1.1 Single reflection calculation

A simple case is considered with a reflecting wall laying on a plane ΠI , and trans-

mitter (TX) and receiver (RX) located at different distances from ΠI . As a start,

we consider the case where TX and RX move with instantaneous speeds vTX and

vRX , while the reflecting wall is at rest. Without loss of generality, we can assume
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a proper reference system so that the wall lies on the plane of equation y = 0, while

TX and RX lie on the xy plane. Then, by using the image method and through sim-

ple geometric considerations we can derive the reflection point position (QR) at the

considered time instant, which is located at the intersection between the reflecting

plane and the line passing through RX and the image of TX:


xQR

(t) = xTX(t) +
xRX(t)−xTX(t)
yRX(t)+yTX(t)

yTX(t)

yQR
(t) = 0

zQR
(t) = zTX(t) +

zRX(t)−zTX(t)
yRX(t)+yTX(t)

yTX(t)

(4.2)

When TX/RX move with a certain speed, the corresponding reflection point ”slides”

along the plane surface: therefore, by deriving QR coordinates with respect to time,

the instantaneous velocity of the reflection point (vQR
= vQR,x

x̂ + vQR,z
ẑ) can be

determined, by using the derivative chain rule.

For example, the x-component of vQR
is:

vQR,x
=
∂xQR

∂t
=
∂xQR

∂xTX

vTX,x +
∂xQR

∂yTX

vTX,y

+
∂xQR

∂xRX

vRX,x +
∂xQR

∂yRX

vRX,y.

(4.3)

The closed-form expressions of the derivatives in eq. (4.3) are reported in Appendix

B.

This approach is similar to the one adopted in [24], but in the following it will be

extended to a more general case, where the reflecting wall has a roto-translational

motion, and TX, RX, and the reflecting wall can vary their velocities during time, so

their motion is accelerated. The basic idea is to use a local reference system integral

with the wall (local frame) so that we can resort to the previous case where the wall

is at rest and apply equations (4.2) and (4.3) again, as shown below.

Moreover, in the present work we make a complete characterization of the reflec-

tion point motion, including acceleration: in fact, except very particular cases, QR

velocity is not constant in time, i.e. the reflection point has an accelerated motion.

Therefore, with a similar method as in (4.3), the acceleration of the reflection point

(aQR
= aQR,x

x̂+aQR,z
ẑ) can be calculated by deriving vQR

with respect to time. For

instance, the x-component of the acceleration will be:

aQR,x
=
∂vQR,x

∂t
=

∂

∂t

∂xQR

∂t
(4.4)
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The complete expression of aQR
, and the detailed computation of vQR

and aQR
are

presented in Appendix B.

In Fig. 4.4, an example of a single reflection scenario is presented. For the

sake of simplicity, we refer to a bi-dimensional case where TX/RX are located in a

horizontal plane z = z0 and moving with arbitrary speeds, meanwhile the reflecting

wall is located along a vertical plane y = y0, and is then represented with a straight

line. Moreover, the wall rotates around a vertical axis, and the intersection of the

rotation axis with the plane z = z0 provides the rotation center OI . The local

reference system OIxIyIzI centered in OI (local frame), is also represented in the

figure. The axes of the local frame are oriented so that at each time instant the

reflecting wall is laying on the zIxI plane of equation y = 0, in order to apply eq.

(4.2). The scenario represented in the figure is simplified for ease of readability, but

the presented method is general, so the TX/RX positions and velocities, the wall

plane and the rotation axis can be arbitrarily oriented with respect to the global

reference system Oxyz.

Figure 4.4: Example of a single reflection scenario with the plane ΠI that rotates

w.r.t. to the global frame. a) Scenario at t = t0 and instantaneous velocities of TX,

image-TX, RX, and reflection point QR. b) Scenario at t = t0 +∆t.

Fig. 4.4a) shows the configuration of the system at a certain time t = t0, when the

wall plane ΠI is parallel to the plane xz of the global frame Oxyz. The instantaneous

velocities of TX (vTX), image-TX (vTX′), reflection point (vQR
) and RX (vRX) at
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t = t0 are depicted as well. The instantaneous angular velocity of the wall plane is

expressed by the vector ω = ωk̂, where ω = dα
dt

is the scalar angular velocity, and k̂

is a unit vector parallel to the rotation axis, and properly oriented according to the

right-hand rule. In the example of Fig. 4.4, we have k̂ = −ẑI , as the wall is rotating

clockwise around the z-axis of the local frame.

Fig. 4.4b) shows the configuration of the system in a subsequent time instant

t = t0 +∆t, when the wall plane has rotated clockwise by an angle θ, and TX/RX

have moved to different positions: the result of this motion is a shift of the reflection

point QR along the reflecting wall.

In Fig. 4.4 a wall rotating around a fixed rotation axis is shown, but in general,

a translational motion of the wall plane can be also present, in addition to the

rotational motion. In the general case of roto-translational motion, any point Q of

the wall will have a different speed, given by [42]:

vQ = vΠI + ω ×OIQ (4.5)

where the symbol ”×” stands for the cross vector product, vΠI is the translation

velocity, common to all the points of the plane, and OIQ is the position vector of

the considered point Q w.r.t. the origin OI of the local frame, positioned on the

(instantaneous) rotation axis.

The first step of the DRT procedure consists in the computation of the (instan-

taneous) position of the reflecting point QR. Thanks to the adoption of the local

frame, this can be accomplished through eq. (4.2), but in order to do that, we need

to transform the coordinates of TX and RX into the local frame associated with

the wall. To this end, we observe that the positions of TX/RX with respect to

the global and local frames are related each other through the following coordinate

transformation [42]:

r0TX(t) =
¯̄R(t) · rITX(t) + r0I (t)

r0RX(t) =
¯̄R(t) · rIRX(t) + r0I (t)

(4.6)

with

r0TX(t) = [xTX(t) yTX(t) zTX(t)]T

r0RX(t) = [xRX(t) yRX(t) zRX(t)]T

and
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rITX(t) = [xITX(t) yITX(t) zITX(t)]T

rIRX(t) = [xIRX(t) yIRX(t) zIRX(t)]T

being the position vectors of TX/RX w.r.t. the global and local frame, respectively,

where ¯̄R(t) is the (instantaneous) rotation matrix and r0I (t) = [xOI (t) yOI (t) zOI (t)]T

is the position vector associated with the origin point OI of the local frame. By

inverting eq. (4.6), we can determine the positions rITX , r
I
RX of TX and RX w.r.t.

to the local frame, and then apply eq. (4.2) to find the coordinates of QR.

In the simple example of Fig. 4.4 (clockwise rotation around the z-axis), the

rotation matrix at the time instant t = t0 +∆t is given by:

¯̄R(t0 +∆t) =


cosθ sinθ 0

−sinθ cosθ 0

0 0 1


In a generic time instant t = t0+∆t within the multipath lifetime TC , the instanta-

neous rotation angle θ(t) can be obtained in the following way, similarly to eq.(4.1)

and neglecting time variations of angular acceleration:

θ(t) = θ(t0) + ω∆t+
1

2

dω

dt
∆t2

Of course, coordinate transformation must be applied to the components of vTX ,

vRX and aTX , aRX as well.

The next step of the DRT procedure consists in the computation of the velocity

and acceleration of QR which can be obtained through eq. (4.3) and (4.4). In fact,

one of the main advantages of the DRT approach is that we can derive vQR
and aQR

analytically, without need to resort to time differences methods. However, projecting

the components of vTX , vRX and aTX , aRX on the local frame is not enough to apply

eq. (4.3) and (4.4), which have been obtained from eq. (4.2), i.e. assuming that

the reflecting wall is at rest. Since now the reflecting wall is moving, and then

the local frame is in motion w.r.t. the global reference system, the velocities and

accelerations of TX/RX must be preliminary transformed according to the relative

motion transformations, to obtain ”relative” velocities and accelerations w.r.t. an

observer located in the origin of the local frame [43]. For instance, the velocity and
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acceleration of TX must be transformed in the following way:

vITX = v0TX − vΠI − ω × rITX (4.7)

aITX = a0TX − aΠI − ω̇ × rITX − 2ω × vITX (4.8)

−ω × (ω × rITX)

where the headers ”I” and ”0” are associated with the velocities and accelerations

seen by an observer located in the origin of the local and global frame, respectively,

rITX = r0TX − rOI is the position vector of TX in the local frame, vΠI , ω are the

translation and angular velocities of the wall plane ΠI , and aΠI , ω̇ = dω
dt

are the

corresponding translation and angular accelerations, respectively. The terms ω̇ ×

rITX , 2ω × vITX and ω × (ω × rITX) in eq. (4.8) are also known as Euler’s, Coriolis’,

and centrifugal acceleration, respectively.

It is worth noting that the accelerations aΠI , ω̇ are assumed to be constant in

the time interval [t0 t0 + TC ], while vΠI , ω in eq. (4.7) are instantaneous velocities,

computed as:

vΠI (t) = vΠI (t0) + aΠI∆t

ω(t) = ω(t0) + ω̇∆t

In practice, with the relative motion transformations (4.7) and (4.8) we turn the

original problem into an equivalent problem, where the wall plane is at rest and the

TX/RX velocities and accelerations are modified, according to the point of view of

an observer located in the origin of the local frame. It is worth noting that, even in

the simple case of TX/RX moving with constant speed, TX and RX are accelerated

in the equivalent problem: this acceleration is caused by the angular rotation ω of

the wall plane, according to eq. (4.7) and (4.8).

Once the reflection point position, velocity and acceleration have been deter-

mined in the local frame using eq. (4.2), (4.3), and (4.4), the following inverse

transformations need to be applied:

• back-transformation to get QR coordinates, and vQR
and aQR

components

w.r.t. the global reference system (inverse coordinate transformation).

• back-transformation to get the velocity and acceleration (vQR
and aQR

) relative

to an observer located in the origin of the global reference system (inverse
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relative motion transformation):

v0QR
= vIQR

+ vΠI + ω × rIQR
(4.9)

a0QR
= aIQR

+ aΠI + ω̇ × rIQR
+ 2ω × vIQR

(4.10)

+ω × (ω × rIQR
)

4.2.1.2 Multiple reflection generalization

In the case of multiple reflections, the motion of a certain reflection point is influ-

enced by the motion of the previous or latter reflection points. However, the method

discussed above can be extended in a straightforward way to a multiple-bounce case.

Let’s consider for simplicity a double reflection case: instead of using TX, we can

resort to the use of the image-TX (TX
′
) with respect to the first wall plane, and

after that we can analyze the reflection on the second wall: in practice, we replace

TX with TX
′
and we bring the computation back to the single-reflection scenario

analyzed in the previous section. This means that in a case with two reflecting

walls, TX
′
and RX are used to compute the motion of the reflection point along

the second reflecting wall (QR2), by applying the same procedure as for the single-

bounce scenario. Then, once QR2 is known, it is used as a new virtual receiver

to compute, in addition to the TX location, the position and the motion of the

reflection point along the first reflecting wall (QR1).

This approach can be iterated in a similar way for the case of more than 2

reflections. In practice, we compute the image-TX (TX
′
), the image of the image

(TX
′′
), etc., until we reach the last reflecting wall, then a ”back-tracking” procedure

is used: we start from RX and the last reflecting wall, we apply all the equations

of the previous section to compute the last reflection point, and then we move back

towards TX, to trace the motion of all the remaining reflection points.

In order to apply all the equations of the previous section for the determination

of the reflection points motion, we need to apply all the necessary transformations

from the global to the local frame, and vice-versa, for each of the reflecting walls.

Moreover, a preliminary computation is needed to compute the position and the

instantaneous velocity for each of the image-transmitters. This can be done in a

straightforward way by relying on the local frame, and using the image principle.

For example, the image-TX with respect to the first wall (TX
′
), will have the same
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xI and zI coordinates as TX, and opposite yI coordinate. Similarly, the velocity

components will be:


vI
TX′ ,x

= vITX,x

vI
TX′ ,y

= −vITX,y

vI
TX′ ,z

= vITX,z

(4.11)

Once vTX′ is computed in the local frame, it can be expressed w.r.t. to an

observer located in the origin of the global frame, according to the relative motion

transformation:

v0
TX′ = vI

TX′ + ω × rI
TX′ (4.12)

In a similar way, the acceleration of the image-TX, aTX′ , can be also found. The DRT

algorithm then proceeds according to steps described above, to find the coordinates,

velocities and accelerations for each of the reflection points.

The whole DRT algorithm is summarized by the flowchart depicted in Fig. 4.5,

with reference to a double-bounce case, for the sake of simplicity.

Once the geometric part is done, i.e. the analytical prolongation of all the rays

in the considered time instants within TC has been completed, the very last step

of DRT consists in the re-computation of the field associated to each ray. This is

done in a straightforward way as the geometry of the rays is known, by applying

the Fresnel’s reflection coefficients and the ray divergence factor, as usually done

in standard RT algorithms [20, 44]. It is worth noting however, that ray’s field

computation is based on analytical formulas and is therefore orders of magnitude

faster than ray’s geometry computation [20].

4.2.2 Diffraction Points’ Calculation

The DRT algorithm can be further extended to diffraction, modeled with a ray-based

approach according the Uniform Theory of Diffraction (UTD) [45]. A method to

track the motion of diffraction points in an analytical way, as previously done for the

reflection points, is outlined in this section. We present only the single-diffraction

case for the sake of brevity, but the procedure can be extended in a straightforward

way to multiple diffractions, as well as to combinations of multiple reflections and
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(a) (b)

Figure 4.5: Flowcharts showing DRT algorithm : in (a) single reflection algorithm

is presented, in (b) double reflection procedure is shown.

diffractions.

In Fig. 4.6 diffraction from an edge formed by two adjacent walls is illustrated,

where the unit edge vector ê is chosen to be aligned with the z-axis of the refer-

ence system Oxyz, with no loss of generality. For the sake of simplicity and with

no limitation - as the diffracted rays lay on the Keller’s cone and share the same

geometric properties [40] - we represent in Fig. 4.6 an ”unfolded” diffracted ray, i.e.

the diffraction plane has been rotated to be coincident with the incidence plane.

Since the diffraction point (QD) is constrained to move along the edge, the x

and y coordinates of QD are known, then only zQD
remains to be computed: this

can be done in a simple way by using the similar triangles properties.

Looking at Fig. 4.6, we see that two similar triangles are formed. The sides of

these triangles are proportional each other, so the following relation holds:

zTX − zRX : dTX + dRX = zQD
− zRX : dRX (4.13)

where

dTX(t) =
√

(xTX(t)− xQD
)2 + (yTX(t)− yQD

)2

dRX(t) =
√
(xRX(t)− xQD

)2 + (yRX(t)− yQD
)2

(4.14)
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Figure 4.6: Example of edge diffraction, and related geometry for the computation

of the diffraction point.

are the 2D distances of TX and RX from the edge, respectively. Hence, the z-

coordinate of QD is given by:

zQD
(t) = zRX(t) +

dRX(t) · [zTX(t)− zRX(t)]

dTX(t) + dRX(t)
(4.15)

The instantaneous velocity of QD (vQD
= vQD,z

ẑ) can be computed by time deriving

zQD
. The detailed calculation of vQD,z

is presented in Appendix C.

Similarly, by further deriving vQD
, we can find the acceleration of the diffraction

point, aQD
= aQD,z

ẑ, not reported here for the sake of brevity.

The expression in (4.15) and the related velocity and acceleration vQD
, aQD

are

valid and do not require any further computation in case the terminals are moving

but the edge is at rest. However, in general an edge might be part of a moving

object and then might be moving with a certain roto-translational velocity. In

particular, we assume that the edge has a rotational motion with instantaneous

angular velocity ω, and is also translating according to the instantaneous velocity

vedge. In the example of Fig. 4.6, the edge is rotating clockwise around the x-axis.

As for reflections, we can compute the instantaneous position and the motion of

the diffraction point if we assume a proper local reference OIxIyIzI , with the origin

located in the rotation center OI , and the z-axis parallel to the edge. By doing so,
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the same procedure used for reflections, can be followed to transform velocities and

accelerations, and finally find zQD
as well as vQD,z

and aQD,z
.

The final step of DRT is, as usual, the computation of the updated UTD coeffi-

cients, and then, of the total diffracted field, at the considered time instant.

4.2.3 Diffuse scattering

Diffuse scattering is modeled according to the Effective Roughness approach [44],

which is based on a subdivision of each surface into tiles and on the application of

a virtual scattering source to the centroid of each tile. Therefore, the calculation of

scattering points’ position and speed is straightforward, as it boils down to the ap-

plication of basic kinematic equations for the motion of rigid bodies’ surface points.

For instance, equation (4.5) can be used to compute each scattering point’s velocity

if the rototranslation speed of the body is known.

4.3 Validation on case studies

The presented algorithm is validated over two main case studies. In the first case

the results are obtained in a simple vehicular environment. In the second case, a

realistic scenario is considered, and results are compared with measurements carried

out in an intersection in the city of Lund, Sweden [46].

4.3.1 Case study 1: Street canyon

In this section the results are obtained using the DRT approach in a vehicular

environment composed of a street canyon, a moving parallelepiped made of metal

representing a bus, and two moving radio terminals. The propagation environment

consists of an ideal street canyon 1km long and 30m large, with building walls

on both sides and no intersections. Two reflecting walls are also present at its

end sections. We first consider a vehicle-to-vehicle (V2V) communication scenario,

where the two vehicles carrying TX and RX terminals drive in opposite lanes and

the bus is moving on a middle lane between the two terminals as shown in Fig.

4.7a. Therefore, the bus can generate a reflection from its front. We assume that

TX is moving toward the end of the street at a constant speed of 50 km/h, RX and
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(a) (b)

Figure 4.7: Ideal street canyon with a moving parallelepiped representing a bus and

two moving terminals TX and RX. In (a) the bus is moving the middle lane, in (b)

in the side lane.

the bus are moving in the opposite direction at constant speeds of 36 km/h and 30

km/h, respectively. In the simulations, we considered reflections up to the second

order and constant velocities for terminals and moving object.

To perform the simulation of the above-mentioned scenario, omnidirectional an-

tennas were chosen with a transmit power of 1 W operating at a carrier frequency

of 3 GHz. The antennas were placed on top of the TX and RX terminals at a height

of 1.75m.

4.3.1.1 Power delay profile

Figure 4.8 shows the evolution of Power-Doppler frequency profile (PDfP) obtained

through DRT with a total simulation time of 5 seconds and discretized into ”bins”

for display purposes, with a time step of 200 ms and a Doppler frequency step of

14.34 Hz. The Doppler shift is computed for each ray using eq. (A.2) (see Appendix

A). For each bin, an incoherent sum of the power contribution of each ray whose

time of arrival and Doppler shift fall within the bin is performed.

Since the scenario is simple and the obstructions or abrupt changes are minimal,
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we perform DRT simulation with only two TC with length 3 s and 2 s. The reason

to use two TC is related to the contributions from the parallelepiped representing

a bus: since the bus passes through the LoS line in the middle of the considered

time span, the reflection from the front of the bus disappears and therefore we must

consider the first TC expired and refresh the multipath structure with a new RT

simulation.

The other main contributions to PDfP (LoS, single and double reflections) are

tagged in the plot and are present mainly throughout the whole simulation period.

The most interesting trend in the contributions can be seen in the direct ray which

from a positive Doppler shift in the first part of the simulation becomes negative

with an inflection when TX and RX passes by each other. The same trend can be

seen even for the reflections from the side walls but with lower values and less abrupt

transitions.

Figure 4.8: PDfP evolution in a V2V scenario with a simulation time of 5 seconds.

4.3.1.2 Absolute value of error

We have also compared the DRT analytical approach with the classical approach

based on ”snapshots”, where the RT simulation is repeated at every discrete time

instant. In Fig. 4.9, we show the absolute value of the error of the estimated power

by DRT w.r.t RT in each of the time-Doppler bins of fig 4.8. The absolute error is

computed as:

eABS
ij (dB) = |PDRT

ij (dBm)− PRT
ij (dBm)|
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where i, j are the indices associated to the time and Doppler bins, respectively. Fig.

4.9 shows that the error is virtually zero, as even in the worst case its value is several

order of magnitudes lower than 1 dB. The non-zero values in Fig. 4.9 are essentially

caused by numerical inaccuracies in floating-point operations, and propagation of the

errors when applying several successive reference systems transformations. However,

it is interesting to observe that the error becomes more evident in cases where there

is a strong acceleration of the reflection point, e.g. when the reflecting wall is

perpendicular to motion direction of the vehicles. This acceleration becomes more

relevant when TX gets nearer to the wall, and also when the wall is part of a moving

object.

Figure 4.9: Absolute value of error between standard multiple-run RT and DRT

analytical approach

4.3.1.3 Bus moving on a side lane and then rotating

We consider now the case of TX and RX moving in the same direction with constant

speed at 28 km/h and 30 km/h, respectively, while the bus is moving in the opposite

direction at 30 km/h. We consider a time instant when a reflection on the bus side

wall is present, and the bus deviates from its straight path toward the center lane,

by rotating counterclockwise with an instantaneous angular velocity ω = π/6 [rad/s]

(see Fig. 4.7b). A comparison of the PDfP is shown in Fig. 4.10 for the case of
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the bus driving straight (blue) and the bus swerving toward the center lane (red),

respectively. In the first case, the LoS ray and the ray reflected from the bus side

are overlapped in the figure with Doppler shift close to zero, as both are almost

perpendicular to the TX’s, RX’s and reflection point’s velocities. In the latter case

the Doppler’s shift of bus reflection becomes positive (37 Hz) due to the reflection

point’s movement toward the central lane.

This behaviour is important from the applications point of view: when Doppler

frequency of a major multipath component abruptly changes, this could indicate a

potentially dangerous situation, e.g. a vehicle swerving from its lane.

Figure 4.10: PDfP for a snapshot of the V2V scenario with reflection from bus side

(see Fig. 4.6(b)). Here TX and RX are moving in the same direction at 28 km/ and

30 km/h, respectively, while bus is moving at 30 km/h in the opposite direction.

Bus moving straight without (blue) and with (red) rotation.

4.3.2 Case study 2: Comparison with measurements in an

intersection

In this section we perform a validation of DRT simulations results for a V2V sce-

nario by means of a comparison with measured channel data [46] and conventional,

multiple-snapshot RT simulation using the same 3D RT algorithm used in our DRT

model for initial simulation [20]. Both RT and DRT are performed with a maximum

of 2 specular reflections, 1 diffraction and 1 diffuse scattering.

The measurements described in [46] were performed using the RUSK LUND

channel sounder at a carrier frequency of 5.9 GHz with a bandwidth of 240 MHz
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Figure 4.11: Intersection scenario in the city of Lund, Sweden

and TX power of 1 W. The antenna modules, identical for Tx and Rx, consist of

4 identical arrays mounted at 90° from each other and properly driven in order to

simulate a quasi omnidirectional antenna. Two hatchback cars were used to carry

TX and RX and the antenna modules were mounted on the roof-top. Based on

these information, we used omni-directional half-wavelength dipole antennas for all

RT and DRT simulations.

4.3.2.1 Power delay profile

The scenario is a narrow urban intersection as shown in Fig. 4.11. The measure-

ments are divided into two parts: M1) when TX and RX are driving from the streets

TX −M1 and RX −M1, and M2) when TX and RX are driving from TX −M2

and RX −M2, respectively, towards the intersection with a speed of approximately

10 m/s. The RT simulations are performed using the classical approach based on

snapshots repeated every ∆t = 10ms. The overall time-span is tS = 10s. Since

the scenario evolution within tS includes a transition between NLoS and LoS then

certainly tS > TC . Therefore DRT simulation is divided into several TC , namely

into 25 and 20TCs for M1 and M2, respectively, with larger TCs at the beginning

of the routes and shorter ones close to the NLoS/LoS transition. Such a subdivi-

sion was optimized after a short trial-and-error procedure in order for DRT results

to become very similar to RT results. During each TC the acceleration of the ter-
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minals is considered constant. In the first seconds, TX and RX are far from the

street intersection and LOS between them is blocked by the buildings situated at

the corners for both scenarios. In this period of time, we used only 2TC . In the

following time span which stretches till the appearance of LOS components (C) and

(F) at approximately 6.8s and 7.9s in M1 and M2, respectively, new contributions

appear that make the multipath structure change rapidly. At this stage the number

of TC need to be increased and their duration reduced. The reason to change the

duration and the number of TC in this time span is related with the lower impact of

diffraction contributions in higher frequencies such as 5.9 GHz. In these frequencies

the transitions between NLOS/LOS become more abrupt. In the last 0.4s leading

to the LOS, 4TC with a duration of 100ms, are used in both scenarios. By doing

so, we were able to capture most of the contributions in the time span. A further

discussion on the criteria for the choice of TC is provided in the next sub-section.

The measured, RT- and DRT-simulated power delay profiles (PDP) are depicted

in Fig. 4.12a, 4.12c, 4.12e for M1 and Fig. 4.12b, 4.12d, 4.12f for M2. In general,

there is good agreement between simulations and measurements with several similar

contributions in the RT/DRT simulation and in the measurements. The group of

arrows (D), (G) and (B) in Fig. 4.12 point at contributions that probably originated

from nearby buildings. There is also good agreement between our simulations and

RT simulations performed in [46] although our simulations appears to capture some

more contributions in the final 2 seconds of tS, probably because we considered a

larger variety of interactions, including diffuse scattering from building walls and cars

parked along the streets. However, there are several contributions in the measured

PDP that are missing in the simulations. One of the reasons could be the incomplete

building database used in RT/DRT. For example some of the contributions like (E)

and (I), in [46] are said to be from a building which has a metallic structure on

the walls, which is not present in the building database. This shows the necessity

of a very detailed scenario description in order to get a really good match between

simulations and measurements.

43



Chapter 4. Dynamic Ray Tracing

(a) Measured [46] (b) Measured [46]

(c) RT simulation (d) RT simulation

(e) DRT simulation (f) DRT simulation

Figure 4.12: Power Delay Profile obtained from measurements (a) and (b), from RT

simulations (c) and (d) and from DRT prediction (e) and (f)
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4.3.2.2 Impact of the choice of TC

The number of TC and the right choice of them is very important in DRT simulation,

that has a strong impact on both accuracy of results and computation time. In Fig.

4.13a, DRT simulation PDP for M1 is presented with only 3TC . It is evident that

results are incomplete if compared to Fig. 4.12e because dynamic changes in the

multipath structure are under-sampled in this case and several paths aree missed.

In Fig. 4.13b, 10TC has been used. The PDP in this case is more complete and

many new contributions can be seen. Nevertheless a larger number of TC close to

the NLoS/LoS transition is needed in order to achieve the more complete results of

Fig. 4.12e.

(a) (b)

Figure 4.13: PDP obtained from simulation with DRT. In (a) 3TC were used, in (b)

10TC

4.3.3 Computational gain

To compare the computation time of DRT vs. RT, we recorded computation times

with the two approaches in M1 and M2 on the same Intel(R) Core(TM) i5-8265U

CPU @1.60GHz 1.80 GHz platform. In DRT, one traditional RT run is included

for multipath initialisation at the beginning of each TC . To achieve the desired

graphical resolution 1000 runs are performed with both DRT and RT, but a large

fraction of them only requires the computation of analytical extrapolation formulas

when using DRT, with a great computation time gain.

From Table 4.1, we can observe a CPU-time gain of about 48 times for the M2

scenario while the computational gain is even higher in theM2 scenario because the
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number of TC is smaller.

Table 4.1: Execution time for RT and DRT in M1 and M2

RT with snapshots DRT Analytical Speed-up Factor

M1 4486 seconds 97.9 seconds 45.8x

M2 4384 seconds 88.8 seconds 48.2x

4.3.4 Future prospect: Predictive Radio Awareness

The DRT approach to predict “ahead-of-time” (or anticipate) the environment

and/or the radio channel characteristics in highly dynamic, industrial or vehicular

applications and realize the so-called predictive radio awareness or location aware

communications [47,48] is quite attractive. Exploiting such capabilities could be of

paramount importance to guarantee reliable connectivity in critical application such

as automated and connected driving and to foster interesting safety applications to

detect dangerous situations in advance. Two kinds of applications are possible:

1. DRT-based radio channel anticipative prediction

2. Environment configuration anticipative prediction

In both cases, accurate localization of radio terminals and moving objects, which

is likely to be available in future mobile radio systems [49, 50], is a prerequisite.

Accurate localization, together with the availability of a local environment database

is used to build a dynamic environment database for the current time T0. In 1),

DRT is used to extrapolate multipath characteristics, and therefore to estimate the

Channel State Information for t > T0. In 2) kinematics theory is used to extrapolate

the environment configuration for t > T0 and therefore detect possible hazards or

collisions. These applications will be fully addressed in follow-on studies. It is worth

noting that, in turn, the availability of techniques 1) and 2) would be of great help

to realize multipath-exploiting localization techniques [51]. Therefore, the two goals

of anticipative channel prediction and localization might be achieved in synergy to

realize an environment-aware system and enhance both connectivity and safety, as

depicted in Fig. 4.14.
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Figure 4.14: Scheme of an environment-aware system including both channel pre-

diction and localization
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Chapter 5

Background and motivation

The exponential growth of wireless services in the last decades has called for addi-

tional spectrum to accommodate the ever-increasing traffic flow. Besides, the current

static spectrum policy, used by most countries in the world, has almost resulted in

licensed spectrum exhaustion of some frequency bands [52]. On the contrary, re-

cent spectrum utilization measurements have shown that the available spectrum

opportunities are severely underutilized. Cognitive radio (CR), with its ability to

sense available frequency bands and adaptively adjust transmission frequency, has

attracted considerable attention as one of the most promising solutions to spectrum

under-utilization [53–55]. Traditionally in CR networks (CRNs), there are two cate-

gories of users, namely, primary users (PUs) and secondary (SUs). PUs are licensed

users, and they have the exclusive right to use their respective channels, while SUs

are unlicensed, and they wish to use the underutilized channels [56]. To pay off the

use of a licensed band, cooperative CRNs (CCRNs) have been proposed in which

SUs act as relays to provide a better transmission performance to the PUs.

5.1 Introduction to CRNs

The concept of CR was first proposed by Joseph Mitola III in 1998 and published in

an article. It was a novel approach in wireless communications, which Mitola later

describes as:

The point in which wireless personal digital assistants (PDAs) and the related net-

works are sufficiently computationally intelligent about radio resources and related
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computer-to-computer communications to detect user communications needs as a

function of use context, and to provide radio resources and wireless services most

appropriate to those needs. [53]

In other words a CR is an intelligent radio that can be programmed and config-

ured dynamically. Such a radio automatically detects available channels in wireless

spectrum, then accordingly changes its transmission or reception parameters. [57]

[58]

Two of the most important abilities of CR are:

• Cognitive capability Cognitive capability refers to the ability of the radio

technology to capture or sense the information form its radio environment.

this capability cannot simply be realized by monitoring the power in some

frequency band of interest but more sophisticated techniques are required in

order to capture the temporal and spatial variations in the radio environment

and avoid interference to other users. Through this capability, the portions of

the spectrum that are unused at a specific time or location can be identified.

Consequently, the best spectrum and appropriate operating parameters can

be selected [59].

• Re-configurability The cognitive capability provides spectrum awareness

whereas re-configurability enables the radio to be dynamically programmed

according to the radio environment. More specifically, the cognitive radio can

be programmed to transmit and receive on a variety of frequencies and to use

different transmission access technologies supported by its hardware design.

CRNs are traditionally divided into two groups: primary users (PUs) and sec-

ondary users (SUs). PUs has a license to operate in a certain spectrum band. This

access can only be controlled by a primary base station (PBS) and should not be

affected by the operations of any other unlicensed user. PUs do not need any mod-

ification or additional functions for coexistence with SUs. Meanwhile, SUs do not

have any license to operate in a desired band. Hence,additional functionalities are

required to share the licensed spectrum band. In addition, PUs as well as SUs can

either communicate with each other in a multihop manner or access base stations.
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5.1.1 Key technologies in CRN

The key enabling technology of CRNs is the cognitive radio. CR techniques provide

the capability to use or share the spectrum in an opportunistic manner. Dynamic

spectrum access techniques allow the cognitive radio to operate in the best available

channel.

Once a CR supports the capability to select the best available channel, the

next challenge is to make the network protocols adaptive to the available spectrum.

Hence, new functionalities are required in a secondary network to support this adap-

tivity. In summary, the main technologies for CRs in CRN can be summarized as

follows:

1. Spectrum sensing Detecting unused spectrum and sharing the spectrum

without harmful interference with other users. Spectrum-sensing techniques

may be grouped into three categories:

a) Transmitter detection Cognitive radios must have the capability to

determine if a signal from a primary transmitter is locally present in a

certain spectrum.

b) Cooperative detection Refers to spectrum-sensing methods where

information from multiple cognitive-radio users is incorporated for primary-

user detection

c) Interference based detection Interference is typically regulated in

a transmitter centered way, which means interference can be controlled

at the transmitter through the radiated power, the out-of-band emissions

and location of individual transmitters.

2. Spectrum management Capturing the best available spectrum to meet

user communication requirements, while not creating undue interference to

other (primary) users. CRs should decide on the best spectrum band (of all

bands available) to meet quality of service requirements; therefore, spectrum-

management functions are required for CRs.

3. Spectrum mobility Process by which a cognitive-radio user changes its

frequency of operation. CRNs aim to use the spectrum in a dynamic manner
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by allowing radio terminals to operate in the best available frequency band,

maintaining seamless communication requirements during transitions to better

spectrum.

4. Spectrum sharing Spectrum sharing in CRNs allows CRs to share the

spectrum bands of the licensed-band users. However, the cognitive radio users

have to restrict their transmit power so that the interference caused to the

licensed-band users is kept below a certain threshold.

5.2 Cooperative communications in CRN

Cooperative communications (CC) and CR have attracted a widespread attention

in the past years. CC technique can enhance the transmission capacity of a commu-

nication system, while CR can improve the spectrum utilization ratio. As a result,

the combination of these two approaches can have a significant impact in future

wireless mobile communications.

In multi-user communication environment, cooperative communication technique

enables the neighboring mobile users with single antenna to share their antennas in

some way for cooperative transmission, which is similar to a distributed virtual

multi-antenna transmission environment and combines the advantages of both di-

versity technology and relay transmission technology. As a result, the spatial di-

versity gains can be achieved and the system’s transmission performance can be

improved in a cooperative communication system without adding any antennas. It

can be applicable to such networks as cellular mobile communication systems, wire-

less Ad hoc networks, Wireless Local Area Networks (WLANs) and wireless sensor

networks. Being highly flexible, cooperative communication can be integrated with

other technologies without sacrificing their respective advantages. Integrated with

CR technology, it can improve the spectrum detection probability or get more spec-

trum access chances [60].

There are three ways to apply CC concept in CRN: 1) cooperation between

PU peers, 2) cooperation between SU peers, and 3) coooperation between PUs and

SUs. The first type may result easy if PUs belong to the same mibile operator,

while might be trivial if they have different operators because logistic and economi-
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cal problems may arise. The second category can be applied for inactive PUs, where

neighboring SUs can lease spectral bands together from PUs, and perform CC be-

tween them. Meanwhile, the third one, since PU and SU have different priorities

and they might have security concerns for their own data, cooperation between them

can be challenging. This category represents an important topic for CCRN which

supports a cooperation between PUs and SUs. PUs actively select SUs with good

channel conditions as their cooperative relays and lease a part of the spectrum to

them. Therefore, a ”win-win” situation is created where PUs can potentially in-

crease their transmission rates and save transmit power, while SUs can access the

available frequency bands otherwise unavailable to them. nevertheless, In a scenario

with multiple PUs and multiple SUs, the issue of relay selection and coordination

needs to be considered.

5.3 Spectrum leasing in CCRN

Extensive research has been conducted regarding spectrum leasing in CCRN. To

address the challenges several approaches have been adopted. The game-theoretical

approaches, such as Stackelberg game [61], are used to achieve the equilibrium state

(e.g., Nash Equilibrium [62]) and involves PUs and SUs as players of the game.

In [63], a scenario, in which PUs compete for cooperation with available SUs under

shared constraint set by SU’s requirements, is modeled as a generalized Nash Equi-

librium. The authors in [64], propose a noncooperative game to find the optimal

power of SUs consumed in a scenario where SUs are used as relays in cooperation to

aid PUs’ transmission. In [65], a spectrum leasing technique to improve the spectral

utility of the PUs has been proposed. Nash bargaining is used to determine the op-

timal division of temporal resources between relaying and reimbursement. In [66],

a novel approach is presented in which the spectrum leasing problem is formulated

as a Stackelberg game, while the relay selection is solved by the Hungarian method.

Authors in [67], derive a cooperative game to find the optimal spectrum leasing time

and allocated power of SUs.

Another popular approach is convex optimization. An adaptive spectrum leas-

ing scheme is proposed in [68] to improve the overall network throughput. Authors
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in [69], present a spectrum leasing scheme for an overlay CRN in which PUs’ trans-

mission is assisted by a cognitive multi-hop multi-branch network. The branch selec-

tion and spectrum allocation are jointly optimized such that the sum-rate of the SUs

is maximized. A multi-objective optimization framework to incorporate average sum

power minimization and the leased time minimization is proposed in [70]. In [71],

a cooperative sharing model for cognitive wireless powered networks is proposed,

to accomplish PU’s transmission early and vacate opportunity for SU’s transmis-

sion. An energy efficiency and spectral efficiency trade-off in an energy harvesting

cooperative CRN is addressed in [72]. The objective is to maximize energy and

spectral efficiency via joint optimization of spectrum sensing time and self as well

as cooperative transmission gains.

Different other approaches have been chosen to address the challenges of spec-

trum leasing in CCRN. In [73], an opportunistic relaying based spectrum leasing

is presented in which PUs lease their frequency band to the SUs and, at the same

time, the primary network benefits in terms of outage probability. A cooperative

relaying scheme is investigated in [74], where one of the inactive SUs is used as a

relay for the PUs. By adopting an aspiration level to model SUs behavior, the SUs’

strategy dynamics is formulated as a discrete-time Markov chain [75].

5.4 Motivation and contribution

The majority of the research works regarding CRNs, are considered mostly PU-

centered, with PUs that decide if and when to exploit SUs as relays based on certain

conditions that can improve PUs’ transmission. This approach cannot guarantee full

cooperation between PUs and SUs because will be dominated by the selfish behavior

of PUs. In addition, networks are required nowadays to be more efficient not only

in terms of spectrum use but also in terms of optimal power while guaranteeing a

satisfying level of quality of service (QoS). Hence scenarios where a single pair of

PUs or SUs are considered like the ones proposed in [63], [73], and [74], can result

incomplete because they cannot give a full description of the efficiency of a cell. It is

proven that the rising number of users in a CCRN can significantly affect the overall

performance of the network. Furthermore, spectrum leasing schemes in which PUs

54



Chapter 5. Background and motivation

or SUs are assumed to have fixed transmission power like in [66], cannot fully exploit

the possibility of a more energy efficient network. Besides, energy-efficient systems

are required not only from an engineering point of view but also to decrease the

environmental impact through networks with a low carbon footprint.

Motivated by the aforementioned observations, we aim at jointly minimize the

overall power consumption for energy-efficient communication in multiuser CRN. In

addition, to provide improved cooperation between PUs and SUs and to secure an

unselfish behavior of each user, we propose a resource management network archi-

tecture for a considered cell. This architecture, composed of various entities, will be

responsible for making decisions regarding the usage of relay and for applying the

optimal strategy to achieve the maximum energy efficiency of the cell. Our proposed

CRN consists of multiple PUs and multiple SUs in which SUs are used as relays to

enhance the PUs’ transmission performance and, in return, PUs lease a fraction of

their bandwidth to the corresponding SUs. We formulate an energy efficiency based

resource allocation, power allocation, and relay selection as an optimization prob-

lem. Our analysis shows that this problem can be divided into two subproblems:

1) power allocation, 2) transmission mode and relay selection. To solve the power

allocation subproblem, we choose the maximization of the sum of energy efficiencies

as the optimization target. This method was initially introduced in [76] but due to

its sum-of-ratio form can become difficult to solve. The method is further developed

in our work by transforming power allocation into a subtractive form optimization

problem with methods similar to those used to solve classical fractional program-

ming problems [77–79]. Therefore, the optimal powers closed-form expressions can

be derived through a two-layer optimization. Furthermore, the transmission mode

and relay selection subproblem is solved based on a modified Kuhn-Munkres bipar-

tite matching algorithm. System simulations performed in a referenced multiuser

case validate the effectiveness of our approach proven by the proposed algorithm’s

convergence and the increment in the efficiency of the PUs’ network performance

when channel conditions get worse.

To summarize, the main contributions of the paper are:

• A novel unselfish resource allocation scheme for CRNs. Unlike most of works

where PUs decide whether or not to cooperate with SUs, the decisions are
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made by a centralized approach with the goal of improving the overall energy

efficiency of the cell.

• A resource management network architecture responsible for maximizing en-

ergy efficiency of the cell.

• We propose a two-stage three-dimensional matching algorithm to maximize

the energy efficiency of the cell, in which the joint optimization problem is

decoupled into two subproblems and solved separately in two stages.
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Proposed architecture and system

model for CCRN

6.1 Proposed Architecture

In CCRN, one of the goals is to use the available spectrum resources in an efficient

and coordinated way to guarantee a satisfying level of QoS for all users and achieve

performance enhancement of the whole cell. To this end, in this section, we propose

a resource management network architecture consisting of a number of user resource

management entities (URMEs), local resource management entities (LRMEs), and

one cell resource management entity (CRME), as shown in Fig. 6.1. The main

functions of UMREs, LRMEs, and CRME are described as follows.

URME: It is a functional module embedded in each PU and SU, used to

store channel state information, device characteristics and service requirements, etc.

Through contacting associated LRMEs, URMEs send the collected information to

the network and receive the resource allocation strategy accordingly.

LRME: It is deployed in each PBS or SBS, being responsible for managing local

resource status through interacting with the associated URMEs and the CRME.

More specifically, receiving the network and service information from URMEs and

then forwarding to the CRME, and receiving the resource management strategy

from the CRME and forwarding to the URMEs.

CRME: By interacting with the LRME, the CMRE receives the network status,

channel state information, and user service requirement information of all the users
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Figure 6.1: Proposed architecture and scenario for the cell.

within the cell; then performs the proposed resource allocation and relay selection

algorithm to obtain the optimal strategy for the cell and communicated to the

associated LRMEs.

6.2 System Model

In this paper, we consider a CCRN consisting of multiple PUs, multiple SUs, one

primary base station (PBS), and one secondary BS (SBS). Assume PUs are allowed

to transmit to the PBS simultaneously, by orthogonal frequency division multiple

access (OFDMA). Further, assume that PUs may transmit to the PBS in direct

transmission mode or one-hop relay transmission mode, while the relay SUs may

also transmit their own data packets to the SBS. Fig. 6.1 illustrates the scenario

considered in this paper.

To encourage SUs to relay data packets for the PUs, we propose a spectrum

leasing scheme where the PUs lease part of their allocated spectrum to relay SUs so

that they can transmit their own data to the SBS exploiting the licensed spectrum

[80]. In this paper, we assume that the decode-and-forward (DF) scheme is applied

at each relay node [81].

Let M and K denote the number of PUs and the number of SUs, respectively,
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Figure 6.2: Bandwidth allocation and time slot division for PU and SU.

Bm = ρmB denote the allocated bandwidth of the mth PU, m = 1, ...,M , where

ρm ∈ [0, 1] denotes the spectrum fraction of the mth PU for transmitting the data

packets of the PU in the relay transmission mode, and as a consequence Bk =

(1− ρm)B, ∀k, is the remaining spectrum available for the relay SU to transmit its

own data to the SBS. To support relay communication, the transmission time slot T

is divided into two periods. For the first part, the PUs transmit their data packets

to the corresponding relay SUs, then the SUs forward the received data packets to

the PBS during the remaining time. Meanwhile, the SUs transmit their own data

packets to the SBS for the whole time period. Fig. 6.2 shows the time and spectrum

division mode for relay transmission of the mth PU.

It is assumed that all channels undergo flat Rayleigh fading and log-normal

shadowing and we consider that LRMEs know all the channel state information. The

distance between mth PU and kth SU relay is denoted as d
(p,s)
m,k . Then the channel

power gain is represented as h
(p,s)
m,k = k0(d

(p,s)
m,k )

−γg
(p,s)
m,k s

(p,s)
m,k , where k0 denotes the

average channel gain at a reference distance d0 = 1m and this gain depends on carrier

frequency, transmitter and receiver antenna gains and propagation characteristics,

γ > 0 is the path-loss exponent, g
(p,s)
m,k is the Rayleigh distributed r.v., and s

(p,s)
m,k

is the log-normal r.v. with shadowing parameter σs. The same channel model is

considered for the other links h
(p,d)
m , h

(p,r)
m,k , h

(s)
m,k representing respectively the channel

gains of the links between the mth PU and PBS in direct transmission mode, the

kth SU and PBS in relay mode, and the kth SU when transmitting its own data to

the SBS on the fraction of bandwidth leased by the mth PU.
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In case of multiple relay SUs being available, the optimal relay selection scheme

should be designed. For each PU-SU pair, the transmit power of PU, P
(p,s)
m,k and

the transmit power of the relay SU, consumed during relay P
(p,r)
m,k , and during its

own data transmission P
(s)
m,k, should be designed for performance optimization of the

cell.
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Proposed joint resource allocation

and relay selection

scheme

In the following sections, we formulate an optimization problem, and we present a

new solution to the energy efficiency based resource allocation, power allocation,

and relay selection.

7.1 Energy Efficiency of PUs

The energy efficiency of all the PUs can be expressed as

η(p) =
M∑

m=1

η(p)m (7.1)

where η
(p)
m denotes the energy efficiency of the mth PU. As PUs may choose di-

rect transmission or cooperative transmission through a relay SU for information

transmission to the PBS, the energy efficiency of the mth PU can be calculated as

η(p)m = β(d)
m η(p,d)m +

K∑
k=1

β
(c)
m,kη

(p,c)
m,k (7.2)

where η
(p,d)
m is the energy efficiency of the mth PU when using direct mode, while

β
(d)
m ∈ {0, 1} denotes the transmission indicator of the mth PU for the direct mode.

More specifically, if β
(d)
m = 1, the mth PU uses direct transmission mode, while for
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β
(d)
m = 0, the PU exploits SU relay assisted transmission. The term η

(p,c)
m,k denotes the

energy efficiency of the mth PU when using the kth SU as relay node for cooperative

transmission mode, while β
(c)
m,k ∈ {0, 1} is the corresponding transmission and relay

selection variable, i.e., β
(c)
m,k = 1 indicates that the mth PU uses the kth SU as relay

node for cooperative transmission, and β
(c)
m,k = 0, otherwise. Note that β

(d)
m and β

(c)
m,k

are mutually exclusive. In the following subsections, we derive the expression of

η
(p,d)
m and η

(p,c)
m,k , respectively.

7.1.1 Direct Mode

The energy efficiency of the mth PU in direct mode, i.e., η
(p,d)
m can be calculated as

η(p,d)m =
R

(p,d)
m

P
(p,d)
m + P

(p)
c

(7.3)

where P
(p,d)
m is the power consumed by the mth PU when transmitting in direct

mode, P
(p)
c denotes the circuit power consumption of the mth PU, which is assumed

to be a constant for all the PUs in this work, and R
(p,d)
m denotes the data rate

achieved by the mth PU in direct mode, which can be expressed as

R(p,d)
m = B log2

(
1 +

P
(p,d)
m h

(p,d)
m

σ2

)
(7.4)

where σ2 is the noise power of the link between the mth PU and the PBS. Without

loss of generality, the noise power of all the transmission links are assumed to be

the same in this work.

7.1.2 Relay Mode

The energy efficiency of the mth PU when using the kth SU as relay node for

cooperative transmission, denoted by η
(p,c)
m,k , can be expressed as

η
(p,c)
m,k =

R
(p,c)
m,k

P
(p,c)
m,k

. (7.5)

The denominator P
(p,c)
m,k is the power consumption of the mth PU when using the

kth SU as a relay node and can be calculated as

P
(p,c)
m,k = P

(p,s)
m,k + P

(p,r)
m,k + P (p)

c + P (s)
c (7.6)
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where P
(s)
c denotes the circuit power consumption of the SU which is assumed to

be a constant for all the SUs. The numerator R
(p,c)
m,k represents the data rate of the

mth PU when using the kth SU as relay node for cooperative transmission. R
(p,c)
m,k

can be expressed as

R
(p,c)
m,k = min(R

(p,s)
m,k , R

(p,r)
m,k ) (7.7)

where R
(p,s)
m,k and R

(p,r)
m,k are, respectively, the data rate of the link from the mth PU

to the kth SU

R
(p,s)
m,k = t1ρmB log2

(
1 +

P
(p,s)
m,k h

(p,s)
m,k

σ2

)
(7.8)

and that from the kth SU to the PBS when the kth SU is chosen as the relay node

of the mth PU

R
(p,r)
m,k = (1− t1)ρmB log2

(
1 +

P
(p,r)
m,k h

(p,r)
m,k

σ2

)
, (7.9)

with t1 denoting the transmission time needed from the PU to transmit the data

packets towards the relaying SU, and 1− t1 denoting the transmission time for the

transmission from the corresponding relaying SU to the PBS.

7.2 Energy Efficiency of SUs

The energy efficiency of all the SUs in the CCRN, denoted by η(s), can be calculated

as

η(s) =
M∑

m=1

K∑
k=1

β
(c)
m,kη

(s)
m,k (7.10)

where η
(s)
m,k is the energy efficiency of the kth SU when transmitting its own data on

the subchannel leased by the mth PU, which can be calculated as

η
(s)
m,k =

R
(s)
m,k

P
(s)
m,k + P

(s)
c

(7.11)

where R
(s)
m,k denote the data rate of the kth SU when transmitting its own data on

the subchannel leased by the mth PU

R
(s)
m,k = (1− ρm)B log2

(
1 +

P
(s)
m,kh

(s)
m,k

σ2

)
. (7.12)
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7.3 Energy Efficiency for CCRN Problem Formu-

lation and Solution

The total energy efficiency of the PUs and the SUs can be formulated as:

η = η(p) + η(s). (7.13)

In the following, we propose a joint resource allocation, power allocation, and

relay selection strategy to maximize the total energy efficiency (7.13).

7.3.1 Optimization Problem Formulation

The energy efficiency based power allocation, transmission mode and relay selection

scheme can be obtained by solving the following optimization problem:

max
[β

(d)
m ,β

(c)
m,k,P

(p,d)
m ,P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k]

η (7.14)

s. t. C1 : β(d)
m +

K∑
k=1

β
(c)
m,k ≤ 1, m = 1, 2, ...,M

C2 :
M∑

m=1

β
(c)
m,k ≤ 1,

C3 : P (p,d)
m ≤ P (p,max)

m , if β(d)
m = 1,

C4 : P
(p,s)
m,k ≤ P (p,max)

m , if β
(c)
m,k = 1,

C5 : P
(p,r)
m,k + P

(s)
m,k ≤ P

(s,max)
k , if β

(c)
m,k = 1,

C6 : R(p,d)
m ≥ R(p,min)

m , if β(d)
m = 1,

C7 : R
(p,s)
m,k ≥ R(p,min)

m , if β
(c)
m,k = 1,

C8 : R
(p,r)
m,k ≥ R(p,min)

m , if β
(c)
m,k = 1,

C9 : R
(s)
m,k ≥ R

(s,min)
m,k , if β

(c)
m,k = 1.

C1 represents the transmission mode indicator constraint since it is assumed

that every PU can only choose direct transmission mode or relay transmission mode.

Similarly, C2 specifies the relay mode indicator constraint as it is assumed that every

PU can choose only one SU as its relay node and each SU can only forward packets

for one PU. C3, C4 and C5 denote the maximum power constraint where P
(p,max)
m
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and P
(s,max)
k denote respectively the maximum transmit power of the mth PU and

the kth SU. C6-C9 represent the minimum data rate constraints where R
(p,min)
m and

R
(s,min)
k denote respectively the minimum required data rate of the mth PU and the

kth SU.

The optimization problem in (7.14) can be classified as a nonlinear binary frac-

tional program and therefore difficult to solve using traditional optimization meth-

ods [78]. From the optimization constraints C3-C9 given in (7.14), it can be shown

that such an optimization problem can be transformed equivalently into two sub-

problems: 1) power allocation, 2) transmission mode and relay selection. The solu-

tion for each subproblem is presented in the following subsections.

7.3.2 Power Allocation Subproblem

Assuming that the mth PU selects direct transmission mode, i.e., β
(d)
m = 1, the

energy efficient optimal power allocation problem can be formulated as:

max
[P

(p,d)
m ]

R
(p,d)
m

P
(p,d)
m + P

(p)
c

(7.15)

s. t. C1 : P (p,d)
m ≤ P (p,max)

m ,

C2 : R(p,d)
m ≥ R(p,min)

m .

For the relay transmission mode, when the mth PU selects the kth SU as its

relay node, i.e., β
(c)
m,k = 1, the energy efficiency of the PU-SU pair can be expressed

as

η
(p,c)
m,k + η

(s)
m,k. (7.16)

Therefore, the optimal power allocation problem for the mth PU and the kth

SU can be formulated as:

max
[P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k]

R
(p,c)
m,k

P
(p,c)
m,k

+
R

(s)
m,k

P
(s)
m,k + P

(s)
c

(7.17)

s. t. C1 : P
(p,s)
m,k ≤ P (p,max)

m ,

C2 : P
(p,r)
m,k + P

(s)
m,k ≤ P

(s,max)
k ,

C3 : R
(p,s)
m,k ≥ R(p,min)

m ,

C4 : R
(p,r)
m,k ≥ R(p,min)

m ,

C5 : R
(s)
m,k ≥ R

(s,min)
m,k .
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7.3.3 Equivalent Problem Transformation

In order to solve the optimization problem in (7.17), we exploit the fractional pro-

gramming approach [82]. As we mentioned earlier, we are considering DF at the

relay node. In case R
(p,s)
m,k < R

(p,r)
m,k , our optimization problem becomes:

max
[P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k]

R
(p,s)
m,k

P
(p,c)
m,k

+
R

(s)
m,k

P
(s)
m,k + P

(s)
c

(7.18)

s. t. C1 : P
(p,s)
m,k ≤ P (p,max)

m ,

C2 : P
(p,r)
m,k + P

(s)
m,k ≤ P

(s,max)
k ,

C3 : R
(p,s)
m,k < R

(p,r)
m,k ,

C4 : R
(p,s)
m,k ≥ R(p,min)

m ,

C5 : R
(p,r)
m,k ≥ R(p,min)

m ,

C6 : R
(s)
m,k ≥ R

(s,min)
m,k .

To proceed, we rewrite the problem in (7.18) into an equivalent form [83]:

max
[P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k,α1,α2]

α1 + α2 (7.19)

s. t. C1− C6 in (7.18),

C7 :
R

(p,s)
m,k

P
(p,c)
m,k

≥ α1,

C8 :
R

(s)
m,k

P
(s)
m,k + P

(s)
c

≥ α2

where C7 and C8 denote the energy efficiency constraints.

Theorem 1 : If the set (P
(p,s)∗
m,k , P

(p,r)∗
m,k , P

(s)∗
m,k , α

∗
1, α

∗
2) is the solution for (7.19),

then there exist ν and κ such that (P
(p,s)∗
m,k , P

(p,r)∗
m,k , P

(s)∗
m,k ) satisfies that Karush-Kuhn-

Tucker (KKT) conditions for ν = ν, κ = κ, α1 = α∗
1, α2 = α∗

2 of the following

problem [84]

max
[P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k]

ϕ (7.20)

s. t. C1− C6 in (7.18)

where ϕ = ν(R
(p,s)
m,k −α1P

(p,c)
m,k ) + κ(R

(s)
m,k −α2(P

(s)
m,k +P

(s)
c )). Also the set of solutions

satisfies a system of equations for ν = ν, κ = κ, α1 = α∗
1, and α2 = α∗

2, with
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
ν = 1

P
(p,c)
m,k

κ = 1

P
(s)
m,k+P

(s)
c

α∗
1 =

R
(p,s)
m,k

P
(p,c)
m,k

α∗
2 =

R
(s)
m,k

P
(s)
m,k+P

(s)
c

(7.21)

Proof for Theorem 1 is provided in Appendix D.

In Theorem 1 we proved that by satisfying the system of equations in (7.21)

among the solutions of (7.20), the optimization problem in (7.18) can be solved.

It shows as well that for an optimization problem with an objective function in

fractional form, there exists an equivalent in subtractive form, i.e., ϕ in our case.

As a result, we use the equivalent objective function for the rest of the work.

7.3.4 Energy Efficiency Maximization

In this section we present an iterative algorithm in order to find solutions for the

problem in (7.20). After transforming our problem (7.18) into (7.20), it can be

easily proven that the transformed problem is convex and can be solved using the

Lagrange dual method [85], [86]. Thus, by relaxing the constraints the Lagrange

function can be represented as

L(P (p,r)
m,k , P

(p,s)
m,k , P

(s)
m,k, λ, δ, ϵ, ξ, θ, µ, ν, κ) =

+ ν(R
(p,s)
m,k − α1(P

(p,c)
m,k )) + κ(R

(s)
m,k − α2(P

(s)
m,k + P (s)

c ))

+ λ(P ((p,max)
m − P (p,s)

m,k ) + δ(P
(s,max)
k − P (p,r)

m,k − P
(s)
m,k)

+ ϵ(R
(p,r)
m,k −R

(p,s)
m,k ) + ξ(R

(p,s)
m,k −R

(p,min)
m )

+ δ(R
(p,r)
m,k −R

(p,min)
m ) + µ(R

(s)
m,k −R

(s,min)
k ) (7.22)

where λ, δ > 0 and ϵ, ξ, θ, µ > 0 represent the Lagrange multipliers associated with

power constraints and minimum data rate requirements, respectively. The corre-

sponding Lagrange dual method can be expressed as follows:

min
[λ,δ,ϵ,ξ,θ,µ]

max
[P

(p,r)
m,k ,P

(p,s)
m,k ,P

(s)
m,k]

L (7.23)

s. t. λ ≥ 0, δ ≥ 0, ϵ ≥ 0, ξ ≥ 0, θ ≥ 0, µ ≥ 0.
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The above dual problem can be solved by optimizing the transmit power for a fixed

set of Lagrange multipliers, and updating the Lagrange multipliers iteratively as well

as our parameters ν, κ, α1, α2. For a given set of Lagrange multipliers λ, δ, ϵ, ξ, θ, µ,

the locally optimal transmit powers can be obtained through calculating the deriva-

tive of L(P (p,r)
m,k , P

(p,s)
m,k , P

(s)
m,k, λ, δ, ϵ, ξ, θ, µ) over the transmit powers and setting it to

zero thus obtaining

P
(p,s)∗
m,k =

[
t1ρmB(ν + ξ − ϵ)
(λ+ να1)ln2

− σ2

h
(p,s)
m,k

]+
(7.24)

P
(p,r)∗
m,k =

[
(1− t1)ρmB(ϵ+ θ)

(δ + να1)ln2
− σ2

h
(p,r)
m,k

]+
(7.25)

P
(s)∗
m,k =

[
(1− ρm)B(µ+ κ)

(δ + κα2)ln2
− σ2

h
(s)
m,k

]+
(7.26)

where [z]+ = max(0, z).

In case R
(p,s)
m,k ≥ R

(p,r)
m,k , a similar approach can be followed, leading to the opti-

mization problem:

max
[P

(p,s)
m,k ,P

(p,r)
m,k ,P

(s)
m,k]

R
(p,s)
m,k

P
(p,c)
m,k

+
R

(s)
m,k

P
(s)
m,k + P

(s)
c

(7.27)

s. t. C1 : P
(p,s)
m,k ≤ P (p,max)

m ,

C2 : P
(p,r)
m,k + P

(s)
m,k ≤ P

(s,max)
k ,

C3 : R
(p,s)
m,k ≥ R

(p,r)
m,k ,

C4 : R
(p,s)
m,k ≥ R(p,min)

m ,

C5 : R
(p,r)
m,k ≥ R(p,min)

m ,

C6 : R
(s)
m,k ≥ R

(s,min)
m,k .

By applying to (7.27) the same transformation explained in Theorem 1 and

applying Lagrange dual method to the transformed problem, we are able to calculate

the transmit powers:

P
(p,s)∗
m,k =

[
t1ρmB(ξ + ϵ)

(λ+ να1)ln2
− σ2

h
(p,s)
m,k

]+
(7.28)

P
(p,r)∗
m,k =

[
(1− t1)ρmB(ν − ϵ+ θ)

(δ + να1)ln2
− σ2

h
(p,r)
m,k

]+
(7.29)
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P
(s)∗
m,k =

[
(1− ρm)B(µ+ κ)

(δ + κα2)ln2
− σ2

h
(s)
m,k

]+
. (7.30)

Based on these solutions, we propose a two-layer optimization algorithm. In the

inner layer the Lagrange multipliers in (7.24)-(7.26) and (7.28)-(7.30) can be updated

through using the subgradient method [87], i.e.,

λ(n+ 1) = [λ(n)− ψ(P (p,max)
m − P (p,s)

m,k )]+ (7.31)

δ(n+ 1) = [δ(n)− ψ(P (s,max)
k − P (p,r)

m,k − P
(s)
m,k)]

+ (7.32)

ϵ(n+ 1) = [ϵ(n)− ψ
∣∣R(p,r)

m,k −R
(p,s)
m,k

∣∣]+ (7.33)

ξ(n+ 1) = [ξ(n)− ψ(R(p,s)
m,k −R

(p,min)
m )]+ (7.34)

θ(n+ 1) = [θ(n)− ψ(R(p,r)
m,k −R

(p,min)
m )]+ (7.35)

µ(n+ 1) = [µ(n)− ψ(R(s)
m,k −R

(s,min)
k )]+ (7.36)

where ψ denotes the learning rate.

In the outer layer the parameters ν, κ, α1, α2 can be updated using Newton-

Raphson method [88], i.e.,

ν(n+ 1) = ν(n)− χ
(ν(n)P (p,c)

m,k − 1

P
(p,c)
m,k

)
(7.37)

κ(n+ 1) = κ(n)− χ
(κ(P (s)

m,k + P
(s)
c )− 1

P
(s)
m,k + P

(s)
c

)
(7.38)

α1(n+ 1) = α1(n)− χ
(α1(n)P

(p,c)
m,k − τ

P
(p,c)
m,k

)
(7.39)

α2(n+ 1) = α2(n)− χ
(α2(n)(P

(s)
m,k + P

(s)
c )−R(s)

m,k

P
(s)
m,k + P

(s)
c

)
(7.40)

where χ denotes the learning rate and τ = min(R
(p,s)
m,k , R

(p,r)
m,k ). Detailed steps of our

algorithm are shown in Algorithm 7.1.

For the problem in (7.15), a similar approach can be followed. By transforming

it using Theorem 1 and applying the Lagrange dual method, the optimal transmit

power for the direct mode can be obtained.
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Algorithm 7.1 Power Allocation Optimization

1: Set tollerance ζ and maximum number of iterations nmax

Let n = 0, choose ψ ∈ (0, 1), χ ∈ (0, 1)

Choose arbitrarily P
(p,s)
m,k (0), P

(p,r)
m,k (0),P

(s)
m,k(0) such that satisfies

power constraints

Calculate R
(p,s)
m,k (0), R

(p,r)
m,k (0) and R

(s)
m,k(0)

if R
(p,s)
m,k < R

(p,r)
m,k

then τ = R
((p,s)
m,k

else τ = R
(p,r)
m,k

end
Let



ν(n) = 1

P
(p,c)
m,k (n)

κ(n) = 1

P
(s)
m,k(n)+P

(s)
c

α1(n) =
τ

P
(p,c)
m,k (n)

α2(n) =
R

(s)
m,k(n)

P
(s)
m,k(n)+P

(s)
c

Initialize the Lagrange multipliers λ, δ, ϵ, ξ, θ, µ

2: if τ = R
(p,s)
m,k

update P
(p,s)
m,k and P

(p,r)
m,k with (7.24) and (7.25) and

obtain P
(p,s)∗
m,k and P

(p,r)∗
m,k

else

update P
(p,s)
m,k and P

(p,r)
m,k with (7.28) and (7.29) and

obtain P
(p,s)∗
m,k and P

(p,r)∗
m,k

end

Update P
(s)
m,k with (7.26) and obtain P

(s)∗
m,k

3: Update the Lagrange multipliers using (7.31)-(7.36)

4: Compute ϕ∗ with P
(p,s)∗
m,k , P

(p,r)∗
m,k and P

(s)∗
m,k

if |ϕ∗ − ϕ(n)| ≤ ζ

P
(p,s)
m,k (n+ 1) = P

(p,s)∗
m,k , P

(p,r)
m,k (n+ 1) = P

(p,r)∗
m,k , P

(s)
m,k(n+ 1) = P

(s)∗
m,k

exit program (convergence reached)
else

P
(p,s)
m,k (n) = P

(p,s)∗
m,k , P

(p,r)
m,k (n) = P

(p,r)∗
m,k , P

(s)
m,k(n) = P

(s)∗
m,k

ϕ(n) = ϕ∗

update ν, κ, α1, α2 using (7.37)-(7.40)

Update R
(p,s)
m,k (n+ 1), R

(p,r)
m,k (n+ 1), R

(s)
m,k(n+ 1)

n← n+ 1
end
go to step 2 unless n reached nmax
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Table 7.1: Tables of direct mode and cooperative mode

(a) Direct mode

Direct

Mode

PU1 η∗1

PU2 η∗2

· · ·

PUM η∗M

(b) Cooperative mode

Coop. Coop. · · · Coop.

with SU1 with SU2 with SUK

PU1 η∗1,1 η∗1,2 · · · η∗1,K

PU2 η∗2,1 η∗2,2 · · · η∗2,K

· · · · · · · · ·

PUM η∗M,1 η∗M,2 · · · η∗M,K

7.3.5 Transmission Mode and Relay Selection Subproblem

Given the optimal transmit power of the PUs and the SUs, the total energy efficiency

of the network can be calculated as:

η∗ =
M∑

m=1

K∑
k=1

(β(d)
m η∗m + β

(c)
m,kη

∗
m,k). (7.41)

The transmission mode and relay selection subproblem can be formulated as:

max
[β

(d)
m ,β

(c)
m,k]

η∗ (7.42)

s. t. C1 : β(d)
m +

K∑
k=1

β
(c)
m,k ≤ 1,

C2 :
M∑

m=1

β
(c)
m,k ≤ 1.

which is a linear binary optimization problem, that can be solved using graph-based

optimization method. To implement such optimization problem, we construct two

tables: Table 7.1a, whose columns contain the maximum energy efficiency when

the mth PU chooses direct transmission mode; Table 7.1b, which contain the op-

timal energy efficiency when the mth PU chooses the kth SU as a relay node for

cooperation mode.

It can be seen that the optimal transmission mode and relay selection solution

of (7.42) is equivalent to finding the maximum sum of the energy efficiency elements

which are chosen from various rows and columns, except for the direct mode. From

(7.42), we can see that when the energy efficiency of the mth PU obtained in direct

mode is larger than all of the energy efficiency of the PU obtained in cooperative
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mode, the PU should choose the direct mode. Hence, to solve the optimization

problem formulated in (7.42), for the mth row, 1 ≤ m ≤ M , we first compare the

element in direct mode with the other elements in the same row number in Table

7.1b; if the energy efficiency of the PU obtained in direct mode is the largest, then

we set β
(d)
m = 1, β

(c)
m,k = 0, and delete the corresponding row in Table 7.1b. For

the remaining, we can solve the optimal relay selection subproblem for cooperation

transmission mode.

Given the constraints on both PUs and SUs, the optimal relay selection subprob-

lem can be described as a bipartite graph, and the problem of finding the optimal

relay can be regarded as an optimal matching algorithm in the bipartite graph that

can be solved by a modified Kuhn-Munkres (K-M) algorithm [5, 89, 90]. A brief

description of this algorithm and its complexity is presented in Appendix E.

Based on the optimal relay selection results, we obtain the corresponding en-

ergy efficiency for cooperative mode, which is compared with that obtained from

the direct mode for each PU. If the latter is larger, we set in direct mode the cor-

responding PU and rerun the K-M algorithm until the optimal energy efficiency

obtained for cooperative mode is larger than that from the direct mode for all the

PUs. In Algorithm 7.2, we present a brief description of the algorithm.

7.4 Numerical Results

In this section, we evaluate the system performance and effectiveness of the proposed

solution throughout Monte Carlo simulations. A single PUs’ cell of 250m radius is

considered (see Fig. 6.1), and a summary of the scenario parameters are shown

in Table 7.2. Results are obtained averaging over 5000 independent configuration

snapshots, each one with different PUs’ and SUs’ positions within the cell (PUs

and SUs are uniformly distributed within the area), and independent realizations

of shadowing and fading. Regarding the time slot subdivision between PU and SU,

we initially assume t1 = T/2, which is the choice maximizing energy efficiency, as

shown in Section 7.4.6.
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Algorithm 7.2 Transmission Mode and Relay Selection Optimization

1: Solving optimal power allocation subproblem

to obtain η∗m and η∗m,k, construct Table 7.1

2: for the mth PU

if η∗m > η∗m,k, ∀ 1 ≤ k ≤ K

then

set β
(p,d)
m = 1

delete the mth row in Table 7.1b

end

end

Table 7.1b is updated

3: repeat

4: Apply K-M algorithm on Table 7.1b to find

optimal relay node obtaining β
(c)
m,k

5: if β
(c)
m,kη

∗
m,k < η∗m, 1 ≤ m ≤M

set β
(p,d)
m = 1

set β
(c)
m,k = 0

Update Table 7.1b removing the mth row

end

6: until β
(c)
m,kη

∗
m,k > η∗m,∀ PUm in Table 7.1b.
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Table 7.2: System parameters

Cell radius 250m

Small scale fading distribution Rayleigh fading

Carrier frequency 3.5GHz

Bandwidth 50MHz

Noise power per link, σ2 −90 dBm

Shadowing, s
(p,s)
m,k Standard deviation of 8 dB

Average channel gain at 1 m, k0 −39 dB

Path-loss exponent, γ 3

Circuit power per UE (PU or SU), Pc 20 dBm

Maximum transmit power per UE, Pmax 24 dBm

Minimum data rate constraint, R
(p,min)
m 100Mbit/s

Fraction of bandwidth, ρm 0.66

7.4.1 Convergence of the Iterative Algorithm

In Fig. 7.1, we show the energy efficiency in deciBel, i.e., η(dB) = 10 log10 η, for

different values of PUs’ and SUs’ circuit power, Pc, as a function of the number of

iterations, to illustrate the convergence of the proposed algorithm. It can be seen

that the iterative algorithm generates a nondecreasing sequence and converges to

a stable point within 15 iterations. In addition, we can observe the effect of Pc to

energy efficiency. As expected, the energy efficiency decreases with the increase of

Pc.

7.4.2 Energy Efficiency Versus Maximum Transmit Power

In Fig. 7.2, the average energy efficiency varying the maximum transmit power,

Pmax, is presented. The number of PUs and SUs is chosen randomly at every adap-

tation with a maximum number of 10 PUs and 10 SUs. From the figure, it can be

observed that the energy efficiency increases with an increase of Pmax up to approx-

imately 0.1W, beyond which the energy efficiency saturates. Besides, we compare

the performance of our solution with three different algorithms:

• A random choice algorithm in which PUs choose cooperative relays randomly.
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Figure 7.1: Energy efficiency versus number of iterations with M = 10 and K = 10,

for different circuit power consumption Pc.

• A non-cooperative approach in which a similar system model is considered but

PUs choose relays to increase their own energy efficiency, instead of maximizing

the total energy efficiency of the system.

• A system in which there are only PUs, and therefore only direct transmission

is possible.

As can be observed, the proposed algorithm outperforms the other three solutions.

In addition, compared to a system where only PUs are present, we can show that

with our approach having the same available spectrum, higher energy efficiency can

be achieved, and also more users are able to use the resources available.

7.4.3 Energy Efficiency Versus Number of PUs

Fig. 7.3 illustrates the effect that an increasing number of PUs have on energy ef-

ficiency when the number of SUs is set to 10. When the number of PUs is smaller

than the number of SUs, we can observe a higher energy efficiency achieved. How-

ever, increasing the number of PUs, the energy efficiency decreases because of the

increased contention of PUs to choose the most convenient cooperative relay. When

the number of PUs becomes larger than the number of SUs, the decline of the curve
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Figure 7.2: Energy efficiency varying the maximum transmit power. Three different

algorithms are compared. M and K in this case change randomly from 1 to 10.

becomes sharper. This comes from the fact that not every PU can choose a coop-

erative relay and is bounded to perform a direct transmission. As we have shown

before, the energy efficiency based only on direct transmission is lower than the one

based on the cooperative relay.

7.4.4 Energy Efficiency Versus Path Loss Exponent

In Fig. 7.4, the average energy efficiency varying the path-loss exponent, γ, is pre-

sented. With the increase of γ, the energy efficiency decreases; this is due to the

increased attenuation, which reflects in a lower data rate. Also, it can be seen that

our algorithm outperforms the energy efficiency obtained from the scheme proposed

in [66], in which only PUs’ power is optimized, the non-cooperative approach, as

well as a system where only PUs are present. In harsh propagation environments

with γ > 3.5, the energy efficiency of the proposed algorithm outperforms the direct

transmission scenario by approximately 110% and the proposed scheme in [66] by

10 percentage points.
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Figure 7.3: Energy efficiency varying number of PUs. M varies from 2 to 18 and

K = 10.

7.4.5 Energy Efficiency Versus Shadowing

Standard Deviation

In Fig. 7.5, we illustrate the average energy efficiency varying the shadowing stan-

dard deviation. As can be seen, also considering the previous figure, the proposed

algorithm is more robust to shadowing and attenuation hence offers better perfor-

mance in harsh propagation environments. The proposed scheme outperforms the

direct transmission scenario by 72% and the proposed scheme in [66] by nearly 20

percentage points.

7.4.6 Energy Efficiency Versus Time Slot Division

In Fig. 7.6, is illustrated the average energy efficiency varying the time slot division

chosen in the two relay transmission links. As we notice in the figure, when both

links have the same duration, we can achieve the highest value of energy efficiency. In

addition, it can be observed that the variation between the maximum, for t1/T = 0.5,

and minimum value, for t1/T = 0.9, of energy efficiency is not very high. This fact

confirms the robustness of the proposed algorithm to the choice of the time slot

division in the relay transmission.

77



Chapter 7. Proposed joint RA and RS scheme

2 2.5 3 3.5 4

0

20

40

60

80

100

120

E
n

e
rg

y
 E

ff
ic

ie
n

c
y
 I

n
c
re

m
e

n
t 

(%
)

Figure 7.4: Energy efficiency increment with respect to direct mode varying the

path loss exponent. M and K change randomly from 1 to 15 while σs = 8dB.
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Figure 7.5: Energy efficiency increment with respect to direct mode versus shadow-

ing standard deviation. M and K in this case change randomly within 1 and 15

while γ = 3.
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Figure 7.6: Energy efficiency versus time slot division in the relay transmission link.

The parameters M and K are random variables uniformly distributed from 1 to 10.

7.5 Future incorporation with RT models

In the above presented work, the propagation channel was modelled using a stochas-

tic channel model with a Rayleigh distributed r.v. and a log-normal r.v. with a

shadowing parameter. In future, instead of stochastic model, a deterministic one

like RT will be used. In addition, a real environment will be taken in consideration

and modelled into the RT. In this way, the results can be seen from two different

propagation modelling and comparison between them can give us a better under-

standing of which model to use for future works.
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Chapter 8

Conclusions

In the first part of this thesis, a new dynamic ray tracing approach that can per-

form a deterministic ray-based prediction in a moving environment, was presented.

This new algorithm allows to extend ray tracing prediction over a given multipath

coherence time using an analytical formulation, assuming constant accelerations for

moving objects. In addition, through DRT, the computation of the Doppler’s shifts

for each ray can be completed within a single run.

This new approach is shown the give the same results as multiple RT runs on

successive environment configurations at a fraction of the computation time, with a

speed up of the order of 48x. Additionally, DRT was validated over two case studies:

1) ideal street canyon, and 2) comparison with measurements in an intersection.

Future work will be concentrated on validating DRT in different vehicular scenarios.

In addition, the extrapolation time or coherence time which is related to the lifetime

of rays has to be known in advance. So a formulation regarding this lifetime of rays

need to be further explored.

The second part of the thesis, was dedicated to the presentation of novel energy-

efficient architecture for CRN is proposed where each PU can choose one SU as a

relay node. To encourage the cooperative behaviour of the SUs, PU lease a fraction

of their allocated spectrum to the relay SUs to transmit their data. In addition,

a centralized resource management network architecture to achieve a performance

enhancement of the cell. The resource allocation problem is formulated as a con-

strained sum energy efficiency maximization problem. Meanwhile, a modified K-M

algorithm is used to solve the transmission mode and relay selection sub-problem.
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Chapter 8. Conclusions

System simulation performed in a typical multiuser case show that the proposed

algorithm converges to the solution within a small number of iterations. Further-

more, the proposed algorithm shows a robustness to the choice of time division in

the relay transmission.
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Appendix A

Doppler frequency calculation

One of the advantages of the DRT approach is the computation of Doppler informa-

tion online in the algorithm with the aid of simple formulas. In such a way, there is

no need to consider successive “snapshots” of the environment with slightly different

displacements of the objects, and then to calculate the Doppler shifts with a “finite

difference” computation method.

When TX and RX are both moving, the resulting apparent frequency f
′
, includ-

ing the Doppler frequency shift fD is computed for the LoS ray using the following

equation:

f
′
= f0 + fD = f0

(
c− vRX · k̂
c− vTX · k̂

)
(A.1)

where (·) represents the vector dot product operator, f0 is the carrier frequency of

the transmitted signal, k̂ is the unit vector of the ray’s direction from TX towards

RX, and vTX , vRX are the velocities of transmitter and receiver, respectively.

This formula can be extended to rays with multiple bounces, where we have n

scattering points, each one moving with different speed (see Fig. A.1):

f
′
= f0 + fD = f0

n+1∏
i=1

(
c− vi · k̂i
c− vi−1 · k̂i

)
(A.2)

where vi, i = 1, 2, .., n is the velocity of the i-th interaction point, v0 = vTX , and

vn+1 = vRX , respectively.

Equation (A.2) assumes that the velocities of the interaction points on the objects

are known. In the simplified case of small scattering objects that can be approx-

imated as ”point scatterers”, no further processing is needed, and we can directly

apply eq. (A.2).
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Appendix A. Doppler frequency calculation

Figure A.1: Representation of the multiple scatterers Doppler model

Instead, in the case of large objects we need to compute the velocity of the

interaction points on the object surface as explained in Chapter 4.
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Appendix B

Reflection points’ velocity and

acceleration calculation

Given the reflection point position (QR), its velocity (vQR
) can be determined by

deriving eq. (4.2) with respect to time. The x-component of vQR
can be calculated

as:

vQR,x
=
∂xQR

∂t
=
∂xQR

∂xTX

∂xTX

∂t
+
∂xQR

∂yTX

∂yTX

∂t

+
∂xQR

∂xRX

∂xRX

∂t
+
∂xQR

∂yRX

∂yRX

∂t

= fxTX
+ fyTX

+ fxRX
+ fyRX

,

(B.1)

with

fxTX
=
∂xQR

∂xTX

vTX,x

fyTX
=
∂xQR

∂yTX

vTX,y

fxRX
=
∂xQR

∂xRX

vRX,x

fyRX
=
∂xQR

∂yRX

vRX,y.

The partial derivatives in (B.1) can be easily computed by deriving xQR
w.r.t.
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Appendix B. Reflection points’ velocity and acceleration
calculation

the x,y coordinates of TX and RX:

∂xQR

∂xTX

= 1− yTX

yTX + yRX

∂xQR

∂yTX

=
yRX(xRX − xTX)

(yRX + yTX)2

∂xQR

∂xRX

=
yTX

yTX + yRX

∂xQR

∂yRX

=
−yRX(xRX − xTX)

(yRX + yTX)2

and substituting these expressions in (B.1) we finally get vQR,x.

By following the same method as above, we can obtain the z-component of the

velocity, vQR,z, by time deriving the z-coordinate of QR (zQR
).

A similar procedure is used to calculate aQR
by deriving vQR

with respect to

time:

aQR,x = a
(1)
QR,x + a

(2)
QR,x + a

(3)
QR,x + a

(4)
QR,x

=
∂

∂t
fxTX

+
∂

∂t
fyTX

+
∂

∂t
fxRX

+
∂

∂t
fyRX

(B.2)

For the sake of brevity, we report below only the computation of the first partial

derivative in eq. (B.2):

a
(1)
QR,x =

∂

∂t
fxTX

=
∂

∂t

∂xQR

∂xTX

∂xTX

∂t
+
∂xQR

∂xTX

vTX,x

∂t

=

(
∂2xQR

∂xTX∂yTX

∂yTX

∂t
+

∂2xQR

∂xTX∂yRX

∂yRX

∂t

)
vTX,x

+
∂xQR

∂xTX

aTX,x

=

(
∂2xQR

∂xTX∂yTX

vTX,y +
∂2xQR

∂xTX∂yRX

vRX,y

)
vTX,x

+
∂xQR

∂xTX

aTX,x

(B.3)

where the partial derivatives in (B.3) are expressed by:

∂xQR

∂xTX

= 1− yTX

yTX + yRX

∂2xQR

∂xTX∂yTX

=
−yRX

(yTX + yRX)
2

∂2xQR

∂xTX∂yRX

=
yTX

(yTX + yRX)
2 .
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Appendix B. Reflection points’ velocity and acceleration
calculation

By substituting these expressions in (B.3) we obtain a
(1)
QR,x.

By repeating the same procedure for the remaining components of aQR,x, we

finally get:

aQR,x =

(
∂2xQR

∂xTX∂yTX

vTX,y +
∂2xQR

∂xTX∂yRX

vRX,y

)
vTX,x

+
∂xQR

∂xTX

aTX,x +

(
∂2xQR

∂yTX∂xTX

vTX,x +
∂2xQR

∂yTX∂xRX

vRX,x

)
vTX,y

+

(
∂2xQR

∂y2TX

vTX,y +
∂2xQR

∂yTX∂yRX

vRX,y

)
vTX,y +

∂xQR

∂yTX

aTX,y

+

(
∂2xQR

∂xRX∂yTX

vTX,y +
∂2xQR

∂xRX∂yRX

vRX,y

)
vRX,x +

∂xQR

∂xRX

aRX,y

+

(
∂2xQR

∂yRX∂xTX

vTX,x +
∂2xQR

∂yRX∂xRX

vRX,x

)
vRX,y

+

(
∂2xQR

∂yRX∂yTX

vTX,y +
∂2xQR

∂y2RX

vRX,x

)
vRX,x +

∂xQR

∂yRX

aRX,y.

(B.4)

A similar approach can be adopted to compute the z-component of aQR
.
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Appendix C

Diffraction Point’s Velocity and

Acceleration Calculation

Time derivation of (4.15), gives us the z-component of the diffraction point instan-

taneous velocity:

vQD,z
=
∂zQD

∂t
=
∂zRX

∂t
+
∂

∂t

(
dRX

dRX + dTX

(zTX − zRX)

)
= vRX,z +

dRX

dRX + dTX

(vTX,z − vRX,z)

+(zTX − zRX)
∂

∂t

(
dRX

dRX + dTX

) (C.1)

where

∂

∂t

(
dRX

dTX + dRX

)
==

∂dRX

∂t
(dRX + dTX)−

(
∂dRX

∂t
+ ∂dTX

∂t

)
dRX

(dTX + dRX)2
(C.2)

The derivative of dRX with respect to time can be computed by applying the

derivative chain rule to eq. (4.14):

∂dRX

∂t
=
∂dRX

∂xRX

∂xRX

∂t
+
∂dRX

∂yRX

∂yRX

∂t

=
1

dRX

[(xRX − xQD
) vRX,x + (yRX − yQD

) vRX,y] .

(C.3)

In similar way the derivative of dTX can be calculated:

∂dTX

∂t
=

1

dTX

[(xTX − xQD
) vTX,x + (yTX − yQD

) vTX,y] (C.4)

By substituting (C.3) and (C.4) into (C.2) and (C.1), we finally get vQD,x.

The diffraction point’s acceleration (aQD,z
) can be computed in a similar way by

time deriving (C.1).
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Appendix D

Proof of Theorem 1

To solve the problem in (7.19), Lagrange dual method is used [86]. For this purpose,

we first need the Lagrange function of this problem. The Lagrangian can be written

as:

L(P (p,r)
m,k , P

(p,s)
m,k , P

(s)
m,k, α1, α2, λ, δ, ϵ, ξ, θ, µ, ν, κ) = α1 + α2

+ λ(P (p,max)
m − P (p,s)

m,k ) + δ(P
(s,max)
k − P (p,r)

m,k − P
(s)
m,k)

+ ϵ(R
(p,r)
m,k −R

(p,s)
m,k ) + ξ(R

(p,s)
m,k −R

(p,min)
m )

+ δ(R
(p,r)
m,k −R

(p,min)
m ) + µ(R

(s)
m,k −R

(s,min)
k )

+ ν(R
(p,s)
m,k − α1(P

(p,c)
m,k )) + κ(R

(s)
m,k − α2(P

(s)
m,k + P (s)

c )). (D.1)

If the set of solutions (P
(p,s)∗
m,k , P

(p,r)∗
m,k , P

(s)∗
m,k , α

∗
1, α

∗
2) is the solution of the problem

in (7.19), then exist the Lagrange multipliers λ, δ, ϵ, ξ, θ, µ, ν, κ in order to satisfy

the KKT conditions [84] for the problem (7.19). The conditions are as follows:



∂L
∂P

(p,s)
m,k

= ν(P
(p,s)
m,k − α∗

1)− λ− ϵR
(p,s)
m,k = 0

∂L
∂P

(p,r)
m,k

= (ϵ+ θ)R
(p,r)
m,k − να∗

1 − δ = 0

∂L
∂P

(s)
m,k

= (µ+ κ)R
(s)
m,k − κα∗

2 − δ = 0

(D.2)
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∂L
∂α1

= 1− νP (p,c)
m,k = 0 (D.3)

∂L
∂α2

= 1− κ(P (s)
m,k + P (s)

c ) = 0 (D.4)

∂L
∂λ

= P p,max
m − P (p,s)

m,k = 0 (D.5)

∂L
∂δ

= P s,max
k − P (p,r)

m,k − P
(s)
m,k = 0 (D.6)

∂L
∂ϵ

= R
(p,r)
m,k −R

(p,s)
m,k = 0 (D.7)

∂L
∂ξ

= R
(p,s)
m,k −R

(p,min)
m = 0 (D.8)

∂L
∂θ

= R
(p,r)
m,k −R

(p,min)
m = 0 (D.9)

∂L
∂ξ

= R
(s)
m,k −R

(s,min)
k = 0 (D.10)

∂L
∂ν

= R
(p,s)
m,k − α

∗
1P

(p,c)
m,k = 0 (D.11)

∂L
∂κ

= R
(s)
m,k − α

∗
2(P

(p,c)
m,k + P (s)

c ) = 0 (D.12)

Considering that P
(p,c)
m,k > 0 and P

(p,c)
m,k + P

(s)
c > 0 then from (D.3) and (D.4) we

have 
ν = 1

P
(p,c)
m,k

κ = 1

P
(s)
m,k+P

(s)
c

(D.13)

and (D.11) and (D.12) are equivalent to
α∗
1 =

R
(p,s)
m,k

P
(p,c)
m,k

α∗
2 =

R
(s)
m,k

P
(s)
m,k+P

(s)
c

.

(D.14)

The system equations (D.2), (D.5)–(D.10) are the KKT conditions of the opti-

mization problem in (7.20) for ν = ν, κ = κ, α1 = α∗
1, α2 = α∗

2.
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Appendix E

Summary of K-M algorithm

For the sake of completeness, we briefly introduce some definitions and a theorem

regarding the K-M algorithm.

Bipartite: A bipartite graph is a graph whose vertices can be divided into two

disjoint sets U and V , such that every edge connects a vertex in U to one in V . It

can be represented as G = (U, V,E) with E denoting the edges of the graph.

Weighted bipartite: A weighted bipartite is a bipartite in which each edge

(u, v) has a weight factor w(u, v).

Matching: A matching in a graph is a subset H ⊆ G. If H and G share the

same vertex set, then H is called a complete matching. The size of a matching is

denoted as |H| which equals to the number of edges in H.

Feasible vertex labeling: A feasible vertex labeling in G is a real-valued

function l on U ∪ V such that for u ∈ U and v ∈ V ,

l(u) + l(v) ≥ w(u, v). (E.1)

Equality subgraph: If l is a feasible labeling, we denote a subgraph of G as Gl

which contains a number of edges and the endpoints of these edges. If the edges of

Gl meet the condition l(u) + l(v) ≥ w(u, v), then Gl is called the equality subgraph

for l.

Theorem 2: If l is a feasible vertex labeling for G, andH is a complete matching

of U to V with H ⊆ Gl, then H is an optimal assignment of U to V .
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Appendix E. Summary of K-M algorithm

E.1 Solving Optimal Relay Selection Problem

Based on K-M Algorithm

Applying K-M algorithm to solve the optimal relay selection problem of the PUs,

a weighted bipartite graph G with a bipartite division G0 = (U, V,E) is con-

structed, where the set of vertices U represents the set of PUs, that is, U =

[PU1,PU2, ...,PUM ] and the set of vertices V represents the set of SUs, V =

[SU1, SU2, ..., SUK ]. The weight of the edge (PUm, SUk) in the weighted bipartite

graph can be defined as the joint energy efficiency of the mth PU and the kth SU,

that is, η
(p,c)
m,k + η

(s)
m,k, m = 1, ..,M and k = 1, .., K.

The steps of solving the optimal relay selection problem based on K-M algorithm

can be described as follows:

1. Find initial feasible vertex labeling and determine G0
l and choose an arbitrary

matching H in G0
l .

2. If H is a maximum matching for G, then the optimization problem is solved.

Otherwise, the label having not being allotted by the distribution H is selected

in G0
l . Set S = U , and T = Φ, which denotes the empty set.

3. NG0
l
(S) denotes the collection of points which connect with S in G0

l . If

NG0
l
(S) ̸= T , go to step (2). Otherwise, NG0

l
(S) = T . Find

∆ = min(l(u) + l(v) ≥ w(u, v)|u ∈ S, v ∈ V − T ) (E.2)

and replace existing labeling l with l
′
by

l
′
(u) =


l(u)−∆, u ∈ S

l(u) + ∆, u ∈ T

l(u), otherwise.

The process continues until an equal sub-graph consisting a complete match is

obtained.
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Appendix E. Summary of K-M algorithm

E.2 Complexity of the K-M Algorithm

Theoretically, the K-M algorithm is guaranteed to reach the global optimal solution

[91]. It is the first proved polynomial algorithm and it was observed to be a strongly

polynomial by Munkres in Reference [92]. Further, Edmonds and Karp in Reference

[93] noticed that it can be modified to O(n3) running time.

In our case in each of the steps (1) or (2) the algorithm adds one edge to the

matching and this happens O(|V |). In addition, it needs O(|V |) to find the right

vertex (if there is one) and improving the labelling takes O(|V |) time to find delta

and to update the labelling accordingly. We might have to improve the labelling

O(|V |) times until we matching occurs. This makes for a total of O(|V 2|). In all,

there are O(|V |) iterations each taking O(|V |) work, leading to a total running time

of O(|V 3|).
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