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Introduction 

The present dissertation collects the main research activities carried out during my 3-year Ph.D. program 

and their results. The dissertation’s subject is related to the role of the measurements applied to the modern 

power systems’ issues. The ambition is to cover different measurement application fields: both the distribution 

grid monitoring and the electrical assets diagnostics. In particular, the overarching theme is the metrological 

characterization of sensors and instrumentation applied in these contexts, attempting to add something new to 

the existing scientific literature. The modern power networks already need a large amount of information to 

be operated and day by day new information is required to improve the operation performance. Moreover, it 

is also fundamental that the available information is reliable and accurate. Therefore, the role of metrology is 

crucial. Hence, understanding better the sensors and the instrumentation employed by the power system 

operators and studying new solutions are justified. The dissertation is organized in five chapters, which are 

briefly described. The first chapter introduces the “Smart Grid” concept, which is the paradigm followed by 

the modern power systems. It is discussed how the role of the measurements is strictly linked both with this 

concept and its development, since they actively contribute to the monitoring of the grid and its assets. 

Moreover, in Chapter 1 are presented some notions regarding the main issues that constitute a challenge for 

the effectiveness and the reliability of the distribution power system operations, such as the outdoor electrical 

assets degradation, the power quality disturbances, and the grid state monitoring: these issues are the ones that 

have primarily driven my research activity. In Chapter 2, the sensors and the instrumentation mostly involved 

in the metrological characterization studies of this dissertation are described, such as instrument transformers, 

energy meters and phasor measurement units. Chapter 3 reports the main concepts of metrology, presenting 

the methodology employed to evaluate the measurement uncertainty in the whole research work. After that, 

Chapter 4 and Chapter 5 are the core of the dissertation. In Chapter 4, the research on the measurement applied 

to the electrical asset diagnostics is presented. An innovative drone-based measurement system is proposed for 

monitoring medium voltage surge arresters. This system is described, the tests, and its metrological 

characterization are presented. Chapter 5, instead, deals with the research regarding the measurements applied 

to the grid monitoring and it is made of three parts. The first part concerns the metrological characterization of 

the low-voltage electronic energy meters’ operation under off-nominal power conditions. Original test 

procedures have been designed for both frequency and harmonic distortion as influence quantities, aiming at 

defining realistic scenarios. Consequently, the tests have been performed to assess whether the energy meters’ 

performance is affected by these conditions, using the percentage error index. The second part deals with 

medium voltage inductive current transformers. An in-depth investigation on their accuracy behavior in 

presence of current distortion is carried out, by acquiring realistic waveforms from the network and applying 

them to these sensors. The composite error index and its approximated version have been employed for this 
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analysis. Based on the same test setup, a closed-form expression for the measured current total harmonic 

distortion uncertainty estimation has been experimentally validated. The metrological characterization of a 

virtual phasor measurement unit is the subject of the third and last part: first, a calibrator has been designed 

and the uncertainty associated with its steady-state reference phasor in different conditions has been evaluated 

coherently with the relevant standard; then, this calibrator acted as a reference, and it has been used to 

thoroughly characterize the phasor measurement unit implemented within a real-time simulator. Finally, the 

dissertation ends with the conclusions that can be drawn from the overall research work. 
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Chapter 1 Distribution Power Network Monitoring and Measurements 

In this Chapter, a brief presentation of the modern distribution networks is given, focusing especially 

on the issues that justify the need and the implementation of monitoring and measurement apparatuses. First, 

a basic overview of the Smart Grid concept is introduced; after that, some of the relevant problems and 

challenges faced in the distribution power systems management are described. These elements provide the 

reader with the context and the reasons supporting the research work presented in Chapter 4 and Chapter 5. 

 

1.1 The Modern Power Network: “Smart Grid” 

In recent years the power systems have been evolving towards a totally new paradigm, if compared to 

the 20th-century concept. Powerful drivers such as the information and communication technologies, the 

network operators’ asset management objectives, the decarbonization and ecological policies are pushing this 

transformation [1]. The ultimate goal is the so-called “Smart Grid” vision. Several definitions of Smart Grid 

can be found, since it is a rich set of different aspects [1]–[4]. The definition chosen by the European 

Commission [4] is: “a Smart Grid is an electricity network that can cost efficiently integrate the behavior and 

actions of all users connected to it – generators, consumers and those that do both – in order to ensure 

economically efficient, sustainable power system with low losses and high levels of quality and security of 

supply and safety”. Moreover, a concise but effective comparison between the Smart Grid and the traditional 

grid implementation paradigms is summarized in Table 1.1 [2]. 

Table 1.1 Smart Grid vs traditional grid implementation paradigms. 

Traditional Grid Smart Grid 

Electromechanical Digital 

One-way communication Two-way communication 

Centralized generation Distributed generation 

Few sensors Sensors throughout 

Manual monitoring Self-monitoring 

Manual restoration Self-healing 

Failures and blackouts Adaptive and islanding 

Limited control Pervasive control 

Few customer choices Many customer choices 
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Different listings of the Smart Grid objectives are proposed as well. However, all of them agree on the 

following aspects: i) reducing the environmental impact of the entire power system; ii) improving the reliability 

and safety of the system and quality of the service; iii) enabling the transition to distributed energy resources 

and fostering new technologies; iv) involving the consumers as active players in the energy market and raising 

awareness of their role in the power grid operation. Many considerations could be made on the Smart Grid 

definition, since it is evident the large number of the involved branches of knowledge that are required to 

interact among each other. However, the point of view adopted in the present dissertation is the asset managers’ 

and power system operators’ one. In other words, how to have awareness of the distribution network operating 

status by means of a smart infrastructure, in order to deliver a high-quality energy service, and at the same 

time keeping the running costs acceptable? The fast rise of distributed energy sources, electric vehicles and 

charger stations, and the overall growth of the electric power demand, while a lot of legacy grid infrastructures 

are still present, make the challenge harder: 

• two-way power flows, scarcely programmable distributed renewable-energy generation plants 

characterized by low inertia hinder the grid stability. 

• electronic loads contaminate the electric power quality, especially in the electric vehicle case, 

where large amount of power can be suddenly absorbed. 

• ageing and degradation of the existing assets lead to failures and unavailability of the service. 

To face these issues the solution is the synergy among measurements, telecommunications, and control 

automations. In this way it is possible to: i) remotely get reliable information about the health and the state 

variables of the overall system; ii) elaborate the information, providing useful data as input for both the control 

algorithms and management; iii) finally, maintain and remotely operate the grid accordingly. 

 

1.1.1 The Role of Measurements in the Smart Grid 

It follows that the influence of the electrical measurement applications on the Smart Grid development 

is crucial and they deserve thorough research [5], [6]. In fact, a power system required to automatically monitor 

and control itself not only needs a widespread presence of sensors and measuring instruments deployed across 

the grid, but they must be properly calibrated, granting suitable-quality measurement results. In this context, 

two categories of measurements could be identified, according to their final application: measurements for the 

diagnostics and the measurements for the grid monitoring. The aim of the measurements for the diagnostics is 

providing the electrical technology expert with pieces of information useful for inferring the health status and 

possibly the residual life estimate of the electrical asset installed across the grid (i.e., transformers, surge 

arresters, switchgears, cable insulation, cable joints, etc.). While the aim of the measurements for the grid 

monitoring is strictly supplying electrical measurement (voltages, currents, phase angles, energies, etc.) as 
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input for actuators and power system control algorithms, which perform almost real-time analysis of the grid 

state to keep its stability and promptly react to anomalies, such as faults. A glaring example of the applied 

measurements for the Smart Grid, is the smart metering infrastructure. It consists of a huge number of revenue 

energy meters, installed at strategic nodes (e.g., customer connection points, substations, etc.) and, among 

other functionalities, they transmit the measured data for billing to the system operators’ data concentrators. 

The uncertainty affecting the transmitted energy measurements directly translates into financial uncertainty 

[6], other than lack of knowledge in the decision-making algorithms employed in the power grid control rooms. 

Consequently, the measurement chain composed of sensors and instrumentation shall be characterized with a 

well-established uncertainty. Moreover, it is not sufficient to conduct the metrological characterization study 

in the so-called “reference conditions”, but also in conditions where different influence quantities are present, 

which are not uncommon in real-world scenarios. 

 

1.2 Distribution Power Network Issues 

In this Section, a deeper focus on some of the main distribution power network issues continuously 

confronted by the system operators is presented. The choice fell on the problems directly linked to the electrical 

assets and grid state monitoring, where the metrology expert contribution can really tip the balance thanks to 

proper measurement systems design and characterization. First, an overview on the degradation and 

diagnostics of outdoor electrical assets is given; second, some of the main power quality phenomena and their 

consequences are discussed, referring also to the main related standards; finally, the principal grid state 

monitoring operations are recalled and the link with the metrological performance of the sensors and 

instrumentation is underlined. 

 

1.2.1 Electrical Assets Degradation and Diagnostics 

The system operators need to manage the assets composing the energy distribution infrastructure. Often 

these are installed in outdoor environment and in remote rural areas (e.g., pole-mounted transformers and 

switchgears, insulators, overvoltage suppressors, etc.), but also in difficult-to-reach locations, such as 

underground cables and cable joints. If one component abruptly fails, it could cause a service unavailability, 

causing economic loss to the interrupted customers. The energy regulatory authorities1 are called to oversee 

the electrical energy market to foster it, guaranteeing competitiveness and quality of service on behalf of the 

 

1 The Italian authority is called Autorità di Regolazione per Energia Reti e Ambiente (ARERA). The European 

authorities cooperate within the Council of European Energy Regulators (CEER), aiming to a competitive and sustainable 

European energy market. 
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system operators. Since the availability of the service is fundamental, the system operators are incentivized to 

invest on good asset management practices, namely, the diagnostics and preventive maintenance. 

Concerning the outdoor infrastructures, they are inevitably subjected for long periods to stress due to 

factors typical of the place in which they are located. These factors are of various nature, but they can be 

divided into two categories: the environmental ones and meteorological ones. The former are related to the 

contact with elements such as flora, fauna, and contaminants. The latter are essentially agents such as wind, 

ice, heat, direct lightning strikes and humidity. Taken together, these elements can both directly cause faults 

that require immediate intervention (e.g., tree falling on a live line) and accelerate the aging process of the 

infrastructures (e.g., deposit of contaminants on insulators and consequent ignition of discharges). Some 

examples of outdoor components of the distribution network and the mechanisms that can lead to faults are: 

• The conductors of the lines, typically stranded, are subjected to: direct lightning strikes possibly 

causing alterations of the strands and eventually cracking them; corrosion, triggered by humidity 

and pollutants (true for aluminum-steel conductors) [7]; mechanical fatigue, due both to the 

oscillatory motions forced by the wind [8], [9], and to the load of the weight of the ice that can 

form around the conductors. 

• The insulators can be subject to: overvoltages caused by lightning strikes; thermal and 

mechanical cycles which, by weakening the insulator structure, prompt the creation of cracks in 

which moisture and other substances can penetrate, compromising the reliability. In addition, 

the deposit of contaminants (sand, salt, industrial pollutants) together with humidity, can reduce 

considerably the surface resistance, thus inducing the triggering of discharges that can damage 

the insulator itself [10], [11]. Finally, some failures are caused by more unexpected external 

factors, such as biological agents, fauna, and vandalism. 

• The pole-mounted transformers are step-down medium-voltage (MV) to low-voltage (LV) 

transformers located approximately at the level of the power lines, fixed on special poles or 

platforms. After a near lightning strike event, the induced impulsive overvoltage could 

determine insulation failure [12]. Being placed outdoors, some failure mechanisms may be more 

frequent than in the case of indoor installations. For example: cracks on the casing resulting in 

oil leaks, damage to critical external components such as bushing, loose and/or corroded 

electrical connections. 

• The pole-mounted switchgears, as well as the isolators, fail due to surface and corona discharges 

eased by the deposit of contaminants on the surface [13]. In addition, failures caused by loose 

contacts and rusty components are not uncommon [14]. 

• The wooden poles are subject to decay phenomena, metal structures can corrode or lose 

mechanical fasteners (e.g., bolts). These degradation mechanisms must be identified promptly 
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both to prevent the live line and/or equipment mounted on the structure from falling to the 

ground, and to avoid dangers for the safety of linemen when they carry out operations working 

at height. 

• The metal-oxide surge arresters are made of metal-oxide disks which are fit into a polymeric or 

porcelain enclosure, typically installed close to the MV side of the distribution transformers to 

protect them from potentially dangerous overvoltages. As for the insulators, superficial deposits 

of contaminants can trigger flashovers and the enclosure, especially the polymeric ones, are 

sensitive to the environmental stress. Nevertheless, the major threat is when a failure affects the 

metal-oxide disks, which are not visible from the outside. In fact, in these conditions, 

overvoltages would directly hit the transformer. 

To prevent failures that could cause the interruption of the service, it is necessary to conduct an effective 

preventive monitoring activity. But it can be observed that to carry out a widespread control of these devices, 

it would be necessary to install monitoring systems for each component across the network. However, an 

overhead network can cover thousands of kilometers and such a solution would not be practical and cost 

effective. Therefore, it is inevitable to send linemen crews to conduct targeted on-site inspections. The visual 

observation allows the quick identification of anomalies along the line: broken insulators, compromised 

mechanical components, vegetation close to energized conductors, external damage to transformers, and 

switchgears, etc. It is also common to use other measuring instruments that allow rapid checks, such as thermal 

imaging cameras and ultraviolet cameras [10], [15]. Through thermography it is possible to identify situations 

such as altered joints and connections, currents on insulators, surge arresters’ defects, low oil level in 

transformers, etc. On the other hand, the observation of the ultraviolet spectrum allows the identification of 

surface discharges and the corona effect. In the specific case of the surge arresters, the leakage current flowing 

towards ground under normal operation could be monitored to gain information on the device’s health. The 

most common ways of conducting the inspections are the ground-based or flight inspections [16], [17]. The 

ground-based inspections consist in linemen crews who, on foot or by land vehicles, move along the stretch of 

the line to be examined. Conversely, the flight inspection is traditionally conducted by means of helicopters, 

which allows the on-board expert technicians to observe from a close distance the electrical infrastructures. 

However, both solutions have drawbacks. The need to inspect long line segments from the ground is critical 

for linemen: the lines often extend across rough and difficult-to-access terrains. Hence, they find themselves 

moving on foot on uneven grounds, which is a difficult working condition that can compromise the outcome 

of the inspection itself. The helicopter inspections, other than being expensive and not always feasible (e.g., 

presence of inhabited areas and livestock), are risky for the safety of the crew: in fact, an effective inspection 

requires a low-speed low-height flight in proximity of the live lines. 
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In recent years, Unmanned Aerial Vehicles (UAVs), also known as drones, have gained increasing 

popularity in civilian applications as well as in military ones [18]. This fact is not surprising, since the UAVs 

are suitable for a large number of operations in which the action of man or traditional aircraft is risky and/or 

inefficient. Consequently, using UAVs for remote sensing activities aimed at monitoring the power lines seems 

a smart technological solution. In [19] it is indicated that UAV-based inspections are faster than ground 

inspections and that it can provide results with similar or better quality than those deriving from more 

expensive helicopter inspections. The system operators have already shown real interest in this innovative 

approach, as documented by the presence of case studies [20] and pilot trials (in Italy, e-distribuzione has 

recently started to use UAVs [21]). Work on this topic has been done and it is reported in Chapter 4.  

 

1.2.2 Power Quality 

The power quality topic cannot be neglected with the intention of discussing the importance of 

measurements in the modern power network. In fact, the spread of the distributed energy resources and 

electronic devices cause disturbances to the voltage and current at the nodes, inducing deviations from the 

rated parameters. Moreover, the customers are progressively more interested in the power quality that they can 

expect from the system operators and the latter, in turn, know that the power quality disturbances have 

consequences on the network management, since they affect the electrical assets, the connected loads and the 

measuring apparatuses. Therefore, it is of paramount importance both accurately detect these phenomena and 

performing accurate measurements when the disturbances are just influence quantities. A very common type 

of disturbance is the harmonic distortion. The non-linear loads, such as electric drives and all the system 

containing static power converters, absorb non-sinusoidal currents even though a sinusoidal voltage is 

supplied. When the current draw become relevant, this can even result in a voltage distortion at the point of 

common coupling (PCC). The current harmonic distortion can produce excessive heating of the electrical 

assets, while voltage distortion can increment the electric field stress on the assets, reducing their designed life 

[22], [23]. Hence, it is crucial to accurately measure voltages and currents in these conditions. However, care 

must be taken to ensure that the sensors and the instrumentation are able to effectively transduce and measure 

also the distorted waveforms. In fact, this is not obvious, and it can depend on many factors. One of them it is 

the device physical nature (as in the sensors case), but also the measurement algorithm implementation 

constitutes a limit, as far as the digital instrumentation is concerned. All these elements explain why a cautious 

metrological characterization is needed. 

To prevent excessive “pollution” of the voltages and currents across the network, several technical 

standards have been issued by different organizations covering the power-quality-related problems from 

different points of view. In this dissertation, the standard EN 50160 [24] and the standard IEEE Std 519 [25] 
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have been used as a reference for the metrological characterization activities presented in the following 

Chapters, since they point out useful knowledge regarding the expected disturbance scenarios. Below an 

overview of the relevant contents is presented. 

 

1.2.2.1 EN 50160 Standard 

The CENELEC’s standard EN 50160 [24] is titled “Voltage characteristics of electricity supplied by 

public electricity networks”. The latest version has been released in 2010 with the latest amendment published 

in 2019. The standard prescribes the limits of many different power quality disturbance phenomena that can 

affect the transmission and the distribution networks. Since the present dissertation deals with distribution 

networks only, the requirements concerning high-voltage (HV) networks are ignored. The rated voltage and 

frequency values for LV and MV systems are summarized in Table 1.2 

Table 1.2 Voltage and frequency rated values for 

LV and MV networks according to EN 50160. 

 LV MV 

Frequency [Hz] 50 50 

Voltage [V] 230 1000 ÷ 36000 

 

The disturbance phenomena are classified as: “continuous phenomena”, if the deviations from the 

nominal value occur continuously over time; or “voltage events”, if the deviation from the nominal waveshape 

are significant and sudden. The summary of all the typologies of the disturbance phenomena is given in Table 

1.3. 

Table 1.3 Disturbance phenomena classification in LV/MV networks according to EN 

50160. 

Continuous Phenomena Voltage Events 

• Power frequency variations 

• Supply voltage variations 

• Rapid voltage changes 

• Supply voltage unbalance 

• Harmonic voltage 

• Interharmonic voltage 

• Mains signalling voltage2 

• Interruptions of the supply voltage 

• Supply voltage dips and swells 

• Transient overvoltages 

• Mains communication voltages 

 

 

2 It applies only to MV networks. 
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Given the importance of the power frequency variations and the harmonic voltage magnitude in the 

metrological analysis conducted in the next Chapters, detailed information on the EN 50160 standard’s 

prescription regarding these two continuous phenomena are reported in the following. Concerning the 

constraints on the power frequency variations, they are the same for LV and MV systems and are listed in 

Table 1.4. 

Table 1.4 Power frequency variations limits for LV/MV networks 

according to EN 50160. 

Systems with synchronous connection to an interconnected system: 

50 Hz ± 1 % 

50 Hz + 4 %  /  - 6 % 

during 99.5 % of a year. 

during 100 % of the time. 

Systems with no synchronous connection to an interconnected system: 

50 Hz ± 2 % 

50 Hz ± 15 % 

during 99.5 % of a year. 

during 100 % of the time. 

 

Table 1.4 shows that more allowance is given to frequency variations in systems isolated from the 

mainland networks and, consequently, characterized by low inertia. With respect to the harmonic voltage 

magnitude limitations, the EN 50160 standard identifies a limit for each harmonic component, as listed in 

Table 1.5 for both MV and LV networks. The h stands for the harmonic component order number, while uh 

represents the harmonic voltage component RMS normalized by the fundamental power frequency component. 

Table 1.5 Normalized harmonic voltage limits for LV/MV networks according to EN 

50160. 

Odd Harmonics 
Even Harmonics 

Not multiples of 3 Multiples of 3 

h [-] uh [%] h [-] uh [%] h [-] uh [%] 

5 6.0 3 5.0 2 2.0 

7 5.0 9 1.5 4 1.0 

11 3.5 15 1.03, 0.54 6 … 24 0.5 

13 3.0 21 0.75   

17 2.0     

19 1.5     

23 1.5     

25 1.5     

 

 

3 It applies to LV networks. 
4 It applies to MV networks. 
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The limitations apply for the 95 % of the week. The analysis of harmonic content is often conducted 

“globally” by considering all the components together and summarized in the total harmonic distortion (THD) 

index: 

 𝑇𝐻𝐷 = √ ∑ (𝑥ℎ)2

ℎ𝑚𝑎𝑥 

ℎ=2

, (1.1) 

where, hmax is the highest harmonic order considered and xh = uh. The THD shall be less than or equal to 

8 %. The standard does not consider the harmonic orders above the 40th (i.e., usually hmax= 40) and it prescribes 

limitations only up to the 25th order. The knowledge on the phenomena populating the frequency range between 

2 kHz and 150 kHz (i.e., the frequency range between the upper limit of the power quality band and the lower 

limit of the CISPR’s conducted emissions band) is still to be consolidated and there is significant research 

work ongoing [26]. 

 

1.2.2.2 IEEE Std 519 Standard 

The IEEE’s standard IEEE Std 519 [25] is titled “IEEE Recommended Practice and Requirements for 

Harmonic Control in Electric Power Systems” and the latest version has been released in 2014. This standard 

guides the power system designers in the scenario where non-linear loads are connected to the network. In 

fact, as opposed to EN 50160, the IEEE Std 519’s recommendations regard both the current and voltage 

harmonic distortion limits at the PCC between the system operators and the customers. As consequence, the 

good practices defined in the standard shall be followed both by the customers, preventing excessive current 

distortion from their loads, and by the system operators, limiting the voltage distortion of the supply, even by 

reducing the impedance characteristics of their system. The IEEE Std 519 covers all the voltage levels, but 

coherently with the choice made in the Paragraph 1.2.2.1, only the prescriptions regarding the LV and MV 

systems are reported. The harmonic voltage distortion limitations are listed in Table 1.6, where U is the voltage 

at the PCC, uh is the harmonic voltage component RMS normalized by the fundamental power frequency 

component at the PCC, THD is the same as the one defined in Eq. (1.1) with hmax = 50 and xh = uh. 

Table 1.6 Normalized harmonic voltage and THD limits for LV/MV networks 

according to IEEE Std 519. 

Voltage U at the PCC [kV] uh [%] THD [%] 

U ≤ 1.0 5.0 8.0 

1 < U ≤ 69 3.0 5.0 
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The limitations apply for the 95 % of the week, while exceptions are given on the 99 % of the day with 

values up to 1.5 times the Table 1.6’s values. The harmonic current distortion limitations are instead listed in 

Table 1.7, where: ih is the harmonic current component RMS normalized by the fundamental power frequency 

component at the PCC, h is the harmonic component order number, and THD is the one defined in Eq. (1.1), 

where hmax = 50 and xh = ih. 

Table 1.7 Normalized current and THD limits for LV/MV networks according to IEEE Std 519. 

 ih [%] (odd harmonics) 

ISC/IL 3 ≤ h < 11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 35 ≤ h < 50 THD 

< 20 4.0 2.0 1.5 0.6 0.3 5.0 

20 < 50 7.0 3.5 2.5 1.0 0.5 8.0 

50 < 100 10.0 4.5 4.0 1.5 0.7 12.0 

100 < 1000 12.0 5.5 5.0 2.0 1.0 15.0 

> 1000 15.0 7.0 6.0 2.5 1.4 20.0 

ISC = maximum short-circuit current at the PCC. 

IL = maximum demand load current (fundamental frequency component) at the PCC. 

 

Note: the even harmonics are limited to 25 % of the odd harmonic limits above. 

 

The limitations apply for the 95 % of the week, while exceptions are given on the 99 % of the week and 

on the 99 % of the day with values up to 1.5 times and 2 times, respectively, the Table 1.7’s values. Finally, 

the standard provides additional information on interharmonic voltage distortion, voltage notches and 

disturbance caused on nearby telecommunication lines. 

 

1.2.3 Distribution Grid State Monitoring 

With respect to the measurements for grid monitoring applications, additional elements on the topic are 

given in this Section, underlining the strong connection between the measurement and the power system 

sciences. The system operators must carry out a focal task, that is the state estimation (SE) of the network [27]. 

The successful SE allows them to maintain the network in a stable state, guaranteeing the energy supply to 

every connected load. Collecting via telemetry the various measurement from the installed instrumentation 

and the switches statuses, the energy management system (EMS) running the SE algorithm determines the 

optimal solution for the system state. There are major differences between the SE task in transmission and 

distribution networks. In general, the distribution networks are distinguished: first, by a radial topology, even 

though they are evolving towards a meshed topology to enhance the flexibility and the quality of the service, 

but also to allow for more distributed generation; second, by a substantial lower density of installed measuring 

instruments compared to the HV power systems. This causes a more intensive usage of the so-called pseudo 

measurements, which consist of historical data, short-term forecasts, generation dispatch and so on, resulting 

in a much more approximated SE solution. As the distribution networks are evolving towards the smart grid 
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model, new technologies are progressively installed, such as phasor measurement units [28], [29] and smart 

energy meters [30]–[32]. Given the economical budget limitations and the need of maximizing the results, 

research has been conducted not only to find the optimal placement for this new equipment, but also on the 

impact of the measurement uncertainty on the SE results [33]–[35]. Better SE results guarantee more network 

availability, because the impact of faults and other conditions affecting the normal safe operating status can be 

avoided or at least mitigated. Correct and reliable identification of the fault locations reduce the downtime due 

to maintenance time, improving the system operators’ results. Another relevant consequence of the deployment 

of effective measurement instrumentation is the spotting of non-technical losses, defined as those energy losses 

due to energy thefts or malfunctioning meters. Finally, the metrological characterization of the measurement 

instrumentation employed in such critical applications is fundamental, as well as the one for the electrical 

assets diagnostics, and it will be discussed in Chapter 5. 
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Chapter 2 Sensors and Instrumentation for Power Network Monitoring 

The present Chapter offers an overview of the state-of-the-art electrical sensors and instrumentation for 

the distribution power network monitoring, especially focusing on those studied during the 3-years PhD 

program activities. Some of them already play a central role in the nowadays distribution network, such as the 

inductive instrument transformers and the electronic energy meters; the others are gaining more attention and 

progressively new installations can be observed, this is the case of low-power instrument transformers, energy 

meters with smart features and, finally, the phasor measurement units. 

 

2.1 Instrument Transformers 

The instrument transformers (ITs) are the most common sensors for measuring currents and voltages in 

the distribution networks nodes. Their role is to adapt or transduce the measured quantity at the primary side 

of the device into an electrical quantity whose power can be managed by the input of the cascaded measuring 

instrumentation. The ITs can be basically categorized in different types, as sketched in Figure 1, and they will 

be further discussed in the following. 

 
Figure 1 Classification of the instrument transformer types. 

 

2.1.1 Inductive Instrument Transformers 

The inductive instrument transformers (IITs) are traditional electric power transformers specifically 

designed for electrical measurement applications and they are the most common and traditionally employed 

devices across the MV and HV networks. The IITs are divided in two categories: the protective IITs and the 

measuring IITs. The protective IITs are the ones whose output signal is fed into the protective relays, and they 
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will not be discussed further. Hence, for sake of brevity, the measuring IITs will be simply referred as IITs, if 

not stated otherwise. The IITs characteristics are illustrated on their name plate, where the accuracy class and 

the rated output can be found. The rated output is defined in the standard EN 61869-1:2009 [36] as “the value 

of the apparent power at a specified power factor which the instrument transformer is intended to supply to 

the secondary circuit at the rated secondary current (or voltage) and with rated burden connected to it”. As 

for the accuracy class, it is defined as “a designation assigned to an instrument transformer the ratio error and 

phase displacement of which remain within specified limits under prescribed conditions of use”. These two 

definitions are fundamental from the metrological point of view since they outline the operating point of the 

IIT together with the error affecting the current (or voltage) scaling. As one can imagine, the error in sinusoidal 

conditions is about both the amplitude and the phase of the transduced quantity. This twofold aspect is 

evaluated by means of the ratio error and the phase displacement. More details will be given in the Paragraphs 

below. 

 

2.1.1.1 Inductive Current Transformers 

The inductive current transformers (ICTs), as the inductive voltage transformers (IVTs), are basically 

made by two windings (called “primary” and “secondary” windings) wound around a ferromagnetic core. 

However, with respect to ICTs, the primary winding often consists of a single turn embodied either by a bar 

in series with the conductor carrying the current to be measured, or by the conductor itself. In the latter case, 

the ICT is made of a toroidal ferromagnetic core on which only the secondary winding is wound, and the 

primary winding conductor passes straight through the toroid’s hole. In Figure 2 a LV toroidal ICT (left) and 

an indoor MV ICT (right) are shown. 

  
Figure 2 Inductive current transformer examples: a LV toroidal ICT (left) and an 

indoor MV ICT (right). 
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The primary winding is installed in series with the current to be measured, while the secondary is closed 

on a resistive load, called burden. In Figure 3 the typical ICT insertion schematic is represented, where B 

identifies the burden. 

 
Figure 3 Inductive current transformer insertion schematic. 

 

To minimize the influence of the ICT on the system connected at the primary side, the ICT’s turn ratio 

is much less than 1 and the secondary is almost short-circuited by the burden. If the secondary is accidentally 

open circuited, the step-up-like transformation ratio determines an induced voltage at the secondary terminals 

which could be destructive for the winding insulation, consequently a protection control is needed. Moreover, 

the secondary winding is electrically grounded to drain away possibly dangerous capacitive currents and thus 

guaranteeing the electrical safety of the system [37], [38]. 

As mentioned before, the accuracy class definition depends on the ratio error and the phase displacement 

parameters. The ratio error 𝜀𝐼 is defined as [36], [39] “the error which an instrument transformer introduces 

into the measurement and which arises from the fact that the actual transformation ratio is not equal to the 

rated transformation ratio” and the following equation holds: 

 𝜀𝐼 =
𝑘𝑟𝐼

|𝐼𝑠| − |𝐼𝑝|

|𝐼𝑝|
× 100 %, (2.1) 

where, 𝑘𝑟𝐼
 is the ICT rated transformation ratio; |𝐼𝑝| is the actual primary current RMS; |𝐼𝑠| is the actual 

secondary current RMS when |𝐼𝑝| is flowing. Whereas, the ICT phase displacement Δ𝜑𝐼 is defined as [36], 

[39] “difference in phase between the primary current and the secondary current phasors, the direction of the 

phasors being so chosen that the angle is zero for an ideal transformer. The phase displacement is said to be 

positive when the secondary current phasor leads the primary current phasor”, then: 

 Δ𝜑𝐼 = ∠𝐼𝑠 − ∠𝐼𝑝, (2.2) 
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where ∠𝐼𝑝 and ∠𝐼𝑠 are the phase angles of the secondary and primary current phasors 𝐼𝑠 and 𝐼𝑝, 

respectively. 

Both the relationships expressed in Eqs. (2.1) and (2.2), which are strictly defined for sinusoidal 

waveforms only, can be further clarified with the help of the simplified transformer phasors vector diagram 

shown in Figure 4; where, Φ𝑀 is the phasor corresponding to the magnetizing flux, and 𝐼0 is the current phasor 

representing the sum of the magnetizing current and the current modeling the joule losses in the iron core. 

 
Figure 4 Inductive current transformer simplified phasors vector diagram. 

 

The vector diagram emphasizes how the measurement error parameters strongly depend on 𝐼0. Thus, a 

well-designed ICT requires a high-permeability, finely laminated and high-resistivity ferromagnetic core. It is 

interesting to point out that there is no significant dependance on the windings ohmic resistance and on the 

leakage fluxes. Typical ICT rated output values go from few VA up to few tens of VA and the standard current 

outputs are 1 A and 5 A. As for the ratio error and phase displacement, the maximum limits for each accuracy 

class are prescribed in [39] and listed in Table 2.1. 

 

Table 2.1 Ratio error and phase displacement limits for ICTs according to EN 61869-2. 

Accuracy 

Class 

Ratio error 

± % 

Phase displacement 

± Minutes  ± Centiradians 

at current (% of rated) at current (% of rated) at current (% of rated) 

1 5 20 50 100 120 1 5 20 100 120 1 5 20 100 120 

0.1 - 0.4 0.2 - 0.1 0.1 - 15 8 5 5 - 0.45 0.24 0.15 0.15 

0.2 - 0.75 0.35 - 0.2 0.2 - 30 15 10 10 - 0.9 0.45 0.3 0.3 

0.2 S 0.75 0.35 0.2 - 0.2 0.2 30 15 10 10 10 0.9 0.45 0.3 0.3 0.3 

0.5 - 1.5 0.75 - 0.5 0.5 - 90 45 30 30 - 2.7 1.35 0.9 0.9 

0.5 S 1.5 0.75 0.5 - 0.5 0.5 90 45 30 30 30 2.7 1.35 0.9 0.9 0.9 

1 - 3.0 1.5 - 1.0 1.0 - 180 90 60 60 - 5.4 2.7 1.8 1.8 

3 - - - 3 - 3 - - - - - - - - - - 

5 - - - 5 - 5 - - - - - - - - - - 
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2.1.1.2 Inductive Voltage Transformers 

The inductive voltage transformers (IVTs) are step-down electric power transformers and their 

construction is strongly dependent on the insulation design, which is required to withstand the voltage 

difference between the high-voltage terminal and the lower voltage parts. For HV applications, where the 

voltage difference imposes a burdensome design, a capacitive divider stage is commonly added before the IVT 

primary winding terminals. This specific design is called capacitor voltage transformer. In Figure 5, an indoor 

(left) and an outdoor (right) MV IVTs are shown. 

 

 

Figure 5 MV Inductive voltage transformer examples, indoor (left) and outdoor (right) designs. 

 

The primary winding is installed in parallel with the voltage to be measured, while the secondary is 

closed on the burden. In Figure 6 the typical IVT insertion schematic is represented, where B identifies the 

burden. 

 
Figure 6 Inductive voltage transformer insertions schematic. 

 

As for the ICTs, also the IVTs must minimize their influence on the system connected at the primary 

side. Consequently, the IVT’s turn ratio is much greater than 1 and the secondary is closed on a high-impedance 
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burden. To avoid large current absorption, a current limiting system is installed at the secondary side of the 

IVT. The secondary winding is electrically grounded for safety as well. 

The ratio error 𝜀𝑈 and the phase displacement Δ𝜑𝑈 definitions for IVTs are identical to the ones for 

ICTs, but this time for voltages, as in Eq. (2.3) and Eq. (2.4): 

 𝜀𝑈 =
𝑘𝑟𝑈

|𝑈𝑠| − |𝑈𝑝|

|𝑈𝑝|
× 100 %, (2.3) 

 Δ𝜑𝑈 = ∠𝑈𝑠 − ∠𝑈𝑝, (2.4) 

where, 𝑘𝑟𝑈
 is the IVT rated transformation ratio, |𝑈𝑝| is the actual primary voltage RMS, |𝑈𝑠| is the 

actual secondary voltage RMS when |𝑈𝑝| is applied, ∠𝑈𝑝 and ∠𝑈𝑠 are the phase angles of the secondary and 

primary voltage phasors 𝑈𝑠 and 𝑈𝑝, respectively. In Figure 7 a simplified transformer phasors vector diagram 

graphically represents the errors of Eqs. (2.3) and (2.4). The complex quantity 𝑍𝑡𝑜𝑡 denotes the total effective 

winding impedance of the IVT. 

 
Figure 7 Inductive voltage transformer simplified phasors vector diagram. 

 

Figure 7 shows that the IVT measurement error parameters 𝜀𝑈 and Δ𝜑𝑈 depend on both 𝑍𝑡𝑜𝑡 and 𝐼𝑝; the 

latter, in turn, is equal to the vector sum of 𝐼0 and 𝐼𝑠 referred to the primary side. Hence, it is evident a much 

more complex relationship between the constructive aspects and the error parameters. In general, for a good 

IVT design, the windings shall present a low resistivity and an effective coupling with a high-performance 

ferromagnetic core. The typical IVT rated output values goes from few VA up to a hundred VA and the 

common standard voltage outputs are 100 V or 100/√3 V, depending on the insertion. The ratio error and phase 

displacement limits for each accuracy class are prescribed in [40] and listed in Table 2.2. 
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Table 2.2 Ratio error and phase displacement limits for IVTs according to EN 61869-3. 

Class Voltage (ratio) error ± % 
Phase displacement 

±Minutes ±Centiradians 

0.1 0.1 5 0.15 

0.2 0.2 10 0.3 

0.5 0.5 20 0.6 

1.0 1.0 40 1.2 

3.0 3.0 - - 

 

2.1.2 Low-Power Instrument Transformers 

During the last decades a new generation of ITs has been developed and they are referred to as low-

power instrument transformers (LPITs). The architecture of the LPITs is substantially different from the 

traditional IITs since it is based on very different technologies. In fact, the LPITs could be composed of 

different stages, both active and passive, also including the integration of digital systems. These differences 

between LPITs and IITs allow for the highlighting of the advantages and disadvantages of this new generation 

ITs compared to the traditional ones. Not surprisingly, the accuracy specifications of LPITs are still expressed 

by means of the ratio error and the phase displacement, computed by means of the input and the output quantity. 

In presence of digital stages, the evaluation of the LPITs’ phase displacement could be more cumbersome 

compared to the IIT case. Below a brief description of some of the most common implementations for current 

and voltage measurements in distribution networks is given. 

 

2.1.2.1 Rogowski Coil 

The Rogowski coil is a transducer that converts alternating currents in alternating voltages. It is made 

of a non-ferromagnetic toroidal core around which an insulated wire is wound to form a coil. The toroidal core 

acts just as mechanical support for the coil and a soft plastic sheath embeds the whole thing. Some examples 

of Rogowski coils are displayed in Figure 8. From left to right: a flexible, split-core LV solution, a MV 

combined LPIT featuring a Rogowski coil within the resin body, a rigid window-like design. 
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Figure 8 Different Rogowski coil examples. From left to right: flexible, split-core LV solution, a MV combined LPIT 

featuring a Rogowski coil within the resin body, a rigid not-openable design. 

 

The working principle is based on the Faraday’s law of induction: the conductor carrying the current to 

be measured passes through the hole delimited by the toroidal support and the current’s time-varying magnetic 

flux links to the coil, producing a voltage between the coil terminals. Often the coil is electrically shielded, 

and a third terminal connected to the shield is available. The toroidal core is usually built in a split-core 

solution, but also not-openable cores can be found. Given the weak magnetic coupling due to the low magnetic 

permeability of the core, the Rogowski coil is intrinsically not very sensitive (a few kiloampere current at 

power frequency, would result typically in tens or few hundreds of millivolts). Moreover, the output voltage 

is proportional to the derivative of the current, this requires an integrating stage, which can be implemented in 

an analog or a digital solution, depending on the design constraints. As conclusion, the Rogowski coil is cheap, 

very light, flexible, and easy to install, ensuring galvanic separation. Most of all, thanks to the excellent 

linearity due to the absence of iron, it is capable of measuring currents characterized by wide dynamics and 

frequency bandwidth. This feature is very important in the Smart Grid power quality scenarios, especially if 

compared to the ICTs, which are subjected to iron core saturation and bandwidths limited to few kHz. Despite 

its advantageous characteristics, the Rogowski coil has some drawbacks compared to the ICTs: it needs signal 

conditioning which requires a power supply, it suffers external electromagnetic disturbances and the relative 

position between the core and the conductor affects the measurement result. 

 

2.1.2.2 Voltage Dividers 

The voltage dividers, as the IVTs, scale down the primary voltage to a secondary voltage that can be 

managed by the instrumentation connected to the transducer. As it can be deduced by their name, they are 

simple resistive, capacitive, resistive-capacitive voltage dividers. In MV applications the capacitive dividers 

are frequently used since they work up to MHz and almost no heat losses are present. Their accuracy is limited 

by the non-ideal behavior of the dielectric material, and they must be properly shielded. In contrary of the 
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resistive dividers, the purely capacitive dividers cannot be employed in direct current applications. They are 

lightweight and much less bulky than IVTs, but often active signal conditioning circuit is needed. Some 

pictures of MV capacitive dividers are reported in Figure 9. From left to right: an indoor MV capacitive divider, 

an outdoor MV capacitive divider, an outdoor MV combined LPIT featuring a capacitive divider. 

 
  

Figure 9 MV voltage divider examples. From left to right: an indoor MV capacitive divider, an outdoor MV 

capacitive divider, an outdoor MV combined LPIT featuring a capacitive divider. 

 

2.2 Energy Meters 

The electrical energy meters (EMs) are the devices accountable for the recording of the electric loads’ 

energy consumption, with a well-defined accuracy. Needless to say, this operation is crucial for correct energy 

billing and power network load knowledge. Historically, the EMs were electromechanical devices: a torque, 

proportional to the electric power absorbed at the load terminals, drives a rotating disk, which in turn 

increments the count of a mechanical register. Such a device has many drawbacks, and it is not suitable for the 

Smart Grid development: it requires the human intervention for reading the register and it can only measure 

the absorbed active energy. The progressive integration of electronic and digital components in the EMs’ 

design have opened up for the implementation of a large number of sophisticated functionalities. In fact, as a 

first step, the digital sampling and computing have allowed for voltage, current, reactive and active power 

measurements. The game-changing technology to make the EMs “smart” is the secure two-way 

communication interface [1], [41]. This enables the system operators to remotely retrieve the measured 

quantities from the EMs distributed network, perform bi-directional billing with prosumers, and take actions 

such as modifying customers’ service-level parameters and also disconnecting them. Moreover, the two-way 

communication feature coordinated with proper measurement procedures and control algorithms would enable 

system fault and non-technical losses detection and diagnosis, demand-side management, power quality 

control, and other advanced operations. In Figure 10 the typical schematic of a modern single-phase EM is 

presented. Two voltage signals proportional to the load current i and to the load voltage v, respectively, are 
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appropriately filtered (BF) and amplified (A) before being sampled by an analog-to-digital converter (ADC). 

The digitized samples are then stored in memory (M) and a digital signal processor (DSP) performs the 

computation for the required measurements. Finally, the microprocessor (µP) manages the display (D) and the 

communication with the system operator’s data concentrator. For LV EMs, the voltage transducer is typically 

a voltage divider, and the current sensor is a resistive shunt. When high currents and voltages must be 

measured, the EM’s interface with the active line are ITs and their output is acquired. After that, the voltage 

and current sampling from the ADCs must be simultaneous, otherwise the instantaneous power would be 

wrongly measured. Moreover, if active/reactive power measurement are required, then a phase-locked loop 

(PLL) is needed to synchronize the sampling to the mains frequency. Usually, there are LED indicators on the 

device interface blinking every time the measured energy increases by one unit (e.g., one blink for 1 Wh of 

active energy absorbed). 

 
Figure 10 Modern energy meter generic schematic. 

 

The EM calibration is quite delicate, because the electric energy depends on the following different 

quantities: voltage, current and time. A common procedure is the employment of a standard reference energy 

meter that reads the LED light pulses emitted by the tested EM. The EM accuracy is expressed as a relative 

error and typical electronic EM accuracy classes go from 0.5 % up to 2.5 %. More will be discussed in Section 

5.1, where the relevant standards are presented too. 

 

2.3 Phasor Measurement Units 

The pursuance of the Smart Grid demands the development of applications capable of enhancing the 

power network monitoring. These applications can be accomplished by deploying many intelligent devices 

that communicate among each other, gathering pieces of information to depict the status of the monitored 

power network portion. To obtain this unified picture, the devices must be coordinated by sharing a common 
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time reference, i.e., they must be synchronized. Such a solution empowers the recording of the events and 

electric quantities in wide areas, hence advanced fault analysis and study of the network operating status 

evolution can be carried out. This topic is central in the development of smart substations, intelligent relay 

equipment, LPITs coupled with stand-alone merging units, and the IEC 61850 standard [42] actual 

implementation in general. However, these new technologies require a thorough characterization from the 

timing point of view, assessing how good is the synchronization with the unified time reference. In the next 

years, this will be a major challenge to be faced by the metrology applied to the power systems. One of the 

most important instruments in the scenario presented above is the phasor measurement unit (PMU). The PMU 

is a measurement device or function in a multifunction device that outputs a synchronized phasor, frequency, 

rate of change of frequency (ROCOF) from voltage and/or current signals and a time synchronizing signal 

[43], [44]. The time synchronizing signal is usually an accurate Coordinated Universal Time (UTC) timestamp, 

which is necessary to tag the measured output quantities. In PMU applications, the generic alternating voltage 

or current signal 𝑥 is modeled as: 

 𝑥(𝑡) = 𝑋𝑀(𝑡) cos[2𝜋𝑓0𝑡 + 𝜙(𝑡)] + 𝐷(𝑡) , (2.5) 

where, 𝑡 is the time and 𝑡 = 0 matches the UTC second occurrence, 𝑋𝑀 is the cosine amplitude; 𝑓0 is 

the rated power frequency, 𝜙 is the phase angle and 𝐷 is the sum of all disturbances, such as noise, harmonics, 

etc. The definition of PMU introduces three measurands: the synchronized phasor, the frequency and the 

ROCOF; all of them are explained in the following. The synchronized phasor (or synchrophasor) 𝑋 is an 

extension of the traditional phasor concept to a time-referenced and dynamic context and its expression is: 

 𝑋(𝑡) =
𝑋𝑀(𝑡)

√2
𝑒−𝑗𝜙(𝑡) . (2.6) 

The synchrophasor links the phasor’s phase angle 𝜙 to the UTC, stating as null phase the phase of a 

sinusoidal waveform which shows its maximum value in correspondence of the UTC second rollover. Second, 

the RMS 
𝑋𝑀

√2
 and 𝜙 of the synchrophasor are defined as time-dependent quantities: this because the real-world 

power system signals are not perfect steady-state sinusoids and the synchrophasor’s time dependance takes 

that into account. A graphical representation is given in Figure 11. In the upper part of the plot, a sinusoidal 

signal (normalized by its amplitude) has its peak value at 𝑡 = 0, corresponding to the UTC second occurrence, 

and at 𝑡 = 𝑡∗ there is a 15 % step-increase of the magnitude and a 45° phase variation. In terms of 

synchrophasors, the sinusoidal signal is represented by 
1

√2
∠0 (bottom-left polar plot) for 0 < 𝑡 < 𝑡∗ and by 

1.15

√2
∠45 (bottom-right polar plot) for 𝑡 ≥ 𝑡∗. 
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Figure 11 Time-varying synchrophasor representation. 

 

The frequency is defined as: 

 𝑓(𝑡) = 𝑓0 + Δ𝑓 = 𝑓0 +
1

2𝜋

𝑑𝜙(𝑡)

𝑑𝑡
 , (2.7) 

where Δ𝑓 is the frequency variation with respect to 𝑓0. Of course, the frequency variation influences 

directly 𝜙(𝑡). Finally, the ROCOF is just the frequency time-variation so: 

 𝑅𝑂𝐶𝑂𝐹(𝑡) =
𝑑𝑓(𝑡)

𝑑𝑡
=

1

2𝜋

𝑑2𝜙(𝑡)

𝑑𝑡2
 . (2.8) 

The PMU shall forward to the data concentrator the synchrophasor, the frequency and the ROCOF 

measurements tagged with the UTC timestamp corresponding to the time instant they refer to. These data 

packets are sent at rates that are multiples or sub-multiples of the rated power frequency: this rate is called 

reporting rate and it is usually denoted with 𝐹𝑠. The metrological performance of PMUs is characterized by 

means of quite simple indexes defined in the IEEE Std 60255-118-1 [43]. Each index is related to one of the 

measured quantities listed above, that is, the synchrophasor, the frequency and the ROCOF. The first one is 

the total vector error (TVE), which is defined as: 

 𝑇𝑉𝐸 =
|�̂� − 𝑋|

|𝑋|
= √

(�̂�𝑟 − 𝑋𝑟)
2

+  (�̂�𝑖 − 𝑋𝑖)
2

(𝑋𝑟)2 + (𝑋𝑖)2
  , (2.9) 

t = 0 s

0° 0°

45°45°

 1

0

1
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where, �̂� is the measured synchrophasor, 𝑋 is the reference synchrophasor and the subscripts 𝑟 and 𝑖 

indicate the real and imaginary part respectively of the synchrophasor. The TVE quantifies the deviation of 

the measured synchrophasor from the reference one and it is usually expressed in percent. Assuming a 50-Hz 

system and no errors affecting the magnitude of �̂�, a phase angle error of approximately 0.57° between �̂� and 

𝑋 would cause an unacceptable value of the TVE. Since the phase angle error of 0.57° translates into a time 

error of approximately 32 µs, it is shown how tight the timing requirements are for the synchrophasor 

measurements. The frequency and the ROCOF measurements are characterized with a simple absolute error, 

the frequency error (FE) and the ROCOF error (RFE), which are respectively expressed in Eqs. (2.10) and 

(2.11): 

 𝐹𝐸 = 𝑓 − 𝑓 , (2.10) 

 𝑅𝐹𝐸 = 𝑅𝑂�̂�𝑂𝐹 − 𝑅𝑂𝐶𝑂𝐹 ; (2.11) 

the hat accent symbol marks the measured value as in Eq. (2.9). It follows from Eqs. (2.6), (2.7) and 

(2.8) that also the TVE, the FE and the RFE are defined as time-dependent quantities. The maximum tolerated 

values for the aforementioned indexes depend on the PMU class, as defined by the IEC 60255-118-1 standard. 

The document describes the M class and the P class: the M-class PMU is the one dedicated to measurement 

and monitoring applications, where accuracy is privileged; whereas, the P-class PMU are fast-response PMUs 

for protection applications. In Table 2.3 the TVE limits prescribed by the standard for steady-state 

synchrophasor measurements are listed, for both P-class and M-class PMU. In Table 2.4, instead, the 

limitations on the FE and the RFE are reported. 
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Table 2.3 TVE limits for steady-state measurements according to IEC 60255-118-1. 

Influence 

quantity 

Reference 

condition 

Minimum range of influence quantity over which PMU shall be within given TVE limit 

P-class M-class 

Range 
Max TVE 

[%] 
Range 

Max TVE 

[%] 

Signal 

Frequency 
𝑓0 𝑓0± 2.0 Hz 1 

𝑓0± 2.0 Hz for 𝐹𝑠< 10 

1 𝑓0± 𝐹𝑠/5 for 10 ≤ 𝐹𝑠 <25 

𝑓0± 5.0 Hz for 𝐹𝑠 ≥ 25 

Signal 

Magnitude 

Voltage 

100 % 

rated 
80 % to 120 % rated 1 10 % to 120 % rated 1 

Signal 

Magnitude 

current 

100 % 

rated 
10 % to 200 % rated 1 10 % to 200 % rated 1 

Harmonic 

distortion 

(single 

harmonic) 

<0.2 % 

THD 

1 %, each harmonic up to 

50th 
1 

10 %, each harmonic up to 

50th 
1 

Out of band 

interference 

signal 

<0.2 % of 

the input 

signal 

magnitude 

 None 

10 % of input signal 

magnitude for 𝐹𝑠 ≥ 10. 
1.3 

No requirement for 𝐹𝑠 < 10. 

Out-of-band interference testing: 

The input test signal frequency 𝑓𝑖𝑛  is varied between 𝑓0 and ± 10 % of 𝐹𝑠/2 with the maximum variation limited to ± 5 

Hz. 
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Table 2.4 FE and RFE limits for steady-state measurements according to IEC 60255-118-1. 

Influence 

quantity 

Reference 

condition 

Minimum range of influence quantity over which PMU shall be within given FE and 

RFE limits 

P-class M-class 

Signal 

Frequency 
𝑓0 

Range: Range: 

𝑓0± 2.0 Hz 𝑓0± 2.0 Hz for 𝐹𝑠< 10 

 𝑓0± 𝐹𝑠/5 for 10 ≤ 𝐹𝑠 <25 

 𝑓0± 5.0 Hz for 𝐹𝑠 ≥ 25 

Max |FE| [Hz] Max |RFE| [Hz/s] Max |FE| [Hz] Max |RFE| [Hz/s] 

0.005  0.4  0.005 0.1 

Harmonic 

distortion 

(single 

harmonic) 

<0.2 % 

THD 

1 %, each harmonic up to 50th  10 %, each harmonic up to 50th 

Max |FE| [Hz] Max |RFE| [Hz/s] Max |FE| [Hz] Max |RFE| [Hz/s] 

𝐹𝑠 >20 0.005 0.4 0.025 No requirements 

𝐹𝑠 ≤20 0.005 0.4 0.005 No requirements 

Out of band 

interference 

signal 

<0.2 % of 

the input 

signal 

magnitude 

- 
Interfering signal 10 % of signal 

magnitude 

- - Max |FE| [Hz] Max |RFE| [Hz/s] 

- - 0.01 No requirements 

 

The reference synchrophasor is usually a simulated signal, if a PMU algorithm is tested; whereas, if an 

actual PMU device is tested, the reference synchrophasor is the one produced by a calibrator. The latter is the 

case of the calibration conducted in the research activity discussed in Section 5.3. Finally, a generic architecture 

of a PMU hardware implementation is shown in Figure 12. The main aspect to underline is the usage of the 

absolute timing reference (coming from either a GPS receiver, or an IRIG-B or IEEE 1588 peripherals) to 

drive the ADC and acquiring samples synchronous to the timing reference. Concerning the element called 

“Estimator”, the scientific literature is rich of synchrophasor estimation algorithms, based on different 

techniques, such as the discrete Fourier transform, Kalman filters, etc. More considerations will be made within 

the context of Section 5.3. 
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Figure 12 Phasor measurement unit hardware schematic diagram. 
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Chapter 3 Uncertainty Evaluation Fundamentals 

This Chapter’s goal is offering a theoretical background for the metrological characterization of 

measuring instruments and sensors. Some of the main concepts of the metrology science are summarily 

discussed, highlighting the uncertainty and its analysis. Special attention is reserved for the “Guide to the 

expression of uncertainty in measurement” (GUM), which constitutes an acknowledged reference guideline 

for engineers and scientists who daily deal with measurements and experimental activities. 

 

3.1 Measurement Process and Uncertainty 

The International Vocabulary of Metrology (VIM) [45] defines the measurement as “process of 

experimentally obtaining one or more quantity values that can reasonably be attributed to a quantity”. The 

quantity to be measured, called measurand, is in turn defined as “property of a phenomenon, body, or 

substance, where the property has a magnitude that can be expressed as a number and a reference”, where 

the reference is typically a measurement unit in physical applications [46]. Hence, the measurement process 

creates a bridge between the empirical word, made of phenomena and physical events, and the symbolic world, 

made of models aiming to describe the phenomena with numbers. However, this connection is not ideal nor 

trivial and many factors can affect it. In fact, after the identification of the measurand, both the experimental 

process and the modelling process introduce non-idealities. During the experimental process, the measurand, 

the measuring instrument and the surrounding environment interact among each other (e.g., the laboratory 

temperature changes the measuring instrument characteristics, the measuring instrument interacts with the 

measurand and alters it, etc.). The modelling process employs mathematical relationships to describe the whole 

measurement context: the model’s mathematical approximations, the incomplete knowledge of the measurand 

and of the experimental setup inevitably impact the quality of the information obtainable from the measurement 

process. These considerations and the definitions from the VIM suggest that the measurement result is not 

complete if only a number together with a measurement unit is reported: indeed, additional information 

quantifying the quality of the measurement result must be expressed too. This information comes from the 

modern concept of uncertainty, which is addressed in the GUM as for its evaluation. The GUM states that 

“uncertainty” means doubt and it reflects the lack of knowledge of the value of the measurand [47]. The 

operational definition of the measurement uncertainty given by the VIM is “parameter, associated with the 

result of a measurement, that characterizes the dispersion of the values that could reasonably be attributed to 

the measurand”. What is the “dispersion of the values” involved in the definition and where does it come 

from? 
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In this Section it has been already mentioned that the uncertainty raises from the incomplete knowledge 

and the modelling approximations of the set composed of the measurand, the measurement instrument and the 

measurement environment. The effects generating uncertainty could influence the measurement result in two 

different ways and, hence, are identified as systematic effects and random effects [46], [47]. The systematic 

effects are generally caused by the influence quantities and, if the measurement procedure is repeated in the 

same conditions, and the influence quantities do not change, it is not possible to detect them. Nevertheless, by 

varying the influence quantities and/or changing the measurement procedure, they can be spot and corrected. 

The GUM stresses the fact that, in order to properly evaluate the uncertainty, the systematic effects correction 

must be done first. The correction of the systematic effects means that modelling and experimental activity is 

carried out to evaluate and quantify the compensation. However, this compensation can only reduce the 

systematic effects because the procedure for the correction is affected by uncertainty as well. The random 

effects, instead, are attributable to unpredictable or stochastic temporal and spatial variation of influence 

quantities. They cannot be compensated but, on the other hand, their effect can be mitigated by increasing the 

number of repeated observations and their statistical expected value is zero. 

 

3.2 Guide to the Expression of Uncertainty in Measurement (GUM) 

After the definition of the uncertainty and its meaning in Section 3.1, this Section is about how to express 

the uncertainty of a measurement result. The “Guide to the expression of uncertainty in measurement” (GUM) 

is a document developed by the major international metrological authorities with the goal of defining a 

consensual approach for the measurement uncertainty evaluation [47]. Such a shared methodology is 

fundamental for international trade and measurement comparisons. Nowadays, the GUM’s approach is widely 

considered as the state-of-the-art one. The statistics is the tool chosen by the GUM for managing the 

uncertainty evaluation. In particular, the uncertainty components are quantified as the variance or the standard 

deviation of probability distribution functions (PDFs), which can be obtained either from observed frequency 

distributions or from a-priori assumed PDFs. The former method is referred as Type A, while the second as 

Type B. If the uncertainty of a measurement result is expressed as a standard deviation, it is then called standard 

uncertainty and the notation is 𝑢(𝑥𝑖), where 𝑥𝑖 is the estimate for the generic quantity 𝑋𝑖. The subscript 𝑖 is 

introduced for the generalization to 𝑁 quantities shown in the next Sub-Section. 

 

3.2.1 Evaluating Standard Uncertainty 

First, the Type A method for the uncertainty evaluation is considered. If it is possible to observe a 

measurand 𝑋𝑖, behaving as a random variable, for 𝑛 times and these 𝑛 observations 𝑋𝑖,𝑘 are independent and 
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taken in the same conditions, then 𝑥𝑖, the best estimate of the expected value of 𝑋𝑖, is the arithmetic mean (or 

average) 𝑋𝑖: 

 𝑋𝑖 =
1

𝑛
∑ 𝑋𝑖,𝑘

𝑛

𝑘=1
. (3.1) 

The 𝑋𝑖,𝑘 observations are scattered about their average 𝑋𝑖 due to the random variation of influence 

quantities: the experimental standard deviation 𝑠(𝑋𝑖,𝑘) characterizes this variability, and it is given by 

 𝑠(𝑋𝑖,𝑘) = √
1

𝑛 − 1
∑ (𝑋𝑖,𝑗 − 𝑋𝑖)

𝑛

𝑗=1
, (3.2) 

where 𝑗, 𝑘 = 1, … , 𝑛. The central limit theorem (CLT), which is enounced in Paragraph 3.2.1.1, enables 

to determine the experimental standard deviation of the mean as: 

 𝑢(𝑥𝑖) = 𝑠(𝑋𝑖) =
𝑠(𝑋𝑖,𝑘)

√𝑛
. (3.3) 

The Eq. (3.3) is used to evaluate the standard uncertainty 𝑢(𝑥𝑖) and, consequently, it quantifies how 

well 𝑋𝑖 estimates the measurand. Finally, to successfully apply the Type A method a sufficiently high number 

of observations is needed, often 𝑛 ≥ 30 is considered as acceptable. 

The Type B method is very different from Type A since the information regarding the relevant 

knowledge on the measurand is obtained from a-priori considerations. Examples of these considerations are 

[47]: past measurement data, calibration certificates, instrumentation specifications, knowledge developed 

with experience on the behavior of materials and instruments. It is evident the strong link with practice and 

personnel qualification. To eventually estimate the standard uncertainty, the available information should 

allow for reasonable assumption both on the shape of the PDF representing the measurand 𝑋𝑖 and on the 

probability that the measurand lies in a defined interval [46], [47]. For instance, the manufacturer’s accuracy 

specifications of a measurement instrument often declare a range in which the measurand is contained at high 

probability. If no information on the shape of the PDF is given, then it is proper to suppose it as a uniform 

distribution, because the measurand could lie anywhere in the range. Under this assumption, the expected value 

𝑥𝑖 of the measurand 𝑋𝑖 is the center of the range and the standard uncertainty is: 

 𝑢(𝑥𝑖) =
𝑎

√3
 , (3.4) 
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where 𝑎 is the half-amplitude value of the range stated by the manufacturer’s accuracy specifications. 

This value usually depends on parameters, such as the gain error, non-linearity error and offset error, obtained 

from the calibration of the measurement instrument. 

If the uncertainty affecting a quantity is evaluated both with Type A and Type B methods, or/and the 

measurand is a quantity indirectly obtained from other measurands (i.e., measuring the resistance of a resistor 

with a voltmeter and an ammeter), then techniques for combining the uncertainties are needed. 

If 𝑌 is a measurand obtained indirectly by the measurement of 𝑁 other measurands 𝑋𝑖, there will be a 

relationship 𝑓, such as 

 𝑌 = 𝑓(𝑋1, … , 𝑋𝑖 , … , 𝑋𝑁) . (3.5) 

Coherently with the notation adopted above, the estimate of 𝑌 is 𝑦 = 𝑓(𝑥1, … , 𝑥𝑖 , … , 𝑥𝑁) and it may be 

obtained from: 

 𝑦 = 𝑌 =
1

𝑛
∑ 𝑌𝑘

𝑛

𝑘=1
=

1

𝑛
∑ 𝑓(𝑋1,𝑘, … , 𝑋𝑖,𝑘 , … , 𝑋𝑁,𝑘)

𝑛

𝑘=1
, (3.6) 

where 𝑌𝑘 are the 𝑛 independent determination of 𝑌, based on the 𝑛 complete sets of the 𝑁 directly 

measured quantities. The estimated standard deviation associated with 𝑦 is called combined standard 

uncertainty and it is denoted as 𝑢𝑐(𝑦), which can be computed from the standard uncertainties 𝑢(𝑥𝑖) associated 

with the directly measured 𝑁 input estimates, whether they have been obtained by means of Type A or Type 

B methods. In general, the 𝑁 random variables 𝑋𝑖 representing the measurands could present a certain degree 

of correlation and the 𝑢𝑐(𝑦) is then computed as: 

 𝑢𝑐(𝑦) = ∑ (
𝜕𝑓

𝜕𝑥𝑖
)

2

𝑢2(𝑥𝑖)
𝑁

𝑖=1
+ 2 ∑ ∑

𝜕𝑓

𝜕𝑥𝑖

𝜕𝑓

𝜕𝑥𝑗
𝑢(𝑥𝑖) 𝑢(𝑥𝑗) 𝑟(𝑥𝑖, 𝑥𝑗)

𝑁

𝑗=𝑖+1
,

𝑁−1

𝑖=1
 (3.7) 

where −1 ≤ 𝑟(𝑥𝑖, 𝑥𝑗) ≤ 1 is the estimated correlation coefficient and it expresses the degree of 

correlation between 𝑥𝑖 and 𝑥𝑗. The Eq. (3.7), also known as uncertainty propagation law, is derived from a first 

order Taylor series expansion, hence it holds if 𝑓 is fairly linear for small deviations around the estimates of 

the input quantities. Finally, the Eq. (3.7) does not provide any information regarding the PDF of 𝑦. 

In applications requiring reliable measurement results, often the estimate of the expanded uncertainty 𝑈 

is needed. The expanded uncertainty is “a quantity defining an interval about the result of a measurement that 

may be expected to encompass a large fraction of the distribution of values that could reasonably be attributed 

to the measurand” [47]. The expanded uncertainty 𝑈 is given by: 
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 𝑈 = 𝑘𝑢𝑐(𝑦), (3.8) 

where 𝑘 denotes the coverage factor. The “fraction” mentioned in the definition is the probability that 

the interval [𝑦 − 𝑈, 𝑦 + 𝑈] contains 𝑌. It can be viewed as the level of confidence of the interval defined by 𝑦 

and 𝑈 if assumptions on the distribution can be made. In the Paragraphs below, two powerful tools useful also 

to determine the distribution shape of 𝑦 are presented. 

 

3.2.1.1 Central Limit Theorem 

The central limit theorem (CLT) [47] states that the distribution of 𝑌 = ∑ 𝑐𝑖𝑋𝑖
𝑁
𝑖=1  will be approximately 

normal with expected value 𝐸(𝑌) = ∑ 𝑐𝑖𝐸(𝑋𝑖)𝑁
𝑖=1  and variance 𝜎2(𝑌) = ∑ 𝑐𝑖

2𝜎2(𝑋𝑖)𝑁
𝑖=1 , if the 𝑋𝑖 are 

independent and none of the 𝑋𝑖 is dominant over the others. Of course, 𝐸(𝑋𝑖) and 𝜎2(𝑋𝑖) are the expected 

value and the variance of 𝑋𝑖. The bigger the 𝑁 the more the normal distribution is approached. However, it 

can be shown that the convolution of three equal uniform distributions already yields an approximately normal 

distribution. Obviously, the sum of any number of normal distributions yields a normal distribution. 

 

3.2.1.2 Monte Carlo Numeric Simulation 

If either the analytical solution of Eq. (3.7) is too complex, or the relationship 𝑓 is complicated, or the 

CLT cannot be applied, then the Monte Carlo (MC) numerical simulation comes to help in the uncertainty 

expression process. The Supplement 1 to the GUM [48] discusses this method and it presents the steps to 

perform the uncertainty evaluation accordingly. The idea behind this method is to propagate the PDFs of the 

directly measured input quantities 𝑋𝑖 through the relationship 𝑓 defined in Eq. (3.5). The result approximates 

the PDF of 𝑌, from which the estimates of the expected value 𝑦, the combined standard uncertainty 𝑢𝑐(𝑦) and 

the expanded uncertainty 𝑈 can be obtained. The MC computational step-procedure is summarized below: 

1. select the number 𝑀 of MC trials to be made. The general rule is selecting 𝑀 >
104

1−𝑝
 , where 𝑝 

is the desired coverage probability of the final measurement result. 

2. Generate 𝑀 vectors 𝒙𝑟, where 𝑟 = 1,2, … 𝑀, by sampling from the PDFs assigned to the set of 

the 𝑁 input quantities 𝑋𝑖. The vector 𝒙𝑟 = 𝑥1,𝑟, 𝑥2,𝑟, … , 𝑥𝑀,𝑟 contains the 𝑟-th realization of each 

𝑋𝑖. 

3. For each vector 𝒙𝑟, the relationship 𝑓 is evaluated to obtain the corresponding value 𝑦𝑟 = 𝑓(𝒙𝑟). 

This operation yields 𝑀 model values of the output quantity 𝑌. 
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4. The 𝑀 model values 𝑦𝑟 are sorted into strictly increasing order. The result is a discrete 

approximation of the PDF describing 𝑌. 

5. Such PDF allows the computation of the estimate 𝑦 of 𝑌 and the standard uncertainty 𝑢(𝑦) 

associated with 𝑦 as follows: 

 𝑦 =
1

𝑀
∑ 𝑦𝑟

𝑀

𝑟=1
 , (3.9) 

 𝑢2(𝑦) =
1

𝑀 − 1
∑ (𝑦𝑟 − 𝑦)2

𝑀

𝑟=1
. (3.10) 

6. Finally, the PDF is used to determine an appropriate coverage interval for 𝑌, coherently with 

the chosen coverage probability 𝑝. 

The MC method is valid and can be applied only if the following conditions hold: 

i. 𝑓 is continuous with respect to the input quantities 𝑋𝑖 around their best estimates 𝑥𝑖; 

ii. the distribution function for 𝑌 is continuous and strictly increasing; 

iii. the PDF for 𝑌 is: 

a. continuous over the interval for which this PDF is strictly positive; 

b. unimodal (single-peaked); 

c. strictly increasing (or zero) to the left of the mode and strictly decreasing (or zero) to the right 

of the mode; 

iv. the expected value and the variance of 𝑌 exists; 

v. a sufficiently large value of 𝑀 is used. 
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Chapter 4 Measurements for Electrical Assets Diagnostics 

As introduced in Chapter 1, one of the two main roles of the measurements for the Smart Grid is 

supporting the electrical asset diagnostics. This objective can be pursued by: first, developing measurement 

instrumentation to acquire physical quantities called “diagnostic markers”; second, characterizing the 

implemented measurement chain from the metrological point of view. The present Chapter reports the research 

conducted following these two ideas, whose results have been published in [49]. In particular, the focus has 

been set on the development of an innovative measurement system for carrying out MV surge arresters 

diagnostics by monitoring the surge arrester leakage current. The main innovative concept behind this 

measurement system is the fact that it is a UAV-based system, which allows for the implementation of a 

widespread distributed system for outdoor MV assets monitoring situated in areas with low-density population, 

such as the rural ones. 

 

4.1 UAV-based Instrument for MV Surge Arresters Diagnostics 

An important and common device implemented in both transmission and distribution networks is the 

surge arrester (SA). It is used to protect electrical assets from overvoltage transients. The causes of such 

phenomena are multifold: lightning, switching events, faults, etc. As for their manufacturing, in the last 

decades SAs have undergone structural changes, which modified their properties. For example, the resistive 

part changed from a SiC to a metal oxide technology. Moreover, the SAs external housing once was made of 

porcelain while now it is simple silicone material. Although the improvements reduced the costs and extended 

the life of the SAs; some drawbacks still affect their life cycle. As an example, when a SA suffers a fault the 

silicone housing material does not allow a visual detection of the fault itself (as it was possible with the 

porcelain one). Hence, utilities operators cannot find and replace the faulted SAs by in-field visual inspection. 

Furthermore, the constant application of the rated AC voltage on the element causes the well-known leakage 

current which contribute to the SA aging. The scientific literature provides several interesting works on the 

current detection and monitoring of SAs. In [50] the leakage current flowing through the SA is measured by 

using fiber-optic technology. In [51], [52] instead, a new method to isolate the dangerous leakage current 

component is provided. In addition, [53], [54] present studies where thermo-cameras images of SAs are 

combined with the leakage current third harmonic to estimate the “health” status of the arresters. In this 

research, a pole-mounted microcontroller-based system for the leakage current detection in SAs has been 

presented. The measurement system is designed to be mounted on MV poles along with the device to be 

monitored: the SA. The measurement system is based on a microcontroller unit equipped with a current sensor 

and the signal analysis is performed in the frequency domain. Finally, the measurement system transmits the 
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measurement data to an UAV dedicated to the remote data collection. The goal of this research is to validate 

the technological feasibility of developing a distributed measurement system that monitors pole-mounted 

electrical assets and in which the pivotal element is an UAV collecting the data from the pole-mounted 

acquisition system. 

This Section is structured as follows: Sub-Section 4.1.1 describes the measurement system, detailing in 

particular the drone, the pole-mounted acquisition system and their communication. All the experimental tests 

performed on the proposed system are listed in Sub-Section 4.1.2. The Sub-Section 4.1.3 presents and 

discusses the obtained results, while some conclusions are drawn in Sub-Section 4.1.4. 

 

4.1.1 Measurement System Description 

The developed test setup used to replicate the normal operation of a SA is shown in Figure 13. 

 

 
Figure 13 Simple schematic of the setup for measuring the SA leakage current. 

 

It consists of: 

• a programmable power source Agilent 6813B, which features up to 300 V RMS, 1750 VA from 

DC to 1 kHz. It assures a proper stability for the input sinusoidal voltage applied to the step-up 

voltage transformer. The voltage output channel features a gain error of 0.15 % and an offset 

error of 300 mV (at 50 Hz). The frequency accuracy is 0.01 % + 10 µHz. 

• A step-up voltage transformer, which features 15/0.1 kV, 20 VA. Its low voltage terminals are 

connected to the power source. It rises the output voltage of the power source to the rated voltage 

of the surge arrester under test. 

• The surge arrester under test; its rated voltage and breakdown current are 24 kV and 10 kA, 

respectively. In addition, it features a salt-proof external shell and an opening device which 

interrupts the circuit in less than 400 ms. 
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• The pole-mounted acquisition system (PMS). It is a STM32F411RE microcontroller-based 

instrument developed on the hardware employed for the energy meter presented in [55], which 

is briefly recalled in the following. It has been adapted for the current measurement on SAs and 

a LoRa®-based communication has been implemented. The LoRa® technology has been 

chosen because it can be implemented on low-power devices, it is possible to transmit data over 

long distances (some kilometers) and it operates on license-free frequency bands. 

• A capacitive divider used to reduce the applied voltage for its measurement. It features a 

nominal ratio of 5981:1. 

• A NI9239 24-bit Data Acquisition (DAQ) board, to measure the actual voltage applied to the 

SA. It is a ±10 V range DAQ which features a sample rate of 50 kSa/s, a gain error of ±0.03 % 

and an offset error of ±0.008 %. 

• A NORATEL toroidal transformer TA015/06 used as a current sensor. Its main characteristics 

are listed in Table 4.1. 

• A laptop (i7-8565U Processor, 16 GB RAM) for the measurement evaluation and computation. 

Table 4.1 NORATEL toroidal 

transformer main characteristics 

Frequency 50 Hz 

Diameter 64.5 mm 

Max Ambient Temperature 40 °C 

Power 15 VA 

Height 30.5 mm 

Accuracy 1 % 

 

In Figure 14 instead, the system for the data collection from the PMS to the drone is depicted. It consists 

of the UAV and the PMS communicating with the LoRa® technology. In the following subsections, details on 

the drone, the PMS and their communication are provided. 

 

 
Figure 14 Schematic of the measurement data collection using the UAV. 
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4.1.1.1 Drone Technology and Wireless Communication 

The UAVs (or drones) are day by day more integrated in several industrial application, increasing their 

efficiency and effectiveness. Different kind of UAV employments are listed in [56], including agriculture 

which has taken lot of advantages from their introduction [57]. Another example is provided by dangerous 

tasks, as the radioactive source analysis [58], which otherwise could not be performed. As almost all 

technology, also UAVs have some drawbacks. In particular, two of them are critical: UAVs cannot flight 

during bad weather conditions [59] and the beyond-visual-line-of-sight flight is not possible in many countries, 

or it requires difficult-to-obtain permits. The company Cardtech S.r.l. owns a fleet of drones and they have 

collaborated with our research group for this research activity. The fleet is composed by multirotor, fixed-wing 

and helicopter UAVs. Each kind of UAV has its peculiarities in terms of speed, flight duration and control 

flexibility. To satisfy the measurement requirements of the presented work, they have been equipped with the 

Aurel XTR-8LR100 transceiver module based on SX1276 chipset and LoRa® communication [60], [61]. This 

solution provides ultra-long-range communication, high interference immunity, high sensitivity and very low 

power consumption. The transceiver characteristics are listed in Table 4.2. The same kind of transceiver 

module has been integrated in the PMS to complete the communication chain. 

Table 4.2 XTR-8LR100 communication system 

technical specifications. 

Frequency range 

869.4 – 869.65 

MHz 

 

868 – 868.6 MHz 

Size 37x18x2.2 mm 

Max Emitted Power 100 mW 

Operating Temperature -20 to +70 °C 

Channels 7 

Standard distance 6000 m 

Operating Voltage 3.3 V 

 

For sake of clarity and considering that the measurement data are transferred from the PMS to the UAV, 

the LoRa® module installed on the drone will be denoted as the receiver (RX), while the one installed in the 

PMS as the transmitter (TX). 

 

4.1.1.2 The Pole-Mounted Acquisition System (PMS) 

The PMS is based on the same hardware architecture employed for the multifunction energy meter 

developed in [55]. Its main purpose was to measure the energy in a LV three-phase system. The solution 

presented in [55] is based on a 32-bit microcontroller linked with an energy metering integrated circuit via I2C 

bus and equipped with a Bluetooth module for connectivity. It can operate with 6 channels simultaneously at 
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8 kSa/s for the current and voltage measurement with an accuracy up to 0.1 %. For the present research, the 

device has been upgraded by the integration of the LoRa® communication module. Even though the device 

was equipped with Rogowski coils for the current measurement, for the SA monitoring application a toroidal 

ICT has been adopted. Given the magnitude and the bandwidth of the signal to be acquired, the ICT guarantees 

a better signal to noise ratio compared to the Rogowski coil. Moreover, to maximize the sensitivity of the 

sensor, the output voltage has been taken from the series of the two 115 V windings. 

 

4.1.2 Experimental Tests 

In this Sub-Section, three different experimental tests are described: the current sensors characterization, 

the current measurement on the SA and the validation of the communication between the PMS and the drone. 

 

4.1.2.1 PMS - Current Sensor Characterization 

A diagram of the measuring instrument characterization setup is shown in Figure 15. 

 

 
Figure 15 Schematic of the ICT characterization setup. 

 

It consists of: 

• the function generator (FG), embedded in the PicoScope 5442D (plus x10 custom amplifier to 

reach the required 1-13 V range), which provides sine wave signals at different frequencies and 

voltage amplitudes. The frequency range of the FG is 0.025 Hz to 20 MHz and the output voltage 

is ±2 V; 

• a R
1
 = 13.5 kΩ resistor in series to the FG, in order to reduce the current magnitude to the range 

of the one flowing in the ground terminal of the SA; 
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• a high-accuracy resistor R
1
 = 0.5 kΩ obtained from the parallel of two VFR b1739-Z201T 1 kΩ 

resistors, featuring 0.01 % accuracy; 

• the toroidal ICT connected to the PMS, used for the SA current measurement. 

 

The test has been done generating 260 different sine wave signals, resulting from the combination of: 

(i) 20 frequency values (from 50 Hz to 1 kHz, with 50 Hz steps); (ii) 13 voltage amplitudes (from 1 V to 13 

V, with 1 V steps). Then, the current flowing through the ICT 𝐼𝑚, has been obtained by dividing the voltage 

measured at the high accuracy resistor terminals 𝑉𝑅2 by the resistor itself. As for the ICT output, the voltage 

at its secondary terminals 𝑉𝐶𝑇 has been acquired. Both voltages 𝑉𝑅2 and 𝑉𝐶𝑇 have been acquired by two input 

channels of the NI9238 DAQ board at 50 kSa/s, 1 s time record. The NI9238 is a ±0.5 V range DAQ which 

features: sample rate of 50 kSa/s, gain error of ±0.07 % and offset error of ±0.005 %. For each of the 260 input 

signals, 30 measurements have been collected. By adopting the same setup presented in Figure 15, an 

additional characterization has been done. In particular, to consider the possible lower amplitudes of the third 

harmonic component in the SA leakage current, the resistors values have been changed. In other words, the 

characterization has been repeated with R
1
 = 10 MΩ and R

2
 = 1 kΩ, 0.01 % accuracy. 

 

4.1.2.2 Current Measurements 

By using the setup of Figure 13, the leakage current of the SA has been measured. The power source 

fed the step-up transformer to obtain up to 20/√3 kV voltage applied on the SA. This value has been chosen 

since 20 kV is the typical nominal value for line-to-line voltage in Italian distribution networks. The voltage 

is reduced and measured by mean of capacitive-divider and the DAQ, respectively. Afterwards, 30 

measurements of the ICT output voltage have been acquired to compute the leakage current.  

 

4.1.2.3 Wireless Communication Test 

To test the communication between the PMS (TX) and the drone (RX), the RX has been moved along a 

track in urban/semi-urban landscape, while its geographical position has been tracked with a GPS. The goal of 

the test was to validate the quality of the data transmission when the distance and the relative speed between 

the RX and TX is varying. Therefore, a telegram containing a data payload of 250 bytes has been cyclically 

sent to RX, using a 1second cycle. The quality of the communication has been assessed by means of a byte 

error ratio (BER), for each received packet, which in this context has been defined as: 
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 𝐵𝐸𝑅 =  
number of byte errors

total number of received bytes
× 100 % . (4.1) 

 

4.1.3 Experimental Results 

4.1.3.1 PMS - Current Sensor Characterization Results 

Results of both the characterization test, in terms of measured reference current, are listed in Table 4.3. 

It contains the mean values 𝐼𝑚 of 𝐼𝑚 and their associated uncertainty 𝑢𝐼 for the two frequencies of interest, 50 

Hz and 150 Hz. 

Table 4.3 Mean values and uncertainty of the 

reference current 𝐼𝑚 for the two frequencies of 

interest (50 Hz and 150 Hz). 

 
Frequency [Hz] 

50 150 

Test 

Voltage 

[V] 

𝐼𝑚 

[µA] 

𝑢𝐼 

[µA] 
𝐼𝑚 

[µA] 

𝑢𝐼 

[µA] 

1 49.12 0.05 0.35 0.01 

2 98.31 0.07 0.71 0.01 

3 147.36 0.09 1.06 0.01 

4 196.5 0.1 1.41 0.02 

5 245.6 0.1 1.76 0.02 

6 294.6 0.2 2.11 0.02 

7 343.7 0.2 2.47 0.02 

8 392.8 0.2 2.82 0.02 

9 442.0 0.2 3.17 0.02 

10 491.1 0.2 3.52 0.02 

11 540.2 0.3 3.87 0.02 

12 589.3 0.3 4.22 0.02 

13 638.1 0.3 4.58 0.02 

 

Figure 16 and Figure 17 show the ensemble of parametric curves representing the average ICT output 

voltage �̃�𝐶𝑇 plotted against frequency. The former refers to the high-current range (obtained with R
1
 = 13.5 kΩ 

and R
2
 = 0.5 kΩ), while the latter refers to the low-current range, specific for the third harmonics (R

1
 = 10 MΩ 

and R
2
 = 1 kΩ). 
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Figure 16 ICT output voltage vs. frequency with 𝐼𝑚 as varying parameter. 

Case: R
1
 = 13.5 kΩ and R

2
 = 0.5 kΩ. 

 

 
Figure 17 ICT output voltage vs. frequency with 𝐼𝑚 as varying parameter. 

Case: R
1
 = 10 MΩ and R

2
 = 1 kΩ. 

 

In both Figure 16 and Figure 17 the parameter is the current 𝐼𝑚and it can be noticed that: 

• the higher the current, the higher the curve, denoting a monotonic behavior of �̃�𝐶𝑇. In particular, 

the latter ranges from (about) 76 µV to 950 µV at 50 Hz (in Figure 16) and from 6 µV to 72 µV 

at 150 Hz (in Figure 17). 

• the measurement device under test reaches its peak sensitivity in correspondence of 750 Hz in 

Figure 16 and of 850 Hz in Figure 17. 

To preliminary evaluate the �̃�𝐶𝑇 measurement goodness, the related standard deviation of the mean 𝜎𝑉𝐶 

has been computed. Results confirms that little variations of the quantities of interests can be detected with the 
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proposed setup. As a matter of fact, for all the current values within the measured range, all the computed 𝜎𝑉𝐶 

where below 1 µV and 0.1 µV, for the cases of Figure 16 and Figure 17, respectively. This holds for both the 

frequencies of interest, 50 and 150 Hz, while in the 700 – 850 Hz range the highest dispersion of the 

measurement is experienced. Once the 𝜎𝑉𝐶 has been evaluated, it has been possible to compute the transfer 

function of the presented measurement device. This quantity has been named 𝐾𝑃𝑀𝑆 and defined as the ratio of 

the primary current 𝐼𝑚 to the output voltage 𝑉𝐶𝑇, as follows: 

 𝐾𝑃𝑀𝑆 =
𝐼𝑚

𝑉𝐶𝑇
 . (4.2) 

The average value of 𝐾𝑃𝑀𝑆, referred to as �̃�𝑃𝑀𝑆, and its uncertainty 𝑢𝐾 have been computed from the 

quantities measured in the characterization test. They are displayed as the blue curves in both Figure 18, for 

50 Hz, and in Figure 19, for 150 Hz. 

 
Figure 18 𝐾𝑃𝑀𝑆 at 50 Hz obtained from the characterization (blue curve) and 

the interpolation (orange curve). 
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Figure 19 𝐾𝑃𝑀𝑆 at 150 Hz obtained from the characterization (blue curve) and 

the interpolation (orange curve). The bottom plot is a magnification of the 

left-most part of the upper plot. 

 

In both figures it can be highlighted that the toroidal transformer is working with a very low primary 

current, hence in correspondence of an operating point in the very beginning of the B-H iron curve. Hence, 

implying a predominant magnetization current contribution. In Figure 19, the upper graph represents the entire 

range of measurements performed during the characterization process. Instead, a zoom over the interest range 

in the bottom graph is presented. 

 

4.1.3.2 Current Measurement 

Once the transfer function 𝐾𝑃𝑀𝑆 is known, the leakage current 𝐼𝑙𝑒𝑎𝑘 flowing through the SA can be 

computed by starting from the measured voltage 𝑉𝐶𝑇 at the ICT terminals. To compute the conversion, and for 

each measured voltage, the �̃�𝑃𝑀𝑆 has been interpolated in correspondence of the measured �̃�𝐶𝑇; then its 
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associated uncertainty 𝑢𝐾 has been computed. The obtained values are displayed as orange curves in both 

Figure 18 and Figure 19 for 50 Hz and 150 Hz, respectively. Finally, by means of Eq. (4.2) the leakage currents 

have been computed and listed in Table 4.4. 

Table 4.4 Mean values and standard deviations 

of 𝐼�̅�𝑒𝑎𝑘 for the two frequencies of interest (50 

Hz and 150 Hz). 

 
Frequency [Hz] 

50 150 

Test 

Voltage 

[kV] 

𝐼𝐿𝑒𝑎𝑘 

[µA] 

𝑢𝐼𝐿 

[µA] 
𝐼𝐿𝑒𝑎𝑘 

[µA] 

𝑢𝐼𝐿 

[µA] 

3 68.2 0.2 0.57 0.02 

4 91.2 0.2 0.60 0.02 

5 114.9 0.2 0.63 0.02 

6 138.2 0.2 0.66 0.03 

7 162.6 0.2 0.69 0.03 

8 186.0 0.3 0.71 0.03 

9 210.7 0.3 0.69 0.03 

10 236.0 0.3 0.71 0.04 

11 259.6 0.3 0.74 0.04 

11.55 274.4 0.3 0.77 0.04 

12 285.9 0.3 0.77 0.04 

 

Table 4.4 contains the mean values 𝐼𝐿𝑒𝑎𝑘 of the current along with their associated uncertainty 𝑢𝐼𝐿 for 

both the frequencies of interest, 50 and 150 Hz. The results presented in Paragraphs 4.1.3.1 and 4.1.3.2 suggest 

that the presented measurement device equipped with the ICT is suitable to be employed as a monitoring device 

for the leakage current of the MV SAs employed in the distribution network. However, given the magnitude 

of the ICT output voltage, a proper signal conditioning is needed for the on-site deployment, which will be 

further analyzed in future work. 

 

4.1.3.3 Wireless Communication Test Results 

This Paragraph reports the results of the wireless communication tests based on the LoRa® protocol. In 

Figure 20 there are two different curves: the black one is the distance between the moving RX and the fixed 

TX against time. The red one instead, is the computed BER during the RX movement along the chosen 

urban/semi-urban track. 
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Figure 20 BER and distance between RX and TX plotted against time 

 

From this plot three considerations arise: (i) during the time interval 350-650 s the communication was 

severely impaired due to presence of many buildings in the line-of-sight path between the RX and TX; (ii) if 

the RX-TX distance is greater than 300 m, then the communication cannot be considered reliable in the 

considered landscape. This does not compromise the proposed solution because the drone will fly much closer 

to the PMS than 300 m (few tens of meters); (iii) the RX’s relative speed was 70 km/h at 900 s, this means that 

the LoRa® protocol is capable to successfully transfer data when the RX and the TX are moving at such a 

relative speed. Considering this last comment, the fixed-wing drones can be conveniently operated at 70 km/h 

and, in the MV overhead line monitoring applications, the drone shall overfly the line at a 30-40 m altitude, 

with no obstacles in the middle. The experimental results show that the low-power communication modules 

under test are a very valid solution for the presented application. 

 

4.1.4 Conclusions 

In this Section a measurement system for asset diagnostics composed by an UAV collecting the 

measurement data, and by an acquisition system has been proposed and validated. The developed system 

allows measuring the leakage current flowing through the MV surge arresters in charge for the protection of 

the pole-mounted equipment. The UAV may collect measurement data from the acquisition system by means 

of wireless communication technology, such as LoRa®. The presented results validate the concept and the 

feasibility of such an innovative measurement system. 
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Chapter 5 Measurements for Grid Monitoring 

In this Chapter the wide research carried out on the measurements supporting the grid monitoring is 

discussed. As introduced in Chapter 1, the goal is to provide reliable measurement values of the electric 

quantities and this is possible thanks to the thorough metrological characterization of the instrumentation and 

the sensors, such as those presented in Chapter 2. This Chapter is structured as follows: a metrological 

characterization of the smart energy meters under different realistic off-nominal network conditions, and the 

proposal of non-standard test procedures are presented in Section 5.1; an investigation on the accuracy 

behavior of the inductive current transformers in presence of harmonic distortion and the deducible information 

on the corresponding THD uncertainty are shown in Section 5.2; finally, in Section 5.3, a PMU implemented 

in a real-time simulator (RTS) has been calibrated by means of a PMU calibrator developed by the author, 

showing the relevance of the accuracy verification of the devices, such as PMUs, modeled in these simulators 

which are more and more employed for enhancing grid operations and monitoring. 

 

5.1 Energy Meters Characterization in Off-Nominal Network Operation 

The observability of the distribution network has become of paramount importance in the context of the 

network transition towards the Smart Grid concept [55], [62]–[64]. The electric energy measurement is a 

central task, since knowing accurately the energy consumed/generated by users/producers across the network 

is a key information to effectively control stability and to carry out fair energy billing [1], [32], [65]. In 

addition, the knowledge of such critical quantities can be used to run several algorithms used to manage and 

control the network [66]–[70]. However, the growing presence of connected renewable energy resources and 

non-linear loads impairs the electric power quality, raising challenges for the ITs and EMs performance. 

Nowadays the electronic EMs are replacing the old electromechanical induction meters. Although the latter 

instruments have an acceptable behavior when distortion is present [71], the EMs are preferred because they 

enable utilities and consumers to perform “smart” operations, such as remote readings, computation of many 

power quality parameters, managing real-time pricing and smart load control [41]. Still, given the EMs’ 

complex nature due to the variety of algorithms and technologies that can be implemented, the EMs behavior 

when exposed to non-nominal yet unexceptional operating conditions shall be carefully evaluated and studied; 

even with regards to the applicable standards [72]–[74]. To this end, many studies have been conducted on 

this subject. In [75] EMs’ response to harmonic active power components up to 3 kHz has been tested. In [71] 

a calibration procedure for EMs based on the generation of randomly distorted signals is proposed, while in 

[76] a portable instrument for on field EM calibration has been developed. In [77], [78], instead, a metrological 

characterization of EMs for non-sinusoidal reactive energy was presented. Finally, [79] and [80] have dealt 
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with the testing of one EM (under non-sinusoidal conditions) and proposed a new set of tests, respectively; 

whereas [81] has approached the EM uncertainty from the point of view of its model. 

The aim of this research is to contribute, in a different way, to the definition of test signals to be applied 

to the energy meters. The idea came from the current literature and the standards, in which the described signals 

are stressing specific situation that may happen during the network operation. However, to our knowledge, 

none of them tackled the issue from a more realistic point of view. Therefore, the goal of the presented research 

is to propose a possible procedure based on test waveforms that try to emulate as far as possible and with a 

simple methodology the daily behavior of the network, since it is author’s and research group colleagues’ firm 

belief to pursue this testing paradigm. Support to this choice is given by the current literature which is facing 

the same issue of providing actual or more realistic waveforms to the devices under test. For example, in [82]–

[84] has been done on current transformers, while in [85], [86] for the voltage ones. 

In this Section, the metrological characterization of different LV off-the-shelf MID-compliant class B 

single-phase EMs has been investigated and the results have been published in [87], [88]. These EMs, rated as 

MID Class B, have been chosen because they are the same as the new revenue meters deployed by the main 

Italian distribution system operators [89]. In particular, the research on the metrological characterization of the 

EMs has focused on: the effects of long duration frequency variations around the rated frequency, in Sub-

Section 5.1.2; the effects of realistic distorted current and voltage waveforms, in Sub-Section 5.1.3. But first, 

in Sub-Section 5.1.1, an overview of the regulatory context concerning the EMs is given. 

 

5.1.1 Regulatory Context 

In March 2014, the European Directive 2014/32/EU [90] was released, amending the previous version 

issued in 2004. This document is also known as Measuring Instruments Directive (MID) and it concerns all 

the measuring instruments “responding to reasons of public interest, public health, safety and order, protection 

of the environment and the consumer, of levying taxes and duties and of fair trading, which directly and 

indirectly affect the daily life of citizens”, including the revenue active electrical energy meters. The EN 50470 

series [91]–[93] is the harmonized standard in force for electricity metering equipment. It is related to IEC 

62052 [94] and IEC 62053 [95], [96] with modifications in order to be compliant with the MID. In particular, 

the specifications for the electronic active energy meters are stated in the EN 50470-3 [93], where the three 

accuracy classes C, B and A from the directive are described. Nevertheless, some electronic energy meters are 

marked also with the IEC accuracy class, thus, a brief comparison between the accuracy requirement of the 

two standards is carried out. The IEC 62053-22 and 62053-21 prescribe four different accuracy classes: 0.2S, 

0.5S, 1, 2 [95], [96]. Both sets of accuracy classes are based on a percentage error e%: 
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 e% =
Em-Et

Et
×100 (5.1) 

where 𝐸𝑡 is the reference energy with traceable uncertainty and 𝐸𝑚 is the energy registered by the meter. 

 

In Table 5.1 the percentage error limits for the accuracy classes prescribed by EN 50470-3, IEC 62053-

21 and IEC 62053-22 at reference conditions are shown as function of the load, expressed as a combination of 

current and power factor (PF). The per-unit system is adopted for the expression of the current ranges, where 

the base quantity is the meter rated current Iref. The classes 0.5S, 1, 2 are comparable, respectively, to classes 

C, B and A. The accuracy requirements for 0.2S are the most demanding. Classes B and A are more demanding 

than classes 1 and 2, in which higher permissible percentage error is tolerated in the range 

0.1⋅Iref  ≤  I  ≤  0.2⋅Iref when load PF differs from 1. Moreover, there is no accuracy prescriptions for class 2 

meters if a capacitive load is present. Therefore, not exceeding the class B and A limits ensure that class 1 and 

2 limits are not exceeded. Concerning the classes C and 0.5S, one class does not cover the other: class 0.5S 

applies accuracy constraints on a current range below the lower limit identified by the class C. Nevertheless, 

class C demands a smaller percentage error for currents ≥ 0.1⋅Iref and PF ≠1. The highest current value for 

which the accuracy requirements are valid is Imax which is ≥ 5⋅Iref for the EN 50470, while a “preferably integer 

multiple” of Iref is suggested in the IEC 62052-11 [94]. The IEC 62053-22 and EN 50470-3 make no 

distinctions between transformer operated and direct connected meters, while the IEC 62053-21 does: allowed 

percentage errors for transformer operated meters are the same as the direct connected ones but are defined 

over slightly different current ranges. In Table 5.1 only direct connected meters are considered. Please note 

that the accuracy classes definition is given assuming the validity of some reference conditions, which specify 

the rated values for the influence quantities, e.g., ambient temperature, voltage, frequency, and electromagnetic 

Table 5.1 Percentage error limits for the accuracy classes A, B, C (EN 50470-3) and 2, 1, 0.5S, 0.2S (IEC 62053-21-22) at 

reference conditions 
 EN 50470 IEC 62053 

 Class A Class B Class C Class 2 Class 1 Class 0.5S Class 0.2S 

 Power Factor Power Factor 

Value of 

current i=I/Iref 

[p.u.] 

1 
0.8 cap, 

0.5 ind. 
1 

0.8 cap, 

0.5 ind. 
1 

0.8 cap, 

0.5 ind. 
1 0.5 ind. 1 

0.8 cap, 

0.5 ind. 
1 

0.8 cap, 

0.5 ind. 
1 

0.8 cap, 

0.5 ind. 

0.01 ≤ i ≤ 0.02           ±1.0  ±0.4  

0.02 ≤ i ≤ 0.03           ±1.0 ±1.0 ±0.4 ±0.5 

0.03 ≤ i ≤ 0.05     ±1.0      ±1.0 ±1.0 ±0.4 ±0.5 

0.05 ≤ i ≤ 0.1 ±2.5  ±1.5  ±1.0  ±2.5  ±1.5  ±0.5 ±1.0 ±0.2 ±0.5 

0.1 ≤ i ≤ 0.2 ±2.0 ±2.0 ±1.0 ±1.0 ±0.5 ±0.5 ±2.0 ±2.5 ±1.0 ±1.5 ±0.5 ±0.6 ±0.2 ±0.3 

0.2 ≤ i ≤ 5a ±2.0 ±2.0 ±1.0 ±1.0 ±0.5 ±0.5 ±2.0 ±2.0 ±1.0 ±1.0 ±0.5 ±0.6 ±0.2 ±0.3 

a. For the IEC standard classes, i = 5 as upper limit of the current range is just an arbitrary assumption, since there are no specific mandatory values 
required. 
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disturbances. The reference conditions for IEC and EN standards are the same for the comparable classes (1 

and B, 2 and A, 0.5S and C). The main differences between the two standards can be found in the evaluation 

of the influence quantity impacts on the accuracy. For instance: 

• IEC 62053-22 does not prescribe the “DC and even harmonics” and “odd harmonics” tests. 

• IEC 62053-21 and -22 do not specify test settings and disturbance values for RF electromagnetic 

fields, conducted disturbances induced by RF fields, fast transient burst and damped oscillatory 

wave immunity. 

• IEC 62053-21 and -22 do not require a test with capacitive load when frequency and voltage 

variations are applied. 

However, the most noticeable difference introduced by the MID is the definition of the composite error: 

 ec=√e2(I, cosφ)+δ2(T, I, cosφ)+δ2(U, I, cosφ)+δ2(f, I, cosφ) (5.2) 

where: 

• 𝑒2(𝐼, 𝑐𝑜𝑠𝜑) is the percentage error at reference conditions and at a certain load; 

• 𝛿2(𝑇, 𝐼, 𝑐𝑜𝑠𝜑) is the additional error due to the temperature variation at the same load; 

• 𝛿2(𝑈, 𝐼, 𝑐𝑜𝑠𝜑) is the additional error due to the voltage variation at the same load; 

• 𝛿2(𝑓, 𝐼, 𝑐𝑜𝑠𝜑) is the additional error due to the variation of frequency at the same load. 

The composite error 𝑒𝑐 contemporarily considers multiple effects on the accuracy class and it shall not 

exceed the maximum permissible errors (MPE) detailed in Table 7 of the EN 50470-3 standard [93]. 

 

5.1.2 Testing in Off-Nominal Frequency Conditions 

The standards overviewed in the Sub-Section 5.1.1 state also the requirements concerning the frequency 

testing. The prescribed procedure indicates to apply a ±2 % variation on the test waveform frequency in respect 

of the rated frequency. The maximum percentage error values admitted on the energy measurement induced 

by the frequency variations are summarized in Table 5.2. Note that no capacitive load is considered for IEC 

classes, class C current range is wider than class 0.5S one and, foremost, no indications about duration of the 

test are specified. 
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Table 5.2 Frequency Variation Test Case 

Value of 

current i=I/Iref 

[p.u.] 

PF 
Limits of additional percentage error 

for meters of class index ± [%] 

 A B C 2 1 0.5S 0.2S 

0.03 ≤ i ≤ 0.05 1   0.2     

0.05 ≤ i ≤ 5a 1 0.8 0.5 0.2 0.8 0.5 0.2 0.1 

0.1 ≤ i ≤ 5a 

0.5 

ind. 
1.0 0.7 0.2 1.0 0.7 0.2 0.1 

0.8 

cap. 
1.0 0.7 0.2     

b. For the IEC standard classes, i = 5 as upper limit of the current range is just 

an arbitrary assumption, since there are no specific mandatory values 
required. 

 

The present research explored long duration frequency variations around the rated frequency to provide 

possible alternatives to the test offered by the standards, and that could reproduce somehow a more realistic 

condition. 

5.1.2.1 Test Setup Description 

The measurement setup developed to test the active electrical energy meters is shown in Figure 21. 

 

 
Figure 21 Measurement setup for the EMs off-nominal frequency tests. 

 

It consists of: 

• A calibrator Fluke 6105A (1000 V, 20 A). It has an accuracy of 75 ppm for both the current and 

the voltage amplitudes, while 50 ppm for the frequency and 10 µrad for the phase. It has been 

used to assure stability for the voltage (230 V), current (5 A) and frequency (see Paragraph 

5.1.2.2) inputs. 
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• A high-accuracy power analyzer Yokogawa WT3000E (1000 V, 30 A). Its accuracy is ± (0.01 

% of reading + 0.03 % of range) for power in the 45 Hz ≤ f ≤ 66 Hz range and it has been 

employed as reference for the active energy measurement. 

• A 5 VA current transformer (ICT) with a ratio 20:5. It rises the current generated by the 

calibrator to 20 A and it feeds the energy meters under test and the power analyzer. The ICT 

burden is composed of the resistances of shunt resistors in the current measuring channel inside 

the energy meters under test and inside the power analyzer. The resistance is small enough to 

let the current to be boosted, there is no interest in maintaining strictly the ICT class performance 

since the ICT is not involved in the measurement chain. 

• The energy meter under test A (EMUT A), which is a single-phase energy meter (Un=230 V, 

Imax=45 A) certified as MID class B, according to the EN 50470-3, and as class 1, according to 

the IEC 62053-21. The device has a RS485 serial output and an optical test output at 1000 

impulses per unit of energy (imp/kWh). 

• The energy meter under test B (EMUT B), which is a single-phase energy meter (Un=230 V, 

Imax=40 A) certified as MID class B, according to the EN 50470-3. The device has a static pulsed 

test output at 1000 imp/kWh. 

• A pulse reader circuit, made of two simple signal conditioning circuits based on a photodetector 

(for EMUT A) and a pull-up resistor (for EMUT B) cascaded with logical ports acting as voltage 

regulators to obtain 0-5V at the output. The pulse reader circuit contribution to uncertainty is 

negligible compared to the one due to the test outputs over the whole measuring time interval, 

as detailed in the Sub-Paragraph 5.1.2.1.1 below. 

• a NI9239 24-bit data acquisition board (DAQ), to record the test outputs of the two energy 

meters under test. It is a ±10 V range DAQ which features a sample rate of 50 kSa/s, a gain error 

of ±0.03 % and an offset error of ± 0.008 %. It has been used to acquire the waveform of the 

signal coming from the pulse reader circuit output, thus allowing the count of the impulses. 

• PC for test automation and measurements analysis. 

 

5.1.2.1.1 Pulse Reader Circuit Uncertainty considerations 

It is important to assess the uncertainty affecting the process of acquiring the EMs’ test output. The 

acquisition process can be considered error-free, according to the following considerations. 

• The test output signals’ features are described in standards EN 62052-11 [94] (for optical test 

output) and EN 62053-31 [97] (for static test output). The EN 62053-31 prescribe the pulse 

signal time duration tON to be ≥ 30 ms and the time between two pulses tOFF ≥ 30 ms; while 
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the EN 62052-11 prescribe the pulse signal time duration tON to be ≥0.2 ms and the time 

between two pulses tOFF ≥ 0.2 ms. In EMUT A datasheet the minimum flashing light period is 

declared to be 90 ms, therefore a tON ≈ 40 ms could be expected. However, let us assume the 

worst case where tON = 0.2 ms. 

• This pulse is expected to be observed about every 0.78 s, since the power flowing through the 

meter is 4.6 kW and the test outputs provide with 1 pulse per watthour. 

Given these time scales, the pulse reader circuits bandwidth is not a problem. Moreover, the adopted 

DAQ sampling rate is 50 kSa/s, which allows a finely pulse recording (at least 10 points for each pulse signal 

time duration tON are collected in the worst scenario). To prevent bad counting due to noise, the chosen NOT 

logical port circuits, employed as voltage regulators, features the Schmitt trigger and the threshold to detect 

the pulse is set at 2.5 V. In such conditions the system “pulse reader circuit + DAQ” is analogous to the 

performance of a properly implemented digital counter, which accuracy is known to be ± 1 (the least significant 

bit is the one affected by uncertainty). The DAQ acquiring the EMs’ test output and the reference energy meter 

query are performed as consecutive operations by LabVIEW. Thus, given the expected pulse periodicity of 

0.78 s, the expected error of the implemented virtual digital counter described above is ± 1. Reminding that 

each pulse corresponds to 1 Wh, it means that if the EM measures 36800 Wh, then the error caused by 

considering the pulsed signal is ± (1/36800) = 3⋅10 5. Such an error is lower than the accuracy of the reference 

energy meter. 

 

5.1.2.2 Experimental Tests 

In light of what described in the previous sections, a new set of tests on the energy meters has been 

developed and performed. Such tests are aimed at assessing the meters behavior when the power system 

frequency differs from the rated value, which is not an uncommon scenario during the actual power network 

operation. Three different test cases were run on the setup illustrated in Figure 21 and they are detailed in the 

paragraphs below. In all the three cases, the calibrator generated the EMUTs' reference voltage Un=230 V and 

the current Ipn= 5 A, with relative phase displacement equal to zero (PF=1). The current Ipn was stepped-up 

by the ICT to Isn= 20 A and then fed to the EMUTs. Isn was chosen since it is representative of the intermediate 

value of the EMs' current range [Iref, Imax]. The potential of the secondary winding of the ICT has been raised 

to Un in order to obtain a phantom power supply for the EMUTs, that is, just a very small fraction of the active 

power measured by the meters (about 4.6 kW) is actually dissipated, without the need of a high-power dummy 

load. The active energies EmA and Em  measured by EMUT A and EMUT B, respectively, are compared against 

Et, the energy measured by the reference power analyzer. The synchronization of the readings from the EMUTs 

and the power analyzer was implemented by starting the pulse counter acquisition in parallel with the energy 
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computation performed by the power analyzer. The active energy readings were triggered when the electrical 

quantities provided by the calibrator are already in steady state. 

5.1.2.2.1 Nominal frequency – calibration measurement 

The first test case consisted in running the Fluke 6105A at fr=50 Hz to carry out the calibration of 

EMUTs at nominal conditions and to check their measurement repeatability. The test end condition is: 

 EmA=36800 Wh  ∨  Em =36800 Wh . (5.3) 

Since a “phantom” power of 4.6 kW is generated, the test end condition is matched after about 8 hours. 

Such a long-duration test makes negligible the contribution to uncertainty due to each test output reading 

compared to the overall energy measured by each EMUT. This procedure was repeated 7 times. Therefore, for 

each repetition, the calibration coefficients KEM A and KEM B were computed as: 

 KEM A =
EmA

Et
 , KEM  =

Em 

Et
 , (5.4) 

where EmA and EmB are the active energy readings from EMUT A and EMUT B, respectively, and Et is 

the related reading of the power analyzer reading. Then, the mean values K̅EM A, K̅EM   and the standard 

deviations of the mean σKEM A, σKEM   over the 7 values were evaluated. Also, a verification of the percentage 

error defined in (5.1) was carried out. 

 

5.1.2.2.2 Single non-integer frequencies 

In the second test case, non-integer frequencies were adopted because also such frequencies can be 

observed in the network. The adopted values were 48.76 Hz and 50.13 Hz, which fall both in the frequency 

range 48 ÷ 52 Hz. This range is adopted also in the test described in the next Sub-Paragraph 5.1.2.2.3 and it 

has been designed starting from the worst-case frequency variations defined by the EN 50160. The choice of 

the two values 48.76 Hz and 50.13 Hz is arbitrary and aimed at avoiding integer values.  Two digits after the 

decimal point were set because of the calibrator resolution. The test procedure and the test end condition are 

equal to the one described in the Sub-Paragraph 5.1.2.2.1 above. This test case was repeated for 4 times. After 

that, the mean calibration coefficients K̅EM A and K̅EM   were applied to the correspondent readings, obtaining 

E*mA and E*m . Finally, the percentage error defined in (5.1) was computed for both the EMUTs to check the 

non-integer frequency impact on the measurement. 
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5.1.2.2.3 Random multiple frequencies 

The third test case goal is to simulate a realistic scenario in which the power frequency randomly 

oscillates around the nominal frequency. This was achieved by applying for a short time interval a frequency 

randomly extracted from a uniform probability distribution defined over the range 48 ÷ 52 Hz. After that, a 

new random frequency was applied, and so on for about 8.5 hours. The following condition was adopted to 

decide when to generate a new random frequency: 

 EmA=800 Wh  ∨  Em =800 Wh . (5.5) 

The calibration coefficients were applied to the EMUT readings, obtaining E*mA and E*m  and finally 

the percentage error due to frequency variation was evaluated with (5.1). 

 

5.1.2.3 Experimental Results 

5.1.2.3.1 Nominal frequency – calibration measurement 

In Table 5.3 the data from the EMUTs calibration is reported. It is possible to notice that calibration 

coefficients KEM A and KEM B present a limited variation (considering the standard deviation of the mean) 

around the mean value, showing good repeatability. Both the EMUTs are compliant with their accuracy class 

at nominal conditions. 

Table 5.3 EMUTs calibration at nominal frequency condition 

 Et [Wh] EmA [Wh] EmB [Wh] KEM A [-] KEM B [-] e A% [%] e B% [%] 

 36475.4 36396 36800 0.9978 1.00890 -0.22 0.89 

 36472.9 36394 36800 0.9978 1.00897 -0.22 0.90 

 36470.7 36403 36800 0.9981 1.00903 -0.19 0.90 

 36479.0 36443 36800 0.9990 1.00880 -0.10 0.88 

 36480.1 36448 36800 0.9991 1.00877 -0.09 0.88 

 36470.9 36380 36800 0.9975 1.009023 -0.25 0.90 

 36474.3 36424 36800 0.9986 1.00893 -0.14 0.89 

K̅      0.9983 1.00892   

σK  
    2⋅10 4 4⋅10 5   
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5.1.2.3.2 Single non-integer frequencies 

In Table 5.4 the data obtained from the energy measurements is listed. The magnitude of the percentage 

error is greater than the standard deviation of the calibration coefficients K̅EM A, K̅EM   determined in Sub-

Paragraph 5.1.2.3.1, especially for EMUT B, for whom e  % is around 40 times higher than the variation of 

σKEM  . This means that the percentage error is not due to the approximation arising from considering a mean 

value for the calibration coefficients. In other words, it can be stated that a steady off-nominal frequency 

perturbs the EMUTs active energy measurement, even though they are still compliant with their accuracy class. 

Table 5.4 EMUTs percentage error at off-nominal frequency condition 

Frequency [Hz] Et [Wh] E*mA [Wh] E*mB [Wh] e A% [%] e B% [%] 

48.76 

36419.2 36439.1 36474.8 0.055 0.15 

36414.9 36442.1 36474.8 0.075 0.16 

36414.0 36440.1 36474.8 0.072 0.17 

36405.4 36431.1 36474.8 0.071 0.19 

50.13 

36428.7 36430.1 36474.8 0.0039 0.13 

36427.4 36447.1 36474.8 0.054 0.13 

36427.6 36450.1 36474.8 0.062 0.13 

36428.7 36419.1 36474.8 -0.026 0.13 

36433.3 36455.2 36474.8 0.060 0.11 

 

5.1.2.3.3 Random multiple frequencies 

The randomly generated frequencies are plotted against time in Figure 22 and the corresponding data from 

the energy measurement are shown in Table 5.5. 
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Figure 22 Randomly generated frequency sweeps. 

 

Table 5.5 EMUTs percentage error at random frequency variations 

Frequency Et [Wh] E*mA [Wh] E*mB [Wh] e A% [%] e B% [%] 

Sweep 1 38032.8 38039.5 38060.6 0.018 0.073 

Sweep 2 38039.6 38056.4 38060.6 0.044 0.055 

Sweep 3 38021.1 38039.5 38060.6 0.048 0.10 

 

The variation due to the random frequency sweeps lead to a smaller impact on the percentage error if 

compared to the one due to the single non-integer frequencies. This behavior can be explained by the fact that 

in the single non-integer frequency case, the EMUTs could be subjected to a frequency that particularly affects 

their measurement, as acting on a weak spot. Whereas, when the meters experience the random frequency 

variation, the percentage error is influenced in different ways: it could be higher with the “critical” frequencies 

and it could be lower with, for instance, integer frequencies. Consequently, the frequency variation effect on 

the overall energy measurement is much more mitigated. 

 

5.1.2.4 Conclusions 

The presence of distortion and power quality issues are a challenging scenario for the energy meter 

performance, thus thorough testing procedures shall be developed. The research reported in this Sub-Section, 

proposes a new test procedure for the assessment of active energy meters behavior in off-nominal frequency 

conditions, by providing the energy meter with non-integer frequencies and randomly generated frequencies. 

The presented results show that it is worth to improve the standard testing concerning the frequency variation 
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effects on active energy measurements. Such tests shall consider (as much as possible) the real-world operating 

conditions of power networks. 

 

5.1.3 Testing under Realistic Distorted Current and Voltage Distortion 

The standards overviewed in the Sub-Section 5.1.1 also deal with the EMs calibration in presence of 

harmonic disturbances. Three different categories of disturbances can be found in the standards EN 50470-3 

and IEC 62053-21: (i) harmonic components in the current and voltage circuits; (ii) DC and even harmonics 

in the current circuit; (iii) odd harmonics in the current circuit. In the IEC 62053-22 only test (i) is defined. 

Moreover, a test for current sub-harmonics is prescribed, but it will not be discussed since it deals with a case 

that is not under the scope of the present research. The additional percentage error limits admitted for the above 

tests are listed in Table 5.6. 

Table 5.6 Additional percentage error limits for the harmonic disturbance tests regarding the accuracy 

classes A, B, C (EN 50470-3) and 2, 1, 0.5S, 0.2S (IEC 62053-21, -22) 

Disturbance 
Value of 

current 
PF 

Limits of additional percentage error for 

meters of class index ± [%] 

A B C 2 1 0.5S 0.2S 

Harmonic 

components in the 

current and voltage 

circuits 

0.5 Imax 1 a 1.0 0.8 0.5 1.0 0.8 0.5 0.4 

DC and even 

harmonics in the a.c. 

current circuit 

Imax

 √2
 1 6.0 3.0 1.5 6.0 3.0 - - 

Odd harmonics in the 

a.c. current circuit 
0.5 Iref 1 6.0 3.0 1.5 6.0 3.0 - - 

a. The PF here is the harmonic PF for the considered harmonic order. 

 

The peculiarity of all the harmonic disturbance tests for the active EMs calibration is the fact that a 

standard test waveform has been chosen, distinguished by a very specific harmonic content. For instance, in 

the disturbance category (i) the voltage and current waveforms are both formed by a fundamental and a 5th 

harmonic component, but with different Total Harmonic Distortion factor (THD): 10 % for the voltage and 40 

% for the current. The fundamental and the 5th components of voltage are in phase at the positive zero crossing 

and the current components are in phase with the same-order voltage components. As for the disturbance 

category (ii), the standards establish a half-wave rectified current waveform, composed just by even harmonics 

with a THD ≈ 87 %, while for the disturbance category (iii), a phase-fired alternate current waveform, made 
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by odd harmonics and characterized by a THD ≈ 113 % is defined. In Figure 23 and Figure 24 the time-domain 

signal and the magnitude spectrum of the mentioned test waveforms are depicted, respectively. 

 

 
Figure 23 Odd and even harmonic disturbance tests waveforms defined in EN 

50470-3 and IEC 62053-21. 

 

 
Figure 24 Odd and even harmonic disturbance tests waveforms magnitude 

spectra defined in EN 50470-3 and IEC 62053-21. 

 

This research has attempted to design realistic test waveforms, starting from the standards [24], [25]. As 

in Sub-Section 5.1.2 the goal is to provide possible alternatives to the standard tests, pursuing more realistic 

condition and investigate the EMs accuracy behavior in terms of the error index defined in the standards. 
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5.1.3.1 Measurement System Description 

The experimental tests have been carried out by means of the test setup illustrated in Figure 25, 

analogous to the one Figure 21, except for an additional energy meter under test (EMUT) connected in series 

to the current circuit and in parallel to the voltage one. 

 
Figure 25 Adopted measurement setup for testing the three off-the-shelf EMs. 

 

The full information concerning the test setup is already described in Paragraph 5.1.3.1, in the following 

just a brief summary of the employed equipment is reported for readability and the specifications of the new 

EMUT are listed. A Fluke 6105A calibrator provided the reference voltage and current inputs. The voltage is 

directly applied across the EMUTs terminals, while the current is stepped-up by means of a 5 VA 5:20 current 

transformer (ICT), feeding the EMUTs. A high-accuracy power analyzer Yokogawa WT3000E, of which 

accuracy is ± (0.01 % of reading + 0.03 % of range + 0.02 % of time reading), served as reference for the 

active energy measurement. The three EMUTs, identified as EMUT A, B and C, are single-phase MID class 

B compliant, according to the standard EN 50470-3. In spite of the same rated voltage Un=230 V and the same 

rated current Iref=5 A, the EMUT C maximum current Imax is 100 A (Imax=45 A for EMUT A, Imax=40 A for 

EMUT B) and it is equipped with a static pulsed test output at 1000 impulses per unit of energy (imp/kWh). 

The three test outputs have been connected to a pulse reader, made of three signal conditioning circuits based 

on a photodetector (for EMUT A) and two pull-up resistors (one for EMUT B and one for the EMUT C), 

cascaded with logical ports acting as voltage regulators to obtain 0-5 V at the pulse reader output. After that, 

the three signals coming from the pulse reader output have been acquired through a NI9239 24-bit Data 

Acquisition board (DAQ) connected to a host PC running the test automation. 
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5.1.3.2 Experimental Tests 

The tests proposed in this Sub-Section are aimed at evaluating the EMs behavior when the voltage and 

the current are not sinusoidal. It should be highlighted that they are not only distorted waveforms, but they are 

also distinguished by a realistic harmonic content for a LV distribution network, considering the limits defined 

in the standards [24], [25]. Three different tests were carried out, all of them are based on the setup sketched 

in Figure 25: 

• sinusoidal waveform test (calibration measurement); 

• fixed random harmonics test; 

• random time-varying harmonics test. 

In these three tests, detailed in the following, the calibrator generated a sinusoidal current and voltage 

at f
r
=50 Hz. Only in the last two tests, an additional harmonic content up to the 25th harmonic has been 

superimposed to the 50 Hz components. The relative phase displacement between voltage and current has been 

set equal to zero for all the frequency components (pure resistive load), to focus only on the effect of the 

harmonic content on the active energy measurements performed by the EMs. Plus, this scenario is meaningful 

since the loads’ power factor is very close to 1 in typical LV power networks. The current from the calibrator 

Ip has been stepped-up to Is by a factor of 4 through the ICT and then fed to the EMUTs. The potential of the 

secondary winding of the ICT has been raised to U in order to obtain a phantom power supply for the EMUTs. 

The active energies EmA, Em  and EmC measured by EMUT A, EMUT B and EMUT C, respectively, are 

compared against Et, the energy measured by the reference power analyzer. The synchronization of the 

readings from the EMUTs and the power analyzer was implemented by starting the pulse counter acquisition 

in parallel with the energy computation performed by the power analyzer. The active energy readings were 

triggered when the electrical quantities provided by the calibrator are already in steady state. An in-depth 

analysis on the “pulse reader + DAQ” system properties has been already conducted in Paragraph 5.1.2.1.1. 

 

5.1.3.2.1 Sinusoidal current and voltage – calibration measurement 

The first test consisted in providing a sinusoidal current (Ip=5 A, rms) and a sinusoidal voltage (U=230 V, rms) 

by means of the Fluke 6105A to carry out the calibration of the EMUT C at nominal conditions and to check 

its measurement repeatability. Note that this operation had been already performed for EMUTs A and B in 

Sub-Section 5.1.2. The time duration of this calibration test is about 8 hours in order to replicate the same 

conditions under which EMUT A and B were subjected to. Note also that such a long-duration test makes 

negligible the contribution to uncertainty due to the test output reading compared to the overall energy 

measured by the EMUT. The chosen value for Is is 20 A since it lays between Iref and Imax for all the three 
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EMUTs and also because it is representative of a typical current intensity at the node where the EMs are 

installed in residential applications. This calibration procedure has been repeated for 8 times. For each 

repetition, the calibration coefficient KEM C was computed as: 

 KEM C =
EmC

Et
 ,  (5.6) 

where EmC is the active energy reading from EMUT C and Et is the corresponding reading of the reference 

instrument. Afterwards, the computations of the mean value K̅EM C and of the standard deviation of the mean 

σKEM C have been carried out by evaluating the 8 values obtained by each test repetition. The coefficient K̅EM C 

and the ones computed in Sub-Paragraph 5.1.2.3.1, K̅EM A and K̅EM  , for EMUT A and B, respectively, have 

been then used to correct the Em in all the following tests (see Sub-Paragraph 0 and 5.1.3.2.3). The correction 

is performed through: 

 Em i
* =

Em i

K̅EM i
 (5.7) 

where: i = A, B and C; E*m i is the EMUT i’s corrected active energy reading. This procedure allows assessing 

the effect of the considered harmonic disturbances by means of the additional percentage error ei
*%: 

 e i
*% =

Em i
* -Et

Et
×100. (5.8) 

The calibration coefficients KEM i, where: i = A, B and C, refer the EMUTs’ measurements to the 

reference energy meter’s ones and they are obtained in presence of nominal conditions. As the off-nominal 

conditions are applied to the EMUTs, the possible deviations observed between the energy readings provided 

by the reference energy meter and the ones provided by the EMUTs (with the correction applied) can be 

attributed to the off-nominal conditions, because all the other quantities reasonably have not changed since the 

calibration measurement. 

5.1.3.2.2 Fixed random harmonics 

In the second test, two sets of current and voltage harmonics have been randomly generated complying 

with the limits prescribed by [24] for the voltage harmonics up to the 25th order in LV systems. Each voltage 

harmonic component is drafted from a uniform distribution which ranges from 0 to the corresponding limit 

presented in the EN 50160 standard. Since a pure resistive load is assumed, as mentioned above, the current 

harmonic relative amplitudes are analogous to the voltage ones and the overall rms value is set to Ip=5 A. The 

THD of the waveforms obtained according to the described procedure are 4.2 % and 6.4 %, which are realistic 

values for current and voltage distortion according to those highlighted in the standard [25]. The experiment 
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based on the test waveform with THD = 4.2 % will be addressed as ♮1, while the one based on the test waveform 

with THD = 6.4 % as ♮2. The magnitude spectra of the waveforms are represented in Figure 26 and are 

normalized to the 50 Hz component magnitude. The time duration of this test is about 8 hours. Finally, the 

effects of the fixed random harmonic are evaluated by applying (5.7) and (5.8). 

 

 
Figure 26 Normalized harmonic components randomly generated for the “Fixed random harmonics” 

tests ♮1 (THD = 4.2 %) and test ♮2 (THD = 6.4 %). 

 

5.1.3.2.3 Random Time-Varying Harmonic Distortion 

The third test’s objective is to simulate a realistic scenario in which the energy meters are subjected to a 

harmonic distortion that changes unpredictably over time. To achieve this, a distorted voltage and current 

waveforms both generated with the same technique, illustrated in Sub-Paragraph 0, were applied for a short 

time interval (about 10 min). After that, another random waveform was applied, and so on for about 8.5 h. This 

operation was repeated 7 times. Finally, the effects of the random time-varying harmonic distortions are 

evaluated by applying (5.7) and (5.8). 

 

5.1.3.3 Experimental Results 

5.1.3.3.1 Sinusoidal current and voltage – calibration measurement 

In Table 5.7 the data from the EMUT C calibration is reported, whereas the summary of the EMUTs’ A 

and B results previously obtained in Sub-Paragraph 5.1.2.3.1 are listed in Table 5.8, for the sake of readability. 
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The percentage error e C% has been computed according to (5.1) and KEM C according to (5.6). Note that, even 

for EMUT C, the standard deviation σKEM C, associated to the computed average calibration coefficient, is very 

limited compared to the related average value K̅EM C and consistent with the ones for EMUT A and EMUT B 

in Table 5.8. This result means that the EMUT A, EMUT B and EMUT C calibration measurements are 

distinguished by a good repeatability (all obtained standard deviations are at least 5000 times lower than the 

measured quantity). Finally, a check of the accuracy class has been conducted and, since the percentage error 

is about 0.70 %, the EMUT C has been proved to be widely compliant with the declared class (as for the 

EMUTs A and B). 

Table 5.7 EMUT C calibration at nominal sinusoidal conditions. 

 Et [Wh] EmC [Wh] KEM C [-] e C% [%] 

 36416.0 36648 1.00637 0.64 

 36419.5 36658 1.00655 0.65 

 36420.8 36660 1.00657 0.66 

 36423.7 36663 1.00657 0.66 

 36407.3 36657 1.00686 0.69 

 36404.6 36658 1.00696 0.70 

 36406.7 36662 1.00701 0.70 

 36406.9 36662 1.00701 0.70 

K̅EM C   1.00674  

σKEM C
   9⋅10 5  

 

Table 5.8 EMUTs A and B calibration at nominal 

sinusoidal conditions, referenced from Table 5.3 

 EMUT A EMUT B 

K̅EM 0.9983 1.00892 

σKEM
 2⋅10 4 4⋅10 5 
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5.1.3.3.2 Fixed Random Harmonics 

In Table 5.9 the readings and the additional percentage errors ei
*% (i = A, B, and C) regarding the active 

energy measurements for the two fixed random harmonics tests are collected. The standard uncertainty ue i % 

of each additional percentage error computed for this test is shown in the top row of Table 5.10. 

Table 5.9 EMUTs additional percentage error at random distorted current and voltage condition 

Set 
THD Et Em A

*  Em B
*  Em C

*  e A
* % e B

* % e C
* % 

[%] [Wh] [Wh] [Wh] [Wh] [%] [%] [%] 

♮1 4.2 36529.1 36528.3 36474.8 36514.0 0.00 -0.15 -0.04 

♮2 6.4 36532.2 36539.2 36474.8 36512.0 0.02 -0.16 -0.06 

 

Table 5.10 Evaluation of Standard Uncertainty for the EMUTs additional percentage errors. 

 Set ue A % [%] ue B % [%] ue C % [%] 

Fixed random harmonics 
♮1 

0.09 0.09 0.09 
♮2 

Random time-varying harmonics 

#1 

0.2 0.2 0.2 

#2 

#3 

#4 

#5 

#6 

#7 

 

Examining also the ei
*% values (i=A, B, C) in Table 5.9, it can be noticed that: first, the magnitude of 

EMUT  ’s percentage error is greater than ue % by around 2 times; second, the values of eA
*% and eC

*% are of 

the same order of magnitude of (and even smaller than) ueA% and ueC%. Given that, the analysis of the presented 

values is carried out according to the following considerations. Thanks to the average calibration coefficient 

K̅EM C definition, it is possible to express the additional percentage error ei
*% (i=A, B, C) by (5.8). ei

*% is equal 

to zero (within the limits of the variation associated with K̅EM C) if E*m i (i=A, B, C) is measured in conditions 

analogous to the ones of the calibration procedure. When the current and voltage distortion is introduced, the 

RMS quantities are the same as the ones related to the sinusoidal quantities used for the calibration. The 

reference energy meter is assumed to not present a significantly different behavior in the distorted conditions, 

given its wide bandwidth. Therefore, any value of the ei
*% different from zero observed in distorted conditions 
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may be attributed to a performance downgrade of the EMs in these conditions. But first, the uncertainty 

associated to ei
*% must be considered: if its confidence interval does not include zero, then it is reasonable to 

state that the EMs’ behavior has been affected by the introduced distortion; otherwise, if the interval includes 

zero, the impact of the distortion is not observable, and nothing can be stated. Finally, the confidence interval 

has been computed as a double-sided interval centered in ei
*% by means of the standard uncertainty. According 

to the analysis above, only EMUT B shows a slight influence due to the fixed random harmonic presence, 

given that the relative confidence intervals are [-0.24 %, -0.06 %] and [-0.25 %, -0.07 %]. 

 

5.1.3.3.3 Random Time-Varying Harmonic Distortion 

In Table 5.11 are listed the observed maximum and minimum THD values of the generated current and 

voltage waveforms for each test sequence. 

Table 5.11 THD range maximum and minimum values 

with random time-varying harmonic distorted current 

and voltage distortion. 

Sequence 
THD min THD max 

[%] [%] 

#1 3.5 6.9 

#2 3.5 6.9 

#3 3.8 7.0 

#4 3.8 7.0 

#5 3.2 6.9 

#6 4.2 7.0 

#7 3.7 7.5 

 

For each sequence, the E*mi values, the reference energy readings Et and the ei
*% values are shown in 

Table 5.12, while the standard uncertainties uei % of the additional percentage errors ei
*% are reported in bottom 

row of Table 5.10. 
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Table 5.12 . EMUTs additional percentage error with random time-varying harmonic distorted 

current and voltage distortion. 

Sequence 
Et Em A

*  Em B
*  Em C

*  e A
* % e B

* % e C
* % 

[Wh] [Wh] [Wh] [Wh] [%] [%] [%] 

#1 38075.1 38201.9 38060.6 38075.5 0.3 0.0 0.0 

#2 38067.3 38194.0 38060.6 38078.5 0.3 0.0 0.0 

#3 38059.4 38192.0 38060.6 38067.5 0.3 0.0 0.0 

#4 38061.8 38177.2 38060.6 38082.4 0.3 0.0 0.1 

#5 38053.8 38167.3 38060.6 38068.5 0.3 0.0 0.0 

#6 38050.9 38160.4 38060.6 38072.5 0.3 0.0 0.0 

#7 38051.4 38107.9 38060.6 38079.5 0.1 0.0 0.0 

 

The random current and voltage distortion variations lead to percentage error variations that are not 

significative for EMUT B and C: as a matter of fact, the ue i % values define confidence intervals including 

zero (see observations in Sub-Paragraph 5.1.3.3.2). On the contrary, EMUT A exhibits a [0.1 %, 0.5 %] 

confidence interval of ei
*% for the sequences #1 to #6. Then, it can be concluded that the effect of the test 

scenario where the harmonic distortion of the current and the voltage waveforms randomly evolves over the 

time is not negligible for the EMUT A. Finally, observing Table 5.10, one could question the fact that the 

uncertainties relative to the percentage errors in the random time-varying harmonic test are higher than the 

ones in the fixed random harmonic test. This results from the test setup. To change the harmonic content of 

the voltage and current waveforms, the calibrator outputs must be set on standby, and the active energy cannot 

be measured during the transients between the standby and operational states because they would pollute the 

measurement. Therefore, considering that each harmonic configuration shall be applied for about 10 minutes, 

each repetition of the present test consists in performing about 50 different measurements and then to add the 

readings together. Hence, the uncertainty of the ei
*% relative to the cumulative readings is higher than the 

uncertainty obtained in the fixed random harmonic cases. However, even if this uncertainty is twice the one in 

the fixed random harmonics case, it is still possible to observe whether the EMUTs’ behavior is affected. Of 

course, the variation of the measured quantity must be evaluated against its confidence interval to judge the 

experimental result. 
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5.1.3.4 Conclusion 

In this Sub-Section, three off-the-shelf energy meters have been tested by applying distorted current and 

voltage waveforms distinguished by realistic harmonic content. Their behavior has been assessed computing 

the index prescribed by the standards to verify whether distorted conditions affect the energy meters accuracy. 

From the results it is possible to conclude that (i) the adopted waveforms and the measurement setup 

implemented allow appreciating small variations in the energy meters accuracy; (ii) not all the energy meters 

are affected by distorted conditions. Therefore, considering the test waveforms prescribed by the standards and 

the results herein presented, it can be concluded that the Standards should improve in terms of incorporating 

more realistic test waveforms to better assess the energy meters behavior in realistic conditions. 
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5.2 ICT Metrological Characterization in presence of Current Distortion 

In the recent years, the operation of ITs, both the inductive type and the low‐power ones, has been 

affected by the huge revolution in the power network due to the growing installation of renewable energy 

sources and static power converters. The poor power quality leads to severe and unwanted consequences, both 

on the electrical and electronic assets, as well as on the end‐users. In order to correctly and properly address 

such issues, the measuring instruments used for evaluating power quality need to operate accurately in a large 

frequency bandwidth. Often the primary sensing elements, such as the ITs, represent the weak spot in the 

measurements chain for such purposes, thus, they shall be verified and tested to provide accurate 

measurements in the power quality bandwidth. That is why a Standard dedicated to the use of ITs for power 

quality measurements has been developed: the IEC 61869‐103 [98]. Moreover, users and manufacturers should 

be guided on how to test ITs to verify their correct operation and level of uncertainty, also, in such off‐nominal 

operating conditions (a starting point for the tests is provided in [98]). Concerning ICTs operating under 

distorted waveform conditions, in literature several works can be found. For example, some testing procedures 

are described in [82], [99], [100], while error and non‐linearity corrections have been studied and proposed in 

[101]–[104]. Finally, accuracy measurements and calibration procedures are discussed in detail in [105]–[107]. 

In light of the above, the present research uses the literature as a starting point to raise and to study empirically 

the issue of the impact of the harmonic distortion on MV ICTs and its consequences. 

The first part of this research, presented in Sub-Section 5.2.1 and published in [108], explores how much 

the ICT accuracy is influenced by a set of currents with a realistic harmonic content, employing as tools the 

composite error index and a simplified version of it. The second part, presented in Sub-Section 5.2.2 and 

published in [109], starts from the results obtained in the first part and it ends with a practical metrological 

application for current distortion measurements. 

  

5.2.1 ICT Accuracy Dependency on Current Distortion 

The main aim of this first part of the research is to assess whether the actual distorted conditions of the 

network are really affecting the accuracy of ICTs. Moreover, a new procedure for this analysis is proposed, 

since the standards do not provide a uniform set of distorted waveforms to be applied and there is no agreement 

yet, among the experts, about how to evaluate the uncertainty of the instrument transformer when the operating 

conditions are different from the rated ones. In particular, a set of steady‐state actual distorted waveforms have 

been collected from the grid, distinguished by different levels of harmonic distortion, and then applied to two 

typical off-the-shelf MV ICTs. Afterwards, the performance of the ICTs has been evaluated using the 

composite error index and its approximated version. Such a way to assess the ICT’s accuracy is typical of, but 

not limited to, protective ITs. In literature many examples can be found: a virtual instrument has been 
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developed in [85]; in [110] a model has been studied to assess ITs affected by power quality issues; [111] and 

[112] instead, describe the use of ratio error applied to each harmonic component and the application of the 

frequency response approach, respectively. Finally, the application of the composite error on the evaluation of 

the ITs’ performance in a variety of network conditions is studied in [113]–[115]. 

This Sub-Section is structured as follows: Paragraph 5.2.1.1 contains the complete description on how the 

actual steady‐state distorted signals have been acquired. Paragraph 5.2.1.2 describes the simple measurement 

setup implemented to test the ICTs. The main tests performed are listed in Paragraph 5.2.1.3, while in 

Paragraph 5.2.1.4 the results and the postprocessing analysis are included. Finally, a brief conclusion with the 

key points is drawn in Paragraph 5.2.1.5. 

 

5.2.1.1 Acquisition of Actual Signals 

Two off‐the‐shelf ICTs have been tested using actual signals. Before describing the ICT testing (see 

Paragraph 5.2.1.3), it is necessary to describe how such signals have been acquired. First of all, the 

measurement instrument developed for the current collection is depicted in Figure 27. 

 
Figure 27 Measurement instrument developed for the acquisition of actual 

currents. 

 

It simply consists of a Hall‐effect‐based current sensor, a direct current (DC) generator to supply it, and 

a data acquisition board (DAQ) to collect the samples. The current sensor is a LEM LA 100‐P with a primary 

measuring range of 0–150 A; a secondary nominal current of 50 mA and an accuracy of ±0.45 %. As for the 

DAQ, an NI 9238 has been used. Its main characteristics are summarized in Table 5.13. 
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Table 5.13 Main features of the data acquisition board (DAQ) NI 9238. 

Resolution 24 bit Max Input Signal ± 500 mV 

Sample Rate 50 kSa/s/ch 
Simultaneous 

channels 
yes 

ADC Delta-Sigma 
Temperature 

range 
- 40 to 70 °C 

Gain Error ± 0.07 % Offset Error ± 0.005 % 

 

Since the DAQ supports only voltage inputs, and the LEM LA 100‐P provides a current output, a resistor 

has been inserted as current sensor’s load. Then, the voltage across the load has been acquired by means of the 

DAQ. The setup has been then used, inside the laboratory environment, to acquire currents flowing along the 

LV network when using different instrumentation; e.g. a thermostatic chamber, air conditioner, calibrator, 

power source, etc. According to the current sensor’s specifications, the measurand expected magnitude and 

the DAQ’s max input signal, a 100 Ω load resistance has been chosen. The acquired signals have been sorted 

in terms of THD, because the aim is to have signals with a variety of actual harmonic content, regardless the 

source of that content. Hence, values in Table 5.14 are listed from signals A to E for the sake of simplicity. 

The collected signals have all a THD < 10 %, which is a plausible and realistic distortion for the currents 

absorbed by users in LV and MV systems, according to IEEE Std. 519‐2014 [25]. 

Table 5.14 List of the 

acquired signals and their 

total harmonic distortion 

(THD). 

Signal THD [%] 

A 4.5 

B 7.2 

C 7.7 

D 8.7 

E 9.9 

 

As an example, the waveform of signals A and E have been plotted and presented in Figure 28. 
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Figure 28 Waveform of the signal A (top) and E (bottom). The two sampled waveforms 

are normalized to 1. 

 

5.2.1.2 Measurement Setup for ICT Testing 

To inject the current, acquired as described in Paragraph 5.2.1.1, the following measurement setup has 

been improved and adopted. It consists of: 

• A 14‐bit Keysight Function/Arbitrary waveform generator 33220A. It features a frequency 

resolution of 1 µHz, a frequency accuracy of ± (20 ppm + 3 pHz), and a sampling frequency of 

50 MSa/s. The function generator has been used to replicate the current waveform previously 

collected. 

• Fluke Transconductance 52120A. Its task is to transduce the output voltage of the generator into 

a current consistent with the rated values of the transformers under test (TUTs). The main 

accuracy parameters of the transconductance are listed in Table 5.15. 
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Table 5.15 Main features of the two 

transconductance 52120A. 

Current 

Range 
% of output % of range 

2 0.015 0.070 

5 0.015 0.060 

10 0.015 0.020 

 

• The MV TUTs. Their main characteristics are collected in Table 5.16. 

Table 5.16 Main features of the two transformers under test (TUTs). 

TUT Ratio 
Rated 

Power 

Accuracy 

Class 
Extended Current Rating 

 [A/A] [VA]  [%] [A] 

T1 20/5 6 0.5 120 24 

T2 100/5 6 0.2 120 120 

 

• Two shunt resistors to measure both the primary and secondary currents of the TUTs. The first, 

S1, is a 1 mΩ resistor, and it is installed in series to the primary current; the second resistor, S2, 

has a 10 mΩ resistance, and it is installed in series to the secondary current and to a 220 mΩ/7 

W resistive burden to guarantee the TUT’s operation under rated conditions. As for their 

uncertainty, they feature 0.01 % and 0.005 % for S1 and S2, respectively. No other information 

is available from the manufacturer. Nevertheless, the characterization described in the next 

Paragraph has provided the information necessary for the TUTs’ proper testing. Finally, in [82] 

the two shunts have been characterized vs frequency to assess whether they are affected from it 

or not. The results showed that the frequency does not affect both shunts, reporting variations 

lower than 2×10 6 Ω. 

• An NI9238 DAQ to acquire the output voltages of both the shunts. 

The conceptual scheme of the measurement setup is depicted in Figure 29. 
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Figure 29 Schematic of the measurement setup used for the tests. 

 

To summarize the operation of the setup, the signals listed in Table 5.14 have been reproduced with the 

function generator, transduced by the transconductance amplifier 52120A and then injected into the TUT. 

 

5.2.1.3 Description of the Tests 

The aim of the test is to acquire both primary and secondary currents of the TUTs. The currents are then 

used to perform an accuracy evaluation of the TUTs. First, the signals in Table 5.14 have been continuously 

fed from the function generator to the transconductance. Second, the output of the transconductance has been 

set to values of currents in accordance with [39]. In particular, [39] states that the ratio and phase errors, used 

to evaluate the accuracy class of the transformers, are evaluated at 5 %, 20 %, 100 % and 120 % of the 

transformer’s rated primary current. Consequently, for the adopted TUTs, a set of RMS currents of 20, 4 and 

1 A for T1 and of 100, 20 and 5 A for T2 have been generated by the transconductance and injected into the 

TUT. The 120 % current test has been omitted due to the limitations of the transconductance; however, over 

currents are not the aim of this research, which tackles the normal operation of the network in actual conditions. 

To measure the currents, two shunts have been adopted together with a DAQ NI9238 in order to collect 

the output voltages. The whole measurement chain composed by the shunts and the DAQ has been 

characterized before and after the tests to ensure its repeatability and to confirm the shunt resistance values. 

The characterization process has been done by injecting the current of interest I (5 %, 20 % and 100 % of the 

primary and secondary currents) into the shunts by using a reference calibrator (Fluke 6105A), and then by 

reading the voltage measurements from the DAQ. One hundred measurements for each current level have been 

acquired, and the mean value Rm of the “shunts + DAQ” chain conversion factor has been computed, whose 

measurement unit is the ohm. The results of the characterization provided the estimate values of the equivalent 

resistances of the “shunts + DAQ” chain for each measured current. Such resistance values, used to compute 

the currents from the measured voltages, and their related extended uncertainty uR (coverage factor k=2), are 
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listed in Table 5.17. The table includes the values of the first characterization, considering that the second 

characterization provided the same results. 

Table 5.17 Results of the characterization of the 

“shunts + DAQ” measurement chain. 

Shunt I Rm uR 

 [A] [mΩ] [ Ω] 

S1 

1 0.999 1 

4 0.9995 0.4 

5 0.9994 0.3 

20 0.9994 0.1 

100 0.99941 0.07 

S2 

0.25 10.028 3 

1 10.029 1 

5 10.0291 0.6 

 

As for uR, it has been computed by means of the propagation of the uncertainties, as described in the 

Guide to the expression of Uncertainty in Measurement [47]: 

 𝑢𝑅 = √(
𝜕𝑅

𝜕𝑉
)

2

𝑢𝑉𝑎

2 + (
𝜕𝑅

𝜕𝐼
)

2

𝑢𝐼𝑏

2 = √(
𝑢𝑉𝑎

2

𝐼2 ) + (−
𝑉𝑚

𝐼2
)

2

𝑢𝐼𝑏

2  . (5.9) 

Where: 

• Vm is the average measured voltage across the shunt; 

• 𝑢𝑉𝑎
 is the uncertainty of the measured voltage evaluated with type A method, as the standard 

deviation of Vm; 

• 𝑢𝐼𝑏
 is the uncertainty of the generated current evaluated with the type B method starting from 

the accuracy specification of the calibrator (with transconductance for the case of 100 A). 

The type A method is based on the estimation of the expected value of the measurand and of its standard 

deviation, starting from N measurements. In the type B method instead, the contributions to the uncertainty are 

provided by the manufacturer of the devices in terms of indices. These are basically two: the error on the full 

scale and the one on the reading. There are few considerations regarding (5.9) to be pointed out: first, the 

measured voltage Vm and the generated current I are obviously uncorrelated quantities; second, the type B 
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evaluated uncertainty uVb does not appear in (5.9), since the whole “shunt + DAQ” measurement chain is the 

system to be characterized. In other words, the value of Rm already embodies the contribution due to the DAQ’s 

error in every considered current scenario. This operation was possible because of the fact that exactly the 

same setup has been implemented both in the characterization and in the measurement procedures. Afterwards, 

for each signal of Table 5.14, 100 measurements of 10 periods of the above‐mentioned set of currents have 

been collected for both the primary and the secondary by acquiring the voltage drop on the shunts S1 and S2 

(sampling frequency 50 kSa/s). To complete the set of tests, and to better evaluate the results, the two TUTs 

have been fed with sinusoidal signals. In particular, the three currents of interest (100, 20, 5 A and 20, 4, 1 A) 

have been injected as 50 Hz sinusoidal waveforms. Again, 100 measurements of both primary and secondary 

currents have been collected. This last test has been considered fundamental to assess the performance of the 

ICTs at rated conditions; hence, to use the results as a comparison with the other operating conditions. 

 

5.2.1.4 Experimental Results 

The evaluation of the TUTs accuracy has been carried out by means of the ratio error ε, the phase error 

Δφ, and the composite error εc, defined in [39]. The indices ε and Δφ are used to assess the performance 

of the ICTs at sinusoidal conditions, whilst εc is introduced after the encouraging results obtained in [82]. In 

fact, εc was used in [82] to assess the ICT’s behavior in the presence of fault‐derived signals; instead here, εc 

is applied to the evaluate ICTs in presence of steady‐state distorted signals. For convenience, the formula of 

εc is reported: 

 
𝜀𝑐 ≜

√
1
𝑇 ∫ (𝑘𝑟𝑖𝑠 − 𝑖𝑝)

2
𝑑𝑡

𝑇

0

𝐼𝑝
× 100 . 

(5.10) 

Where: 

• 𝑘𝑟 is the rated transformation ratio 

• 𝑖𝑝 is the instantaneous value of the primary current; 

• 𝑖𝑠 is the instantaneous value of the secondary current; 

• 𝐼𝑝 is the RMS of the primary current; 

• T is the duration of one cycle. 

If 𝑖𝑝 and 𝑖𝑠 are sinusoidal waveforms, then the approximated composite error 𝜀𝑐
∗ calculated with (see 

[115]): 
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 𝜀𝑐
∗ ≈ √𝜀2 + 𝛥𝜑2 . (5.11) 

Attention shall be paid to the usage of ε and Δφ: these two parameters are defined for the instrument 

transformers only in the presence of sinusoidal quantities. When actual distorted waveforms are considered, 

as done below, ε and Δφ are computed for the 50 Hz components. This is a non-conventional procedure, 

according to the ε and Δφ definitions, even if commonly adopted. In Table 5.18 and Table 5.19 the results are 

reported for T1 and T2, respectively. The following quantities are shown: ε and Δφ for the 50 Hz harmonic 

component; 𝜀𝑐 computed by the numerical implementation of (5.10) and 𝜀𝑐
∗. Each quantity is averaged over 

the 100 repeated measurements conducted for each signal of Table 5.14 at 5 %, 20 % and 100 % of the rated 

primary current 𝐼𝑝𝑟. 

Table 5.18 Results for T1. Averages of ε, Δφ, 𝜀𝑐, 𝜀𝑐
∗ for the sinusoidal case 

and all the distorted signals, at 0.05 𝐼𝑝𝑟 , 0.2 𝐼𝑝𝑟  and 𝐼𝑝𝑟 . 

𝐼𝑝 Signal ε Δφ 𝜀𝑐 𝜀𝑐
∗ 

[A]  [%] [mrad] [%] [%] 

1 

Sinusoidal −0.7865 19.53 2.148 2.105 

A −0.8117 19.49 2.156 2.111 

B −0.8172 19.81 2.181 2.143 

C −0.7534 19.42 2.120 2.083 

D −0.8070 19.47 2.150 2.107 

E −0.8000 19.38 2.142 2.097 

4 

Sinusoidal −0.4752 12.497 1.3398 1.3370 

A −0.4983 12.460 1.3448 1.3419 

B −0.5216 12.568 1.3605 1.3607 

C −0.4667 12.383 1.3239 1.3233 

D −0.5195 12.324 1.3395 1.3374 

E −0.4768 12.445 1.3345 1.3327 

20 

Sinusoidal −0.2778 7.580 0.8086 0.8073 

A −0.2966 7.577 0.8181 0.8137 

B −0.3090 7.598 0.8239 0.8202 

C −0.2820 7.584 0.8123 0.8092 

D −0.3027 7.636 0.8274 0.8214 

E −0.2830 7.592 0.8146 0.8102 
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Table 5.19 Results for T1. Averages of ε, Δφ, 𝜀𝑐, 𝜀𝑐
∗ for the sinusoidal case 

and all the distorted signals, at 0.05 𝐼𝑝𝑟 , 0.2 𝐼𝑝𝑟  and 𝐼𝑝𝑟 . 

𝐼𝑝 Signal ε Δφ 𝜀𝑐 𝜀𝑐
∗ 

[A]  [%] [mrad] [%] [%] 

5 

Sinusoidal −0.176 6.04 0.649 0.629 

A −0.173 5.73 0.617 0.598 

B −0.192 5.81 0.630 0.612 

C −0.190 5.77 0.629 0.608 

D −0.234 5.96 0.659 0.640 

E −0.219 6.11 0.667 0.649 

20 

Sinusoidal −0.0331 3.877 0.391 0.3891 

A −0.0876 3.639 0.376 0.3743 

B −0.0937 3.633 0.391 0.3752 

C −0.0838 3.632 0.381 0.3727 

D −0.0936 3.636 0.380 0.3754 

E −0.1040 3.605 0.383 0.3752 

100 

Sinusoidal 0.0541 2.4116 0.24734 0.24714 

A −0.0206 2.2879 0.23080 0.22973 

B 0.0292 2.2702 0.22947 0.22889 

C 0.0378 2.2468 0.22811 0.22784 

D −0.0130 2.2804 0.22875 0.22842 

E −0.0330 2.2995 0.23260 0.23231 

 

From the graphical representation of Table 5.19 in Figure 30, it emerges that 𝜀𝑐
∗ slightly underestimates 

𝜀𝑐 for T2. It is also evident that the composite error decreases as the current gets closer to the rated one, which 

is an expected behavior, and that the composite error variation among the different distortion cases is almost 

absent. As for T1, the same observations can be drawn from Table 5.18, and consequently, their graphical 

representation is omitted. 
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Figure 30 Graphical representation of the results in Table 5.19. 

 

For convenience, the maximum standard deviations of the averages of ε, Δφ, εc and 𝜀𝑐
∗, for every 

current case, is reported in Table 5.20. The standard deviation of each parameter for both the TUTs gets smaller 

as the primary current gets closer to the rated one. The composite error and the ratio error are defined as 

dimensionless percentage quantities; thus, their standard deviation shall be expressed accordingly as 

percentages. The uncertainty of the parameters in the Table, evaluated with the type B method, has been 

omitted, because, for the comparison of the signals from A to E, in each current category, the measurement 

chain involved is the same. Therefore, for the evaluation of the parameters’ variation, the uncertainty evaluated 

with type B method is not significative. 
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* 

Table 5.20 𝜎𝜀, 𝜎Δ𝜑 and 𝜎𝜀𝑐
∗ are maximum standard deviations of the averages 

of ε, Δφ, 𝜀𝑐, 𝜀𝑐
∗, respectively, for both the TUTs at 0.05 𝐼𝑝𝑟 , 0.2 𝐼𝑝𝑟  and 𝐼𝑝𝑟 . 

TUT I 𝜎𝜀 𝜎Δ𝜑 𝜎𝜀𝑐
 𝜎𝜀𝑐

∗  

 [A] [%] [mrad] [%] [%] 

T1 

1 0.0009 0.01 0.002 0.001 

4 0.0003 0.003 0.0005 0.0003 

20 0.0003 0.002 0.0003 0.0002 

T2 

5 0.002 0.01 0.002 0.001 

20 0.0004 0.004 0.003 0.0004 

100 0.0002 0.0006 0.00009 0.00007 

 

In Table 5.18 and Table 5.19, note that both T1 and T2 are compliant with their rated accuracy class (0.5 

and 0.2, respectively): the measured ratio and phase errors in the sinusoidal case are smaller than the limits 

prescribed in [39]. The limits for the accuracy classes 0.2 and 0.5 are reported in Table 5.21, showing the 

maximum admitted ratio error εmax and the phase error Δφ
max

. Since these limits are defined for sinusoidal 

waveforms, then it is possible to extend Table 5.21 by applying (5.11) in order to estimate the corresponding 

composite error limits εc
*
max 

 for each accuracy class. These values have been computed and listed in the last 

three columns of Table 5.21. 

Table 5.21 ε and Δφ, limits for the 0.2 and 0.5 accuracy classes transformers defined in [39]. The 

table has been extended with 𝜀𝑐
∗

𝑚𝑎𝑥 
, obtained from the limits 𝜀𝑚𝑎𝑥 and Δ𝜑𝑚𝑎𝑥 . 

Accuracy 

Class 

𝜀𝑚𝑎𝑥 Δ𝜑𝑚𝑎𝑥 𝜀𝑐
∗

𝑚𝑎𝑥 
 

[%] [mrad] [%] 

 0.05 𝐼𝑝𝑟  0.20 𝐼𝑝𝑟  𝐼𝑝𝑟  0.05 𝐼𝑝𝑟  0.20 𝐼𝑝𝑟  𝐼𝑝𝑟  0.05 𝐼𝑝𝑟  0.20 𝐼𝑝𝑟  𝐼𝑝𝑟  

0.2 0.75 0.35 0.2 9 4.5 3 1.17 0.57 0.36 

0.5 1.5 0.75 0.5 27 13.5 9 3.09 1.54 1.03 

 

At this point, it is interesting to compare the numerically computed values of 𝜀𝑐 with the corresponding 

value of 𝜀𝑐
∗

𝑚𝑎𝑥 
, since it could be a criterion to assess the TUTs accuracy performance in the steady‐state 

distorted conditions. The composite error physical meaning is how well the instrument transformer output 

matches the measurand, and 𝜀𝑐
∗

𝑚𝑎𝑥 
 is the estimate of the worst tolerated scenario in sinusoidal conditions. 
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Therefore, if 𝜀𝑐 in the distorted cases is smaller than 𝜀𝑐
∗

𝑚𝑎𝑥 
, then the TUT accuracy could be considered 

acceptable. The results in Table 5.18 and Table 5.19 show that both TUTs present a composite error 𝜀𝑐 smaller 

than the limit value 𝜀𝑐
∗

𝑚𝑎𝑥 
 in all of the distorted cases. Additional tests were carried out to support the results 

herein obtained: the first, at very high THD (25.0 %) with random frequency components up to the 20th 

harmonic order; the second, at THD = 10 %, but with a single frequency component which was changed from 

the 20th (1000 Hz) to the 100th (5000 Hz) harmonic order. Under these conditions the TUTs have maintained 

their accuracy class, showing consistency with the results obtained in Table 5.18 and Table 5.19. As a further 

comment, the instrument current transformer performance evaluated by means of the composite error suggests 

that its accuracy is mainly dependent upon the performance at 50 Hz and only (very) slightly affected by the 

actual harmonic content of the measurand. It is worth highlighting that all the above‐mentioned results prove 

the applicability of (5.11) for two main reasons. First, the set of currents used has an actual harmonic content 

consistent with the Standards. Second, the peculiarity of using only the 50 Hz component is supported by the 

fact that common measurement instruments (e.g. phasor measurement units, energy meters, etc.) already 

extract such a component. To validate the obtained results, the measurements have been repeated after more 

than a month to ensure also their repeatability. The new set of results completely confirms what was already 

presented in this investigation. As a final and main comment, it is interesting to assess the obtained results 

from a practical point of view. Such results allow to state that ICTs maintain their class performance even in 

presence of realistic distortions/off‐nominal conditions of the network up to a 25 % of THD. Furthermore, the 

use of 𝜀𝑐
∗ and 𝜀𝑐 for measuring IT is supported by the results and by the fact that, at off‐nominal conditions, 

they provide a more significant information compared to the ratio and phase errors. 

 

5.2.1.5 Conclusions 

The aim of this first part of the research is to raise the issue of whether or not realistic power network 

conditions affect the accuracy performance of inductive current transformers. This has been done considering 

that no standard defines how to proceed with such tests, which waveforms have to be injected, and how much 

they are affected. Therefore, actual distorted currents have been collected from the grid and injected to two 

off‐the‐shelf current transformers. Afterwards the results have been evaluated in terms of the composite error 

and an approximated version of it. From the results it emerges that both transformers show really good behavior 

at rated and at off‐nominal conditions. Hence, in this particular case study, which involves devices adopted by 

several utilities, it is reasonable to ask whether the influence of distorted signals (with values within the limits 

suggested by IEEE Std 519‐2014) is really affecting the behavior of the transformers. The answer to that 

question, from the presented results, is no. In other words, in practical cases, hence, when the transformer is 

operating at actual conditions, their behavior is only slightly affected by the distorted input signals. Such a 
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conclusion is not to be claimed as obvious, because the common idea is that ICTs operation is quite affected 

by distorted primary currents. As a consequence, several works in literature deal with how to solve such an 

issue despite is minor significance in realistic conditions (even if the proposed solutions are typically effective). 

A secondary conclusion is that, in light of the previous one, the application of the composite error should be 

encouraged for the assessment of the transformers’ accuracy when they operate at off‐nominal conditions. As 

a matter of fact, it provides a more exhaustive information on the accuracy of the transformer, compared to the 

one of ratio and phase errors. Overall, the standards should include more details for the users regarding how 

to test the instrument transformers in more realistic conditions, emphasizing on the influence quantities 

affecting most the accuracy of the transformers. 

 

5.2.2 Practical Estimation of the Total Harmonic Current Distortion Uncertainty 

The Total Harmonic Distortion (THD) measurement is among the key elements to assess the power 

quality of a network. However, the Standards does not provide sufficient information to evaluate the 

uncertainty related to the THD, neither voltage nor current one. Therefore, this part of the research on the ICTs 

tackles the practical uncertainty estimation of the current THD measured by two off-the-shelf MV ICTs 

employing a closed-form expressions developed in [116]. This is performed by comparing actual THD 

measurements with the estimates obtained from the closed-form expressions. What follows has been structured 

as: Paragraph 5.2.2.1 briefly describes the closed-form expressions. The main setup used to collect the THD 

measurements is shown in Paragraph 5.2.2.2. Paragraph 5.2.2.3 deals with the tests and the results, while 

Paragraph 5.2.2.4 includes the final remarks and comments. 

 

5.2.2.1 The Closed-form Expressions 

Starting from the definitions of THD and of the ratio error affecting the rms of the harmonic components 

𝑋𝑖 of the measured signal, the following expression is obtained: 

 𝑇𝐻𝐷 = √∑ (
𝑋𝑖(1 + 𝜀i)

𝑋1(1 + 𝜀1)
)

2𝑁

𝑖=2

 . (5.12) 

In (5.12) the values of the ratio error of the 50 Hz component 𝜀1 and of the harmonic components 𝜀i 

have been taken from the standards [36], [117]. Afterwards, (5.12) can been manipulated and treated like a 

non-linear combination of uniformly-distributed random variables. The resulting probability density function 

is described by the expected value 𝜇𝑇𝐻𝐷 and the variance 𝜎𝑇𝐻𝐷
2 . Both these parameters have been derived: 
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 𝜇𝑇𝐻𝐷 = P (𝑚,
1

2
) ∗ √

Ω

𝑚
  , (5.13) 

 
𝜎𝑇𝐻𝐷

2 = Ω {1 −
1

𝑚
[𝑃 (𝑚,

1

2
 )]

2

} , 
(5.14) 

where P is the Pochhammer function, while 𝑚 and Ω are two parameters that only depend on the 

accuracy class of the ITs involved. The reader can refer to [116] for further information. 

 

5.2.2.2 The Measurement Setup 

The same measurement setup shown in Paragraph 5.2.1.2 has been employed to acquire the primary and 

secondary currents of the two off-the-shelf ICTs. The acquired signals have been used to compute the THD 

associated to the primary current. This setup, recalled in Figure 31, consists of: 

• An arbitrary waveform generator (Agilent 33220A) (AWG) which provided the desired waveforms 

(actual waveforms collected from the grid). 

• A Fluke transconductance amplifier 52120A to amplify and convert the waveform generator’s output 

into a current suitable for the ICT under test. 

• The two MV ICTs under test (T1 and T2). Both features a rated power of 6 VA. T1 has a ratio of 20/5, 

while T2 100/5. Finally, their accuracy classes are 0.5 and 0.2 for T1 and T2, respectively. 

• Two shunt resistors, S1 for the primary current is a 1 mΩ resistor; S2 for the secondary current is a 10 

mΩ resistor. The two shunts feature an uncertainty of 0.01 % and 0.005 %, for S1 and S2, respectively. 

• A NI9238 Data acquisition board (DAQ) to acquire the voltages at the shunt terminals [118]. 

 

 
Figure 31 Simple schematic of the measurement setup. 
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In brief, a set of signals with different THD – as detailed in the following Paragraph – have been 

reproduced with the waveform generator and transduced into the ICTs under tests. With the shunts + DAQ, 

the primary and secondary currents have been collected before being further elaborated. 

 

5.2.2.3 Tests & Results 

This Paragraph is composed of three Sub-Paragraph: the first is dedicated to the description of the 

performed tests; the second one is dedicated to the uncertainty evaluation of the acquired quantities; in the last 

one the obtained results are shown and discussed. 

5.2.2.3.1 Tests description 

The main idea is to compare the expected value and the variance of THD measured by the two ICTs 

under test (𝜇𝑇𝐻𝐷_𝐶𝑇 and 𝜎𝑇𝐻𝐷_𝐶𝑇
2 ) with those estimated with the closed-form expressions (𝜇𝑇𝐻𝐷_𝑒 and 𝜎𝑇𝐻𝐷_𝑒

2 ). 

To this purpose, the measurement datasets obtained during the research conducted in Sub-Section 5.2.1 have 

been employed: five different waveforms, distinguished by ascending THD value, have been acquired in the 

laboratory environment and loaded into the AWG. Then, the transconductance amplifier, operated with the 

AWG’s output signal, fed the ICTs under test. The primary and secondary currents have been acquired by 

means of series shunt resistors + DAQ. The waveforms are recalled also here for the sake of readability in 

Table 5.22. 

Table 5.22 List of the 

acquired signals and their 

total harmonic distortion 

(THD). 

Signal THD [%] 

A 4.5 

B 7.2 

C 7.7 

D 8.7 

E 9.9 

 

Before moving to assess the quality of the estimated THD uncertainty, there are some considerations 

that must be done. The first one addresses the distorted primary current waveforms. Their rms is equal to the 

rated primary current value for each ICT. Then, the harmonic distortion is randomly drawn, yet compliant with 

the Standard EN 50160. This means that the number of the harmonics involved is limited to the 25th order and 

their amplitudes relative to the 50 Hz-component are capped according to the values defined by the standard. 

Turning to the closed form expression, which has to be evaluated in this experimental case study, it requires 
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just: (i) the accuracy class of T1 and T2 and (ii) the rms values of the harmonic components included in the 

current waveform. Concerning (i), the accuracy class information is readily available on the ICTs’ nameplate 

and it is reported in Paragraph 5.2.2.2 (0.5 for T1 and 0.2 for T2). From the accuracy class, the ratio errors at 

50 Hz and at the higher harmonic frequencies are completely known from the standards family EN 61869. 

Concerning (ii), the information is operatively obtained through the processing of the signal coming from the 

ICT’s primary winding. This has been done in order to experimentally validate the THD uncertainty estimation 

closed-form expressions. Of course, if a practical application is considered, the information (ii) is extracted 

necessarily from the transduced secondary current. This implies that the THD value of the secondary current 

must be the same as the one of the current at the primary side, i.e. the ICT must behave as a linear system in 

the considered frequency range. The results obtained in Sub-Section 5.2.1 support this hypothesis, however, 

additional tests have been carried out to deepen this analysis. The goal is to verify the repeatability of the ICTs’ 

almost linear behavior among the experimental observations. The Agilent 33220A has been replaced with 

Fluke Calibrator 6105A: this solution enabled the ICTs’ primary winding to be supplied with a random 

accurate distorted current waveform characterized by a THD = 9.0 %. Consequently, 100 repetitions have been 

performed. The results have shown that the average THD measured at the primary and the secondary windings 

of both the ICTs are equal to 9.0 % and the standard deviations are 0.001 % for T1 and 0.0003 % for T2. Thus, 

it is possible to state that (i) the ICTs do not add significant distortion to the secondary current, (ii) the behavior 

is repeatable, (iii) (2) and (3) can be meaningfully applied on the signal measured at the secondary winding for 

practical applications. 

5.2.2.3.2 Uncertainty evaluation 

To validate the quality of the closed-form expressions, a direct comparison with experimental THD 

uncertainty is needed. The method employed for the evaluation of the uncertainty is the Monte Carlo method 

described in the GUM and recalled in Paragraph 3.2.1.2. The generated probability distribution function of 

each primary current harmonic component is a uniform distribution. The mean value is equal to the harmonic 

component magnitude, whereas the standard deviation is dependent on the gain and offset errors of the 

transconductance amplifier operated with the AWG. These two errors are shown in Table 5.23 (for the 20 A 

range) and Table 5.24 (for the 120 A range). No other sources of uncertainty are involved in the MC 

computation; in fact, aside from the current input, the implementation of (5.12) requires only the ratio error 

information. 
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Table 5.23 Fluke Transconductance’s gain and offset errors 

given with 99 % confidence interval for the 20 A range. 

Frequency range 

[Hz] 

% of output 

[%] 

% of range 

[%] 

10 ÷ 65 0.015 0.060 

65 ÷ 300 0.030 0.060 

300 ÷ 1000 0.100 0.060 

1000 ÷ 3000 0.300 0.200 

 

Table 5.24 Fluke Transconductance’s gain and offset errors 

given with 99 % confidence interval for the 120 A range. 

Frequency range 

[Hz] 

% of output 

[%] 

% of range 

[%] 

10 ÷ 65 0.015 0.020 

65 ÷ 300 0.030 0.030 

300 ÷ 1000 0.100 0.100 

1000 ÷ 3000 0.300 0.250 

 

The 25 uniform distributions have been propagated through the THD formula in order to obtain the THD 

probability distribution. The Monte Carlo method has been implemented with 106 repetitions and the resulting 

distributions for the case with Signal D are shown in Figure 32 and Figure 33 for T1 and T2, respectively. The 

distributions obtained for the other cases do not differ significantly and so they are not reported. At this point, 

the standard deviation and the confidence intervals can be easily computed. 

 

 
Figure 32 THD distribution of the T1 primary current generated via Monte 

Carlo method in the case of Signal D. 
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Figure 33 THD distribution of the T2 primary current generated via Monte 

Carlo method in the case of Signal D. 

 

5.2.2.3.3 Discussion of results 

Now that the simulations run by implementing the MC are performed, the measured THD and its 

variance can be measured with those obtained by using (5.13) and (5.14). Therefore, Table 5.25 and Table 

5.26 list, for both measured and estimate quantities, the mean, standard deviation and standard confidence 

interval (coverage factor k = 1) for T1 and T2, respectively. 

Table 5.25 Mean, standard deviation and confidence interval upper and lower limits (IC 

max and IC min, respectively) of the primary current THD for T1. 

Signal Technique 
Mean 

Standard 

deviation 
IC min IC max 

[%] [%] [%] [%] 

A 
Estimate 4.43 0.09 4.34 4.51 

MC 4.44 0.03 4.40 4.47 

B 
Estimate 6.9 0.1 6.8 7.1 

MC 6.93 0.03 6.90 6.97 

C 
Estimate 7.6 0.1 7.5 7.8 

MC 7.63 0.03 7.59 7.66 

D 
Estimate 8.7 0.2 8.5 8.9 

MC 8.71 0.04 8.67 8.75 

E 
Estimate 9.8 0.2 9.7 10.0 

MC 9.85 0.04 9.81 9.88 
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Table 5.26 Mean, standard deviation and confidence interval upper and lower limits 

(IC max and IC min, respectively) of the primary current THD for T2. 

Signal Technique 
Mean 

Standard 

deviation 
IC min IC max 

[%] [%] [%] [%] 

A 
Estimate 4.40 0.03 4.36 4.43 

MC 4.43 0.03 4.40 4.46 

B 
Estimate 6.94 0.05 6.89 6.98 

MC 6.95 0.03 6.92 6.98 

C 
Estimate 7.65 0.06 7.59 7.71 

MC 7.66 0.03 7.63 7.69 

D 
Estimate 8.71 0.07 8.65 8.78 

MC 8.73 0.03 8.69 8.76 

E 
Estimate 9.84 0.07 9.76 9.91 

MC 9.85 0.03 9.82 9.88 

 

In Figure 34 and Figure 35, the THD confidence intervals defined by the limits in Table 5.25 and Table 

5.26 are depicted just for the case with Signal D, as an example of graphical comparison between the two 

methods. 

 

 
Figure 34 Comparison between the T1 primary current THD estimate obtained with the 

proposed algorithm (blue interval) and the THD evaluation through the Monte Carlo 

method in the case of Signal D. 
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Figure 35 Comparison between the T2 primary current THD estimate obtained with the 

proposed algorithm (blue interval) and the THD evaluation through the Monte Carlo 

method in the case of Signal D. 

 

From the Figures 34, 35 and the Tables 5.25, 5.26, it is possible to confirm the effectiveness of the 

closed-form expressions. As a matter of fact, the confidence intervals obtained from the Monte Carlo method 

and the THD estimate algorithm are coherent between each other for both the ICTs under test (with different 

accuracy class and rated current) and for the different distorted signals. Due to the stochastic nature of the 

confidence intervals, even the case in which the two confidence intervals are slightly or partially not 

superimposable because of different lengths or the presence of a relative shift, the test would be still considered 

as passed and the expressions proved. Finally, it is possible to conclude that the closed-form expressions are a 

valid tool that can be employed in practical contexts by distribution system operators. 

 

5.2.2.4 Conclusion 

This Sub-Section tackles the evaluation of the uncertainty associated to the THD measurements. In 

particular, the validation of a practical expression has been tested on a real use case involving current 

transformers currently adopted for the THD measurements in MV networks. After evaluating the uncertainty 

associated with the THD measurements by using the Monte Carlo approach, it has been compared with those 

obtained from the referenced closed-form expressions. The obtained results clearly confirm the applicability 

of this technique and its effectiveness in terms of determining the uncertainty associated to the THD. Therefore, 

this new developed tool could be of great help for DSOs and utilities to provide uncertainty information along 

with the THD measurements performed in-field. 
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5.3 Metrological Characterization of a Virtual PMU 

The study and monitoring of the modern power networks are very complex due to the many 

technological aspects linked to the development of the Smart Grid concept. Nevertheless, the recent 

introduction of the real-time simulators (RTSs) in power systems application has been a groundbreaking 

innovation. Thanks to the RTSs, researchers and system operators can simulate elaborate power networks, with 

their components, in a realistic way and make them interact with real-world components too. The goal is better 

understanding and predicting the operation of the overall system and its parts, often in critical and off-nominal 

conditions. The RTSs enables Hardware-in-the-Loop (HIL) and Digital Twin (DT) applications. The former 

technique consists of exploiting the analog/digital input/outputs of the RTS to interface real devices with the 

simulated system, which can be beneficial for validating and testing both the real device and the simulated 

system model. As for the DT, instead, it consists of a such detailed model that can be considered as the virtual 

copy of a real system and, thus, it can be used to predict the behavior of its real-world counterpart. Such 

techniques allow for the creation of an infinite number of scenarios. For example, monitoring a grid section 

under operation together with its DT, could highlight anomalies in the real network and consequently enable 

the system operator to avoid faults and take corrective actions. Hence, it is important that the simulated network 

elements and devices (cables, generation, accessories, converters, etc.) are correctly modeled and 

characterized. This is particularly true if the RTS data acquisition capabilities are used. Here is where the 

metrological approach of the present research, published in [119], gives its contribution: emphasizing the role 

of a preliminary characterization of the RTS and the virtual model of a physical device, a PMU, to avoid 

unexpected sources of uncertainty. The literature already includes several works on virtual PMUs and RTS 

applications. For example, [120] described a PMU-RTS HIL test bed that aims at characterizing physical 

PMUs. In [121]–[123], virtual PMUs have been developed and implemented within HIL and DT contexts. 

Complete DT infrastructure consisting of physical PMUs and RTS-based simulation systems has been 

described in [124]–[126]. Finally, the impact of time delays in HIL application is studied in [127]. However, 

the added value of this research work consists of the specific analysis of the contribution to the uncertainty of 

the RTS system and, in particular, of its virtual elements, which are often neglected. To do this, first, the 

characterization of a PMU calibrator, aimed at assessing the performance of the RTS and the virtual device, 

has been described in detail. 

This Section is organized as follows. Sub-Section 5.3.1 introduces the developed PMU calibrator and it 

describes its entire characterization process. The adopted RTS is presented in Sub-Section 5.3.2 together with 

the virtual PMU. Sub-Section 5.3.3 contains the characterization of the virtual PMU and the uncertainty 

propagation process aimed at quantifying the characterization accuracy. Finally, the conclusions are given in 

Sub-Section 5.3.4. 
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5.3.1 Characterization of the Calibrator 

The first operation to be accomplished is the characterization of the calibrator, which is presented herein. 

The final goal is to assess the uncertainty that can be reasonably associated with the reference test waveform 

generated by the calibrator. Once this operation has been performed, the virtual PMU performance can finally 

be evaluated. This study deals only with the steady-state characterization for the M-class PMU, which are in 

general more stringent than the P-class PMU requirements as far as the TVE, the FE and the RFE are 

concerned. However, the dynamic performances are outside the present study’s scope. The virtual PMU has a 

reporting rate of 1 frame per second (fps), which is foreseen and tolerated by the standard IEC 60255-118-1 

[43]; consequently, the dynamic performance requirements and the out-of-band requirements do not apply. 

The remainder of this Sub-Section contains: first, the calibrator concept and hardware are presented in 

Paragraph 5.3.1.1; second, the designed characterization tests for the calibrator are described in Paragraph 

5.3.1.2; finally, the characterization results are commented on and arranged to provide the accuracy 

specifications of the calibrator in Paragraph 5.3.1.3. 

 

5.3.1.1 The Calibrator Hardware Architecture 

The standard IEC 60255-118-1 prescribes the verification of some parameters that quantify the deviation 

of the synchrophasor measured by the tested PMU from the reference one. These parameters are the Total 

Vector Error (TVE), the Frequency Error (FE), and the Rate Of Change Of Frequency (ROCOF) Error (RFE). 

The uncertainty affecting the reference synchrophasor should be at least one order of magnitude smaller than 

the one expected from the tested PMU. To conduct this kind of evaluation, a PMU test system (or PMU 

calibrator) is needed. In recent years, many have faced the problem of PMU calibration. Besides the research 

on the definition of accurate phasor estimation algorithms [128]–[131], the implementation of reference class 

hardware test systems is of key importance to the successful deployment of PMUs in Smart Grids. Researchers 

and national metrological institutes have developed in-house test facilities [132]–[139] and employed off-the-

shelf solutions [140]–[142]. The architecture of PMU calibrators is quite consolidated. Basically, the PMU 

calibrator generates the test waveforms through an analog output stage and feeds them to the PMU under test; 

simultaneously, the calibrator returns the generated waveform to produce the reference synchrophasor. Both 

the generation and the acquisition stages are driven by a timing stage distinguished by stable clocks and triggers 

referenced to an absolute timing source, such as a GPS clock or an atomic clock. The main reason behind this 

kind of design, in which a reference PMU is actually implemented, is the fact that it also allows the calibration 

of other calibrators [135]. For the present research, this aspect is not necessary: thus, the calibrator architecture 

has been kept as simple as possible. In fact, it is a generator capable of producing an accurate waveform from 

the magnitude and timing point of view, equivalent to the reference synchrophasor. The components are 
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sketched in Figure 36: (i) an accurate GPS disciplined oscillator Trimble Thunderbolt E [143] providing the 

pulse-per second (PPS) signal and a disciplined 10 MHz reference clock signal; (ii) an NI USB-6346 

multifunction I/O device [144], which employs as timing and synchronization sources both the PPS and the 10 

MHz signals and outputs the test waveforms from the analog output channel; (iii) a PC running the calibrator 

software and the calibrator characterization test software, both developed in LabVIEW. The characteristics of 

the analog output channel (OUT) DAC are summarized in Table 5.27, whereas the characteristics of the GPS 

disciplined oscillator are shown in Table 5.28.  

 
Figure 36 Schematics of the calibrator architecture. 

 

Table 5.27 Calibrator’s analog output DAC specifications. 

DAC Properties Value 

Resolution 16 bit 

Full range ±10 V 

Max sampling rate 900 kSa/s 

 

Table 5.28 GPS disciplined oscillator specifications. 

GPS Properties Value 

PPS accuracy 15 ns (one sigma) 

10 MHz clock accuracy 1.16 × 10−12 Hz (one day average) 

10 MHz stability See Allan deviation graph in [143] 

 

The block denoted as S.C. in Figure 36 is an active electronic circuit that only adapts the 10 MHz AC 

sinusoidal reference signal to a 10 MHz TTL-compatible digital signal. The internal timing engine of the USB-

6346 board is equipped with a phase-locked loop (PLL), which allows deriving the device’s main 100 MHz 

time base from the external 10 MHz reference clock. This means that the DAC sample clock is consequently 

derived from the external reference clock. The PPS signal serves as a trigger for starting the DAC operations. 
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5.3.1.2 Characterization and Testing of the Calibrator 

In this Paragraph, the adopted test procedures and setups are shown and explained. To characterize the 

steady-state test waveforms to be applied to the PMU under test, it is necessary to address the magnitude, the 

phase angle, and the frequency uncertainties. Note that the calibrator hardware is also affected by the timing 

and the synchronization non-idealities: as defined in [132], the timing non-idealities are the ones related to the 

deviations from the UTC second rollover, while the synchronization non-idealities are due to the latencies and 

jitters in the calibrator hardware. These phenomena have direct consequences on the resulting reference 

waveform phase. In what follows, if not stated otherwise, the test waveform reproduced by the calibrator is a 

zero-phase, 50 Hz, sinusoidal waveform with a magnitude equal to 5 V (corresponding to 100 % of the rated 

value for the OPAL RTS analog input, as explained in Sub-Paragraph 5.3.1.2.1). The DAC sampling rate for 

all the tests discussed in this research is 800 kSa/s. 

5.3.1.2.1 Signal Magnitude Test Case 

The test waveform magnitude characterization has been considered first. The calibrator analog output is 

connected directly to the input of a digital multimeter (DMM) HP 3458A. The DMM is set in synchronous 

sampling mode, which is the most accurate configuration for AC voltage measurement [145]. The standard 

IEC 60255-118-1 requires that the PMU shall be tested with: 

• A voltage signal varying from 80 to 120% of the rated value; 

• A current signal varying from 10 to 200% of the rated value. 

In a HIL PMU test scenario, the virtual PMU would interact with an electrical power source (voltage 

and current) by means of proper ITs and signal conditioning stages in between to match the OPAL ADC’s full 

dynamic range (±10 V). Consequently, a successful design would imply the usage of the full ADC range when 

the current is 200% of the rated value. Given these considerations, the calibrator has been characterized in 

correspondence with the test points X1 collected in Table 5.29. 
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Table 5.29 Steady-state signal magnitude test points. 

Set Point (% of Nominal Value) Peak Set Point (V) RMS Set Point (V) X1 

10 0.5 ≈0.35 

20 1 ≈0.71 

50 2.5 ≈1.77 

100 5 ≈3.54 

120 6 ≈4.24 

150 7.5 ≈5.30 

200 10 ≈7.07 

 

For each test point, 50 repetitions have been performed. Finally, the values measured by the DMM have 

been compared against the magnitudes set on the calibrator user interface. 

 

5.3.1.2.2 Harmonic Distortion Test Case 

To prove the synchrophasor measurement consistency, the PMU under test should be evaluated even in 

the presence of harmonic disturbances added to the main power frequency signal. The harmonic disturbance 

is defined as a single harmonic, up to the fiftieth order, with a magnitude equal to 10 % of the power-frequency-

signal rated value. Therefore, the calibrator capability of generating this reference waveform has been 

experimentally checked, connecting its output again to the DMM. It shall be considered that the HP 3458A 

basic accuracy specifications strictly apply to sinusoidal signals. In [145], an additional “crest-factor error” 

term can be found. It is well known that the crest-factor error information without any additional indications 

on the bandwidth is not sufficient to properly evaluate the DMM performance. However, some observations 

can be made: (i) the harmonic components’ amplitudes determine a worst-case crest factor of ≈1.5, resulting 

in an additional reading error of 0.001 %; (ii) the harmonic components’ frequencies are only a few times 

bigger than the fundamental frequency, and they are contained by far in the bandwidth in which the DMM 

presents good overall accuracy. In such a scenario, it could be reasonably stated that the DMM accuracy can 

still be reliably assessed from its specifications. Nevertheless, first, the calibrator has been set to generate only 

the single harmonic components (Xh in Table 5.30, where h is the harmonic order); second, the test waveform 

containing both the 50 Hz component and the harmonic component has been produced ( 

X1+h in Table 5.30, where h is the harmonic order). A comparison between the single harmonic signal and the 

standard harmonic disturbance test waveform has been performed. The test cases are summarized in Table 

5.30. 
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Table 5.30 Steady-state harmonic disturbance test points. 

 50 Hz Component  Harmonic Component Order Harmonic Component Magnitude 

 
(% of Nominal 

Value) 
h (% of 50 Hz Signal Nominal Value) 

Single harmonic 

component test 

signal 

Xh 

0 From 2 to 50 10 

Standard 

harmonic 

distortion test 

signal 

X1+h 

100 

2 10 

3 10 

5 10 

7 10 

11 10 

20 10 

30 10 

50 10 

 

For each test point, 50 repetitions have been performed. Finally, the values measured by the DMM have 

been compared against the magnitudes set on the calibrator user interface. 

 

5.3.1.2.3 Synchronization Test Case 

The synchrophasor measurements are a time-critical application: a timing error of only 31.7 µs causes 

a 1% TVE error when there is no magnitude error. Thus, it is very important to analyze the behavior of the 

calibrator from this point of view. The synchronization uncertainty has been evaluated by means of a Tektronix 

MSO58 12 bits, 3.125 GSa/s oscilloscope [146], as shown in Figure 37. First, the PPS signal from the GPS 

disciplined clock is also sent to the oscilloscope; second, the USB-6346 has been programmed to also output 

a square wave from the on-board counter sub-system (CTR); finally, the DAC outputs a square wave (OUT) 

with the same parameters (amplitude, frequency, and duty-cycle) of the one generated by the counter. This 

setup allows the evaluation of the calibrator response delay and jitter compared to the PPS signal. Two different 

square wave frequencies have been examined: 50 Hz and 100 kHz. For each case, 1000 acquisitions have been 

taken. 
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Figure 37 Schematics of the calibrator synchronization test. 

Concerning the timing uncertainty, only the GPS disciplined oscillator uncertainty is considered; in fact, 

the GPS time has been chosen as a UTC time reference. Since the OPAL RTS receives the same PPS signal 

as the calibrator, there are no additional contributions due to the presence of different timing sources. For 

instance, if the OPAL RTS and the calibrator had been equipped with different GPS receivers, then the two 

PPS signals would have been slightly misaligned between each other, even though they would have been under 

the same sky conditions. 

 

5.3.1.2.4 Frequency and ROCOF Test 

The frequency uncertainty has been checked by means of the frequency counter built in the Rigol DG 

1022Z arbitrary waveform generator, which provides an accuracy of 1 ppm. The calibrator’s test sinusoidal 

waveform frequency has been tested over the range from 45 to 55 Hz, in steps of 0.5 Hz. For each frequency 

test point, 100 measurements have been taken. The values measured by the frequency counter have been 

compared against the frequency value set on the calibrator user interface. Finally, the frequency counter 

readings have also been used to estimate the calibrator ROCOF since it is basically defined as a variation of 

the frequency between sequential measurements. 

 

5.3.1.2.5 Phase Displacement Test 

An additional investigation has been performed to estimate the calibrator’s accuracy in the matter of 

reproducing the desired initial phase of the sinusoidal test waveform. The test setups are reproduced in Figure 

38. To achieve this, the calibrator synthetizes a sinusoidal waveform from each of its two analog output 

channels (OUT and OUT2), both triggered simultaneously by the PPS. The initial phase of the second sinusoid 

has been kept fixed and equal to 0 (OUT2), while the initial phase of the first sinusoid has been progressively 

increased (OUT). In particular, four phase displacements have been tested: 0°, 30°, 45°, 90°. A NI-9239 data 
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acquisition board (DAQ) has been used to simultaneously acquire the two generated waveforms. The phase 

displacement has been measured in the frequency domain, and a 10 s long time record has been acquired on 

each channel to mitigate spectral leakage impairments. Furthermore, a verification of the “actual zero phase 

displacement” seen by the DAQ channels has been conducted, too, by feeding the same signal to both. A total 

of 100 repetitions have been carried out for each case. Note that the NI-9239 operation is not triggered by the 

PPS signal, but this does not matter since the measured quantity is a difference between two steady-state 

waveforms. 

  

Figure 38 Schematics of the calibrator phase displacement test: (a) “actual zero” test 

setup; (b) 0, 30, 45, 90° phase-shifted sinusoids test setup. 

 

Finally, the phase displacement values have been compared against the phase displacement set on the 

calibrator user interface. 

 

5.3.1.3 Results of the Characterization Tests 

This Paragraph presents the results obtained from each of the test cases described above. 

 

5.3.1.3.1 Signal Magnitude Test Results 

In Table 5.31, the following quantities are reported: X1 RMS
* is the ideal RMS value of the sinusoidal 

test waveform set on the calibrator user interface corresponding to the test points shown in Table 5.29; μ
X1 RMS

 

is the average of the RMS values measured by the DMM and σX1 RMS
 is the standard deviation; uA, X1 RMS and 

u , X1 RMS are the uncertainties evaluated according to the Type A and Type B methods, respectively. Lastly, 

ΔX1 RMS is a parameter defined as: 

 ΔX1 RMS = X1 RMS
* −  μ

X1 RMS
 (5.15) 
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Table 5.31 Steady-state signal magnitude characterization results. 

X1 RMS
* μ

X1 RMS
 σX1 RMS uA, X1 RMS u ,X1 RMS ΔX1 RMS 

[V] [V] [V] [V] [V] [V] 

0.3535534 0.3535314 2 × 10−6 3 × 10−7 3 × 10−5 2 × 10−5 

0.7071068 0.7070302 2 × 10−6 3 × 10−7 4 × 10−5 8 × 10−5 

1.767767 1.767642 3 × 10−5 4 × 10−6 2 × 10−4 1 × 10−4 

3.535534 3.535152 2 × 10−5 3 × 10−6 3 × 10−4 4 × 10−4 

4.242641 4.242152 2 × 10−5 3 × 10−6 3 × 10−4 5 × 10−4 

5.303301 5.302879 2 × 10−5 3 × 10−6 3 × 10−4 4 × 10−4 

7.071068 7.070681 2 × 10−5 3 × 10−6 4 × 10−4 4 × 10−4 

 

The main contribution to the uncertainty comes from the DMM a priori evaluation of the measurement 

uncertainty; in fact, the deviation in the measurement is negligible compared to the former. Moreover, the 

computed values of ΔX1 RMS show that the deviation between the RMS value of the sinusoidal test waveform 

produced by the calibrator and the ideal RMS value set on the calibrator user interface is of the same order of 

magnitude of the uncertainty affecting the DMM measurement. 

 

5.3.1.3.2 Harmonic Distortion Test Results 

Given the considerable amount of test points, for readability’s sake, only the single harmonic cases which 

produced the best and the worst results have been reported in Table 5.32. The quantities other than the harmonic 

order h are the same as the ones in Table 5.31, but this time they refer to the tested single harmonic component. 

Table 5.32 Steady-state single harmonic component signal characterization results. 

h 
Xh RMS

* μ
Xh RMS

 σXh RMS uA, Xh RMS u ,Xh RMS ΔXh RMS 

[V] [V] [V] [V] [V] [V] 

5 

0.3535534 

0.3535502 1 × 10−6 2 × 10−7 3 × 10−5 3× 10−6 

50 0.3535131 1 × 10−6 1 × 10−7 4 × 10−5 4 × 10−5 
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The order of magnitude of the ΔXh RMS values for all the others h cases is 10−5. Not surprisingly, 

considerations analogous to the ones deduced in Sub-Paragraph 5.3.1.3.1 can be made. In fact, as in the 

previous case, the DMM acquires sinusoidal signals whose frequency is contained in a bandwidth in which the 

DMM maintains almost the same accuracy. Table 5.33 is analogous to Table 5.32, but the values for the test 

signal composed by the power frequency component and the harmonic disturbance are reported. 

Table 5.33 Steady-state standard harmonic disturbance signal characterization results. 

h 
X1+h RMS

* μ
X1+h RMS

 σX1+h RMS uA, X1+h RMS u ,X1+h RMS ΔX1+h RMS 

[V] [V] [V] [V] [V] [V] 

2 

3.5531676 

3.552858 2 × 10−5 3 × 10−6 3 × 10−4 2.8 × 10−4 

3 3.552888 2 × 10−5 
3 × 10−6 3 × 10−4 2.8 × 10−4 

5 3.552913 
2 × 10−5 

2 × 10−6 3 × 10−4 2.5 × 10−4 

7 3.552886 
2 × 10−5 

3 × 10−6 3 × 10−4 2.8 × 10−4 

11 3.552876 
2 × 10−5 

3 × 10−6 4 × 10−4 2.9 × 10−4 

20 3.552886 
2 × 10−5 

3 × 10−6 4 × 10−4 2.8 × 10−4 

30 3.552893 
2 × 10−5 

3 × 10−6 4 × 10−4 2.7 × 10−4 

50 3.552720 7 × 10−5 9 × 10−6 4 × 10−4 4.5 × 10−4 

 

Again, the results obtained are in line with the previous ones, confirming the consistency of the 

operations. 

 

5.3.1.3.3 Synchronization Test Results 

In Figure 39, the PPS signal, the 100 kHz square waveform generated from the analog output (OUT) of 

the calibrator and the digital square wave reproduced by the digital counter (CTR) are plotted. Figure 40, 

instead, shows the histograms representing the distribution of the delay measurement between the (a) PPS and 

the CTR rising fronts and (b) the PPS and the OUT rising fronts. 
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Figure 39 Oscilloscope waveform acquisitions for the board synchronization evaluation. 

The PPS signal (blue), the CTR signal (red), the OUT signal (yellow). 

 

  

Figure 40 Distribution histograms of the delay measurement between the (a) PPS and the CTR rising fronts and 

(b) the PPS and the OUT rising fronts. 

Other than the locked phase relation among the three waveforms, it is evident that the board outputs the 

requested signals in a very responsive way. The CTR signal rises almost a single time-base clock tick (≈90 ns) 

after the detection of the trigger, with low dispersion (less than 100 ps), denoting an immediate response of 

the board. The OUT signal response behavior shows a systematic delay contribution of ≈ 650 ns and a standard 

deviation of less than 2 ns (equivalent to ≈ 0.6 μrad). The results for the case of the 50-Hz square waveforms 

are not reported since they do not differ significantly from the ones already shown. 

 

5.3.1.3.4 Frequency and ROCOF Test Results 

Table 5.34 collects the measurements from the frequency characterization of the calibrator. The 

quantities are: f
*
 is the frequency reference value set on the calibrator user interface; μ

f
 is the average frequency 

measured by the counter; uA, f and u , f are the corresponding uncertainties evaluated according to Type A and 

Type B methods, respectively; finally, Δf is an error parameter defined as: 
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 Δf = f
* −  μ

f
. (5.16) 

Moreover, two parameters that could approximately quantify the ROCOF of the calibrator are 

represented by μ
ROCOF

 and δmax-min. The former is defined as: 

 μ
ROCOF

=
1

N − 1
∑ (𝑓𝑖+1 −  𝑓𝑖)

N-1

i=1
, (5.17) 

where, N = 100 is the number of readings taken by the frequency counter for each value of f
*
, and f

i
 is 

the i-th frequency counter readings. uA, ROCOF and u , ROCOF are the associated uncertainty evaluated according 

to the Type A and Type B method, respectively. In particular, the latter is evaluated as 

 u , ROCOF=√2u ,f
2  (5.18) 

since it is a difference between measured frequency values. 

The parameter δmax-min is simply the difference between the maximum and the minimum values recorded 

by the counter at each f
*
. 

It is well-known that the ROCOF implies a variation of frequency over time. Some considerations about 

this point can be found below. 
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Table 5.34 Steady-state signal frequency characterization results. 

f
*
 μ

f
 uA, f u , f Δf μ

ROCOF
 uA, ROCOF u , ROCOF δmax-min 

[Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] 

45.0 45.000000 1 × 10-6 3 × 10-5 1.5 × 10-7 0 2 × 10-6 4 × 10-5 8 × 10-5 

45.5 45.500002 1 × 10-6 3 × 10-5 1.5 × 10-6 −3 × 10-7 1 × 10-6 4 × 10-5 5 × 10-5 

46.0 46.000001 1 × 10-6 3 × 10-5 1.1 × 10-6 2 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

46.5 46.500001 1 × 10-6 3 × 10-5 1.4 × 10-6 9 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

47.0 47.000001 1 × 10-6 3 × 10-5 1.1 × 10-6 2 × 10-7 1 × 10-6 4 × 10-5 5 × 10-5 

47.5 47.500002 1 × 10-6 3 × 10-5 1.5 × 10-6 4 × 10-7 2 × 10-6 4 × 10-5 6 × 10-5 

48.0 48.000001 1 × 10-6 3 × 10-5 1.4 × 10-6 2 × 10-7 1 × 10-6 4 × 10-5 5 × 10-5 

48.5 48.500006 1 × 10-6 3 × 10-5 5.6 × 10-6 −1 × 10-7 1 × 10-6 4  × 10-5 6 × 10-5 

49.0 49.000003 1 × 10-6 3 × 10-5 2.9 × 10-6 −2 × 10-7 1 × 10-6 4× 10-5 5 × 10-5 

49.5 49.500000 1 × 10-6 3 × 10-5 4.6 × 10-7 −4 × 10-8 2 × 10-6 4 × 10-5 7 × 10-5 

50.0 50.000002 8 × 10-7 3 × 10-5 2.3 × 10-6 0 1 × 10-6 4 × 10-5 4 × 10-5 

50.5 50.500000 1 × 10-6 3 × 10-5 −4.1× 10-8 −5 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

51.0 51.000001 1 × 10-6 3 × 10-5 1.3 × 10-6 1 × 10-7 2 × 10-6 4 × 10-5 8 × 10-5 

51.5 51.500007 1 × 10-6 3 × 10-5 6.6 × 10-6 2 × 10-7 2 × 10-6 4 × 10-5 6  × 10-5 

52.0 52.000003 1 × 10-6 3 × 10-5 3.1 × 10-6 −2 × 10-8 2 × 10-6 4 × 10-5 7 × 10-5 

52.5 52.500004 1 × 10-6 3 × 10-5 4.1 × 10-6 −1 × 10-7 2 × 10-6 4 × 10-5 7 × 10-5 

53.0 53.000006 1 × 10-6 3 × 10-5 5.6 × 10-6 8 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

53.5 53.500004 1 × 10-6 3 × 10-5 4.1 × 10-6 −8 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

54.0 54.000005 1 × 10-6 3 × 10-5 5.3 × 10-6 5 × 10-8 1 × 10-6 4 × 10-5 6 × 10-5 

54.5 54.500001 1 × 10-6 3 × 10-5 1.3 × 10-6 −2 × 10-8 1 × 10-6 4 × 10-5 5 × 10-5 

55.0 55.000004 1 × 10-6 3 × 10-5 4.0 × 10-6 7 × 10-8 2 × 10-6 4 × 10-5 6 × 10-5 

 

The presented results show that the measurement repeatability is less than the frequency counter a-priori 

evaluation of the measurement uncertainty. Additionally, the deviation Δf is under that threshold. Even the 

ROCOF-related quantities suffer the frequency accuracy since they are computed from the measurement 

uncertainty readings. A final consideration on the evaluation of the ROCOF: since this parameter is the 

difference between the frequency values at two consecutive reporting instants, in a steady-state scenario, it 

should ideally be equal to zero. If the waveform synthetized by the calibrator is close to the ideal one, then it 

is reasonable to expect that its frequency would be almost constant, showing a very small deviation over the 

entire time interval during which it is examined, not only between two consecutive measurements separated 

by the reporting interval. In other words, if the reference generator can reproduce a sinusoidal waveform 

distinguished by a stable frequency over the testing time, then the ROCOF will be small. Hence, this means 

that an assessment of the stability (expressed in Hz) through the parameters δmax-min, μROCOF and uA, ROCOF can 

also be used to assess the ROCOF (expressed in Hz/s). 
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5.3.1.3.5 Phase Displacement Test Results 

First, the results obtained from the “actual zero phase displacement” test are shown in Table 5.35. 

Table 5.35 “Actual zero phase displacement” 

characterization results. 

μ
ϕ0

 uA, ϕ0 

[rad] [rad] 

1.27 × 10−7 4 × 10−9 

 

Where μ
ϕ0

 is the average phase displacement between the two DAQ channels when they are sampling 

the same sinusoidal signal generated by the first analog output channel (OUT) of the calibrator, whereas uA, ϕ0 

is its associated standard uncertainty evaluated by means of the Type A method. This measurement shows the 

threshold of what can be considered as null phase displacement. Then, the results obtained from the tested four 

phase displacements are shown in Table 5.36. 

Table 5.36 Phase displacement characterization results. 

ϕ
OUT

*
 ϕ

OUT2

*
 μ

ϕ
 uA, ϕ Δϕ 

[rad] [rad] [rad] [rad] [rad] 

0 0 2.690× 10−6 4 × 10−9 −2.7 × 10−6 

0.523598776 0 0.5236015 2 × 10−7 −2.8 × 10−6 

0.785398163 0 0.7854010 3 × 10−7 −2.9 × 10−6 

1.570796327 0 1.5707995 4 × 10−7 −3.2 × 10−6 

 

The quantities μ
ϕ
 and uA, ϕ are the same quantities as μ

ϕ0
 and uA, ϕ0, but this time they are related to the 

measurement of the phase displacement between the sinusoidal waveforms generated by the calibrator’s two 

analog output channels, OUT and OUT2. The angles ϕ
OUT

*
 and ϕ

OUT2

*
 are the values of the synthetized 

sinusoids’ initial phases set in the calibrator user interface. Finally, Δϕ is: 

 Δϕ = (ϕOUT
*

 −  ϕ
OUT2

*
) −  μ

ϕ
 (5.19) 

Looking at Table 5.35 and Table 5.36, the first noticeable thing is the difference between μ
ϕ
 and μ

ϕ0
 

other than their relatively small dispersion, which underlines an actual difference between the two scenarios, 

probably because the two calibrator analog outputs are not identical to each other. Shifting the focus on Table 
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5.36, the value Δϕ is substantially the same for all the four phase displacement cases, suggesting the presence 

of a phase offset between the output channels. 

 

5.3.1.3.6 Characterization Conclusions 

After the presentation of the calibrator characterization results in this sub-section, it is possible to 

summarize them with the goal of drawing an overall picture of the device's performances. Concerning 

magnitude, the calibrator has proved to be very accurate and precise in terms of reproducing waveforms with 

the desired RMS value. In the sinusoidal steady-state case, there are no appreciable deviations between the 

DMM measurement result and the ideal value set on the calibrator user interface. Moreover, the worst relative 

uncertainty is 1⋅10−4. The results are also similar in the harmonic test cases. This fact ensures us that the 

calibrator can provide the virtual PMU with the designed harmonic test waveform. Analogously, the calibrator 

performs well also under the frequency point of view. No significant deviation has been observed from the 

frequency counter measurement results, and the worst relative standard uncertainty is 6 × 10−7. Instead, the 

ROCOF absolute standard uncertainty is 4 × 10−5 Hz/s (or Hz, according to the considerations made at the 

end of Sub-Paragraph 5.3.1.3.4). Instead, different main contributions shall be considered for the phase 

accuracy. First, the 15 ns (≈5 μrad) introduced by the GPS disciplined oscillator; second, the 2 ns deviation 

(≈0.7 μrad) measured between the rising front of the PPS signal and the analog output step waveform; third, 

the 0.4 μrad deviation measured with the DAQ; finally, since errors on frequency directly affect the phase, it 

is possible to also add a contribution which translates the worst frequency uncertainty in an angle, resulting in 

a ≈6 μrad term. All the conversions from time and frequency to angles have been carried out considering the 

most precautionary scenario: for example, the phase angle corresponding to a 1-ns time variation, when the 

frequency is equal to 55 Hz, is greater than the phase angle corresponding to the same 1-ns variation when the 

frequency is equal to 45 Hz. On the other hand, given the same time window, the phase angle corresponding 

to a 10-μHz frequency variation, when the frequency is equal to 45 Hz, is greater than5 the phase angle 

corresponding to the same 10-μHz variation when the frequency is equal to 55 Hz. Combining all these 

components as the root of the sum of the squares and considering a 3σ interval, the phase uncertainty is 

equivalent to ≈ 2 × 10−5 rad. 

Let us take under examination the equation below shown in [43]: 

 𝑇𝑉𝐸 =  √2(1 + 𝑀𝐸)(1 − 𝑐𝑜𝑠(𝑃𝐸)) + 𝑀𝐸2 (5.20) 

 

5 relative to the synchrophasor’s phase angle. 



Chapter 5    Measurements for Grid Monitoring 

 

106 

 

where 𝑀𝐸 is the synchrophasor magnitude error and 𝑃𝐸 is the synchrophasor phase error. Given the 

conclusions of the analysis presented above, if 𝑀𝐸 = 1 × 10−4 and 𝑃𝐸 = 2 × 10−5 rad, then the equivalent 𝑇𝑉𝐸 

of the calibrator is approximately ≈ 0.01 %. This result is compliant with what is recommended in [43] for 

PMU test systems. 

5.3.2 RTS Environment 

This Sub-Section aims at briefly presenting the RTS environment in which the virtual PMU is 

implemented. In particular, the main features of the OPAL simulator are summarized in Paragraph 5.3.2.1, 

while in Paragraph 5.3.2.2, the virtual PMU to be tested is presented and commented on. 

 

5.3.2.1 Description of the RTS 

The adopted RTS system is the OPAL-RT OP 4510 Simulator, which allows running real-time 

simulations and HIL applications via RT-LAB software. Its main components are depicted in Figure 41, in 

which each color has a specific meaning. Green is used for the internal components and yellow for the 

interfaces and connections. 

 
Figure 41 Main components of the OPAL OP4510 RTS. 

A brief description of the main components is given in what follows: 

• Oregano syn1588 PCIe NIC. It is a PCI Express Ethernet network interface that provides highly 

accurate clock synchronization via the IEEE 1588 Standard (accuracy of its oscillator higher 

than 0.05 ppm). The Oregano card can be synchronized with either a PPS signal or an IRIG-B 

signal from a GPS source (3.3 V signal). 

• External Clock Adapter OP5964. It is used to receive and transmit the synchronization signal 

from the outside to the interfaces. 
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• RTSI (Real-Time System Interface) Synchronization Board. This board directly communicated 

with the FPGA, as can be seen from Figure 41 (black line). 

• XILINX TE0741 KINTEX-7 FPGA. It can be connected to analog/digital input/output boards. 

As optional, it can be connected to an extra digital input/output board compatible with RS422 

signals. The types of synchronization allowed are LVDS and fiber optic. 

• Analog input (AI) card OP5340. It features 16 synchronous differential analog input channels 

with a maximum voltage range of ±20 V, sampled at 400 kSa/s. The analog to digital converter 

(ADC) has a 16-bit resolution, and the minimum acquisition time is 2.5 µs per channel. The 

declared maximum noise of the analog card is 20 mV peak-to-peak. The ADC already includes 

anti-aliasing filters to remove frequencies higher than 600 kHz. 

• Ethernet port. It is used to interface a laptop to the OP4510 RTS. 

 

5.3.2.2 Description of the PMU 

Since the discussed PMU is a model implemented within the OPAL-RT, concise considerations 

regarding the phasor estimation algorithm are given in the following, completing the introduction given in 

Section 2.3. The easiest method is using the Discrete Fourier Transform (DFT), which allows obtaining the 

magnitude and phase of the signal. Nevertheless, it must be highlighted that the relevant international 

standards, such as IEC 60255-118-1, do not provide a specific phasor algorithm to be implemented in PMUs. 

In scientific literature, many estimation techniques have been investigated and reported. Two main algorithm 

categories can be distinguished: DFT-based and non-DFT-based algorithms. Examining the first category, the 

classic DFT-based methods work well when the system frequency is close to the nominal frequency but, due 

to spectral leakage, significant errors arise when the frequency drifts from its rated value. For this reason, much 

effort has been made to improve the accuracy of DFT-based estimation algorithms under off-nominal 

frequency conditions. Among these, it is worth mentioning interpolated-DFT approaches (IpDFT) [147], [148] 

and dynamic DFT ones [149]. On the other hand, the majority of non-DFT-based algorithms are based on 

different techniques, such as the sine-fit, demodulation & filtering, and Kalman filters (KFs) [150], [151]. A 

small number of other approaches are based on different techniques such as Taylor Weighted Least-Squares 

(TWLS) [152], Space Vectors (SVs) [153], and wavelets [154]. Given the broadness of the topic enveloping 

several techniques, comparative studies between PMU estimation algorithms have also been presented in the 

literature. Assessments between different algorithms and techniques are typically performed, as in [151], [155]. 

These analyses are based on simulations to evaluate and compare the performance of the different estimators. 

In [151] it is shown that Extended KFs are optimal in changing harmonics and narrowband interference 

scenarios. On the contrary, DFT approaches do not suffer from instabilities, and they are generally simpler 

than the latter, resulting in a significantly reduced computational burden. In light of these considerations, and 



Chapter 5    Measurements for Grid Monitoring 

 

108 

 

since the aim of this research is not the achievement of the best estimating algorithm, a simple DFT algorithm 

is chosen. Next, in Paragraph 5.3.3.1, the characterization tests are described. 

 

5.3.3 Characterization of the PMU 

This Sub-Section contains the metrological tests performed on the virtual PMU, to highlight its 

significant contribution to the uncertainty. The set of tests designed for assessing the performance of the virtual 

PMU considering the RTS contribution is described in accordance with the standard IEC 60255-118-1. The 

goal of the tests is an increased awareness by more RTS users in performing preliminary characterization of 

their virtual models. 

 

5.3.3.1 PMU Testing 

The tests performed on the virtual PMU hosted inside the RTS aim to assess the quality of its 

measurements, focusing on the amplitude, the phase, the frequency, and the harmonic distortion of the signals. 

For each aspect, a specific test has been performed. For all tests, the time step of the simulator is 50 μs, and 

the sampling frequency of the analog input DAC is 20 kSa/s. 

 

5.3.3.1.1 Amplitude Tests 

The amplitude tests have been designed considering both the current and voltage limits defined in [43]. 

In fact, the current variation is wider (from 10 % to 200 %); therefore, the RTS DAC max input (10 V) has 

been associated with 200 % of the rated signal. Consequently, five tests, referred to as A1 to A5, from 200 % 

to 10 % of the rated signal, are designed and described in Table 5.37. The table contains the phase, the 

frequency, and the amplitude (peak and RMS) of the adopted signals. 
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Table 5.37 Settings of the amplitude tests. 

Test Name 
Peak RMS % of Rated Phase Frequency 

[V] [V] [%] [rad] [Hz] 

A1 10 7.0710 200 0 50 

A2 5 3.5355 100 0 50 

A3 2.5 1.7677 50 0 50 

A4 1 0.7071 20 0 50 

A5 0.1 0.0707 10 0 50 

 

5.3.3.1.2 Frequency Tests 

In accordance with [43], nine different tests, referred to as F1 to F9, have been designed for testing the 

virtual PMU behavior vs. frequency. They are collected in Table 5.38. Adopting 100 % of the rated signal, 

nine frequency values from 48 Hz to 52 Hz, with steps of 0.5 Hz, have been used. For the frequency tests, the 

initial phase of the signals is always set to zero. 

Table 5.38 Settings of the frequency tests. 

Test Name 
Peak RMS % of Rated Phase Frequency 

[V] [V] [%] [rad] [Hz] 

F1 5 3.5355 100 0 48 

F2 5 3.5355 100 0 48.5 

F3 5 3.5355 100 0 49 

F4 5 3.5355 100 0 49.5 

F5 5 3.5355 100 0 50 

F6 5 3.5355 100 0 50.5 

F7 5 3.5355 100 0 51 

F8 5 3.5355 100 0 51.5 

F9 5 3.5355 100 0 52 

 

5.3.3.1.3 Harmonic Tests 

The aim of these tests is to verify the performance of a PMU when a single harmonic component is 

superimposed to the main frequency signal. In detail, the harmonic component has an amplitude corresponding 

to the 10 % of the main signal. The defined tests are listed in Table 5.39. For each test, referred to as H1 to 

H16, the table contains the amplitude of both the main signal and the harmonic component. The tested 

harmonic components range from the third to the forty-ninth odd harmonics. 
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Table 5.39 Settings of the harmonic tests. 

Test Name 
Peak RMS % of Rated Order % of 50-Hz component 

[V] [V] [%] [-] [%] 

H1 5 3.5355 100 3 10 

H2 5 3.5355 100 5 10 

H3 5 3.5355 100 7 10 

H4 5 3.5355 100 9 10 

H5 5 3.5355 100 11 10 

H6 5 3.5355 100 15 10 

H7 5 3.5355 100 19 10 

H8 5 3.5355 100 21 10 

H9 5 3.5355 100 25 10 

H10 5 3.5355 100 29 10 

H11 5 3.5355 100 31 10 

H12 5 3.5355 100 35 10 

H13 5 3.5355 100 39 10 

H14 5 3.5355 100 41 10 

H15 5 3.5355 100 45 10 

H16 5 3.5355 100 49 10 

 

5.3.3.1.4 Phase Tests 

Typical laboratory tests use 0 as the initial phase. However, considering real applications, a set of tests 

tackling the performance of the virtual PMUs when the phase is not null is necessary. Therefore, Table 5.40 

presents 11 tests, referred to as P1 to P11, in which the phase varies from 0° to 100° with steps of 10°. The 

table also contains the amplitude of the signal (always 100 % of the rated) and the frequency (50 Hz). 
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Table 5.40 Settings of the phase tests. 

Test Name 
Peak RMS % of Rated Frequency Phase Phase 

[V] [V] [%] [Hz] [°] [rad] 

P1 5 3.5355 100 50 0 0 

P2 5 3.5355 100 50 10 0.1745 

P3 5 3.5355 100 50 20 0.3490 

P4 5 3.5355 100 50 30 0.5235 

P5 5 3.5355 100 50 40 0.6981 

P6 5 3.5355 100 50 50 0.8726 

P7 5 3.5355 100 50 60 1.0471 

P8 5 3.5355 100 50 70 1.2217 

P9 5 3.5355 100 50 80 1.3962 

P10 5 3.5355 100 50 90 1.5707 

P11 5 3.5355 100 50 100 1.7453 

 

5.3.3.2 PMU Tests Results 

Each test described in Paragraph 5.3.3.1 had a duration of 20 s, during which the quantities have been 

collected and then averaged to obtain the final results. The mean values and the corresponding standard 

deviations of the mean are collected in Tables 5.41 – 5.44 for the amplitude, frequency, harmonic, and phase, 

respectively. Every table contains the RMS value of the measured voltage RMS, its standard deviation of the 

mean 𝜎𝑅𝑀𝑆, the phase, its standard deviation of the mean 𝜎𝑃ℎ, the measured frequency, its standard deviation 

of the mean 𝜎𝐹𝑟, the ROCOF, and its standard deviation of the mean 𝜎𝑅. 

 

Table 5.41 Measurement results of the amplitude tests. 

Test Name 
RMS 𝜎𝑅𝑀𝑆  Phase 𝜎𝑃ℎ Frequency 𝜎𝐹𝑟  ROCOF 𝜎𝑅 

[V] [V] [rad] [rad] [Hz] [Hz] [Hz/s] [Hz/s] 

A1 7.0692976 1 × 10−7 0.0054920 4 × 10−7 50.0000000 3 × 10−7 3.24 × 10−7 2 × 10−5 

A2 3.53433398 9 × 10−8 0.0088586 4 × 10−7 50.0000002 3 × 10−7 1.77 × 10−6 3 × 10−5 

A3 1.76701027 8 × 10−8 0.0093632 4 × 10−7 50.0000000 3 × 10−7 −4.19 × 10−6 7 × 10−5 

A4 0.70625170 8 × 10−8 −0.0035345 3 × 10−7 50.0000004 3 × 10−7 1.25 × 10−6 2 × 10−4 

A5 0.06985583 8 × 10−8 0.007932 3 × 10−6 49.999975 2 × 10−6 −1.35 × 10−5 2 × 10−3 
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Table 5.42 Measurement results of the frequency tests. 

Test Name 
RMS 𝜎𝑅𝑀𝑆  Phase 𝜎𝑃ℎ Frequency 𝜎𝐹𝑟  ROCOF 𝜎𝑅 

[V] [V] [rad] [rad] [Hz] [Hz] [Hz/s] [Hz/s] 

F1 3.5343752 1 × 10−7 0.0073137 4 × 10−7 48.0000000 3 × 10−7 −9.19 × 10−7 5 × 10−5 

F2 3.5344621 1 × 10−7 0.0119328 4 × 10−7 48.4999925 2 × 10−7 3.94 × 10−5 5 × 10−5 

F3 3.53431802 9 × 10−8 0.0092100 4 × 10−7 48.9999999 3 × 10−7 −1.17 × 10−6 5 × 10−5 

F4 3.5344581 1 × 10−7 0.008737 1 × 10−6 49.5000027 3 × 10−7 −2.72 × 10−6 5 × 10−5 

F5 3.53448223 8 × 10−8 −0.0031022 4 × 10−7 49.9999971 3 × 10−7 4.90 × 10−5 3 × 10−5 

F6 3.5344243 1 × 10−7 −0.0027930 6 × 10−7 50.4999894 2 × 10−7 −3.13 × 10−7 5 × 10−5 

F7 3.5342794 1 × 10−7 0.0034803 5 × 10−7 50.9999988 3 × 10−7 1.24 × 10−5 5 × 10−5 

F8 3.5344108 1 × 10−7 0.0072208 4 × 10−7 51.4999955 3 × 10−7 9.18 × 10−7 6 × 10−5 

F9 3.5342751 1 × 10−7 −0.0047451 4 × 10−7 52.0000001 3 × 10−7 −2.46 × 10−6 6 × 10−5 

 

Table 5.43 Measurement results of the harmonic tests. 

Test Name 
RMS 𝜎𝑅𝑀𝑆  Phase 𝜎𝑃ℎ Frequency 𝜎𝐹𝑟  ROCOF 𝜎𝑅 

[V] [V] [rad] [rad] [Hz] [Hz] [Hz/s] [Hz/s] 

H1 3.53444568 8 × 10−8 0.0055126 4 × 10−7 50.0000008 3 × 10−7 −1.60 × 10−6 3 × 10−5 

H2 3.53421753 9 × 10−8 0.0076177 8 × 10−7 50.0000070 3 × 10−7 −1.51 × 10−6 4 × 10−5 

H3 3.53443023 9 × 10−8 0.0089869 7 × 10−7 50.0000075 3 × 10−7 −1.17 × 10−6 4 × 10−5 

H4 3.5342145 1 × 10−7 0.0082917 9 × 10−7 50.0000136 3 × 10−7 1.65 × 10−6 4 × 10−5 

H5 3.53439991 8 × 10−8 0.0091382 5 × 10−7 49.9999942 2 × 10−7 1.99 × 10−6 4 × 10−5 

H6 3.5343785 1 × 10−7 0.0054355 5 × 10−7 50.0000072 3 × 10−7 2.26 × 10−6 4 × 10−5 

H7 3.5343746 1 × 10−7 0.0072207 4 × 10−7 50.0000003 3 × 10−7 3.37 × 10−8 4 × 10−5 

H8 3.5343741 2 × 10−7 0.0076282 4 × 10−7 50.0000000 3 × 10−7 3.14 × 10−7 4 × 10−5 

H9 3.5342377 2 × 10−7 0.0085004 9 × 10−7 49.9999873 2 × 10−7 −2.13 × 10−7 5 × 10−5 

H10 3.5356639 1 × 10−7 0.005984 6 × 10−6 50.0000197 7 × 10−7 −4.50 × 10−6 7 × 10−5 

H11 3.5350865 1 × 10−7 0.0081300 5 × 10−7 50.0000089 3 × 10−7 2.50 × 10−6 5 × 10−5 

H12 3.5349436 1 × 10−7 0.0070349 3 × 10−7 49.9999980 2 × 10−7 −2.99 × 10−6 5 × 10−5 

H13 3.5348042 2 × 10−7 0.0097929 3 × 10−7 49.9999977 2 × 10−7 −1.06 × 10−6 5 × 10−5 

H14 3.5347333 1 × 10−7 0.008859 2 × 10−6 50.0000258 3 × 10−7 7.53 × 10−7 6 × 10−5 

H15 3.53484464 9 × 10−8 0.0043363 4 × 10−7 49.9999995 3 × 10−7 9.23 × 10−7 5 × 10−5 

H16 3.5346480 2 × 10−7 0.008433 1 × 10−6 50.0000127 3 × 10−7 −1.27 × 10−6 6 × 10−5 
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Table 5.44 Measurement results of the phase tests. 

Test Name 
RMS 𝜎𝑅𝑀𝑆  Phase 𝜎𝑃ℎ Frequency 𝜎𝐹𝑟  ROCOF 𝜎𝑅 

[V] [V] [rad] [rad] [Hz] [Hz] [Hz/s] [Hz/s] 

P1 3.53407799 9 × 10−8 0.0113214 8 × 10−7 50.0000045 3 × 10−7 2.46 × 10−7 3 × 10−5 

P2 3.53414587 8 × 10−8 0.1757891 4 × 10−7 49.9999982 3 × 10−7 1.93 × 10−6 3 × 10−5 

P3 3.53423390 8 × 10−8 0.3574863 4 × 10−7 49.9999988 3 × 10−7 −4.54 × 10−6 3 × 10−5 

P4 3.53424212 8 × 10−8 0.5307076 4 × 10−7 49.9999991 3 × 10−7 −1.11 × 10−6 3 × 10−5 

P5 3.5341987 1 × 10−7 0.7064876 7 × 10−7 50.0000064 3 × 10−7 −1.29 × 10−5 3 × 10−5 

P6 3.53416886 9 × 10−8 0.8733776 4 × 10−7 49.9999999 3 × 10−7 −9.72 × 10−6 3 × 10−5 

P7 3.53417573 9 × 10−8 1.0548074 4 × 10−7 49.9999991 3 × 10−7 −3.91 × 10−6 3 × 10−5 

P8 3.5340813 1 × 10−7 1.224595 2 × 10−6 50.0000105 4 × 10−7 −5.17 × 10−6 4 × 10−5 

P9 3.5340916 1 × 10−7 1.4034948 4 × 10−7 49.9999980 3 × 10−7 −7.36 × 10−6 3 × 10−5 

P10 3.5340525 1 × 10−7 1.5760936 8 × 10−7 49.9999852 3 × 10−7 −5.18 × 10−6 3 × 10−5 

P11 3.53407339 8 × 10−8 1.7542494 4 × 10−7 49.9999982 3 × 10−7 −9.10 × 10−6 3 × 10−5 

 

From these Tables, it can be observed that the results are quite coherent, and, in particular, the standard 

deviation of the mean (the absolute one) is always in the order of 10−8, 10−7, 10−7, and 10−5 for the amplitude, 

phase, frequency, and ROCOF, respectively. For the sake of readability of the results, Figure 42 shows the 

RMS vs. frequency (left) and the RMS for each harmonic test (right) taken from Tables 5.42 and 5.43, 

respectively. 

 

  

Figure 42 RMS vs frequency test results from Table 5.42 (left) and RMS for each harmonic test (right) from Table 5.43. 

Despite the good preliminary results, it is necessary to evaluate them according to the indices defined in 

[43]. Furthermore, the propagation of the uncertainty process is fundamental to quantify and assess the 

accuracy of the presented results. To this purpose, the results presented in Tables 5.41 – 5.44, along with the 

reference values provided and set by the reference calibrator, are used to compute the TVE, FE, and RFE for 

each of the performed tests. The obtained indices are collected in Tables 5.45–5.48 for the amplitude, 
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frequency, harmonics, and phase, respectively. The tables are coherent among each other, and they contain: 

TVE, FE, RFE, and their combined uncertainties 𝑢𝑇𝑉𝐸, 𝑢𝐹𝐸, and 𝑢𝑅𝐹𝐸, respectively. The uncertainty associated 

with TVE 𝑢𝑇𝑉𝐸 has been computed from the following contributions to the uncertainty: the measured 

synchrophasors’ rms and phase uncertainties (Type A evaluation), directly obtained from the corresponding 

standard deviations of the mean (see Tables 5.41 – 5.44); the reference synchrophasor’s magnitude and phase 

uncertainties, obtained from the results of calibrator characterization in Paragraph 5.3.1.3. Instead, 𝑢𝐹𝐸 has 

been computed from: the measured frequency uncertainty and the calibrator’s frequency uncertainty. Finally, 

for 𝑢𝑅𝐹𝐸 is the same as per 𝑢𝐹𝐸, but with the ROCOF contributions to the uncertainty. Concerning the 

propagation of the uncertainties, they are straightforward for 𝑢𝐹𝐸 and 𝑢𝑅𝐹𝐸, since the indexes’ formula is a 

subtraction, while for 𝑢𝑇𝑉𝐸 the Monte Carlo method has been used (105 trials). 

Table 5.45 Accuracy indices for the amplitude tests. 

Test Name 
𝑇𝑉𝐸 𝑢𝑇𝑉𝐸 𝐹𝐸 𝑢𝐹𝐸 𝑅𝐹𝐸 𝑢𝑅𝐹𝐸  

[%] [-] [Hz] [Hz] [Hz/s] [Hz/s] 

A1 0.551 2 × 10−5 −3 × 10−8 3 × 10−5 3 × 10−7 5 × 10−5 

A2 0.312 2 × 10−5 −3 × 10−6 3 × 10−5 5 × 10−5 5 × 10−5 

A3 0.937 1 × 10−5 −3 × 10−8 3 × 10−5 −4 × 10−6 8 × 10−5 

A4 0.373 2 × 10−5 4 × 10−7 3 × 10−5 1 × 10−6 2 × 10−4 

A5 1.4432 7 × 10−6 −3 × 10−5 3 × 10−5 −1 × 10−5 2 × 10−3 
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Table 5.46 Accuracy indices for the frequency tests. 

Test Name 
𝑇𝑉𝐸 𝑢𝑇𝑉𝐸 𝐹𝐸 𝑢𝐹𝐸 𝑅𝐹𝐸 𝑢𝑅𝐹𝐸  

[%] [-] [Hz] [Hz] [Hz/s] [Hz/s] 

F1 0.732 1 × 10−5 −4 × 10−8 3 × 10−5 −9 × 10−7 7 × 10−5 

F2 1.194 1 × 10−5 −7 × 10−6 3 × 10−5 4 × 10−5 6 × 10−5 

F3 0.922 1 × 10−5 −5 × 10−8 3 × 10−5 −1 × 10−6 6 × 10−5 

F4 0.874 1 × 10−5 3 × 10−6 3 × 10−5 −3 × 10−6 6 × 10−5 

F5 0.312 2 × 10−5 −3 × 10−6 3 × 10−5 5 × 10−5 5 × 10−5 

F6 0.282 3 × 10−5 −1 × 10−5 3 × 10−5 −3 × 10−7 6 × 10−5 

F7 0.350 2 × 10−5 −1 × 10−6 3 × 10−5 1 × 10−5 7 × 10−5 

F8 0.723 1 × 10−5 −4 × 10−6 3 × 10−5 9 × 10−7 7 × 10−5 

F9 0.476 2 × 10−5 1 × 10−7 3 × 10−5 −2 × 10−6 7 × 10−5 
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Table 5.47 Accuracy indices for the harmonic tests. 

Test Name 
𝑇𝑉𝐸 𝑢𝑇𝑉𝐸 𝐹𝐸 𝑢𝐹𝐸 𝑅𝐹𝐸 𝑢𝑅𝐹𝐸  

[%] [-] [Hz] [Hz] [Hz/s] [Hz/s] 

H1 0.552 2 × 10−5 8 × 10−7 3 × 10−5 −2 × 10−6 5 × 10−5 

H2 0.763 1 × 10−5 7 × 10−6 3 × 10−5 −2× 10−6 5 × 10−5 

H3 0.899 1 × 10−5 7 × 10−6 3 × 10−5 −1 × 10−6 5 × 10−5 

H4 0.830 1 × 10−5 1 × 10−5 3 × 10−5 2 × 10−6 5 × 10−5 

H5 0.914 1 × 10−5 −6 × 10−6 3 × 10−5 2 × 10−6 5 × 10−5 

H6 0.545 2 × 10−5 7 × 10−6 3 × 10−5 2 × 10−6 6 × 10−5 

H7 0.723 1 × 10−5 3 × 10−7 3 × 10−5 3 × 10−8 6 × 10−5 

H8 0.764 1 × 10−5 3 × 10−9 3 × 10−5 3 × 10−7 6 × 10−5 

H9 0.851 1 × 10−5 −1 × 10−5 3 × 10−5 −2 × 10−7 6 × 10−5 

H10 0.599 1 × 10−5 2 × 10−5 3 × 10−5 −5 × 10−6 8 × 10−5 

H11 0.813 1 × 10−5 9 × 10−6 3 × 10−5 2 × 10−6 6 × 10−5 

H12 0.704 1 × 10−5 −2 × 10−6 3 × 10−5 −3 × 10−6 6 × 10−5 

H13 0.980 1 × 10−5 −2 × 10−6 3 × 10−5 −1 × 10−6 6 × 10−5 

H14 0.886 1 × 10−5 3 × 10−5 3 × 10−5 8 × 10−7 7 × 10−5 

H15 0.435 1 × 10−5 −5 × 10−7 3 × 10−5 9 × 10−7 6 × 10−5 

H16 0.844 1 × 10−5 1 × 10−5 3 × 10−5 −1 × 10−6 7 × 10−5 

 

Starting from Table 5.45, different comments arise. In the table, but also for the following ones, when 

the module of the mean value is smaller than the obtained combined uncertainty, it has been chosen to report 

the number with one significant digit and not to put a zero. Such a choice is supported by the aim of showing 

the discrepancies between the order of magnitude of the quantity and its combined uncertainty. Therefore, the 

significant digits are coherent only in the case of combined uncertainty lower than the mean value. Another 

comment involves the indices. While FE and RFE are always below the limits defined by [43] (even if a test 

involving the amplitude variation is not defined), the TVE exceeds the limits in test A5. Such a test is the one 

with the smallest input test signal (10 % of the rated value). It is important then to understand the capabilities 

of the RTS system before using them for simulating purposes. As in the case of the tests, it is demonstrated 

from the results of Table 5.45 that the characterization of the virtual PMU in terms of amplitude is fundamental 

to know and correct the values during normal operations. For the results in Table 5.46, what is stated for RFE 
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and FE in the case of Table 5.45 still applies. However, the TVE does not always remain within the limits of 

the standard. In particular, it exceeds 1% in test F2 and is 0.922 in test F3. On average, all frequency test results 

are not really satisfactory, and the reason can be attributed to the acquisition process of the RTS. Table 5.47 

lists the indices computed in the case of the harmonic tests. From the results, it emerges that FE and RFE are 

far below the defined limits. As for TVE, it is below the 1% limits in all tests, but on average is always higher 

than 0.6%. For a better overview of the TVE results, considering the number of digits involved, Figure 43 has 

been used. 

 

 

Figure 43 TVE obtained in each harmonic test from H1 to H16. 

Identical comments can be made for the results in Table 5.48, which contain the indices computed for 

the phase tests. 
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Table 5.48 Accuracy indices for the phase tests. 

Test Name 
𝑇𝑉𝐸 𝑢𝑇𝑉𝐸 𝐹𝐸 𝑢𝐹𝐸 𝑅𝐹𝐸 𝑢𝑅𝐹𝐸  

[%] [-] [Hz] [Hz] [Hz/s] [Hz/s] 

P1 0.312 2 × 10−5 −3 × 10−6 3 × 10−5 5 × 10−5 5 × 10−5 

P2 0.133 6 × 10−5 −2 × 10−6 3 × 10−5 2 × 10−6 5 × 10−5 

P3 0.843 1 × 10−5 −1 × 10−6 3 × 10−5 −5 × 10−6 5 × 10−5 

P4 0.712 2 × 10−5 −9 × 10−7 3 × 10−5 −1 × 10−6 5 × 10−5 

P5 0.837 1 × 10−5 6 × 10−6 3 × 10−5 −1 × 10−5 5 × 10−5 

P6 0.08 1 × 10−4 −8 × 10−8 3 × 10−5 −1 × 10−5 5 × 10−5 

P7 0.762 1 × 10−5 −9 × 10−7 3 × 10−5 −4 × 10−6 5 × 10−5 

P8 0.290 3 × 10−5 1× 10−5 3 × 10−5 −5 × 10−6 5 × 10−5 

P9 0.724 2 × 10−5 −2 × 10−6 3 × 10−5 −7 × 10−6 5 × 10−5 

P10 0.532 2 × 10−5 −1 × 10−5 3 × 10−5 −5 × 10−6 5 × 10−5 

P11 0.893 1 × 10−5 −2 × 10−6 3 × 10−5 −9 × 10−6 5 × 10−5 

 

In light of all results presented in the previous tables, it can be concluded that the characterization of a 

virtual PMU inside an RTS environment is fundamental for accuracy purposes (see Figure 44 for a simplified 

block diagram of the conducted research). In fact, what was obtained clearly emphasizes the need for a priori 

knowledge of the performance of each component to be used within a measurement setup. This is to avoid 

unnecessary propagation of uncertainties from one component to another. In the specific case considered, the 

single contribution of the RTS is not negligible, and in some cases, the limits defined by the standard [43] are 

not satisfied. In addition, the results must be assessed considering that the source of the test signals was 

generated by an accurate calibrator (see Sub-Paragraph 5.3.1.3.6). Consequently, if real sensors with typical 

accuracy ranging from accuracy class 0.5–1 are considered, the overall uncertainty propagated in the final 

results would significantly increase. 
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Figure 44 Block diagram of the complete research. 

 

5.3.4 Conclusions 

The use of real-time simulators among researchers and utilities is increasing day after day. This allows 

enhancing the simulation capabilities, including the possibility to recreate complete digital models of the power 

network and its components. However, the RTSs must ensure a high level of accuracy for their results to be 

reliable enough for the final users. This aspect is not always considered and sufficiently treated. The research 

discussed in this Section has the aim of emphasizing and supporting, with rigorous experimental activity, the 

lack of methodology found in the literature. A virtual PMU implemented within an OPAL RTS has been 

characterized, according to the IEEE 60255-118-1 standard. To do this, first, a PMU calibrator has been 

developed and characterized. The main result of the virtual PMU characterization is not the index remaining 

within or exceeding the limits. The main result is the experimental evidence that the preliminary 

characterization of the virtual PMU is mandatory when an RTS environment is used. Such a result is confirmed 

by the performed tests, and its importance can be extended to all activities involving an RTS, not necessarily 

correlated to power networks or electrical engineering in general. 
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Conclusions 

This dissertation presents the 3-year research work that has been conducted on the measurements applied 

to the modern power system’s issues. In particular, an attempt to add new knowledge with respect to the 

existing literature has been made, in terms of the characterization of sensors and instrumentation, which are 

important in the contexts of the distribution grid monitoring and the electrical assets diagnostics. Before the 

discussion of the research activity and the related main results, the theoretical background has been described 

in the first three chapters: first, the “Smart Grid” concept and some of the issues faced by the distribution 

system operators, in which the role of measurements is important for the optimal system operation; second, 

the sensors and the instrumentation mostly involved in the metrological characterization studies; after that, the 

methodology for the measurement uncertainty evaluation adopted in the research characterization activities 

has been shown. Finally, Chapter 4 and Chapter 5 contain the core of the research work. 

Chapter 4 reports the research on the measurement applied to the electrical asset diagnostics, which has 

involved the development and the characterization of an innovative measurement system. One major issue of 

the distribution system operators is the diagnostics of the electrical assets deployed across the grid, especially 

the outdoor ones installed in rural areas. To face this problem, an innovative drone-based measurement system 

has been proposed for monitoring medium voltage surge arresters. This system can detect the surge arrester 

leakage current, by means of an acquisition system equipped with a toroidal current transformer, which has 

been characterized. The acquisition system is installed on the ground, and, during the flight, the drone-mounted 

system collects the information from the field through a wireless radiofrequency communication link. 

Chapter 5, instead, deals with the research regarding the measurements applied to the grid monitoring, 

in which a thorough metrological characterization of MV inductive current transformers, low-voltage energy 

meters and virtual PMU has been carried out. The distribution system operators need to know how much 

accurate the primary information employed as input for the system control management are. This information 

comes from the sensors and instrumentation installed across the grid, but, recently, also the usage of 

information coming from real-time simulators, such as in digital twin and hardware-in-the-loop applications, 

has been proposed. 

As for the low-voltage electronic energy meters, their behavior under off-nominal power conditions and 

the relevant standards have been studied. Non-conventional test procedures have been designed for frequency, 

for current and voltage harmonic distortions, considered as influence quantities: the idea has been to create a 

new set of test waveforms to test the energy meters in more realistic scenarios, compared to the ones offered 

by the standards’ procedures. Consequently, these tests have been performed and the effects on the energy 

meters’ performance has been evaluated by using the percentage error index. The results show that the different 
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test conditions allow to detect variations of energy meters accuracy and each one of the devices under test 

respond differently.  

Regarding the MV inductive current transformers, two off-the-shelf units have been characterized in 

terms of their accuracy in presence of current distortion. To do this, an original procedure has been followed, 

consisting in sampling the test waveforms directly from the network and then applying them to the current 

transformers’ primary winding. The accuracy has been evaluated by means of the composite error index, and 

its approximated version, which have been proved to be useful indexes in presence of harmonic distortion. 

Moreover, this study shows that the inductive current transformers’ accuracy is practically not affected by the 

current distortion levels that can be found in the medium voltage networks. These results also allowed the 

experimental validation of a closed-form expression for the measured THD uncertainty estimation, which has 

been confirmed to be a tool that could be useful to derive the THD uncertainty in the on-field measurements 

by the system operators. 

Finally, the metrological characterization of a virtual PMU has been tackled as last part of the research 

work in Chapter 5. First, a PMU calibrator has been designed, and the uncertainty associated with its steady-

state reference phasor has been assessed in terms of amplitude, frequency, and phase. Then, the PMU calibrator 

acted as a reference, and it has been employed to characterize the PMU implemented within a real-time 

simulator. After that, the TVE, FE and RFE for the virtual PMU have been computed. It has been observed 

that the overall virtual PMU performance is far from being ideal, but, nevertheless the main result of this 

research is highlighting the importance of characterizing such systems before their usage in power system 

applications. 
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