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Abstract

The present thesis is made up by three separate chapters covering topics related to interna-
tional trade, intellectual property right, business groups and knowledge flows and finally, an
attempt to identify promising and innovative young firms.
Thefirst paper focuseson the roleof institutions, and it showshowdi�erent typesof institutions
are important to determine comparative advantage for countries at di�erent stage of devel-
opment. The papers finds that intellectual property rights (IPR) protection changes export
composition of OECD countries toward IP-intensive sectors, whereas contract enforcement
is a driver of export of relation-specific inputs in non-OECD countries. However, better IPR
quality encourages technology transfer by redirecting non-OECD imports toward IP-intensive
industries. The second chapter studies how subsidiaries of Business Groups interact between
each other. In particular, the paper highlights productivity gains that a�liates enjoy from
intangible assets developed by other firms within the same group. The analysis shows that
a key element to consider in order to understand these flows, is to take into account the hi-
erarchical links between subsidiaries. This crucial step allows to show that within Business
Groups knowledge flows upwards, i.e. subsidiaries in lower layers share their knowledge to
subsidiaries in upper layers. The third chapter presents a novel dataset assembled duringmy
experience at the OECD on innovative start-up. Combining information from two di�erent
data provider, Crunchbase and Dealroom, and implementing several cleaning andmatching
procedure, wemanaged to gather this dataset which covers almost the universe of innovative
start-ups all over the world. This data are a key element that will be exploited in several work at
the OECD, for example to study the determinants of start-ups success (innovation, scale-up)
and how relevant are Killer Acquisitions in start-ups.
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Chapter 1

Institutions, Development, and
Patterns of Trade1

Abstract

This study investigates how easing international transactions through improved legal
institutions can result in divergent trade patterns for di�erent economies. We provide
evidence that the level of development governs the relevance of intellectual property rights
(IPR) institutions in determining a country’s comparative advantage. While IPR protection
changes the composition of OECD exports towards IP-intensive sectors, contract enforce-
ment is the key driver of specialization of non-OECD exports in relation-specific inputs.
We extend the analysis to a bilateral framework to show assess in a unique framework
the predictions on the pattern of trade, confirming the results. The findings suggest a
concentration of innovation activities in the OECD, with non-OECD countries serving as
potential outsourcing destinations.

1This paper is a joint work with Alireza Naghavi. We are grateful to Pol Antràs, Stefano Bolatto, Enrico Cantoni,
Emanuele Forlani, Marco Grazzi, Olena Ivus, Bohdan Kukharskyy, AntonioMinniti, Gianmarco Ottaviano, Alessan-
dro Sforza, Tommaso Sonno, Farid Toubal, and Francesco Venturini for helpful comments.
Andrea Greppi, University of Bologna, Department of Economics. E-mail: andrea.greppi2@unibo.it
Alireza Naghavi, University of Bologna, Department of Economics. E-mail: alireza.naghavi@unibo.it
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1.1 Introduction

Aworldwidewave of trade agreements and improvements in legal institutions has facilitated in-

ternational transactions over the last decades (Antràs, 2016). The issue of intellectual property

rights (IPRs) has in particular gained importance in both bilateral as well as multilateral trade

talks. This has especially been true when parties at the talks include both advanced (OECD)

and developing (non-OECD) economies and technology is at center stage. A proliferation of

regional trade agreements with strict IPR provisions has fostered technology transfer from

developed to developing countries (Santacreu, 2021a,b). Trade literature has in fact recognized

IPR enforcement as a source of comparative advantage (Maskus and Yang, 2018). Previous re-

lated works have associated the quality of alternative institutions with comparative advantage,

for example when contractual frictions create distortions in transactions between firms and

their relation-specific input suppliers (Nunn, 2007; Levchenko, 2007).

Taking a step back and looking at OECD and non-OECD countries separately, an evident ob-

servation is the technological superiority of the former and the role of the latter as outsourcing

locations for the procurement of intermediate inputs.2 Protection of IPRs has been viewed

as a key determinant of success in the race for latest technologies and e�cient operation in

IP-intensive sectors. The question we pose in this study is whether this role of IPRs holds gen-

erally for all countries, or if di�erent institutions determine comparative advantage depending

on a country’s stock of knowledge or absorptive capacity. Using the same premise, we are

additionally interested in exploring how IPRs influence the direction of trade in IP-intensive

goods.

In this paper we carry out a systematic investigation to explain the alternative patterns of

specialization across countries as an outcome of the quality of di�erent institutions. We aim to

shed light on whether di�erences in production structure, stage of development, or technolog-

ical capability play a role in deciding which institutions determine a country’s comparative

advantage. The findings reveal a remarkable contrast in the institutional source of comparative

advantage between OECD and non-OECD countries. In the former, IPR protection drives com-

parative advantage in IP-intensive industries, whereas better quality rule of law institutions

regulate the patterns of specialization in the latter by rendering them attractive as outsourcing

locations for highly relation-specific inputs. The reasoning follows the logic that IPRs shield

2Ten countries account for more than 80% of global spending on R&D and, with the exception of China, they are
all developed countries (http://data.uis.unesco.org). On the other hand, the share of intermediate goods produced
by developing countries has raised from 33% in 2005 to about half of the world production in intermediate goods
in 2014 (https://wits.worldbank.org).
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knowledge and create incentives in innovative industries, and contract enforcement encour-

ages e�cient supplier investment in the customization of relationship-specific inputs.

The first contribution of the analysis to the literature on the institutional sources of compara-

tive advantage is to show that the quality of tangible and intangible property rights protection

have di�erent andmutually exclusive e�ects for countries at di�erent levels of development.

Acknowledging possible endogeneity of a country’s IPR regime, we then address reverse causal-

ity concerns by making use of information on the timing of IPR reforms in a di�erence-in-

di�erence framework, and as an instrumental variable. The results persist in a dynamic setting

and reinforce our conjecture on the e�ect of the quality of institutions on trade patterns across

countries and industries over time. The core results are robust to a host of additional checks

and to apanel specification,which enables us to account for timefixed e�ects and time-varying

country specific variables.

While the outcomemay initially question the role of IPR policy as a tool to stimulate innovation

in the developing world, we shift focus to imports to examine whether it can still play a role in

developmentwithout a�ecting the export composition of these countries. Testing the standard

notion of IPR in the literature as a tool to attract technology through imports, the findings sug-

gest that IPRs encourage technology transfer by directing the import structure of developing

countries toward IP-intensive goods. Looking at the e�ects of IPRs on both import and export

patterns allows us to highlight how the same institution can have a di�erent impact on the

structure of trade for countries with dissimilar underlying characteristics: on the one hand,

it is a source of comparative advantage for technologically advanced countries; on the other

hand, it is an e�ective instrument to trigger imports in IP-intensive industries for developing

countries.

This feature leads us to also look at bilateral trade flows between country pairs to investigate

when and to what extent the patterns of trade of an exporting country may also be influenced

by IPRs in the importing country. The results reveal a complementarity between the protection

of intangible capital in the source and destinationmarkets for promoting trade in high-tech

industries. IPR institutions are an important determinant of the structure of exports (imports)

for OECD (non-OECD) countries and increase trade in IP-intensive sectors fromOECD to non-

OECD countries. Interestingly, the bilateral analysis confirms ourmain findings accounting

for the standard gravity factors and control for pairwise country characteristics, providing a

further robustness checks for our core results.

3



The paper is organized as follows. The next section discusses the related literature. Section

1.3 describes the methodology and section 1.4 the data. Section 1.5 provides preliminary

evidence and reports the baseline OLS estimates. Section 1.6 conducts robustness checks,

shows a panel analysis and exploits aseries of IPR reforms to address reverse causality. Section

1.7 shifts focus to technology transfer and introduces import patterns and the bilateral set-up.

Section 1.8 concludes.

1.2 Literature

With the world economywitnessing substantial changes in the structure of international trade,

new sources of comparative advantage have come to light. A direction taken by literature seeks

to establish that the standard determinants of trade patterns driven by Ricardian e�ciency

and Heckscher-Ohlin factors are themselves an outcome of deeper political and economic

processes, broadly identified as the concept of “institutions”. These studies emanate from

the empirical methodology introduced in Rajan and Zingales (1998), interacting industry and

country-specific characteristics to show for example that countries withmore developed fi-

nancial markets tend to export relatively more in industries that require large amounts of

external finance (Beck, 2003). Some key contributions in this category highlight that countries

with better rule of law specialize in the production of more institutionally dependent goods

(Levchenko, 2007) and in goodswith a higher share of relationship-specific inputs (Nunn, 2007;

Ma et al., 2010).3

A similar approach has been adopted to study the role of IPRs in the pattern of comparative

advantage. Also drawing on variation in e�ective patent rights across countries and varied

impact across industries within a country, Hu and Png (2013) finds that stronger patent rights

are associated with faster growth inmore patent-intensive industries. More recently, Maskus

and Yang (2018) demonstrates the positive e�ect of domestic patent rights on export perfor-

mance in high-R&D goods. Following the same rationale, we introduce IPRs next to other types

of institutions to highlight how their impact on comparative advantage varies across coun-

tries. Doing so reveals interesting insights as OECD and non-OECD economies host di�erent

production processes based on innovative and input provision activities. Consequently, the

3Other relatedpapersusing this technique lookat factorproportions and trade (Romalis, 2004), credit constraints
(Manova, 2008), gains from division of labor and specialization (Costinot, 2009), and flexibility of labor markets
(Cuñat andMelitz, 2012). Chor (2010) provides amodel of comparative advantage generated from the interaction
of industry and country characteristics and tests the predictions in joint presence of several sources identified in
the literature. See also Nunn and Trefler (2014) for an exhaustive literature review on institutions and comparative
advantage.
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process of specialization for these groupsmay be determined by di�erent institutional sources

of comparative advantages, namely the protection of intangible versus tangible property rights.

Traditional IPR literature has however highlighted the role of the patent protection as an in-

strument to attract technology by encouraging imports.4 Strengthening IPRs could promote

technology di�usion to developing countries by increasing exports in patent-sensitive indus-

tries into thosemarkets and facilitating access to new foreign technologies (Ivus, 2011, 2015).

In a similar vein, Delgado et al. (2013) finds that trade in knowledge-intensive goods increased

relative to other types of goods after the implementation of TRIPS. Looking at both cross sec-

tion as well as firms’ responses to six IPR reforms in a di�erence-in-di�erences framework,

Lin and Lincoln (2017) show that IPR protection attracts imports of high-tech goods from

technologically advanced countries. They are also the first to consider firm patenting in a

gravity equation framework.

We take this path to provide a systematic analysis of the import patterns across countries.

Distinguishing between the e�ect of IPR on OECD vis-à-vis non-OECD countries, we show

that IPRs are only an important factor for the latter to attract technology-intensive goods. We

also explore the significance of the interaction between the IPR policies of a source and a

destination country in determining the patterns of trade using bilateral data.5 We explicitly

consider the IPR quality of the exporting country and conduct an industry-level analysis rather

than aggregate levels of trade flow and development. We then simultaneously look at the IPR

regime in the importing country to see if it contributes to attracting technology-intensive

goods through trade among OECD countries, among non-OECD countries, or between the

two regions.

1.3 Conceptual Framework andMethodology

It is well-known that better domestic IPR protection stimulates innovation (Qian, 2007; Chen

and Puttitanun, 2005), attracts inflow of FDI (Javorcik, 2004) and boosts international technol-

ogy transfer and domestic R&D (Branstetter et al., 2006, 2007). These channels sum up to the

notion that better quality IPR institutions encourage exports in industries more intensive in IP,

as the latter aremore sensitive to the protection of their intangible assets (Maskus and Yang,

4See e.g. Maskus and Penubarti (1995); Smith (1999, 2001); Rafiquzzaman (2002); Co (2004); Awokuse and Yin
(2010).

5The only paper to our knowledge that touches upon the issue in a bilateral setting is Shin et al. (2016), who finds
that as importing countries adopt amore stringent IPR regime, the impact on the bilateral exports of the partner
nation is negatively related to the level of technology of the exporting country. They argue that IPR acts as an export
barrier to trade, especially discouraging exports from developing countries that are in a catching-up phase.
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2018).

Less-advanced economies that lack the initial intellectual capital are typically used as outsourc-

ing destinations for cost reduction purposes. Nonetheless, suppliers must customize inputs

to meet the required standards, i.e. engage in relationship-specific investments. In a world

of contractual incompleteness, the hold-up problem leads suppliers to underinvest. Strong

rule of law institutions can partially resolve the friction through contract enforcement. This

issue is more crucial the higher are the specific needs because the supplier’s outside option is

lower and underinvestment a bigger problem. Countries with better rule of law hence have

a comparative advantage in the production of goods that use intensively inputs that require

relationship-specific investments (Nunn, 2007).

Byo�ering foreignfirmsaminimumlevelofprotectionagainst expropriation, IPRscanhowever

be an important determinant of the import patterns of developing countries and encourage

an inflow of technology-intensive goods (Ivus, 2011, 2015; Delgado et al., 2013). Improved IPRs

also promptmultinational firms to transfer more intangible capital to their a�liates in host

countries (Branstetter et al., 2006). The e�ect of IPRs on technology di�usion can also be due

to responses in arm’s length exports and una�liated licensing (Ivus et al., 2016, 2017; Lin and

Lincoln, 2017). This phenomenon could build the intellectual capital required for domestic

innovation over time and eventually spur industrial development (Branstetter et al., 2011).

To summarize, we expect a significant and positive e�ect of IPR institution on specialization

in IP-intensive industries within OECD countries and we expect non-OECD countries with a

better rule of law to export relativelymore in industries that requirehigher levels of relationship-

specific investments. At the same time, we expect IPR institution to be an important tool for

non-OECD countries to attract foreign technologies by increasing imports in IP-intensive

sectors fromOECD countries.

We test these hypotheses by estimating the following equation:

log (e x pi,c ) = ↵ + �1(I P inti ⇤ I P Rc ) + �2(hi ⇤ log (Hc ))+

�3(ki ⇤ log (Kc )) + �4 ⇤ (zi ⇤ RLc ) + �i + �c + ✏i,c

(1.1)

where log (e x pi,c ) is the natural log of export in industry i from country c to the rest of the

world, I P Rc is a measure of the quality of protection of intangible capital in country c , I P inti is

a proxy for the contribution of IPR to the production process of each industry i , zi is a measure

of the importance of relationship-specific investments in industry i ; RLc is a measure of the

quality of contract enforcement in country c ; Hc and Kc denote the endowments of skilled

6



labor and capital of country c , and hi and ki are the skill and capital intensities of production

in industry i . Finally, the specification also incorporates country (�c ) and industry (�i ) fixed

e�ects, that capture the overall level of trade and control for unobserved country and industry

characteristics. We used robust standard errors as generally applied for this methodology.

Throughout the paper, we will call IPR interaction the term I P inti ⇤ I P Rc , Nunn’s interaction

RLc ⇤ zi and skill interaction and capital interaction the other two products from equation

(1.1) involving human capital and physical capital. In the baseline exercise, we use export

values of 2014, human and capital stocks of 2012, rule of law and Park index for 2010. We lag

the institutional variables by four years with respect to trade flows to reflect the fact that legal

changes likely take time to influence technological activity.6

This specification, introduced by Rajan and Zingales (1998) and brought in the trade literature

by Beck (2003) and Romalis (2004), is particularly appealing because it allows to control for

country and industry fixed e�ects that explain the total volumes of trade, and to focus on the

mix of exports in each country: these interaction terms capture the relative di�erence in the

export values across industries and countries and for this reason provide a complete map of

specializations across countries. As an example, assume that two countries are similar in every

aspect but their IPR quality. A positive coe�cient �1 would be an evidence of comparative

advantage because it suggests that countries with higher-quality IPR institution tend to export

relatively more in IP-intensive industries. The same reasoning applies for the interpretation of

the other coe�cients.7 We use the samemechanism to study the interaction of industry and

country-specific characteristics on imports, i.e. whether better IPR protection in a country

inducesmore imports in IP-intensive sectors. Finally, we explore also two alternative speci-

fications, a bilateral framework and a panel set-up, to deepen the analysis and address new

questions, as we will discuss in greater details in the next sections.

1.4 Data

A key variable that lies at the center of our analysis is the data for the contribution of IP at indus-

try level. Weobtain thismeasure, I P inti in equation (1.1), from the report “Intellectual property

6Results are not sensitive to the choice of lag, which is made as an initial attempt tomitigate reverse causality
concerns (see the section dedicated to this issue for a more comprehensive analysis).

7The underlying idea is that for each industry the dependence on a country variable, either a stock or an
institutional quality, is a technological feature and so it is constant across countries; country features that satisfy
better the needs of specific industries o�er a more suitable environment for e�cient operation of those industries.
As a consequence, countries specialize in industries whose production needs are best matched with their factor
endowments and institutional strengths.
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rights intensive industries and economic performance in the European Union, Industry-Level

Analysis Report, October 2016 Second edition" provided by EUIPO (European Union Intellec-

tual Property O�ce). The intellectual property rights considered in the European report are

trademarks and patents applied at EUIPO, EPO (European Patent o�ce) and CPVO (Commu-

nity Plant Variety O�ce) during 2006-2010 and subsequently granted. The unit of analysis

of the report is at industry level, as defined by NACE 4-digit revision 2 classification and it

provides the number of IP issued for 1000 employees. We take this measure as the importance

of IP to the production process of each industry. 8 Table 1.1 provides a descriptive summary of

this variable at industry level and a list of the threemost and least IP-intensive industries.

Table 1.1: Intellectual Property Rights statistics

Descriptive statistics
Variable Mean Std. Dev. Min Max

trademark 7.55 6.54 0.47 38.80
patent 3.30 9.98 0 109.74
sum 10.85 12.99 0.47 116.92

Top Industries N of IP

Manufacture of power driven hand tools 116.92
Manufacture of instruments and appliances for measuring and testing 70.89
Manufacture of basic pharmaceutical products 66.38

Lowest Industries N of IP

Manufacture of ready-mixed concrete 0.47
Manufacture of preparedmeals and dishes 0.88
Processing and preserving of poultry meat 1.06

All other data are from standard sources. Other industry variables are obtained fromUS

manufacturing databasemaintained by the National Bureau of Economic Research and US

Census Bureau’s Center for Economic Studies. These variables are updated up to 2011 and

are classified under the NAICS 1997 system, that we converted to NACE 4-digits. 9 We define

8A frequent critic for the use of industry data in this setting is that it uses information on one country and
assumes that industry characteristic is constant across all other countries with the argument that technology is a
structural feature and hence production requires the same process regardless of its location. Even if the data we
use on IP intensity is an average of all the EU countries (and so less prone to this critique), some caveats are worth
mentioning. Our identification does not require that industries have exactly the same IP intensity levels in every
country, but it does rely on the ranking of sectors remaining relatively stable across countries. We implement a
sensitivity checks in Table A.1.1 of the Appendix by using a dummy to split industries into high and low IP-intensive
ones with respect to themedian value and by looking separately at patents and trademarks tomeasure IP-intensity.

9In order to convert all the industry variables according to the NACE 4-digits classification, wematch NAICS
1997 to NAICS 2007 categories and then convert this systemwith NACE 4-digits through an o�cial concordance
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capital intensity as oneminus the share of total compensation in value added in each industry,

whereas skill intensity is given by the share of non-production workers relative to overall em-

ployment multiplied by the share of labor compensation in value added. Regarding zi , Nunn’s

webpage directly provides the share of input that are relationship specific in each NAICS 1997

industry and, following the same procedure as previously described, we convert these data in

NACE 4-digit classification. Throughout the paper, for each industry we consider the share of

input that are neither reference priced nor sold in organized exchange as relationship-specific

investment (Nunn, 2007).

Data on capital stocks and GDP per capita are from IMF and converted in 2011 US dollars;

data on human capital stocks are from Penn tables Feenstra et al. (2015) and are defined as

the average years of schooling for the population aged 25 or above. As a primarymeasure of

rule of law, RLc in equation (1.1), we use Kaufmann et al. (2009) to followmore closely Nunn

(2007). It is a weighted average of a number of variables that measure individuals’ perceptions

of the e�ectiveness and predictability of the judiciary and the enforcement of contracts in

each country. Since the previous variable starts from 2000, when we need older values of rule

of law, we use an alternative commonly used proxy from Gwartney et al. (2008). Data on IP

enforcement quality I P Rc are from Park (2008), an updated version of Ginarte and Park (1997)

index, the most widely used proxy in the IPR literature. The index is updated every 5 years

and ranges from 0 to 5.10 In Table (1.2), we report themean values and correlation between

these variables. It is straightforward to see that the country level variables are highly correlated,

but industry characteristics much less: the industry-country match can generate comparative

advantage because institutional and endowment conditions a�ect production in di�erent

industries in alternative ways depending on characteristics of the industry.

Finally, trade flows disaggregated at HS12 6-digit level are provided by COMTRADE and avail-

able from 1989 to 2014; also in this case, data were converted tomatch NACE 4-digits system.11

Overall, we have data for 82 countries, 33 OECDmembers and 49 non-OECDmembers, as

table provided by Eurostat. All the concordance between di�erent versions of the NAICS classification are available
at: https://www.census.gov/eos/www/naics/concordances/concordances.htm. Conversion fromNAICS2007 to
NACE is available from the Eurostat web page RAMON - Reference andManagement of Nomenclatures. When the
issue wasmany tomany or one tomany, to bemore conservative, we have dropped that industry.
10It is the unweighted sumof five separate scores that can take valueup to one and eachof themconsists of several

binary conditions which, if satisfied, indicate a stronger level of protection in that category. The five variables
include several conditions to account for the degree of: coverage (inventions that are patentable), membership in
international treaties, duration of protection, absence of risks of forfeiting the patent rights (for example, due to
compulsory licensing or revocation of patents), enforcement of patent rights in case of an infringement.
11Wematch this classificationwithNACEsystemthroughaconcordance tableprovidedby ISTAT (Italian statistical

O�ce). Every time the cross-walk fromHS to NACE is not unique, we exclude the trade flow in that industry, but
the number of excluded HS industries remain negligible.
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specified in the Appendix.

Table 1.2: Means and correlations of stocks and industry variables

Country Variables mean correlations

IPR 2010 3.58 1.00
Human capital 2.14 0.817 1.00
Physical capital 4.10 0.763 0.775 1.00
Rule of law 0.31 0.754 0.690 0.765 1.00

Industry Variables mean correlations

IP int. 9.84 1.00
Skill int. 0.81 0.031 1.00
Cap. int. 0.72 0.189 -0.686 1.00
Relat. Specific 0.47 0.160 0.552 -0.367 1.00

1.5 Empirical Results

1.5.1 Raw data Analysis

To get a broad picture of the importance of institutions for comparative advantage, we start

with a preliminary analysis of raw data. We compute an industry i ’s share of total export in

each country c and multiply it by the IP-intensity of the industry: this gives us the average

IP-intensity of export by country. It is calculated as ˜I Pc =
Õ
�i,c ⇤ I P inti , where �i,c =

e x pi,c

e x pc

.

This average IP-intensity of export is highly correlated with the IPR quality of the country, as

highlighted by the significant and positive standardized beta coe�cient in the first element

of the first column of Table (1.3); if we do an equivalent exercise for rule of law and contract

intensity, we also find a positive and significant relationship (second element of the first col-

umn). Hence, both institutions tend to matter for specialization and the structure of trade.

More interestingly, however, if we split our sample between OECD and non-OECD countries,

we find that the protection of intellectual capital is only decisive for advanced economies,

whereas rule of law only matters for less developed countries. This initial evidence stresses

the idea that countries at di�erent stages of development, on average, have di�erent produc-

tion structures. OECD countries with better IPR institutions specialize and export in more

innovation-oriented industries. On the other hand, the underlying mechanism that drives

non-OECD countries’ comparative advantages originates from contracting institutions that

assure their full involvement in relation-specific investments.

10



Table 1.3: Average IP intensity of export and IPR protection level

Whole sample OECD non-OECD

IPR 0.218** 0.367*** 0.085
(0.395) (1.29) (0.654)

Judicial Quality 0.240*** -0.287** 0.538***
(0.280) (0.025) (0.019)

Number of obs. 82 33 49
The dependent variable is the average IP intensity of exports of each
country in the first row and the average contract intensity of export
in the second row. Standardized beta coe�cients are reported, with
robust standard errors in brackets. *** indicates significance at the 1
percent level.

1.5.2 Estimation results

The basic hypothesis we want to test is whether, other things equal, export volumes in IP-

intensive sectors increase with the strength of IPR enforcement across countries. Table (1.4)

shows our baseline regression. In the first column we include only our main interaction of

interest, for whichwehave data on 231 industries and 82 countries.12 The estimated coe�cient

for the IPR interaction is positive and statistically significant. In the second column, we also

include the standard factors endowments, and ourmain variable of interest remains positive

and significant, reinforcing the essential role of IPR protection in production and exports of

technologically intensive goods. Column III replicates Nunn (2007) and is consistent with

its findings. The result shows that contract enforcement is a determinant of comparative

advantage and drives specialization in contract-intensive industries. The fourth column is our

preferred baseline specification and also hints at the growing link between institutions and

comparative advantage with respect to the classic factors of human and physical capital.13

Countries with better IPR protection and rule of law export relatively more in industries highly

intensive in IP and in industries with a relatively higher share of relationship specific invest-

ments, respectively. Parallel toMaskus and Yang (2018), this result confirms that the protection

of IPR is an e�ective tool to increase innovation and R&D, thus leading to specialization in

sectors in which IP play a substantial role in the production process. 14

12Note that we exclude from the analysis missing observations and observations with trade value equal 0, which
totals to 1466 observations. Considering positive exports implies that we implement an analysis conditional on a
country exporting in an industry, and try to assess whether country characteristics explain the observed di�erence
in trade performance across industries rather than the decision to enter and trade in an industry.
13Themitigating role of physical capital is also in line with related literature such as Levchenko (2007) or Maskus

and Yang (2018).
14All four coe�cients have very similar magnitudes in absolute terms, ranging from a 0.07 to 0.09 change in our

dependent variable following a one standard deviation change in one of the interactions. Consider for example
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Table 1.4: Determinants of Comparative Advantage: baseline specification

Variable (I) (II) (III) (IV) (V) (VI)
OECD NON-OECD

IPR int. 0.0108*** 0.0079*** 0.0055*** 0.0139*** 0.0035
(0.0018) (0.0019) (0.0019) (0.0047) (0.0034)

Skill int. 8.361*** 3.797** 3.416* 11.87*** 0.852
(1.596) (1.780) (1.785) (3.875) (2.276)

Capital int. -0.397** -0.183 -0.293 -0.773 0.0718
(0.196 ) (0.215) (0.220) (0.549) (0.315)

Nunn int. 0.673*** 0.635*** -0.387* 1.026***
(0.108) (0.110) (0.207) (0.221)

Observations: 17476 10621 7893 7893 3317 4576
R-squared: 0.740 0.778 0.780 0.781 0.766 0.704
Country FE: Yes Yes Yes Yes Yes Yes
Industry FE: Yes Yes Yes Yes Yes Yes
The dependent variable is the natural log of exports in industry i by country c to all other countries.
In all regressions, robust standard errors in brackets are reported. *, ** and *** indicate significance
at the 10, 5 and 1 percent level.

To better understand the impact of IPR reforms or other determinants of trade, it is impor-

tant to consider how institutions have di�erential consequences that depend on the environ-

ment in which they are is established (Maskus and Ridley, 2016; Shin et al., 2016; Campi and

Dueñas, 2019). We now take a step further to conduct a comparative study to test whether the

impact of institutions on the composition of trade, and therefore the source of comparative

advantage, varies with country-specific characteristics.15 Doing so allows us to understand the

implications of the recent global improvements in IPR standards, and whether they have been

beneficial in nurturing technological capability in developing countries. Specifically, we inves-

tigate whether there is a di�erence between the role played by IPR institution in determining

the trade structure in innovation-oriented economies and in those with lagging technologies.

We also evaluate whether contract enforcement has the same significance in R&D oriented de-

veloped countries, or if they instead have amore crucial meaning in attractingmultinationals

into creating valuable relationship-specific outsourcing partnerships in developing countries

involved in the vertical provision and hence exports of such intermediate inputs.

that if Brazil increases its IPR (3.44) up to the level inMexico (3.88), that is about half S.D of the variation that we
have for the Park index, this would lead to a 2% increase of exports of Brazil in pulpmanufacturing industry (which
is at 25 lowest percentile of IP intensity) whereas it would lead to a 53% increase in themanufacturing of computer
and peripheral equipment (at the 75 lowest percentile of IP intensity).
15Maskus and Yang (2018) introduce a triple interactionmultiplying the baseline IPR interaction with an indi-

cator dummy to show that the impact is stronger for richer countries, whereas our aim is to disentangle diverse
mechanisms that drive specialization for di�erent countries.
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In columns V and VI we split the sample between OECD and non-OECD countries to account

for di�erences in production structures, organizations, innovating capabilities and the stage

of development. The results highlight how the basis of comparative advantage derives from

di�erent sources: OECD countries that are on averagemore developed and technologically

advanced form their comparative advantage based on human capital and IPR protection level;

non-OECD countries, with less advanced production processes that involve tangible assets,

determine their specialization with property right protection and Nunn’s channel of compara-

tive advantage.

Production of IP-intensive goods are influenced by even smallest di�erences in IPR levels

of OECD countries endowed with intellectual capital. This implies that the protection of

intangible capital is an essential tool to stimulate innovation and increase the e�ciency of

producing R&D-intensive goods by preventing imitation. The result is in line with Qian (2007)

that shows how IPR improvements foster innovation activities in the pharmaceutical sector

conditional on aminimum level of development and human capital. As expected, also human

capital endowment is an important driver of specialization within OECD countries compared

to our complete sample in Table (1.4). The more OECD countries specialize in innovation

and high-tech activities, the more they concentrate on IP-intensive production and outsource

other tangible parts of the production process to non-OECD countries. This highlights the

key role of contract enforcement (rule of law) in non-OECD countries as recipients of out-

sourcing activities. With amore specialized focus on tangible property and the production of

outsourced intermediate inputs, the level of customization required in relationships and in-

vestment by suppliers takes primary importance. As argued by Nunn (2007), tangible property

right protection is therefore an essential tool in inducing foreign firms to engage in business

relationships in contract-intensive industries because it increases the e�ciency of production

by eliminating hold-up problems and sub-optimal investment by suppliers.

1.6 Robustness checks

In this section, we perform a host of alternative specification to provide robust evidence about

the validity of the results presented in the previous section. We try to address possible concerns

related to omitted variable bias, through augmenting the specificationwith additional controls

and proposing a panel specification, and reverse causality, using a series of IPR reforms.
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1.6.1 Additional Controls

Before interpreting our previous results as conclusive evidence of comparative advantage, we

carry out a sensitivity analysis to address several potential concerns. An immediate issue that

arises is the existence of other omitted determinants of comparative advantage not included

in (1.1) that may be correlated with our main variable of interest. We implement a series of

robustness checks to mitigate the possibility of the observed specialization in IP-intensive

industries for OECD countries being driven by other industry features or for reasons unrelated

to IPR quality. To deal with this, we control for a host of alternative determinants of trade flows

that, if omitted, may bias the weight played by IPR institution in shaping the observed pattern

of trade. Same reasoning applies to contract enforcement and subsequent specialization in

contract-intensive industries.

In order to do so,we interact several industry characteristicswith the log of incomeper capita to

control for the possibility that, for reasons other than the protection of tangible and intangible

capital, high income countries specialize production of certain industries. In particular, in

columns 1 and 2 of Table (1.5) we include interactions of the log of income per capita with

measures of the share of value-added of each industry and the TFP growth in the last thirty

years in each industry. These two interactions allow for the possibility that richer countries

have a comparative advantage inmore lucrative andhigh value-added industries or in dynamic

industries characterized by rapid technological progress. In column 3 and 4, we further include

interactions of human and capital intensities with log of income per capita of the country, to

control for the possibility that richer countries tend to specialize in industries that aremore

human or physical capital intensive.

In columns 5 and 6, we augment the specification by interacting IP-intensity and contract-

intensitywith the log of incomeper capita of the country to control for thepossibility that richer

countries tend to specialize in these industries merely because they aremore developed and

not specifically due to the institutional setting. In columns 7 and 8, aware of the possibility that

our proxy of IP-intensity may be correlated with other (unspecified) industry characteristics,

we include industry fixed e�ects interacted with the country’s real per capita GDP. These

interactions control for the possibility that richer countries tend to produce in industries

whose (unknown) characteristics are correlated with IP or contract-intensity.

Overall, a pattern consistent with the results of Table (1.4) continues to emerge throughout

all robustness checks and across di�erent specifications.16 Betweendeveloped countries, there
16In Appendix A.1.2, we provide a set of controls to assess the sensitivity of our main variable, IP intensity, to
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are systematic e�ects on trade specialization depending on the stock of human capital and on

the quality of IPR institution; as for developing countries, those with better rule of law export

relatively more in industries that rely heavily on relationship-specific investments. Despite

changes in the magnitude of our results, our main variables of interest remain significant,

reinforcing the idea that specializationof production stems fromdi�erent sources indeveloped

and developing countries. As wewill show in subsequent sections, the results are robust also to

alternative specifications that allow to control for di�erent levels of unobserved heterogeneity,

such as the panel framework. These are rigorous specifications that help sweep out a great

amount of additional variation that could generate omitted variable bias.

1.6.2 Panel Analysis

Then, wemove to a panel set-up, which enables us to control for additional time-varying coun-

try characteristics and time dynamics. Our data span from 1999 to 2014 with 4 observations

per industry-country at 5 years frequencies and estimate a specification similar to equation

(1.1):

log (e x pi,c,t ) = ↵ + �1(I P inti ⇤ I P Rc,t ) + �2(hi,t ⇤ log (Hc,t )) + �3(ki,t ⇤ log (Kc,t ))

+�4 ⇤ (zi ⇤ RLc,t ) + �5 ⇤G DPc,t + �i/c/t + ✏i,c,t

(1.2)

Compared to the static framework, we control also for a time-variant country variable such

as log of GDP per capita,G DPc,t , that can explain changes in the overall volume of trade and

level of development between countries over the years. Since sector trade is correlated within

a country over time, we cluster the standard errors at industry-country level. IPR index is

available at 5 years frequency, from 1995 to 2010. We restrict our attention to this time horizon

because we want to focus on the post-TRIPS period. Again, we allow for some delay in the

e�ect of an IPR policy change on the trade structure because we analyze trade flows four years

after any update of the IPR index; same reasoning applies to contract enforcement.

This specification represents an e�ective robustness check for our cross-section analysis in

section (1.5) by introducing also a time dimenstion in our analysis, with the inclusion of year

fixed e�ect and also time-varying country specific variables. In this specification, the variation

that we assess is within countries across industries and over time, net of industry-specific

patterns and world-wide business cycle fluctuations.

The panel results are reported in Table (1.6). Also in this new set-up, IPR institutions

alternative definitions, and also the robustness of the baseline results to alternative ways of clustering.
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Table
1.5:RobustnessChecks

ControlI
ControlII

ControlIII
ControlIV

Variable
O
ECD

non-O
ECD

O
ECD

non-O
ECD

O
ECD

non-O
ECD

O
ECD

non-O
ECD

IPR
interaction:

0.014***
0.004

0.04***
0.001

0.009*
-0.003

0.009*
-0.003

(0.005)
(0.003)

(0.005)
(0.003)

(0.005)
(0.004)

(0.005)
(0.004)

Skillinteraction:
11.91***

0.671
12.06***

2.09
12.75***

2.67
12.82***

2.56
(3.86)

(2.31)
(4.62)

(3.22)
(4.62)

(3.21)
(4.50)

(3.10)
Capitalinteraction:

-1.05*
0.03

-2.19**
-2.14***

-2.13**
-2.09***

-2.15**
-2.06***

(0.57)
(0.33)

(0.87)
(0.54)

(0.87)
(0.54)

(0.85)
(0.54)

N
unn

interaction:
-0.427*

1.028***
-0.467**

1.071***
-0.945**

1.529***
-0.941***

1.567***
(0.222)

(0.226)
(0.234)

(0.234)
(0.332)

(0.273)
(0.327)

(0.265)
VA*log(G

D
P):

7.7e-06*
7.1e-07

5.04e-06
-1.23e-06

4.99e-06
-3.50e-07

(4.6e-06)
(1.8e-06)

(4.74e-06)
(1.91e-06)

(4.72e-06)
(1.91e-06)

TFP*log(G
D
P):

-0.923
-0.356

-0.828
-0.324

-1.478
-0.142

(1.569)
(0.686)

(1.595)
(0.684)

(1.605)
(0.694)

skillint*log(G
D
P):

4.480**
1.490

1.770
2.377

(2.602)
(1.469)

(2.798)
(1.498)

cap.int*log(G
D
P):

3.017***
3.579***

2.228*
3.316***

(1.182)
(0.690)

(1.216)
(0.7)

IPR
int*log(G

D
P):

0.016***
0.005**

(0.005)
(0.003)

z
i *log(G

D
P):

1.075
-0.754**

(0.683)
(0.241)

O
bservations:

3317
4576

3,317
4576

3317
4576

3317
4576

R-squared:
0.767

0.704
0.767

0.706
0.768

0.707
0.778

0.721
Country

FE:
Yes

Yes
Yes

Yes
Yes

Yes
Yes

Yes
Industry

FE:
Yes

Yes
Yes

Yes
Yes

Yes
Yes

Yes
log(G

D
P)*Industry

FE:
N
o

N
o

N
o

N
o

N
o

N
o

Yes
Yes

The
dependentvariable

isthe
naturallog

ofexportsin
industryibycountrycto

allothercountries.In
allregressions,robuststandard

errorsin
bracketsare

reported.*,**and
***indicate

significance
atthe

10,5
and

1
percentlevel.
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Table 1.6: Panel exercise

Variable OECD NON-OECD

IPR interaction: 0.0124*** 0.0024*
(0.0028) (0.0013)

Skill interaction: 0.184 0.752
(0.513) (0.606)

Capital interaction: 0.046 0.103
(0.103) (0.125)

Nunn interaction: 0.111 0.188***
(0.097) (0.062)

GDP: 0.597*** 0.364***
(0.203) (0.120)

Observations: 8530 13494
R-squared: 0.768 0.704
Country FE: Yes Yes
Industry FE: Yes Yes
Time FE: Yes Yes
Country-Year: No No
The dependent variable is the natural log of exports
in industry i by country c to all other countries in year
t. The panel data have a 5-years frequency and time
ranges from 1999 to 2014. In all regressions, standard
errors are clustered at industry-country level. *, ** and
*** indicate significance at the 10, 5 and 1 percent level.

are the main source of specialization for OECD countries: improvements of the protection

of intellectual capital over time have systematically a�ected trade structure for developed

countries, leading to more exports in IP-intensive sectors. We show oncemore that rule of law

is a key determinant of comparative advantage inmore contract-intensive industries for non-

OECD countries. However, we can now observe that IPR institutions start to play amarginal

role when we account for variations over time.

1.6.3 IPR Reforms

Another concern besides omitted variables that invites caution when interpreting the results

is the possibility that causality runs from trade flows to IPR quality. If so, the previous results

would be generated by countries that specialize in IP-intensive industries having greater in-

centives to develop andmaintain an e�ective system to protect intellectual capital. Although

previous research has pointed toward total trade volumes a�ecting the development of politi-

cal, economic, and legal institutions (Acemoglu et al., 2005), the questionwhether comparative
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advantage can also a�ect institutions is less touched upon in the literature.17 As the variable of

interest is not at the country level, e.g. GDP, but at the disaggregated industry level, it appears

less likely that a single industry can a�ect the institutional quality at country level. Nunn

(2007) and Costinot (2009) have dealt with the presence of endogeneity regarding rule of law

institutions, and Ivus (2010), Delgado et al. (2013), andMaskus and Ridley (2016) argue that

the TRIPS agreement has exogenously imposed new global standards of IPR protection. While

considering post-TRIPS IPR levels as exogenousmay seem adequate for developing countries,

it seems less reasonable if the focus is on developed countries, which were the advocates of

the agreement. We thus try to address the reverse causality issue regarding IPR institutions in

amore rigorousmanner, exploiting a series of IPR reforms both as an IV and in a di�-in-di�

set-up.18

The literature on IPR has extensively used a series of reforms that changed drastically the legal

systems surrounding the protection of Intellectual Properties. These events have been carefully

analysed by Park (2008), who have studied the evolution of the legal systems across countries

and identified specific episodes of significant changes in the legal framework protecting IP.

These reforms have been subsequently used also, among others, by Ivus et al. (2017) and Ivus

and Park (2019). For the purposes of this section, wemove to an unbalanced panel setting in

which we follow the export performance of each country in a given industry over the years. In

the first exercise, following Branstetter et al. (2006), Manova (2008), Delgado et al. (2013) and

several other contributions, we implement a generalized di�-in-di� approach to assess how

IPR changes a�ect the pattern of trade for a country. We estimate the following regression:

log (e x pi,c,t ) = ↵ + �1 ⇤ r e f or mc,t + �2(I P inti ⇤ r e f or mc,t ) + �3(hi,t ⇤ Hc,t )

+�4(ki,t ⇤ Kc,t ) + �5(zi ⇤ RLc,t ) + �6 ⇤G DPc,t + �i + �c + �t + ✏i,c,t

(1.3)

We consider now yearly observations, from 1989 to 2015; reform is a binary variable equal 1

in the year of reform and all years afterwards, 0 otherwise. Since it is a time varying country

measure, we can include it and its e�ect is not washed out neither by the country nor year

fixed e�ects.19 Standard errors are clustered at industry-country level to allow for correlation

17An example for suchmechanism is Do and Levchenko (2009), who show that comparative advantage a�ects
financial development: country’s specialization a�ects its demand for external financing, which, in turn, a�ects
subsequent financial development.
18Recall that throughout our analysis we also lag the IPR interaction term by four years with respect to trade

flows that we study.
19 Note that Nunn’s interaction term varies at lower frequency than the dependent variable and other explanatory

variables. The results on ourmain coe�cient of interest, IPR interaction, are una�ected by the inclusion of this
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over time of an industry in a country.20 Themain e�ect of a legal reform - �1 - is thus identified

purely from the within-country variation over time. The coe�cient of interest is �2, which

express the di�erential impact of IPR reforms across industries depending on their IP inten-

sity. We expect the reform to have a stronger impact on the trade performance of IP intensive

sectors compared to less IP intensive sectors, since the former aremore directly a�ected by

the consequences of the reform. In addition, the result should hold only for OECD countries.

In this dynamic analysis, the identification of ourmain interaction of interest, and similarly

for other interaction terms, comes from the combination of cross-countries and time-series

variation in IPR protection status across countries and cross-industry variation in IP-intensity.

The exercise, reported in Table 1.7, shows that deep and exogenous legal change in the protec-

tion of IP increased exports disproportionately more in sectors intensive in IP assets only in

OECD countries, suggesting that pre-reform limited IPR protection was a constraint in those

countries-industries and that higher quality standards does indeed trigger a systematic change

in export patterns, becoming a source of comparative advantage. Conversely, in line with the

results from Section 1.5, changes in the protection system of Intellectual Properties are not

su�cient to trigger improvements in the export performance of developing countries.

As a second strategy, we exploit these major IPR reforms as instruments for IPR quality.

What is essential for us is that these episodes can be used as instruments because they can

be considered as exogenous events and provide a random variation in todays’ IPR levels. To

conduct this exercise, we consider a panel set-up at industry-country level from 1989 to 2014,

with five-year intervals for each industry-country observation, a choice driven from the fact

that Park index is updated only every 5 years. We introduce a dummy IPR reform equal to one if

a reform in the country happened in the 5-year interval between any update of the Park index

and afterwards. It is a time-varying country variable that explains part of the variation in trade

volume across time.21 Also in this case, we allow lags for changes in the IPR protection system

to have some e�ects on the trade structure because trade flows of 1989 are regressed on IPR

reform of 1985 and so on. In addition, since we are working with a dynamic specification, we

include in the regression log of GDP. To control for serial correlation in the export performance

of an industry in a given country, we cluster at country-industry level.22

variable.
20Themain results are robust to the use of clusters at country level.
21For example, all the countries that experienced a reform between 1982 and 1985 will have the dummy IPR

reform equal one from 1985 onward, all the countries that underwent a reform between 1986 and 1990 will have
the dummy IPR reform equal to one from 1990 onward.
22The results are una�ected from the use of robust standrad errors or clustering at the level of the exporting

country.
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Table 1.7: IPR reforms

Variable All Sample OECD NON-OECD

IPR reform: -0.144*** -0.123*** -0.0770**
(0.0196) (0.0208) (0.0308)

IPR interaction: 0.00428*** 0.00690*** 0.00104
(0.00098) (0.00108) (0.00134)

Skill interaction: 1.562*** 0.434 0.00124
(0.349) (0.422) (0.469)

Capital interaction: -0.123 0.0876 0.0492
(0.0710) (0.0845) (0.0957)

Nunn Interaction: 0.375*** 0.392*** 0.218***
(0.0292) (0.0557) (0.0333)

GDP: 0.748*** 1.403*** 0.540***
(0.0761) (0.155) (0.0902)

Observations: 150074 61075 88999
R-squared: 0.782 0.756 0.686
Country FE: Yes Yes Yes
Industry FE: Yes Yes Yes
Year FE: Yes Yes Yes
The dependent variable is the natural log of exports in industry i by
country c to all other countries in year t. It is apanel exercisewith yearly
observations, running from1989 to2015. IPR reform isadummytaking
value equal one in countries that experienced a structural reformof the
protection of intangible capital from the year of the reform afterwards.
In all regressions, standard errors are clustered at country-industry
level. *, ** and *** indicate significance at the 10, 5 and 1 percent level.
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In the first stage, we regress our variable of interest, IPR interaction, on the dummy IPR reform

interacted with IP intensity at industry level, including again the variables described in the

baseline specification (equation 1.1) plus year fixed e�ect since we now have a time dimension

available. We exploit reforms and the timing of reform to predict IPR protection values and

the instrument is highly significant. We then use the predicted values from this first stage, ˜I P R

interaction, as explanatory variable in the second stage. The IV is relevant, as highlighted by

the statistics at the bottom of Table (1.8), which are all above the critical values. The test for

weak instrument rejects the null hypothesis and so we can conclude that reforms are a strong

instrument.23 The results in Table (1.8) show that also the instrumental approach confirms our

main hypothesis about the importance of IPR institutions as a key determinant of comparative

advantage only for OECD countries. Overall, we believe that the emergence of a consistent

and stable patternmitigates the concerns on reverse causality.24

1.7 Technology Transfer

1.7.1 Imports

We have just shown that the recent improvements of IPR and the global harmonization of such

standards have neither helped developing countries to boost their innovation and R&D nor

had any impact in their export structure. Are there any other channels through which these

reforms can bring trade-related beneficial consequences for these countries, for example by

technology transfer through imports? In this section we look at the other direction of trade and

assess how import patterns could be a�ected by IPR quality. We employ the samemethodology

represented by equation (1.1) that guarantees a systematic study of cross-industry and cross-

country di�erences in the sensitivity of import patterns to IPR quality.

The baseline result of our complete sample of countries is presented in column 1 of Table

(1.9).25 The findings are in line with IPR literature because it stresses how good institutions are

23To implement the instrumental variable approach, the Stata routine ivregress 2sls has been applied, In addiion,
the post-estimation commands first and weakivtest have been used to compute the statistics in the second part of
Table (1.8).
24In addition, we have implemented two further exercises. In Appendix A.1.3 we use IPR quality level in 1960

to instrument today’s IPR values. Also, we replicated both the exercises reported in this section using a series of
reforms identified by Branstetter (2006), confirming the results obtained using the reforms identified by Park (2008).
We decided to focus on the reforms identified in the latter source because it provides information on amuch larger
set of countries, allowing for a separate analysis between OECD and NON OECD countries, which is the main
interest of the paper.
25We have replicated the robustness checks implemented for exports above also for import flows, and all the

results are confirmed qualitatively. The result is confirmed also clustering at country level, industry level and
two-way clustering at country and industry level.
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Table 1.8: IV Estimation

Second Stage All Sample OECD NON-OECD

IPR reform: -0.0444 0.0399 -0.0927
(0.0588) (0.0850) (0.0967)

˜I P R interaction: 0.00195* 0.00544*** -0.000877
(0.00106) (0.00165) (0.00166)

Skill interaction: 1.432* 0.0117 0.269
(0.829) (0.946) (1.060)

Capital interaction: -0.151 -0.0549 0.123
(0.175) (0.218) (0.244)

Nunn interaction: 0.501*** 0.567*** 0.329***
(0.0806) (0.149) (0.114)

GDP: 0.611 0.623 0.382
(0.383) (1.103) (0.373)

Observations: 31483 13090 18393
R-squared: 0.777 0.749 0.683
Country FE: Yes Yes Yes
Industry FE: Yes Yes Yes
Year FE: Yes Yes Yes

First stage:
I P Rc · I P inti : 1.4522*** 1.3028*** 1.2115***

(0.07525) ( 0.13054) (0.10122)

Weak IV test: 367.9 96.69 40.82

The dependent variable in the second stage is the natural log of ex-
ports in industry i from country c to all other countries. It is an unbal-
anced panel exercise with five observations for each country-industry,
running from 1989 to 2014. The first stage dependent variable is the
interaction term between IP intensity at industry level and IPR reform
dummy. Then, we use the predicted values, ˜I P R interaction, in the
second stage. The bottom part of the table reports the coe�cient of
the IV from the first stage, together with the values of the F-test re-
sulting from the first stage and the endogeneity test. All explanatory
variables in the second stage are also included in the first stage, but
to conserve space we only report the first stage coe�cients for the
instrumental variable. In all regressions, standard errors are clustered
at country-industry level. *, ** and *** indicate significance at the 10, 5
and 1 percent level. In the IV exercise with IPR reforms, there are six
observations for each industry-country variable, from 1989 to 2014
with five years of frequency.
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an e�ective tool to increase imports, especially in industries where IP is used intensively and

the risk of imitation is high. In other words, IPR protection could stimulate technology transfer.

Once we split our sample into developed and developing countries, we find the sharp result

that IPR institutions only a�ect the import structure of non-OECD countries: multinationals

are concerned about exporting IP-intensive goods to developing countries with weak IPR

enforcement, and use the latter as a critical factor to decide whether to enter those market.

To this regard, it seems that stricter enforcement of IPR across developing countries has been

beneficial because it has led to the arrival of more technologies and intangible capital into

these countries. Developed countries with already high standards, on the other hand, are not

perceived as a threat, hence their di�erences in imports across industries are not driven by IPR

quality.

These findings show that the quality of IPR institutions has opposite e�ects on the pattern

of trade based on the stage of development: for developed countries it helps boost R&D,

innovation and the production in IP-intensive industries, thus leading tomore export in these

sectors; for developing countries it attracts imports of IP-intensive goods. In other words,

what we found to be a source of comparative advantage for OECD countries also explains an

opposite trade pattern in non-OECD countries: IPR protection stimulates trade in IP-intensive

industries from developed to developing countries, motivating the next section of our analysis

on bilateral trade.

Table 1.9: IPR quality and the pattern of imports

Variable Whole sample OECD NO-OECD

IPR interaction: 0.0040*** -0.0006 0.0090***
(0.0008) (0.0020) (0.0017)

Skill interaction: -0.991 5.020*** -1.378
(0.824) (1.869) (1.043)

Capital interaction: -0.355*** -0.034 -0.298**
(0.103) (0.287) (0.146)

Nunn interaction: 0.330*** 0.149 0.216*
(0.057) (0.108) (0.123)

Observations: 8274 3332 4942
R-squared: 0.848 0.888 0.797
Country FE: Yes Yes Yes
Industry FE: Yes Yes Yes
The dependent variable is the natural log of import in industry i of
country c from all other countries. In all regressions, robust standard
errors in brackets are reported. *, ** and *** indicate significance at
the 10, 5 and 1 percent level.
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1.7.2 Bilateral Trade Flows

We now move to data on bilateral trade flows, which allows us to augment the baseline ex-

ercise with gravity controls and reassess our findings in amore demanding specification.26

Perhapsmore important for our purposes, a bilateral frameworkmakes it possible to conduct

a deeper comparative analysis by further breaking up trade patterns for di�erent countries

and exploiting information for both sides of trade. In particular, we compare the exporting

behavior of an OECD country with respect to a non-OECD country, and take the analysis at a

more disaggregate level by observing whether or not the importing country belongs to OECD.

We run the following regression:

log (e x pi,c,p ) = ↵ + �1(I P inti ⇤ I P Rc ) + �2(I P inti ⇤ I P Rc ⇤ I P Rp )

+�3(hi ⇤ log (Hc )) + �4(ki ⇤ log (Kc )) + �5 ⇤ (RLc ⇤ zi ) + �i + �c + �p + �c,p + ✏i,c,p

(1.4)

where now log (e x pi,c,p ) represents the natural log of exports in industry i from country c to its

partner p. In this new framework, we augment the baselinemodel (1.1) to include importer

country fixed e�ects �p and also country pair-wise fixed e�ects �c,p that should control for all

the standard gravity controls. We cluster standard errors at exporter-industry level to allow for

correlated shocks in the export performance of specific industries across several destination

markets, but clustering at exporter level leaves the results unchanged.

The bilateral analysis is key because we have shown that IPR institutions play a role on both

sides of a trade transaction, as they a�ect the pattern of trade both for the origin and the desti-

nation country. It allows us to combine these predictions in amore comprehensivemanner

as we can directly assess the impact of IPR institution of an importing country on the export

patterns of its trading partner. We would expect more trade in IP-intensive industries not only

with higher IPR quality of the exporting country, but also that of the importing country since

in some cases better institutions serve as an important tool to attract intangible capital. We

therefore introduce a triple interaction I P inti ⇤ I P Rc ⇤ I P Rp in our specification that takes into

account also the IPR strength in the importing country and tells us whether or not the e�ects of

the baseline IPR interaction are stronger for higher quality IPR in the destination. Considering

the findings in previous sections, we expect the triple interaction to not play a role when the

importing country is an OECD country, whereas it should be an important determinant of

trade flows when the importing country belongs to the non-OECD group.

The results are reported in Table (1.10) and are consistent with all our previous findings, con-
26See Chor (2010) and Cai and Stoyanov (2016) for a bilateral set-up of our original baseline framework.
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trolling also for importer country fixed e�ects and pair-wise country fixed e�ects. Ourmain

interest lies in the sign of the triple interaction, to highlight the e�ect of IPR quality of the

importing country on the export pattern of other countries. As expected from the aggregate

import analysis, the composition of imports is a�ected by IPR policy in a developing country

because multinational firms, particularly technology-oriented ones, require certainty with

regards to the protection of their intangible capital before exporting to that market. This is

especially truewhen flows to a developing country originate from a developed country as these

transactions on average involve a higher content of technology, the stronger is the IPR regime

in the exporting country. Nevertheless, importing country IPR also shifts the balance of trade

between non-OECD countries towardmore IP-intensive transactions. As expected, the triple

interaction terms in which the importing country is a developed nation are not di�erent from

zero as entering thesemarkets is not perceived as a threat for foreign firms due to strong IPR.

Our analysis has shed light on the positive e�ects of IPR improvements on trade in IP-intensive

industries both for developed and developing countries, in one case a�ecting export patterns

and in the other through imports.

Table 1.10: Bilateral Trade Flow analysis

Variable (I) O-O (II) O-NO (III) NO-O (IV) NO-NO

IPRinteraction: 0.0236*** 0.0211*** 0.0077 0.0043
(0.005) (0.004) (0.004) (0.0034)

Triple interaction: 0.0003 0.0010*** 0.0005 0.0011**
(0.0002) (0.0002) (0.0006) (0.0004)

Skill interaction: 11.80** 12.99** 2.96* 3.76**
(4.194) (3.349) (1.664) (1.665)

Capital interaction: 0.162 -0.285 1.073*** 0.589**
(0.561) (0.500) (0.300) (0.263)

Nunn interaction: -0.444** 0.135 1.139*** 0.726***
(0.202) (0.165) (0.206) (0.185)

Observations: 67641 83040 44237 47271
R-squared: 0.650 0.580 0.507 0.469
Exporting Country FE: Yes Yes Yes Yes
Importing Country FE: Yes Yes Yes Yes
Pair-wise Country FE: Yes Yes Yes Yes
Industry FE: Yes Yes Yes Yes
Thedependent variable is thenatural log of export in industry i fromcountry c to country
i. In all regressions, standard errors are clustered at industry-exporter country level and
are reported in brackets. *, ** and *** indicate significance at the 10, 5 and 1 percent level.
A constant term is included but not reported. Each column refers to a di�erent sample,
identified in the first row. O refers to OECD countries, NO to non-OECD; the first letter(s)
identifies the exporting country, the second letter(s) the importing country.
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1.8 Conclusion

Recent contributions in trade literature have emphasized the role of institutions as a source

of comparative advantage. In particular, IPR protection and rule of law have been shown

to systematically a�ect the patterns of trade. We provide an empirical assessment of how

these di�erent legal institutions shape the patterns of specialization depending on the level

of economic development. We split the sample to perform a parallel analysis for OECD and

non-OECD countries. We find that in OECD countries better IPR institutions drive exports

in IP-intensive industries, whereas rule of law is a determinant of exports in institutionally

dependent industries for non-OECD countries. This finding is consistent with the evidence

that developed countries possess the initial intellectual capital necessary to engage in innova-

tion activities; on the contrary, rule of law in developing countries that predominantly host

foreign outsourced activities attract contracts for the production of relationship-specific inputs

that are exported upon completion. After a preliminary cross-sectional analysis and related

robustness checks, we further test the validity of our results using IPR reforms both as an

instrumental variable and in a di�erence-in-di�erence framework. In addition, the results are

confirmed using a panel set-up, which allows to control for additional dimensions of unob-

served heterogeneity. Implementing a symmetric framework to examine import flows reveals

a di�erent potential role for IPR institutions in developing countries. The findings provide

evidence that better IPR institutions allow non-OECD countries to attract the technology

embodied in IP-intensive goods by protecting foreign firms’ intangible assets. Given that our

study stresses the importance of IPRs for both export and import patterns, we supplement

the predictions with a bilateral trade setting and reveal a complementarity between the role of

IPRs in determining OECD exports and non-OECD imports of technology-intensive goods.

Domestic IPRs lead OECD countries to specialize in IP-intensive industries and destination

IPRs direct the trade of these goods towards non-OECD locations with strong IPR institutions.

Progresses made in enhancing the IPR regime could thus be a driver of technology di�usion to

developing countries as a first episode of specialization in IP-intensive sectors. An avenue of

future research is to investigate whether with time this could eventually lead to a reversal in

their source of comparative advantage, making IPR reform a relevant institutional feature to

induce domestic innovation.
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Chapter 2

BG and Knowledge flows1

Abstract

In this paper, we study how subsidiaries of Business Groups (BGs) interact between each
other. In particular, the paper highlights productivity gains that a�liates enjoy from in-
tangible assets developed by other firms within the same group. The analysis shows that
there are two key elements to consider in order to understand the interactions between
subsidiaries: the hierarchical links between them and the intangible asset rather than
on other firm’s level characteristics. These key steps are crucial to highlight knowledge
spillovers within the boundaries of BGs and understand the direction that intangible asset
follows in groups. Interestingly, we show that within Business Groups knowledge flows
upwards, i.e. subsidiaries in lower layers share their knowledge to subsidiaries in upper
layers. Taking into account other firm-level variables or other ways to unfold the structure
of the group, lead to the puzzling finding already discussed by previous literature about
the lack of interactions between subsidiaries.

1This paper is a joint work with Tommaso Sonno. We are grateful to Carlo Altomonte, Marco Grazzi, Alireza
Naghavi, Gianmarco Ottaviano, Vincenzo Scrutinio, Alessandro Sforza and Francesco Venturini for helpful com-
ments. This paper also benefited from participants’ comments at the Unibo DSE internal seminar.
Andrea Greppi, University of Bologna, Department of Economics. E-mail: andrea.greppi2@unibo.it
Tommaso Sonno: University of Bologna, Department of Economics, E-mail: tommaso.sonno@gmail.com
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2.1 Introduction

The biggest andmost valuable firms derive a significant market share from their intangible

asset, as the value creation has generally shifted from capital to knowledge (Crouzet and Eberly,

2019). For example, Citibank, one of the US big four banks, employs more programmers than

Microsoft. The development of a software - key element of intangible asset - for online banking

has provided customers with 24/7 financial services, massively reducing labor cost in retail

banking and leading to important productivity and revenue gains for the bank. In fact, it has

been well established the link between R&D expenditure or managerial practices, two other

important components of intangible asset, and firm’s productivity (Hall et al. (2005); Bloom

et al. (2016)).

At the same time, the biggest corporations in the world are composed by sets of legally depen-

dent firms, Business Groups (BGs)2, and the pace of M&A activity has been further increasing

in recent years. The literature has put forward several reasons that drive firms’ choice about

integration. They can be related to the choice between “make it or buy it”, in which firms opti-

mally decide whether to integrate intermediate inputs’ producers or outsource those goods

(Antràs and Helpman, 2004). M&Amay reflect companies’ need to reorganize or enlarge their

factors of production in order to remain competitive through economies of scale and scope.

As the importance of intangible components in the production process is more and more

important, also technology-related reasons explaining the surge inM&A activity have been

investigated. In increasingly complex and uncertain technological environments, innovation

becomes a critical source of strategic competitive advantage (Cassiman and Golovko, 2011)

and firms willing to improve their activities may wish to acquire companies to benefit from

their technological abilities.3

Thus, there might be substantial knowledge exchanges that happen within the boundaries

of a group. In this respect, intangible asset is characterized by the 4-S features: sunkness,

scalability, spillovers and synergies (Haskel andWestlake, 2017). These specific characteristics

of intangible asset are likely to make these investments more valuable within the boundaries

2According to Fortune 500 (https://fortune.com/fortune500/), the world’s largest businesses by consolidated
revenue, as well as the top 100multinational enterprises (as listed by UNCTAD) are all organized as BGs. These
firms not only dominate the economic and trade activities, but also the innovation activity, being reliable for about
90% of innovation investments in the US (National Science Board 2014) and equally high shares of intangible
investments.

3For example, recent evidence has emphasized that integration is a tool to leverage knowledge on additional
production processes and to create synergies (Atalay et al., 2014). From another perspective, Sevilir and Tian (2012)
show that acquirers increase their innovation outcomes followingM&As, consistent with the view of Holmstrom
and Roberts (1998) that many acquisition transactions are made to “source innovation”.
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of a group. For example, innovations developed by each of these firmsmay have an impact on

other a�liates, as they can exploit synergies in the know-how and economies of scope from the

competencies that each firm holds. Therefore, understanding how knowledge is organized in

these groups and exchanged across subsidiaries, given the importance of BGs to the economic

activity, their contribution to the creation of knowledge and the importance of knowledge in

determining the success of firms, is an essential step to comprehend the performance of such

entities.

In this paper, we want to understand the organization of knowledge in BGs, how it depends

on the hierarchical organization of the group and how subsidiaries share their knowledge

between themselves. Since interactions between a�liates crucially depend on their hierarchi-

cal links (Altomonte et al., 2021b), we bring the organizational structure at the center of our

analysis, in the spirit of the within-firm setting (Caliendo et al., 2020). Specifically, does the

allocation of knowledge across subsidiaries in a group exhibit systematic regularities related to

the hierarchical position? If at all, how do subsidiaries share knowledge? Is it really the case, as

suggested by previous findings (Bilir andMorales (2020); Belenzon and Berkovitz (2010)), that

to understand the productivity performance of a�liates is necessary to look at the firm itself

and the HQ, completely neglecting other subsidiaries?

To begin with, we provide a descriptive analysis to uncover patterns in the allocation of knowl-

edge linked to the hierarchical position of a�liates in the group. We look within each BG and

compare subsidiaries placed in di�erent hierarchical levels and we show that firms that are

farther down in the hierarchical structure have less and less intangible endowment, i.e., BGs

exhibit a hierarchical organization of knowledge. Second, to understand how knowledge is

shared inBGs, for eachfirmwedecompose the intangible asset developedby other subsidiaries

of the group on a hierarchical basis (knowledge developed by firms in upper/same/lower lay-

ers) and we explain the productivity of each subsidiary with the intangible asset coming from

these di�erent parts of the group. We find a robust pattern suggesting that knowledge flows

upward, i.e., intangible asset developed by subsidiaries at the bottom of the group systemati-

cally provide e�ciency gains to firms in upper layers.

To address these questions, we exploit a very richdatabase obtained combining twoBureau van

Dijk datasets, Orbis and Historical Ownership. The former source provides financial variables

at firm level, while the latter o�ers information on the ownership of all firms. The baseline

information on the ownership links given by the data provider are processed applying a novel

algorithm developed by Sonno (2020) that constructs the worldwide ownership link for all
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firms. For the purpose of this paper, we select for each year between 2007 and 2014, the 1000

biggest BGs in terms of number of subsidiaries from the US and the 1000 from Europe and we

follow these groups and their global subsidiaries over this time span.

With our analysis, we provide evidence that the twomilestones through which we are able to

open the boundaries of a BG and uncover systematic interactions therein are related to intan-

gible asset and hierarchical organization. Only taking into account jointly how subsidiaries

are hierarchically linked and the intangible asset of these firms, we are able to retrieve robust

evidence of interactions between subsidiaries. The idea that the keyway to read the behavior of

a BG comes from the hierarchical organization and allocation of knowledge has been well em-

phasized by the literature that studies the within-firm organization as knowledge hierarchies

(Garicano and Rossi-Hansberg (2006), Caliendo et al. (2020)). They show theoretically how

a firm is organized in hierarchical levels based on knowledge skills and empirically how the

internal hierarchical organization has real consequences on firms’ productivity and profitabil-

ity. We change the unit of analysis and shift our attention to within BGs between subsidiaries

interactions to show how the hierarchical organization is key to understand the performance

these firms.

A seminal paper in our analysis is Altomonte et al. (2021b), the first source to put the emphasis

on the idea that BGs are shaped for an e�cient management of knowledge and the hierar-

chical organization is designed to transmit more easily knowledge. As in Garicano (2000),

the hierarchical structure allows to use knowledge e�ciently, reducing the communication

costs and facilitating supervision activities between layers. We provide a systematic study

of the distribution of knowledge in BGs that confirms their theoretical foundation since we

highlight a hierarchical pattern in the allocation of knowledge. In our analysis, we highlight a

hierarchical systematic pattern in the allocation of knowledge, providing evidence on their

theoretical foundation. As expected, the huge bulk of knowledge comes from the headquarter,

that on average holds 80% of the overall intangible asset of a group. Then, as wemove along

the hierarchical organization, there is a systematic reduction in the intangible holdings of

subsidiaries. The decline from layer to layer, even if small in absolute terms given the high

concentration of intangibles at the level of the headquarter, is economically meaningful when

comparing it to the average intangible asset of subsidiaries.

Then, we focus on knowledge interactions between subsidiaries. An attempt to address this

question has been done by Bilir and Morales (2020), whose main finding is that US head-

quarters’ R&D has a significant e�ect on foreign a�liates’ productivity. On top of this main
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e�ect, they also pool all the R&D done by the rest of the group in an additional control variable,

that does not seem to be significant. This result is consistent with Belenzon and Berkovitz

(2010), who provide evidence that a�liates of a BG aremore likely to innovate with respect to

standalone firms but do not find any evidence of knowledge spillovers between a�liates. This

is a puzzling result because it gives a picture of BGs in which subsidiaries do not communicate

between them and so, in order to understand the performance of each a�liate, all we have to

do is to look at the HQ and the firm itself, neglecting other subsidiaries.

Motivated by Altomonte et al. (2021b), who relate the hierarchical structure of BGs to the

organization of knowledge, and Caliendo et al. (2020), who show the consequences of within

firm organization, we unfold interactions between subsidiaries based on hierarchical links.

In particular, we unpack the intangible asset of the rest of the group into that developed by

firms in upper, horizontal and bottom layers respectively. Providing knowledge the flexibility

to follow di�erent path in a group, we uncover interactions that where hidden in the aggreagte

analysis. We show a systematic upward flow of knowledge according to which the intangible

asset developed by bottom firms leads to TFP improvements of firms in upper layers. At first

glance, the result can be surprising because usually the literature considers a�liates as “pure

recipients” of technology. Nevertheless, already from Arrow (1975), this view has been chal-

lenged by di�erent perspectives of integration as a way to “source innovation” (Holmstrom

and Roberts, 1998). For example, rather than implementing R&D and develop productivity

enhancing activity, firms can directly buy subsidiaries to source these competencies (Phillips

and Zhdanov, 2013). Our findings, highlighting an upward flow of knowledge, are fully consis-

tent with this view and go one step further, showing how subsidiaries within BGs interact and

leverage their knowledge between themselves.

As several policy reports and papers stress, the largest BGs are always more involved in the

M&A activities (Gautier and Lamesch, 2021), especially targeting start-ups.4 Our results are

consistent with a business development in which BGs acquire small and young entities, with

promising new technologies not developed yet (hence with small absolute values of intangible

asset), that are then developed and exploited by other subsidiaries. This conjecture would

add nuance to the debate triggered by Cunningham et al. (2021). They show that incumbent

firms acquire innovative targets exclusively to discontinue the target’s innovation projects, so

to preempt future competition. While we do not provide evidence of killer acquisition nor

that incumbent disrupt their target’s projects, we show that incumbents benefit from target’s

4https://www.ft.com/content/e2e34de1-c21b-4963-91e3-12d�5c69ba4
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technologies.

A key caveat to emphasize is that our exercise highlights purely descriptive correlations rather

than causal interactions because the organizational choice of a BG is a strategic choice done

by the HQ and it is likely driven exactly by the possibility to enjoy interactions and synergies

between subsidiaries (Altomonte et al., 2021b). So, we are aware that our exercise only tells

us how BGs behave and become more e�cient. Nevertheless, we want to be sure that the

highlighted patterns are indeed knowledge flows and are the result of unfolding the knowledge

of the group through hierarchical lenses. To this regard, we implement several robustness

checks and exercises to provide convincing evidence that these are indeed the relevant dimen-

sions and measures to consider. Overall, we confirm that the keystone to understand how

subsidiaries interact is to look at the knowledge developed by the rest of the group through

the lens of the hierarchical organization. Unpacking the intangible developed by the group

according to di�erent criteria or studying interactions of di�erent variables according to the

hierarchical structure does not uncover alternative patterns of knowledge sharing, reinforcing

the puzzle about the “lack” of interactions within the boundaries of a BG.

We hope our research can contribute to several strands of literature. Firstly, we add to Bilir and

Morales (2020) highlighting additional knowledge sharing that are important to determine

a�liates’ performance. Since the organizational structure is endogenous (Altomonte et al.,

2021b), it should be considered in any analysis on the behavior of a�liates. Our study also

refers to the literature onwithin firm structure (Garicano (2000), Garicano and Rossi-Hansberg

(2006), Caliendo et al. (2020)), applying the predictions about the real consequences of hierar-

chical organization also to internal organization of BGs across subsidiaries.

Our result is exactly in line with previous findings that look at the e�ect of M&A on acquirers.

For example, Phillips and Zhdanov (2013) show that large firms optimally may decide to pur-

chase smaller innovative firms and conduct less R&D themselves. Also, Bena and Li (2014) find

that acquirers are low R&D intensive but have large portfolio of innovation while target firms

are very active in innovation activities but did not convert yet their R&D expenses into patents

at the time of integration. Finally, Sevilir and Tian (2012) provide evidence on a positive associ-

ation betweenM&As and acquirers’ post-merger innovation outcomes, suggesting knowledge

flows from the acquired firm to the acquirer, in line with the upward flowwe find.

Finally, in the last two decades there have been relevant structural transformations in the econ-

omy, possibly all related to the surge of intangible technologies. Mark-ups for the top decile of

global firms have been soaring (De Loecker et al. (2020); Calligaris et al. (2018)), concentration
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has increased significantly (Bajgar et al., 2019), productivity for firms at the top of the distribu-

tion has increased steadily while for the laggard firms has stagneted (Berlingieri et al., 2020), as

a result of much lower technology di�usion across firms (Andrews et al., 2015). Overall, our

evidence calls for the importance to consider BGs as a unique entity and understand better

the interactions that happen within those boundaries, as theymay significantly a�ect these

market trends. For example, Bajgar et al. (2019) are the first source that provides evidence of a

substaintial increase inmarket concentration also in Europe because they change the unit of

analysis and look at BGs rather than single firms. It is therefore key to open these black box and

understand themechanisms that drive the success of these entities. Our paper is a preliminary

attempt to describe some interactions that happen therein and that are potential drivers of

BGs performance.

The paper is organized as follows. Section 2.2 introduces the data and themain variables used

in the analysis and section 2.3 provides some motivating descriptive statistics. Section 2.4

explains and carries out themain empirical exercises of the paper, while section 2.5 checks the

robustness of themain results of the paper to alternative channels andmechanisms. Finally,

section 2.6 concludes.

2.2 Data andMeasurement

The empirical analysis requires three key ingredients: ownership structures of BGs, firm level

measures of intangible asset and productivity. We now discuss each of these elements.

Data Sources and Sample Definition Themain data used in the paper are obtained com-

bining two products provided by Bureau van Dijk (BVD). The first key component is Historical

Ownership Orbis, that enables us to reconstruct the hierarchical structure of business groups.

This database provides the panel information, for each company, of all shareholders and global

ultimate owner. Starting from these data, the algorithm developed by Sonno (2020) retrieves

the network of ownership for each business group, relying on the definition of direct or indirect

majority ( > 50.01%) of the voting rights provided by Bureau Van Djik and consistent with the

international standards formultinational corporations (UNCTAD, 2009). The algorithm, based

on the ownership links, derives the hierarchical structure of BGs, by ascending the ownership

structure. For further details and a deeper description of themethodology, see Sonno (2020).

For the purpose of this paper, we select for each year between 2007 and 2014, the 1000 biggest

BGs in terms of number of subsidiaries from the US and the 1000 from Europe and we follow

all these groups over this time span. In total, we follow the ownership structure of 4,576 BGs
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and 403,522 subsidiaries. As described in Altomonte et al. (2021b), BGs usually are organized

as inverted pyramidal structures, meaning that upper hierarchical layers are more densely

populated of subsidiaries with respect to the lower ones. At the same time, most of BGs, even

the largest - as the oneswedecided to focus on in our analysis-, donot have deep structures and

on average have 3 layers. For this reason, we unify all levels higher than 6 under this category.5

Wecomplementownership informationwith subsidiary level annual balance sheet and income

statements sourced from Orbis, a commercial dataset widely used nowadays for academic

research. A number of steps are required tomake the dataset suitable for economic analysis,

including ensuring comparability of nominal values across years and countries (by deflating

with industry-level PPP) and extensive cleaning and filtering to net out the influence of mea-

surement error and extreme values in the analysis. We follow closely the procedure suggested

by Kalemli-Ozcan et al. (2015) and OECD standardmethodology (Gal, 2013).

Key variables. The main explanatory variable of interest in our analysis is a measure of

knowledge of each firm. The concept of knowledge is very broad and it has been expanding

over the years. While the literature initially mainly focused on R&D, always a larger set of

expenditures and investments for non-physical goods are important to determine the success

of firms and are a key driver of economic growth, such as data, proprietary software andhuman

and organizational capital (Andrews et al., 2015). A key characteristic of intangible asset is

that this kind of capital needs high initial investments, often sunk because are very targeted

to the needs of the firm, but then has very little reproduction costs. Consequently, as several

researches have already highlighted, in recent years the cost structure of firms has shifted from

marginal to fixed costs (De Ridder, 2019). We follow Altomonte et al. (2021a) and measure

intangibles as total firm expenditure on fixed costs, which are defined as net revenuesminus

operating profits, both of which are directly available from income statements. The results are

fully robust to the use of intangible asset directly provided from firms’ balance sheet.6

The baseline dependent variable of the paper is total factor productivity (TFP). The parameters

of the value added based Cobb-Douglas production function are estimated econometrically at

the firm-level using the Ackerberg et al. (2015) control function approach. This is a two-stage

5As it will be clearer afterwards, this choice is necessary in order to have enough variation in our analysis and a
larger sample available. In the robustness checks that we implement, we test this somehow arbitrary choice and all
the results remain qualitatively unchanged to alternative thresholds.

6This measure, even if it has already been used in academic research (Crouzet and Eberly, 2019), is often
considered to bemismeasured due to accounting standards. Broadly speaking, accounting rules treat intangibles
as assets if they are purchased and as expenses if they are internally generated. While exceptions to this rule exist,
they tend to be rare. For example, internally generated software or R&D spending can be treated as asset investment
under special circumstances, essentially when such spending is on a proven process, such as the last development
stages of an already-proven R&D project or software tool.
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estimation in which all parameters are obtained in the second stage. We relate value added

to number of employees and real capital stock as inputs andmaterials as the proxy variable.

An important caveat to bear in mind is that Orbis contains variables in nominal values and

no additional separate information on firm-specific prices and quantities are available. Even

though we deflate thesemeasures by country-industry-year level deflators (at the two-digit

detail), di�erences inmeasured (revenue) productivity across firms within a given industry

may still reflect both di�erences in technology as well as di�erences inmarket power.7 Trying

to address some of the well-known challenges in estimating production functions when only

monetary variables are available, we augment the production function including also year and

country fixed e�ect and we estimate separately the production function for each two-digit

industry.

2.3 Preliminary Evidence

The way to organize the BGs is a key choice done by the HQ, not only in terms of number of

subsidiaries but also relative to their position in the group. Thus, it is important to understand

how the organization of BGs is linked to some observable characteristics of the a�liates,

with a particular emphasis on the role played by the knowledge of each firm, to improve our

understanding of the behavior of these entities. To this regard, we want to provide, through a

descriptive exercise, a detailed analysis of the distribution of knowledge in BGs to understand

whether there are systematic patterns in the allocation of intangibles along the boundaries of

the group.

As reported in Table 2.1, the bulk of knowledge is concentrated at the level of the headquarter,

who is accountable for almost 80% of the group’s investments. The aim of our research is

to understand, in a more robust way, if the high level of heterogeneity that intangible asset

can get across firms hides more systematic dynamics within each group and across layers.

Consistentlywith the idea of Altomonte et al. (2021b) and the findings of Atalay et al. (2014) and

Ramondo et al. (2016), we expect a hierarchical allocation of knowledge within a BG: firms in

upper layers have systematically more knowledge than firms in lower layers. Table 2.1 suggests

a pattern that is consistent with this prior because it seems to emerge a hierarchical pattern in

the amount of intangible asset and a decaying dynamic jumping from upper to lower layers.

7Note that each variable has been deflated by specific country-industry (two-digit) deflators. Specific deflators
are available for: value added, gross output, capital goods andmaterial expenditures. When the deflator was not
available at two-digit level, we used the same deflator at higher aggregation level.
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Table 2.1: Summary Statistics

layer N firms N firms w Int mean Int

0 15,391 9,511 1,342
1 157,824 46,555 58
2 146,561 47,202 37
3 104,887 33,920 27
4 55,627 16,770 30
5 26,884 8,304 28
6 + 29,581 10,011 20
Total 533,846 172,273 111
The variable Int stands for Intangible asset. Values
are in thousands of Euros at 2010 price level.

Toprovideevidenceofmore systematic and robustdynamicson theallocationof knowledge

within BGs, we regress the knowledge associated to each a�liate on the position of the same

subsidiary on the hierarchy, controlling for parent fixed e�ect, industry and country fixed e�ect

(of each a�liate):

log (I ntf ,HQ,c, i,t ) =
’
l 2L

�l ⇤ layerf ,HQ,t + F EHQ + F Ec + F Ei + F Et + ✏ f ,HQ,c, i,t (2.1)

where HQ, f, c, i denote respectively firm, parent company, country and industry in which

the subsidiary is located and active, and l indicates the hierarchical level at which the a�liate is

placed (L is themaximumhierarchical level of the BG). F EHQ is the headquarter fixed e�ect, F Ei

and F EC identify fixed e�ects for the country in which the a�liate is located and the industry

in which the firm is active. We employ a demanding set of fixed e�ects that capture significant

di�erences in knowledge investments across firms that are common to industry, country

and year dynamics, and that explain a relevant di�erence in endowments across firms. More

important, we look within a BG, to control for important unobservable characteristics of the

group and common to all subsidiaries. The idea is to look at variation of knowledge across firms

within the same BG and explain it with the layer to which each a�liate belongs: according to

the theory of Altomonte et al. (2021b), we should expect themagnitude of the coe�cients to

be decreasing as layers increase.

The results are reported in a table and, for the ease of interpretation, are also represented

graphically. Consistently with the prediction, we observe a declining pattern as we move

farther away from the headquarter, and a significant di�erence (overall and not always layer by
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Table 2.2: Allocation of Intan-
gibleAsset across layerswithin
a BG

log(Int)

layer 1 �3.077a

(0.0408)
layer 2 �3.371a

(0.0409)
layer 3 �3.595a

(0.0416)
layer 4 �3.711a

(0.0434)
layer 5 �3.852a

(0.0465)
layer 6 + �3.936a

(0.0475)
Observations 165,886
R- squared 0.592
Subs Country FE Yes
Industry FE Yes
Year FE Yes
Parent FE Yes
Note: The dependent variable is
log of intangible asset expressed
in thousands of Euros at 2010
price level. Note that level 0
is taken as comparison group
and that layer 6 + refers to all
subsidiaries placed in layer 6 or
above. Robust standard errors
are reported in brackets. a, b and
c indicate significance at the 10,
5 and 1 percent level.

layer) in the amount of knowledge assigned to each layer. It tells us that firms in upper layers

of a BG tend to havemore knowledge than firms in the bottom layers.

In line with the summary statistics from table 2.1, the huge bulk of knowledge stands on

the shoulders of the HQ. The omitted category is layer 0 and these coe�cients tell us that, on

average, headquartershave95%more intangible asset thanfirms in thefirst layer and99%more

than firms in the last layer. This means that the relative di�erence in intangible endowment

between firms in di�erent layer with respect to the asset of the headquarter are very small (4%

maximum, equivalent to 50k) but still are relevant with respect to the mean values of those

firms’ asset (58-20k). For this reason, the regularities in the knowledge endowment across
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Figure 2.1: Intangible Assets by Hierarchical layers
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layers are economically relevant.8

To explore the sensitivity of the results to alternative ways of clustering, we replicate the

analysis on amore synthetic specification in which we divide our sample of subsidiaries into

two categories: those located on a hierarchical level higher than themean layer of their BG,

and those closer to the parent (Table 2.3). In particular, for each year-BG, we classify each

subsidiary with a dummy variable equal to one if it is located at a level lower than themean

hierarchical level of the BG.9 The dummy, that identifies subsidiaries closer to the headquarter,

is always positive and statistically significant, suggesting that subsidiaries at higher hierarchical

levels tend to have higher levels of intangible asset.

Overall, the dynamic is qualitatively the same throughout all the exercises: firms in up-

per layers havemore knowledge than firms in lower layers and the allocation of knowledge

within a BG across layers follows a hierarchical pattern. The jump from an upper to a lower

layer is not systematically associated to a reduction in the intangible asset but overall, there

is a clear declining pattern. This empirical regularity is consistent with the idea of BGs as

knowledge hierarchies (Altomonte et al., 2021b) and provides a preliminary description on

where knowledge is located in these black boxes that had been BGs until now. In addition,

this evidence emphasizes one additional consideration that has never been put at the center

of the analysis so far: integration is not a unique phenomenon and an important source of

8InAppendixA.2.1,we replicate theprevious specification tryingdi�erent alternative robustness checks to assess
the relevance and stability of the highlighted pattern of intangible asset. All the checks confirm the hierarchical
patterns in the allocation of knowledge.

9The results remain qualitatively the same if we consider themedian layer of subsidiaries within a group rather
than themean value.
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Table 2.3: Allocation of Intangible Asset andmean layer within a BG

log(Int) log(Int) log(Int) log(Int) log(Int) log(Int)

Mean layer 0.490a 0.490a 0.490a 0.490a 0.490a 0.490a

(0.0108) (0.0264) (0.0180) (0.0391) (0.0224) (0.0283)
Observations 165,886 165,886 165,886 165,886 165,886 165,886
R- squared 0.574 0.574 0.574 0.574 0.574 0.574
Subs Country FE Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Parent FE Yes Yes Yes Yes Yes Yes
SE Robust Yes No No No No No
Cluster GUO No Yes No No No No
Cluster firm No No Yes No No No
Cluster subs country No No No Yes No No
Cluster subs industry No No No No Yes No
Cluster year No No No No No Yes
Note: The dependent variable is log of intangible asset expressed in thousands of Euros at 2010
price level. Mean Value is a group specific dummy equal one for those subsidiaries that are
above themean layer of the group. Standard errors are reported in brackets. a, b and c indicate
significance at the 10, 5 and 1 percent level.

heterogeneity between integrated firms comes from the position in which each a�liate is

placed in the hierarchy. In fact, our exercise suggests that there are systematic di�erences, at

least in terms of knowledge stock involved and also stock of knowledge to which each firm is

exposed, between integrated firms depending on the hierarchical position in which they stand.

This consideration is crucial, and it motivates the importance of taking into consideration the

hierarchical links when trying to uncover interactions between subsidiaries, our main topic of

interest.

2.4 Results

2.4.1 Empirical Specification

As already discussed in the Introduction, previous literature has already studied knowledge

interactions between subsidiaries in a BGwithout finding any systematic relationship (Bilir

andMorales (2020); Belenzon and Berkovitz (2010)). In this section, we turn to themain object

of our analysis to determine the presence of knowledge flows by accounting for whether the

knowledge developed in di�erent parts of the rest of the group, to which each firm is exposed

di�erently, does contribute in a distinct way to the dynamics of the productivity of each firm.

This step can be crucial to detect the presence of those knowledge flows that so far had not
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been possible to highlight within BGs. If knowledge tends to follow specific directions in BGs,

and each firm is exposed di�erently to these patterns based on its hierarchical position, then

this heterogeneity will be important to uncover them. Thus, we extend the analysis of Bilir

andMorales (2020) and assess the gains that firms belonging to BGs experience due to their

internal knowledge flows taking into account the hierarchical structure. In particular, we want

to decompose the contribution of intangible asset developed by the whole BG into several

components, to assess separately the importance of each of them. Our aim is not only to

assess the presence of knowledge flowswithin BGs, but also their direction and intensity across

di�erent layers of the group.

We run the following specification:

log (T F Pf ,HQ,c, i,t ) = log (I ntf ,HQ,c, i,t ) + log (I nt_HQHQ,c, i,t ) + log (I nt_U pperf ,HQ,c, i,t )+

log (I nt_H or i zont alf ,HQ,c, i,t ) + log (I nt_Bott omf ,HQ,c, i,t )+

F EHQ + F Ec + F Ei + F Et + ✏HQ, f ,c, i,t

(2.2)

where we try to disentangle the direction of knowledge flows within a group by considering the

position of the firm inside the structure of the BG.We explain the productivity performance

of each firm looking separately at the contributions of intangible asset developed by firms

from upper layers, firms belonging to the same layer, and firms from bottom layers.10 Given

our interest in understanding how subsidiaries interact within a BG, and to control for several

unobserved factors that are correlated across subsidiaries, we employ BG fixed e�ect. The

variation that we exploit is mainly given by the hierarchical position of each firm that deter-

mines the di�erent exposure to upstream, downstream and horizontal stocks of intangible

asset developed by other subsidiaries. All the results are clustered at BG level, but other ways

of clustering do not a�ect the findings. Importantly, for each BG, I nt_U pper and I nt_Bott om

are not defined for firms in layer 1 and in the last layer respectively. Hence, most the analysis

will be restricted to firm from the second to fifth layer.11

10The results do not change if we lag, either of one or two years, the explanatory variables. This step can be
important to allow intangible asset developed by firms to actually have an impact on firms’ performance. Given the
relatively short time-span of our data, we prefer to use contemporaneous variables in our baseline specification.
11SeeAppendixA.2.2 for adiscussionof additional exercises to assess the stability of our results forfirmsbelonging

to di�erent layers and belonging to groups with di�erent structures.
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2.4.2 Empirical Results

To emphasize our di�erent approach with respect to previous literature and show how signifi-

cant it can be, we begin replicating a simplified version of the baseline specification used by

Bilir andMorales (2020). As anticipated, they are mainly interested in the e�ects of R&D of

the HQ and of each a�liate, the twomain variables of their analysis, on the productivity of

each a�liate. As an additional control, they also aggregate the R&D done by other a�liates in

a third variable.

We implement their baseline specification with our own data and look at a sample as close

as possible to theirs. That is, we look only at BGs headquartered in US and we study only the

TFP performance of foreign subsidiaries (column I). Following their specification, we employ

country, year and industry (defined at 2-digit level) fixed e�ects. Interestingly, our sample con-

firms the insignificant role of knowledge developed along the boundaries of a BG in explaining

the productivity of subsidiaries. This result suggests that a�liates do not interact between

them, and the only relevant sharing of knowledge happens between the headquarters and each

a�liate. Column 2, that expands the sample to BGs based in Europe and looks at worldwide

subsidiaries, does change the result and hints at a positive contribution of the knowledge

developed by other subsidiaries of the group. However, the result is weak and it is not stable to

the inclusion of BG fixed e�ect, that is crucial in our opinion. In fact, since we want to dig deep

into each entity and understand within each group how subsidiaries relate to each other, we

have to control for unobserved heterogeneity that a�ects all firms of the group.

Therefore, to better understand the interactions between subsidiaries and the patterns that

intangible asset follows within the boundaries of a group, we unpack the knowledge developed

by the rest of the group into several components, grouped based on hierarchical classification.

This step is crucial to allow interaction between subsidiaries to be di�erent based on their

hierarchical link and let knowledge to follow di�erent paths within the groups. The idea that

the key way to understand the behavior of a BG comes from the hierarchical organization and

allocation of knowledge has beenwell emphasized by the literature that studies thewithin-firm

organization and its organization as knowledge hierarchies (Garicano and Rossi-Hansberg

(2006)). In addition, Caliendo et al. (2020) also shows how the within firm organization has

real consequences on firms’ productivity. Since also interactions between a�liates crucially

depends on hierarchical links (Altomonte et al., 2021b), we bring the organizational structure

at the center of our analysis to understand how subsidiaries interact between themselves. The

results, reported in table 2.5, show that this decomposition highlights dynamics that were
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Table 2.4: Drivers of TFP and knowledge flows

log(TFP) log(TFP) log(TFP)

Int 0.0259a 0.0426a 0.0397a

(0.00286) (0.00338) (0.00317)
Int HQ 0.0630a 0.0470a 0.0160b

(0.00387) (0.00683) (0.00691)
Int Rest Group 0.00236 0.0198a

a �0.00495
(0.00398) (0.00735) (0.00578)

Observations 18,014 41,205 41,139
R-squared 0.728 0.720 0.783
HQ from US US and EU US and EU
Country FE: Yes Yes Yes
Industry FE: Yes Yes Yes
Time FE: Yes Yes Yes
HQ FE: No No Yes
Note: The dependent variable is log of TFP at firm level. The
explanatory variables are all in log and refer respectively to: in-
tangible asset of the firm, intangible asset that comes from the
HQ and intangible asset developed by the rest of the group. All
the values of intangible asset are in thousands of Euros at 2010
price levels. Robust standard errors are reported in brackets. a,
b and c indicate significance at the 10, 5 and 1 percent level.

covered in the aggregate analysis. A stable but surprising results stands out: knowledge sharing

seems to flow upward and a key role is played by the knowledge developed by firms in bottom

layers.

On top of the importance of the HQ, which significantly contributes to the e�ciency of its

subsidiaries, as it is well established in the literature by now (Bilir andMorales, 2020), we detect

additional important patterns. Our decision to look at interactions through a hierarchical

perspective is key to let emerge additional interactions between subsidiaries that were hidden

in a pooled analysis. This is because knowledge flows only in specific directions in a group.

Headquarters, in order to enjoy these flows, structure the groups in specific ways (Altomonte

et al., 2021b) and expand vertically in order to acquire technologies and knowledge that are

then leveraged backward in the structure. This bottom-up hierarchical pattern is consistent

with relevant findings that emphasize this direction of spillovers upon integration. For ex-

ample, Phillips and Zhdanov (2013) show that large firms optimally may decide to purchase

smaller innovative firms and conduct less R&D themselves. Also, Bena and Li (2014) find that

acquirers are less R&D intensive but have larger portfolio of innovation while target firms

are active in innovation, not yet converted their R&D expenses into patents at the time of
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integration. Finally, Sevilir and Tian (2012) find a positive association between M&As and

acquirers’ post-merger innovation outcomes, suggesting knowledge flows from acquired to

acquirer, that is in line with the upward flowwe find. Our result confirms these predictions

looking at the relationship between subsidiaries and focusing on productivity outcome rather

than innovation performance. The idea of vertical expansion used for specialization and tech-

nological acquisition is consistent also with other findings with a closer focus on value chain,

who show that suppliers undertake substantial R&D investments (Calzolari et al., 2015) and

that firms integrate technologically important supplier, such as Berlingieri et al. (2021). The

emergence of such patterns and the presence of relevant interactions with other subsidiaries

emphasizes the importance to look at the whole structure of a BG and not only HQ-a�liate

relationship to understand the performance of a firm.

2.5 Robustness and Sensitivity Analysis

We now test the sensitivity and robustness of the baseline estimates. A key consideration to

bear inmind is that our analysis is a fully descriptive exercise. We cannot claim that we capture

a systematic e�ect of having knowledge from lower firms rather than from subsidiaries placed

in other positions. The organizational structure of a group is a strategic choice of HQ, that

places a subsidiary in a given position likely because it expects some interactions. Therefore,

our estimates do not provide any causal e�ect, rather they highlight correlations that suggests

to us how BGs behave and become more e�cient. Having this caveat in mind, we want to

provide convincing evidence that what we are capturing are indeed knowledge flows and that

are the result of unfolding the knowledge of the group through hierarchical lenses.12

2.5.1 Robustness to alternative variables:

First of all, we test whether the baseline result is robust to a series of alternative definitions of

intangible asset and TFP, reported in Table 2.6. In our baseline specification, the knowledge to

which each subsidiary is exposed is computed usingmean values of the stock of knowledge

coming fromfirms in upper/same/lower layers. The choice to considermean values is dictated

from the fact that a very relevant number of firms does not report a value of intangible asset.

Since this doesnotmean that firmshave actually zero valueof intangible endowment, weprefer

to use mean values because considering the sumwould imply assigning zero values to a firm’s

intangible asset when not available. In alternative checks (columns 2,4 and 7), we also consider
12In addition to the few exercises proposed in the next subsections, further tests are discussed in Appendix A.2.2.

44



the sums of these stocks. As additional checks (columns 3 and 4), we also consider intangible

asset directly provided by the balance sheets of firms and a non-parametric estimation of

productivity based on log of labor productivity. Qualitatively, the results are never a�ected

by these alternative definitions of our main variables of interest. Finally, the pattern does not

depend on the somewhat arbitrary restriction we impose on themaximum number of layers

of a group. If we change this number to amaximum of 8 layers, the results do not change.

2.5.2 Is it the hierarchical organization that matters?

To evaluate whether our exercise is indeed capturing the importance of hierarchical organi-

zation of the group, we propose alternative ways to decompose the aggregate structure of a

group. For example, BGs are entities active in very di�erent business and it could be that the

organizational structure is systematically related to a pattern in the industries in which firms

are active. In particular, we want to understand whether there is a specific regularity in the

organization of firms that is related to industry of activity andmight a�ect our baseline finding.

For example, subsidiaries in bottom layers might bemore concentrated in specific industries,

and this concentration triggers the positive interactions from bottom firms. If that is the case,

then we do not knowwhether the e�ect of downward knowledge comes from the hierarchical

link or it is confounded by the industry concentration channel. To address this concern, we

unfold the intangible asset developed by the rest of the group according to a di�erent criterion.

In particular, we completely neglect hierarchical considerations and for each firmwe aggregate

the intangible endowments of other a�liates active respectively in the same 4-digit industry,

in the same 2-digit industry (excluding the ones in the same 2-digit) and finally out of the

same 2-digit industry. This gives, for each firm, three variables that pool di�erent part of the

overall knowledge of the group. Since focusing on 4-digit industry might be too disaggregated,

we also try to aggregate intangible asset developed by firms of the group that belong to the

same 2-digit industry in a unique category, including also subsidiaries from the same 4-digits.

So, in column 2 of Table 2.7, on top of intangible developed by each firm, we consider the

contribution coming from a�liates that belong to the same 2-digit industry and subsidiaries
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Table 2.7: Knowledge Flows pooling Knoweldge of the group
based on industry classification

log(TFP) log(TFP)

Int 0.0497a 0.0515a

(0.00412) (0.00303)
Int same 4-dig ind. �0.0011

(0.00263)
Int same 2-dig ind (excl 4-dig) -0.00362

(0.00327)
Int same 2-dig ind. -0.00352

(0.00241)
Int other industries 0.00485 0.00298

(0.00489) (0.00354)
Observations: 53,510 88,879
R-squared: 0.835 0.839
Country FE: Yes Yes
Industry FE: Yes Yes
Time FE: Yes Yes
HQ FE: Yes Yes
Note: The dependent variable is log of TFP at firm level. The
explanatory variables are all in log and refer respectively to: intan-
gible asset of the firm, intangible asset that comes fromfirms in the
same 4-digit industry, same 2-digit industry (excluding the same
4-digit industry in column I) and finally intangible developed by
firms in other 2-digit industries. All the values of intangible asset
are in thousands of Euros at 2010 price levels. Clustered standard
errors at BG level are reported in brackets. a, b and c indicate
significance at the 10, 5 and 1 percent level.

that are in di�erent 2-digit industries.13 14

Importantly, if we augment this specification with the variables from our baseline equation

2.2, it confirms the main findings that knowledge flows upward. The result of Table 2.7 is

important because it tells us that the keystone to understand how subsidiaries interact is to

look at the group through the lens of the hierarchical organization and that there is not a

pattern in industry activity of bottom firms that is confounding this baseline result. Unpacking

13This result is confirmed by an alternative exercise. For each firmwe compute the fraction of firms in bottom
layers, relative to the number of firms in bottom for which intangible asset is available, that belong to the same
2-digit industry. We then create a dummy to distinguish between firms that have an index above/below themean
to identify firms that have a fraction of bottom firms in the same 2-digit industry that higher than for the average
firm. We replicate our baseline exercise interacting the knowledge coming from bottom firms with this index and
we find that the contribution of bottom knowledge is not statistically di�erent between the two groups.
14In a third alternative exercise, we build an index for each firm that looks at the concentration of bottom

firms over di�erent industries. With this index we try to capture how specialized is the bottom knowledge of a
firm in a specific industry, nomatter whether it is on the same or di�erent industries of activity of the firm itself.
This alternative specification does not a�ect the result, implying that there are not specific features of industry
concentration in bottom layers that make knowledge flows upstream.
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the intangible developed by the rest of the group shows that the presence of “spillovers” is not

related to the industry closeness of firms and the puzzle about the lack of interactions within

the boundaries of a BG persists (Bilir andMorales (2020); Belenzon and Berkovitz (2010)).

2.5.3 Are these Knoweldge Flows?

The focus of our exercise, as motivated by the interest of previous literature on knowledge

hierarchies (Altomonte et al. (2021b); Garicano (2000)) and by our descriptive statistics, is to

capture knowledge interactions between subsidiaries. To achieve this goal, we implement a

placebo exercise in which we replace intangible asset with other firms’ characteristics and we

study how interactions are a�ected. This exercise allows us to consider whether we are indeed

capturing knowledgeflowsbetweena�liates or rather other kindof interactions, simply related

to baseline firms’ characteristics, that might drive the observed patterns. In practice, we do a

similar exercise to our baseline but rather than decomposing intangible asset of the rest of the

group, we focus on employment interactions; for each firm, we try to explain its productivity

performance with the contribution coming from the employment of firms in upper, lower

and horizontal layers. The result is important to show that our analysis on knowledge flows is

indeed related to intangible asset andwas not driven by other confounding factors, such as the

size of other a�liates. This concern is particularly relevant within BGs, since a�liates often

have supply chain relationships and exchange several inputs. In addition, since our dependent

variable measures TFPR and we lack information of within-BG shipments, it is very hard for

us to disentangle between actual knowledge flows and other exchanges that might trigger

productivity gains for firms. For example, if bottom firms are suppliers of input for upper

firms and aremore knowledge intensive, they are likely to bemore e�cient and provide higher

quality input to upper firms, and this might lead to the spurious TFP gains observed. If our

baseline specification was capturing other source of interaction, for examplemore e�cient

input provision or positive demand shock that increases the profitability, it should be present

also in this specification.

At the same time, this exercise helps us to mitigate a di�erent potential concern according

to which future a�liate performance shocks may be known to other subsidiaries at the time

of intangible’s investment choice, providing them incentives to increase their investments

and size (reverse causality). We do not think this scenario represents a concrete threat in our

set-up because each firm has several firms in upper layers (the typical BG has a structure that

resembles an inverted pyramidal organization) and so, if the incentive to invest for a firmwas
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driven exclusively by future positive a�liate shock of only one upper firm, it would be very

unlikely to lead to the observed results.

The result in Table 2.8 shows that knowledge flows are the main source of interactions

between subsidiaries while employment does not seem to lead to stable productivity gains

across subsidiaries. If the same patterns had emerged also with other firms’ characteristics, it

might have been possible that our baseline results were actually capturingmore general inter-

actions between each a�liate and other bottom subsidiaries. Interestingly, the significance of

employment is not robust to more stringent specification in which we include also knowledge

interaction, providing support for the fact that our channel really happens via knowledge

interactions.

2.5.4 Role of the Headquarter

The information available to us allow also to investigate how deep and uniform is the influence

of the knowledge of the headquarter along the boundaries of the group. This step is interesting

not only tounderstand the role and influenceof theHQ for its a�liates, also thosehierarchically

far away from it, but also to draw the attention towards an alternative dynamic that might

drive our baseline results. Since firms that are closer to the HQ experiencemore interactions

with the HQ and are alsomechanicallymore exposed to bottom knowledge, we want to be sure

that there is not interference between these twomechanisms. So, we interact the endowment

of the HQwith a dummy that indicates in which layer a firm is active to assess whether the

influence of the HQ spreads uniformly along all the boundaries or if the interactions depend

on the hierarchical distance.

In column I of Table 2.9, we assess how homogeneous and broad is the influence of the HQ.

We believe this exercise is very interesting and it reinforces our claim that integration is not a

unique phenomenon and the organizational structure of BGs can lead to di�erent outcomes

upon integration. As we see, subsidiaries enjoy systematically stronger productivity gains

interacting with the HQ the closer they are. The variable Int HQ represents the baseline e�ect

of the intangible developed by the HQ on the TFP of a�liates placed in the first layer, and all

other dummies identify the di�erential impact for firms places in the indicated layer relative

to firms in the first layer. Despite the influence exerted by the GUO decades as firms are farther

away in the hierarchy, it remains always positive.

To assess whether the non-homogeneous role of the HQ can impact our baseline results, we

augment this specification controlling also for the usual terms of our baseline specification.
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Table 2.8: Drivers of TFP pooling employ-
ment by hierarchical links

log(TFP) log(TFP)

Int 0.0462a 0.0459a

(0.00322) (0.00548)
EmpHQ �0.00787c �0.0160

(0.0356) (0.00402)
EmpUpper 0.00505 0.0224a

(0.0044) (0.00845)
EmpHorizontal 0.00883 0.0145c

(0.00572) (0.0086)
Emp Bottom 0.0115c �0.0126

(0.0052) (0.0098)
Int HQ 0.0312b

(0.0137)
Int Upper �0.0145c

(0.00741)
Int Horizontal 0.0051

(0.00513)
Int Bottom 0.0180a

(0.00547)
Observations: 39,741 16,044
R-squared: 0.859 0.834
Country FE: Yes Yes
Industry FE: Yes Yes
Time FE: Yes Yes
HQ FE: Yes Yes
Note: The dependent variable is log of TFP at
firm level. The explanatory variables look at log
of intangible asset and employment of the group
and decompose the in the component devel-
oped by the HQ and by firms in upper/same and
bottom layers. All the values of intangible as-
set are in thousands of Euros at 2010 price lev-
els. Clustered standard errors at BG level are re-
ported in brackets. a, b and c indicate signifi-
cance at the 10, 5 and 1 percent level.
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Fromcolumn1 to column2, sincewe include in the specification also the knowledgedeveloped

by bottom, horizontal and upper layers, we exclude firms in the top and bottom layer of each

group, since for these firms upper and bottom knowledge are not defined. So, the e�ect of

the intangible of the HQ refers to the e�ects of this variable on the productivity of firms in

layer 2, while the rest of the dummies tell us the di�erential impact of the intangible of the

HQ on firms belonging to di�erent layers. The reduction in the influence of the HQ is now

less pronounced, but it is still present and suggests that the HQ shares more knowledge with

firms hierarchically closer. More important for us, the importance on knowledge developed by

bottom firms is confirmed also allowing the e�ect of the HQ to be flexible and to depend on

the hierarchical distance, guaranteeing that our baseline specification was not a�ected by the

decaying influence of the HQ on its subsidiaries along the hierarchical structure.

2.6 Conclusion

In this paper, we study how subsidiaries of Business Groups interact between each other,

trying to address a puzzling result highlighted by previous literature that has shown the lack of

significant interactions between a�liates (Bilir andMorales (2020), Belenzon and Berkovitz

(2010)). The analysis shows that there are two key elements to consider in order to understand

these interactions: the hierarchical links between them and the intangible asset rather than

on other firm’s level characteristics. These key steps, that build on the literature studying

within-firm hierarchical organization based on knowledge (Garicano, 2000) and recently also

applied to BGs (Altomonte et al., 2021b), are crucial to highlight knowledge spillovers within

the boundaries of BGs and understand the direction that intangible asset follows in groups.

Interestingly, we show that within BGs knowledge flows upwards, i.e. subsidiaries in lower

layers share their knowledge to a�liates in upper layers, leading to productivity gains for these

latter.
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Table 2.9: Drivers of TFP, knwoeldge flows
and the role of HQ

tfp tfp

Int 0.0427a 0.0444a

(0.00319) (0.00531)
Int HQ 0.0186a 0.0346a

(0.00658) (0.0125)
Int HQ layer 2 �0.00201b

(0.000805)
Int HQ layer 3 �0.00289a -0.00120

(0.00100) (0.00118)
Int HQ layer 4 �0.00384a �0.00357a

(0.00121) (0.00138)
Int HQ layer 5 �0.00347b �0.00295c

(0.00136) (0.00151)
Int HQ layer 6 �0.00553a

(0.00149)
Int upper -0.00798

(0.00597)
Int horizontal 0.00769

(0.00512)
Int bottom 0.0135a

(0.00440)
Observations: 42,706 16,601
R-squared: 0.832 0.833
Country FE: Yes Yes
Industry FE: Yes Yes
Time FE: Yes Yes
HQ FE: Yes Yes
Note: The dependent variable is log of TFP
at firm level. The explanatory variables are
all in log and refer respectively to: intangible
asset of the firm, intangible asset that comes
from the HQ and intangible asset developed by
other subsidiaries of the group that are in up-
per/same/lower layers. IntHQ layer2,3,4,5,6 re-
fer to an interaction term between the intangi-
ble of theHQand a dummy indicating inwhich
layer the firm is placed. All the values of intangi-
ble asset are in thousands of Euros at 2010price
levels. Clustered standard errors at BG level are
reported in brackets. a, b and c indicate signifi-
cance at the 10, 5 and 1 percent level.
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Chapter 3

The OECD Start-ups database1

Abstract

This paper describes the development of the OECD start-up database, a unique dataset
that aims to provide comprehensivemicro-level data on start-ups across 75 countries. The
database combines several sources of detailed microdata on start-ups, venture capital
deals, background information on entrepreneurs (such as education and gender), and
has been combined with patent data from the global Patstat database and other sources.
The OECD start-up database contains information on almost 900 000 start-ups founded
between the years 2000-2020, of whichmore than 160 000 have received venture capital
financing andmore than 50 000 have been granted or have applied for at least one patent.
The coverage of the data has been cross-validated with a number of external sources at
the international and national level. These sources include other proprietary vendors
(Pitchbook, Preqin, PWC) as well as national and regional venture capital associations
(Latin America VentureCapital Association and Israel’s IVCResearchCenter). The database
will be used as the foundation for several projects aiming to explore the whole life cycle of
start-ups (from creation to scale-up and exit) and analyse the role of public policies for
supporting innovative entrepreneurship.

1 This paper is a joint work withMilenko Fadic. The authors would like to thank Roman Arjona, Matej Bajgar,
Anna Correia, Chiara Criscuolo, Antoine Dechezleprêtre, Helene Dernis, Kohei Kitazawa, Julie Lassebie, Carlo
Menon, Nathalie Scholl, Mariagrazia Squicciarini, Paolo Veneri, and Andrew Womer for their comments, and
Lukasz Wielogorski, Gligor Micajkov, Xander Pelgrom and Alan Liang for their support in downloading the raw
data.
Fadic Milenko, OECD. E-mail: milenko.fadic@oecd.org
Andrea Greppi, University of Bologna, Department of Economics. E-mail: andrea.greppi2@unibo.it

53



3.1 Introduction

Start-ups have been identified as an important driver of innovation, jobs and economic growth

(Grimaldi et al. (2011), Calvino et al. (2018), Haltiwanger et al. (2013), Decker et al. (2014)). For

this reason, creating an ecosystem for innovative start-ups has been a priority across OECD

countries, as evidenced by the growing number of implemented policies designed to support

new and young firms. To empirically assess the e�ectiveness of existing policies aimed at

fostering start-ups and help implement new policies to support these firms, timelymicro-level

data that is representative of the population of innovative start-ups is essential. However,

obtaining comparable cross-country data on innovative start-ups is challenging. In fact, the

very definition of what a start-up is generally di�ers based on the context in which it is being

analysed. Therefore, statistical o�ces, researchers, and policymakers often use slightly di�er-

ent definitions when analysing start-ups.

This paper describes the development of the OECD start-up database, an unprecedented

database that aims to provide comprehensive micro-level data on start-ups across OECD

countries, BRICS, and other partner countries. The database, which builds on previous OECD

work (Tarasconi andMenon (2017)), combines several sources of detailedmicrodata on start-

ups, venture capital deals, background information on entrepreneurs (such as education and

gender), and has been combined with patent data from the global Patstat database and other

sources.2 This paper describes the original data sources used to build the OECD start-up

database, notably Crunchbase and Dealroom, two commercial data providers of firm-level

data, and the steps implemented to clean, standardise, harmonise, match, and cross-validate

the di�erent original sources in a consistent and comprehensive framework.

In total, theOECDstart-updatabase contains informationonalmost 900 000 start-ups founded

between the years 2000-2020, of which more than 160 000 have received venture capital fi-

nancing andmore than 50 000 have been granted or have applied for at least one patent. The

data has been cross-validated with a number of external sources at the international and

national level, allowing for the identification of coverage issues. These sources include other

proprietary vendors (Pitchbook, Preqin, PWC) as well as national (Turkish Start-up Ecosys-

tem, Estonian Startup Database, and Israel’s IVC Research Center) or regional venture capital

associations (Latin America Venture Capital Association). The database will be used as the

2The results presented by previous OECDwork (Breschi et al. (2018), Tarasconi andMenon (2017), Lassébie et al.
(2019)) use Crunchbase and Patstat as the only source of data. The OECD start-up database includes the updated
version of these sources and also additional sources for firms, investors, and universities. The updated database
also leverages updated algorihtms for data cleaning and processing.
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foundation for several projects. For example, it will be used to gather evidence on the recent

dynamics of innovative ecosystems across countries, notably in the context of the COVID-19

crisis, focusing particularly on start-ups operating in areas related to the digital and green

transitions. The OECD start-up database will also be used to explore how public research is

leveragedby entrepreneurs by examining, amongother topics, the commercialization of public

research by academics through university spino�s, patent collaboration between start-ups and

universities, and the role of private and government venture capital on supporting academic

entrepreneurship. The database will also explore howmergers and acquisitions of innovative

start-ups a�ect subsequent innovation and scaling-up of advanced technologies.

The rest of the paper is structured as follows. Section 3.2 discusses themethods used by

previous literature to identify innovative start-ups. Section 3.3 describes the di�erent data

sources used to compile the OECD start-up database. Section 3.4 explains the cleaning and

matching steps that have been undertaken. Section 3.5 provides some descriptive statistics

and key features of the database. Section 3.6 compares the database to a number of external

sources used as a benchmark. Section 3.7 concludes.

3.2 Obtaining data on start-ups and identifying innovative firms

Although start-ups generally refer to youngfirms, there is no standardiseddefinitionused in the

literature. Researchers and policymakers alike use di�erent criteria to define start-ups which

vary according to the question at hand. In the context of analyses of business dynamics and

job flows, start-ups generally refer to all new firms entering themarket, whereas in the context

of innovation studies, start-ups are understood as young firms with high-growth potential in

high-tech sectors. Because of their potential for economic growth and productivity, the aim

of the OECD start-up database is to identify innovative start-ups rather than all new firms.

Broadly speaking, the literature has taken two approaches to identify innovative start-ups.

Most studies identify innovative start-ups by combining firm age with criteria such as sector of

operation (e.g. high-tech sectors), identity of firm’s founder or founding team (e.g. academics),

support by venture capital or business angel financing, or patent applications or filings (Bertoni

et al. (2015), Gaddy et al. (2017), Dechezleprêtre and Fadic (2022)).3 For example, Colombo et al.

3Firms founded by academics can be considered innovative asmany of them are based on academic researched
that has been commercialised (Etzkowitz (2003)). Similarly, start-ups that have received venture capital finance
provide a sample of firms that investors clearly consider having high growth potential and promising business
models. Venture capital firms spend considerable resources filtering start-ups, evaluating the competitive envi-
ronment, and analysing the qualifications of a start-up’s founders (Kaplan and Lerner (2010)). Patents provide a
signal, though imperfect (Griliches (1998)), of a firm’s innovative e�orts and success and provides information on
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(2010) use the Research on Entrepreneurship in Advanced Technologies database developed

by the Politecnico di Milano to identify a set of 1 974 Italian start-ups operating in high-tech

sectors in themanufacturing and services industries using age of the firm, status (independent

or subsidiary), and level of technology. Somemore recent studies have used di�erent criteria

such as open-source collaborations (Conti et al. (2021)) or Twitter announcements (Cripps

et al. (2020)) to identify these firms.

A second approach taken by a number of studies relies on the use of commercial databases

that focus on tracking start-ups and consider all firms in the dataset as innovative. Kaplan and

Lerner (2010) provide an overview of the wide number of data sources that track innovative

start-ups—particularly those focusing on venture capital investments. VentureXpert and Ven-

ture Source are two of themost established companies in the area and started collecting data

in 1961 and 1994, resepectively. As the VC industry have increased in size and popularity, there

have been a number of new data providers on VC and start-ups have emerged in recent years.

Burgiss Private I, Cambridge Associates (CA), Pitchbook, Preqin, Crunchbase and Dealroom.4

Given the earlier data gap in the VC-finance data (Kaplan and Lerner (2010)) and the timeliness

and coverage of these databases, these commercial data sources have been extensively used in

academic research to identify innovative start-ups across industries and countries.5

It is worth highlhgting that geographically, the majority of the previous studies are focus-

esd mainly in the United States and/or a single country. In Europe, the VICO (Financing

Entrepreneurial Ventures in Europe : Impact on innovation, employment growth, and com-

petitiveness) project collected a database on young high-tech entrepreneurial companies

operating in seven European countries (Belgium, Finland, France, Germany, Italy, Spain, and

the United Kingdom) using VC-backed companies and the second a control group of non-VC

backed companies (Bertoni et al. (2015)). It is important to consider the advantages and limita-

tions of each approach, especially when using the findings to provide policy recommendations.

The first strand of the literature, i.e. those base on the combination of selected criteria and

firm age, often focuses on firms operating in selected sectors or on very specific types of firms

and tends to have smaller sample sizes, making it challenging to generalise the results. Some

of the indicators used may also exclude particular firms, such as innovative firms that do

the firms’ technological field, innovative capabilities, and originality.
4Other providers include AVCJ, BarclayHedge, CBinsights, and Cobalt.
5For instance, Howell (2021) use Pitchbook, CB Insights, and Capital IQ to compare patenting activity between

VC-backed and non VC-backed firms. Breschi et al. (2018) uses Crunchbase to present cross-country descriptive
evidence on innovative start-ups. Cannone and Ughetto (2014) use Crunchbase to obtain a global list of firms
operating in the ICT and electronics sectors to study the internationalization of high-tech start-ups. den Besten
(2020) provides a list of 78 papers that use Crunchbase and have been published in peer-reviewed journals.
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not use patents to protect their innovations but rather trade secrets or copyrights (Hall et al.

(2013)), or firms that are innovative but do not receive VC as they do not fit the “venture capital

playbook” (Catalini et al. (2019)). In contrast, studies that consider all firms listed by private

vendors as innovative typically cover a larger number of start-ups, sectors and countries than

the aforementioned studies. While this larger samplemight help address the external validity

concerns, Da Rin et al. (2011) argue that these databases do not follow a strict methodology to

identify innovative start-ups. Therefore, the unfiltered sample of firms from these databases

likely includes a non-trivial number of non-innovative firms, leading to important sample

selection issues.

The underlying data for the OECD start-up database comes from Crunchbase and Dealroom,

two commercial providers of data of firms, venture capital deals, and exits. Upon inspection

of the micro-level data, it is clear that both Crunchbase and Dealroom also include in their

sample firms that are clearly not innovative. By combining these sources with external data, it

is possible to use additional indicators (such as sector of operation, VC funding, patent filings,

contributions to open source projects) to estimate their innovative potential. Ongoing work

is also developing alternativemethods to identify innovative firms using available metadata

(such as description of activities).

3.3 Data Sources

The OECD start-up database provides a comprehensive micro-level dataset on start-ups

across countries. The following sections describe the di�erent sources of data used in the

database. Firm-level data on startups, venture capital deals, and background information on

entrepreneurs come from Crunchbase and Dealroom, two leading vendors of data on startups

and tech ecosystems.6 Information on the almamater of founders from these two sources is

disambiguated and harmonised using the Global Research Identifier Database (GRID). These

data are supplementedwith data on corporate and government venture capital entities (Deche-

zleprêtre and Fadic (2022)) , firm-level patent applications and their quality (Squicciarini et al.

(2013)), indicators on university quality and data on exchange rates and price levels.

6The data on start-ups comes from a unique database assembled under the KnowInn project (From Knowledge
to Innovation: Building the evidence base to inform innovative entrepreneurship and risk-finance policies) aims
to analyse the relationship between innovative entrepreneurship, public research, and government policies. It is
financially supported by the European Commission under the Horizon 2020 programme. Data on GovVC entities
was created from a variety of sources and validated by National Delegates to the OECD Committee on Innovation,
Industry, and Entrepreneurship (CIIE) as well as national experts.
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3.3.1 Data on start-ups, founders, and investors

Crunchbase

Themain data provider on start-ups is Crunchbase (www.crunchbase.com). Crunchbase was

created in 2007 and focuses specifically on covering innovative firms. Crunchbase has some

specific features that provide major advantages over other commercial databases covering

similar information. In particular, it contains cross-linked information on companies, fund-

ing received, funders, and sta�. Moreover, the information is updated continuously, thereby

providingmore up-to-date information than other, more traditional, sources such as census

of business establishments. Crunchbase has been previously used in the academic literature

and has also been an important resource for policy analysis (Breschi et al. (2018), Cannone

and Ughetto (2014)). For instance, Chen et al. (2020) use Crunchbase to understand whether

interactions of inventors from acquiring firms and acquired start-ups lead to positive inno-

vation outcomes. To assess the coverage quality, the authors compare Crunchbase with data

from two di�erent sources. The first source is the Israeli data source of venture capital-backed

startups. The second source is SDC Platinum, which covers technology acquisitions across

countries. The authors conclude that Crunchbase has a very high level of coverage relative to

the national and commercial database.

Dealroom

The secondmain data provider on start-ups is Dealroom (https://dealroom.co/). Like Crunch-

base, Dealroom is a database that aims to identify andmonitor innovative companies around

the world. Dealroom tracks over onemillion companies, 85,000 investors and includesmore

than 270,000 transactions and funding rounds since the year 2000. Dealroom sources its

data through a network of crowd-sourced contributors (founders, VCs, accelerators, govern-

ments, and tech journalists), automated data feeds from socialmedia, curatedmedia, analytics

providers andweb crawlers. Dealroom is the o�cial platformusedby anumber of cities andna-

tional agencies to track entrepreneurial activities in their districts. For example, LaFrenchTech

is a platform that tracks the evolution of start-ups in France, following new entities from their

creation, to potential VC financing and exit strategies. Other relevant examples are the cities of

Berlin andMadrid, and the national agency of Lithuania.7 To ensure its data quality, Dealroom

data is manually checked and curated by Dealroom’s internal research team. Onemajor ad-

vantage of Dealroom is that is focuses on a di�erent geographical market than Crunchbase.
7 For a lists of other institutional users of Dealroom, see Ecosystem Platform | Dealroom.co
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While Crunchbase has high coverage of North American new ventures, Dealroom’s informa-

tion are mostly focused on European markets. Thus, by combining these two di�erent yet

complementary sources of data, the OECD database provides a unique, unprecedented, and

comprehensive global database on start-ups and VC activity.

3.3.2 Corporate venture capital and government venture capital entities

Across OECD countries, there are a number of Corporate Venture capital (CVCs) and gov-

ernment venture capital (GovVC) entities, each organised through a variety of complex legal

structures. Because of this, categorizing an entity as a CVCs or GovVCs is di�cult andmany

authors used di�erent methodologies based on their specific research question (Röhm et al.

(2020)). Yet, CVCs and GovVC entities play a critical role in the start-up ecosystem, providing

finance to start-ups seeking funding. In an e�ort to provide the most comprehensive and

accurate list of CVCs and GovVC, the OECD embarked in two parallel projects to collect and

validate CVCs and GovVCs entities. The sources used to create the CVC lists were: Crunchbase,

Thomson Reuters, CB Insights, Bureau Van Dijk (BvD)’s Zephyr and ORBIS databases. The

sources used to create the list of GovVC were Crunchbase, Dealroom, Pitchbook, Preqin, and

data from Invest Europe. Delegates of OECDmember countries to the Committee on Inno-

vation, Industry and Entrepreneurship (CIIE) through an online survey validated all GovVC

entities. Section 3.4.5 provides detailed information on themethodology used to compile both

lists.

3.3.3 University Data

Link between start-ups and universities

Crunchbase and Dealroom contain detailed information on the educational background of

founders and key company sta�members. However, their data does not include a unique

university identifier that can be cross-linked with other datasets. For this reason, names of

universities and research institutions in the database are disambiguated, harmonised and

matched to the Global Research Identifier Database (GRID).8 GRID is an open access database

on institutions associated with academic research, founded andmaintained by Digital Science

& Research Solutions Ltd. GRID provides descriptive metadata on research institutions, in-

cluding website, Wikipedia page, and aliases of the research institution. This information is

particularly important as it facilitates thematching between di�erent sources (for example
8 https://www.grid.ac/
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by noting that the research institution École Normale Supérieure is also known as ENS Paris).

Importantly, GRID also provides the relationship between di�erent research institutions that

allows tomap an institution to their “parent” (i.e. mapping HarvardMedical School to Harvard

University). GRID is a comprehensive database sourcing their information from research

funding grants and research paper a�liations. The September 2021 version of GRID includes

101,637 institutions from 217 countries/territories.9

University Quality: Leiden rankings

To obtain a (partial) measure of university quality, the GRID database is matched with ranking

data from the Centre for Science and Technology Studies (CWTS) Leiden Ranking. The CWTS

Leiden Ranking is a worldwide university ranking based entirely on bibliographic indicators

for the year 2016.10 The Leiden ranking builds on the Science Citation Index Expanded, the

Social Sciences Citation Index, and the Arts & Humanities Index from the Web of Science

(Woos) database. This ranking is based on bibliographic data from theWeb of Science database

producedbyClarivate Analytics for the period 2011-2014 and canbeused to assess the research

performance of universities. CWTS provides several di�erent measures of university quality.

Onemeasure often used is the proportion of a university’s publications that, compared with

otherpublications in the samefield and in the sameyear, belongs to the top10% (or top1, or top

50%)most frequently cited. Thismeasure is independent of university size, but size-dependent

measures are also available. These data also contain indicators of scientific collaborations

(based on number of co-authored publications, with the possibility to focus on international

collaborations). The di�erent indicators are computed for all fields, and by field (Biomedical

and health sciences, Life and earth sciences, Mathematics and computer science, Physical

sciences and engineering, Social sciences and humanities).

3.3.4 Patent Data

Firms in the database are matched with patent application data from the spring 2021 version

of the EPOWorldwide Patent Statistical Database (Patstat). Patstat provides information on

patent filings from all major patent o�ces in the world. Patstat includes name and address of

applicants, geographical coverage of the patent (international patent families), grant status,

inventor names, IPC and CPC classification codes, application, publication and grant dates.

9 The last release of the GRID database is scheduled for Q4 of 2021. Following that date, the GRID database will
bemaintained by the Research Organization Registry (ROR).
10 https://www.leidenranking.com/downloads
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The database also includes citations to other patents and the academic literature. As a result, it

providesauniquesource toexamine the linksbetween innovative start-ups, explore the relation

between industry and academia. Squicciarini et al. (2013) and Squicciarini and Dernis (2013)

provide additional details on the contents of the Patstat database and additional indicators of

patent quality, scope, reach, and impact.

3.3.5 Consumer price indices and exchange rates

To provide internationally comparable price levels in real monetary terms, the database in-

cludes consumer price indices and exchange rates obtained from the OECD data portal. The

consumer price indices (CPIs) used is the National CPIs at the most aggregate level: CPI All

Items with 2015 as the year of reference. Data on exchange rates are obtained for each country

and currency. Exchange rates refer to the yearly average and are expressed inNational currency

per US dollar.

3.4 Methodology

The OECD start-up database is stored as a relational SQL database, maintained in a secured

OECD server. The database is accessible only to authorized and licensed users working in

research related to the CIIE Programme ofWork. The data have been checked for statistical

anomalies, data integrity, and have been aggregated at regional and national levels to cross-

validate it with sources from National Statistical o�ces and private vendors. This section

presents the methodology to extract, clean, and transfer the original comma delimited files to

the database. Each record is stored using a primary key to guarantee the uniqueness of the

individual company/business records.

3.4.1 Processing of data on start-ups and founders

This subsection explains themain steps undertaken to clean the information fromCrunch-

base and Dealroom. A description of the raw data available from these sources is available

upon request, and the document in composed of two sections. The first part describes the

steps taken to clean firm-level data, including addingmissing country information, adding

geographical coordinates, standardizing cities and countries, and cleaning links to social me-

dia and websites. The second part describes the steps taken to clean individual-level data,

including standardizing founder’s gender and identifying job titles.
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Cleaning of entities

Given the global coverage of the database, the raw data contains records with characters from

di�erent writing languages. The first step to clean the entities files from Crunchbase and

Dealroom is to import the raw data and convert its encoding to UTF-16, the coding used by

Microsoft SQL Server. This is needed for a proper import of the data into the database.

The next step is to address records where the field for country of firm operation is missing.

Three algorithms are used to obtain this information. The first algorithm derives country

codes from a firm’s phone number.11 The second algorithm selects the country reported by

individuals working in the organization and, if the country is unique, assigns it to the firm.

In case there aremultiple countries reported, the algorithm does not assign a country to the

firm. The third algorithm derives country information using a firm’s website address (such

as websites ending in: .jp, .fr, and .it). All firms whose country of operation are identified

using these algorithms are labelled. This procedure is applied to firms from Crunchbase and

Dealroom.

Once themissing country information is added, all country names are harmonised tomeet the

OECD guidelines. The guidelines are provided by the OECD legal department and include a

list of names of countries and territories. This step allows to harmonise country names across

datasets (such as properly naming Vietnam as Viet Nam) and properly categorizing territories

(for instance assigning Réunion to France). The names of cities are also harmonised using the

OECD’s functional urban definition.12

The next step is to add the geographical coordinates (GIS) of the firm’s location. This is done

only for firms in Crunchbase as Dealroom already includes that information. The algorithm to

obtain theGIS is basedonGoogleMapsAPI usingfirms’ addresses. Once all GIS coordinates are

obtained, they are cross-verified against the firm location to check for geographic consistency.

This step verifies that latitude and longitude arewithin the reported country and city. Following

this step, all hyperlinks of a firm are cleaned. This process goes through the di�erent URLs

in the database to check that theymeet the length restrictions of the database and are valid

hyperlinks. The final step is to clean the firm’s description to ensure itmeets the size limitations

of the database and does not contain any hypertext mark-up language (HTML).

11The Python library used to process phone numbers can be found in the following link:
https://github.com/daviddrysdale/python-phonenumbers
12For a list of global FUAs, see http://www.worldcitiestool.org/
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Cleaning of founder information

The cleaning of founder information consists mostly of standardizing the di�erent founder-

level data columns within datasets and harmonizing these columns between Crunchbase and

Dealroom. The first step is to standardise founder’s genders. While Dealroom has three gender

categories (male, female, missing), Crunchbase contains more than 50 gender categories. The

algorithm to standardise gender categories looks at variations of records which likely refer to

the same gender (such asmale, man, men, hombre, homme, etc. . . ). Gender categories not

identified by the algorithm as either male or female are not standardised (such as non-binary,

androgynous, and transgender). Following the standardization, genders are re-classified as 1)

female, 2) male, 3) other, and 4) missing.

The second step—particularly important as it helps identify start-up founders—is to clean

job titles. For this step, the algorithm uses regular expression (regex) to standardise each job

title by analysing the di�erent variations of texts. For example, the titles ‘Founder’, ’foundr’,

’founding member’, ’Co-founder’ are all standardised to ‘founder’. This algorithm captures

common variation andmisspellings, which is particularly relevant as the data type of the title

field in Crunchbase is free text (which allows any type of character). Individuals whose job

title contain the words ‘founder’, ‘founding’, ‘co-founder partner’, and ‘CEO’, are tagged as

start-up founders. For the words ‘partner’ and ‘CEO’, an additional restriction is imposed: the

individual must hold this job title since the company’s creation.

The third step is to clean the data on the di�erent degrees of founders. A similar algorithm to

the one used to standardise each job title is employed using a degree-specific dictionary. For

example, MBA, EMBA, Master of Business Administration, M.B.A. are all labelled as MBA. This

algorithm produces an additional variable indicating the following degree(s) of individuals:

high school degree, bachelor (undergrad), master, PhD, Juris doctor, or MBA. The fourth and

final step is to match the universities listed in the founder’s educational information to the

Global Research IdentifierDatabase (GRID). The list of universities reported inCrunchbase and

Dealroom is not standardised and therefore there are variations in the name of organizations

within and between datasets. Thematching between the source data and GRID is done using

four algorithms. The first algorithmmatches universities using their exact name. The second

algorithmuses variations of universities’ names, including aliases and acronyms, to search for a

match (for instance using ENS Paris instead of École Normale Supérieure). The third algorithm

uses information on parent institutions (eg HarvardMedical School, Harvard Kennedy School

belong toHarvardUniversity) to perform thematch. The algorithm replaces the child organiza-
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tion with the parent organization to perform thematching (replacing Harvard Business School

with Harvard University). The fourth algorithm uses a series of string-matching algorithms

to provide pairs of universities that are likely the same institution. These pairs are reviewed

manually. Virtually all universities in Crunchbase and Dealroom arematched to an entity in

GRID.

3.4.2 Combining Crunchbase and Dealroom: steps for de-duplication

Before combining Crunchbase and Dealroom, it is first important to check each source inde-

pendently to identify firms present in the data multiple times. For this purpose, the names of

start-ups within each data source are de-duplicated using some key variables such as names,

addresses and website information. Potential duplicates are flagged with a specific variable,

together with an indicator to identify, out of the duplicates, the records with the most informa-

tion available. Following this step, firms from the two sources are combined and de-duplicated.

This step prevents the double counting of start-ups. AlthoughDealroom’smetadata indicates if

a record from its platform is also available in Crunchbase, it is incomplete in some cases. To en-

sure that the remaining firms are not duplicates, a disambiguation procedure is implemented

to standardise names across the two source and check for potential duplicates. Start-ups

that are considered as duplicates are identified with an indicator variable and the duplicate

observations are used to complement potential missing data. For example, this criterion is

used to complement information on investments received, and on the employment history

and educational background of founder. Only one observation per firm is kept in the database,

with information coming from the various duplicate observations.

3.4.3 Matching with Patstat

Start-ups in the OECD database arematched with the names of patent applicants in Patstat.

This matching is implemented using a set of algorithms in the Imalinker system (Idener Multi

Algorithm Linker) developed for the OECD by IDENER (Squicciarini et al. (2013)). The Ima-

linker systemmatches companies to patent applicants in Patstat using amatching procedure

designed tomaximise the number of correctmatches. While themethod attempts tominimise

both "false positive" and "false negative" errors, priority is given to theminimisation of false

positives. Thematching procedure is implemented through two key steps. First, the names of

firms in the start-up database and the names of patent applicants are separately harmonised

using country-specific dictionaries. These dictionaries help harmonise legal entity denomina-
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tion (e.g. “Corp” and “Corporation”), common names and linguistic rules that might a�ect

the spelling of names and how names are written. This step is important because it allows

accounting for features of the data, such as shortened expressions, that might prevent the

matching. Second, a series of string-matching algorithms are used to compare the harmonised

names from the two datasets and provide a matching accuracy score for each pair.13 To en-

sure a high precision rate, the algorithm selects only pairs of company and patent applicant’s

names for which the accuracy score is above aminimum threshold. Matched pairs with a high

accuracy score are considered as exact matching, while matched pairs with a score between

theminimum threshold and the high accuracy score are reviewedmanually—only around 200

firms of which were classified asmatches.

3.4.4 Identifying government and corporate venture capital entities

Government and corporate venture capital entities are important players in the venture capi-

tal ecosystem as they provide financing and other forms of support to innovative start-ups.

Although both types of entities have been studied extensively in the academic literature, there

is no standardised definitions of what constitutes a private, government, or mixed fund as

di�erent authors use di�erent definitions depending on the context of the study, the disag-

gregation of the data, and the research question. This section describes themethodology to

identify these entities.

4.4.1. Government VC entities

Broadly speaking, government venture capital entities (GovVCs) have been defined using

two distinct approaches. The first approach defines a fund as GovVCs if it is fully owned

and/or managed by the government. The second approach is based on indirect government

financing, where the government is involved as a limited partner (see for example Alperovych

et al. (2018) and Brander et al. (2015)). The GovVC entities listed in the OECD start-up database

are those that are fully owned and/or managed by the government.14 The methodology to

identify GovVCs is based on a two-step approach. In the first step, the Productivity, Innovation,
13Levensthein (Levenshtein et al. (1966)) and Jaro-Winkler (Jaro (1989), Jaro (1995), Winkler (1999)) distances are

used to compare the harmonised names from the two datasets and provide amatching accuracy score for each
pair.
14The other possible definition (involvement of the government as a Limited Partner in an otherwise Private fund)

has important limitations. First, it is not always possible to determine the share of the government’s involvement in
private funds. This would lead to classify as GovVC a private fund with even amarginal government involvement.
Second, this broad definition does not capture other important dimensions of GovVCs such as the autonomy of
the fund’s managers to make investment decisions. Hence, this definition can classify as GovVC a fund where the
government’s involvement is purely financial.
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and Entrepreneurship (PIE) division within the STI Directorate identified a list of potential

government venture capital investors. The listwas assembledusing the sources listed in section

3.3.2. In the second step, delegates ofOECDmember countries to theCommittee of Innovation,

Industry and Entrepreneurship (CIIE) validated these results through a survey. The survey

allowed delegates to review the institutions, correct any information, and add funds that were

not included in the previous list. The survey was completed by 37 out of 38 OECD countries.

More information can be found in Dechezleprêtre and Fadic (2022).

4.4.2. Corporate VC entities

Corporate venture capital (CVC) is a form of venture capital where companies invest in young

start-up firms for financial and non-financial reasons, such as acquiring new technologies,

searching for business synergies, or entering emergingmarkets. In contrast to independent

venture capitals (VC) and private equity (PE) firms, CVCs are wholly owned and funded by a

single parent company, whosemain field of business is usually di�erent from investment itself.

The CVCs listed in the OECD start-up database consists of entities that are legally separated

from their parent company. Themethodology to identify these CVCs is based on a three-step

approach. First, a list of potential CVCs was created using the following sources: Crunchbase,

Thomson Reuters, CB Insights, Bureau Van Dijk (BvD)’s Zephyr and ORBIS databases. The

potential CVCs from these three sources are then harmonised and de-duplicated to obtain a

list of unique CVCs. In the next step, eachmatched entity needs to be verified for whether it

corresponds to a proper CVC and not to a private equity firm or an entire company. Finally,

each CVC is thenmanually verified through an inspection of their o�cial websites to ensure

that the list of CVCs contains only entities that are legally independent from a parent company.

It also allows to determine if it is a genuine CVC rather than a private equity firm, VC firms, or

government entity.

3.4.5 4.5. Cross-validation and consistency checks

Following the cleaning and processing steps, a final cross-validation step is performed to

check for potential inconsistencies in the data. This includes comparing the year of the patent

applications and the date of funding rounds to the foundation year of the firm. In case of

discrepancies between these dates (for instance in cases where the filing of the first patent

is decades before the foundation of the firm), the matches are checked manually. Finally,

implausible values in funding rounds and/or repeated funding rounds are manually assessed.
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Number of start-ups in the OECD start-up database, by year of foundation

Figure 3.1: The figure shows the total number of start-ups founded between 2000 and 2020
in the OECD Start-up database. It includes firms fromOECD countries plus 37 partners and
non-member countries.
Source: OECD Start-up database.

3.5 Description of the OECD start-up database

The OECD Start-up database contains information on around 900 000 start-ups founded

between the years 2000-2020. Figure 3.1 shows that the number of start-ups available in the

database has increased steadily over the period 2000-2015. Following this period, the number

of new start-ups available in the database declines, with more recent years experiencing a

more pronounced drop.

One potential explanation for the drop in recent years is the delay in the collection of infor-

mation available from the data providers. Data providers use (among others) administrative

and web scraping techniques to gather their data. While web crawling algorithms tend to run

continously, administrative data is updated at less regular intervals. Therefore, it is possible

that start-ups that are “active” in theweb—such as those that launch a new product or received

VC—are identified earlier by the data providers than startups identifed through administrative

sources. Figure 3.2 examines this potential explanation by reporting the number of VC deals

obtained each year distinguishing between deals received by start-ups younger or equal than

5 years old and those firms older than 5 years of age. The trend across time, also inmost recent

years, is slightly increasing for young start-ups while it is flatter start-ups foundedmore than

5 years ago, suggesting that the lack of coverage in the number of start-ups in the last years,
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Number of VC deals for young start-ups and older firms, by year of deal

Figure 3.2: Number of venture capital funding deals for each year for the period 2000-20.The
figure includes deals on start-ups fromOECD countries plus 37 partners and non-member
countries. Venture capital deals include: pre-seed, seed, angel, series funding, growth funding,
late stage funding. Deals are distinguished between those involving start-ups founded less (or
equal) andmore than five years before the event of the deal.
Source:OECD Start-up database.

highlighted in Figure 3.1, is mostly driven by non-VC funded start-ups.

Table 5.1 provides descriptive statistics of firms in the database. Themajority of start-ups in

the database have their status as “operating”. Around 6 percent of start-ups have successfully

exited themarket, either through IPO or acquisition. In total, 23 percent of start-ups received

some type of financing,most of which is VCfinancing, and 6 percent have been granted or have

applied for patents. Approximately one quarter of firms have information available on their

founder(s), which shows – based on this sub-sample of firms – that almost one start-up out of

six has at least one female founder. A total of 74 361 firms have information on the educational

background of their founders. Of those firms, around 9.5% of founders have a PhD degree and

18% of founders have anMBA.

VC financing is often used as a common indicator of the innovativeness potential for new

firms as venture capital funders spend considerable resources filtering start-ups, evaluating

the competitive environment, and analysing the qualifications of a start-up’s founders (Kaplan

and Lerner (2010) ). For this reason, and for data limitation, most studies on start-ups have

focused only on VC-backed firms. Table 3.2 provides descriptive statistics for this sub-sample

of firms. Start-ups that access funding receive their first deal, on average, at the age of two. On

average, each firm receives almost three rounds of VC financing, and the value of each round
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Table 3.1: Descriptive statistics of firms in the OECD start-up database

Number Share(%)
Companies 855 573
Received financing 197 735 23.10
VC backed 163 166 19.00
Patents 51 710 6.04
Firms with founder information 209 593 25.0
Firms with founder’s educational background 74 361 35.0*
At least one female founder 34 032 16.5*
Closed 20 315 2.37
IPO or Acquired 55 802 6.50
Note: Descriptive statistics on start-ups fromOECD countries plus 37 partners
and non-member countries. The variable financing refers to the number of
start-ups that have received any type of funding event, while VC-backed con-
sider start-ups that have received at least one VC financing. Patents consider
start-ups that have already been granted or have applied for at least one patent.
Closed and IPO or Acquired refer to the operating status of the start-up. *The
share of firms with founder’s educational background and at least one female
founder are expressed as a share of firms with founder information.
Source: OECD Start-up database.

is on average worth almost USD 7.3 million. The distribution of VC funding is highly skewed

and few start-ups have had a significant number of rounds (up to 29 rounds for a single firm).

Table 3.2: Descriptive statistics of VC financing

Mean Min Max Standard dev.
Age at first funding 2.2 0 21 2.87
Funding per deal $ 7 330 397 $ 121 $1 090 000 000 $43 300 000
Number of VC deals 2.85 1 29 2.12
Note: Key statistics on Venture capital funding for start-ups fromOECD countries
plus 37 partners and non-member countries that have received at least VC financing.
Venture capital deals include pre-seed, seed, angel, series funding, growth funding,
late stage funding. Excludes deals that do not have information on funding amounts.
Values of deals are expressed in constant 2005 USD dollars.
Source: OECD Start-up database.

Start-ups play a key role in promoting new technologies and fostering economic growth,

and for this reason their patenting performance, as a proxy for their innovation abilities and

potential, is a relevantmeasure to consider. In total, 51 710 start-ups havefiled 367 989di�erent

patents, for a total of 973 841 patent applications. Looking at this sub-sample of patenting

start-ups, the median firm has filed 2 applications.15 In total, 14% of VC backed firms have

15Themean number of patents for firms that have applied for or been granted a patent is 7. Note that due to
the structure of the OECD start-up database, this statistic includes corporate spin-o� companies associated with
bigger and well-established firms. Consequently, in some cases those spin-o� companies are assigned also all
the patents filed by the parent entity. This makes the distribution of patents in the sample is highly skewed and
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received or applied for at least one patent (23 256 start-ups), a share that is more than twice

higher than for the full sample of start-ups. Interestingly, almost 2/3 of VC-backed patenting

firms have applied for a patent before receiving funding. On average, start-ups apply for their

first patent 3 years after their foundation.

As reported in theupperpanel of Figure 3.3 adisproportionate amountof patents arefiled in the

United States patent o�ce. Although around one third of companies are located in the United

States, almost half of the patents applications in the OECD Start-up database are filed in the

United States Patent and TrademarkO�ce (USPTO).When examining the patent filings of non-

US firms, the USPTO receivedmore filings than theWorld Intellectual Property Organization

(WIPO) and the European Patent O�ce (EPO), suggesting that the disproportionate amount

of patents filed in the USPTO is driven by a higher number of patents filed by both US and

non-US start-ups in the USPTO. The lower panel of Figure 3.3 reports the number of patents

by technological class and shows that almost a third of total patent are related to Information

and Communication Technologies (ICTs) with other important technologies beingmedical

and environment-related.

The OECD start-up database collects information on new ventures from virtually all coun-

tries in the world. Table 3.3 reports the geographical coverage of the database by country of

the firm. The last two columns report respectively the mean value per year of VC financing

and the total VC financing over the years 2015-2020. Almost 310 000 firms are based in the

United States, by far themost represented country not only for the number of start-ups but

also for the total VC financing. On average, between the years of 2015-2020, firms based in

the United States received approximately 47 percent of global VC financing. In Europe, most

start-ups are located in Germany, United Kingdom and Netherlands. Interestingly, more than

10% of the sample are located in Brazil, Russia, India, China (People’s Republic of) and South

Africa (BRICS) and these firms have receivedmore than 30 percent of total VC funding, with a

substantial role played by start-ups from China, ranked second in terms of total VC financing.

Firms in the OECD start-up database operate in all major sectors of the economy. Figure

3.4 present the number of firms operating in each sector and the total VC (all years available)

received by sector, respectively. Most start-ups in the OECD database operate in Professional

services, which include firms working in: advertising, marketing, content and publishing, data

and analytics, design, jobs recruitment, legal, security, sales andmarketing. Not surprisingly,

warrants caution in the analysis of the patent portfolio of companies. For example, while firms at the 99th percentile
have 76 patents, the firmwith the highest number of patent has 4 696.
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Number of Patents by Application Authority and by technological class

Figure 3.3: Note:Statistics on patents filed by start-ups fromOECD countries plus 37 partners
and non-member countries. The upper panel shoes the number of patents filed respectively in
Chinese National Intellectual Property Administration (CNIPA), European Patent O�ce (EPO),
Korean Intellectual Property O�ce (KIPO), World Intellectual Property O�ce (WIPO), authori-
ties across other countries and United States Patent and Trademark O�ce (USPTO). The lower
panel shoes the number of patents by technological class, where the category NANOTECH
refers to patents related to nanotechnologies, AI to artificial intelligence, AGR agriculture,
PHARMA to pharmaceutical, ENV to environment, MEDICAL tomedical, ICT to information
and communication technologies, and OTHER includes patents not identified in any of the
previous categories.
Source: OECD calculations.
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Table 3.3: Geographic Coverage of the OECD Start-up database, by country

Start-ups VC-backed Mean VC financing Total VC financing
Australia 22 154 2 348 957 5 740
Austria 2 340 486 144 865
Belgium 6 373 726 354 2 123
Brazil 11 284 2 129 1 195 7 172
Canada 32 494 6 334 2 362 14 171
Chile 1 556 640 43 256
China* 24 688 16 400 46 154 276 921
Colombia 1 462 371 299 1 794
Costa Rica 313 42 1 8
Czech Republic 2 526 261 21 126
Denmark 6 224 883 1 037 6 223
Estonia 1 959 367 99 596
Finland 4 960 905 415 2 489
France 30 547 4 619 2 520 15 122
Germany 39 976 4 256 3 153 18 918
Greece 1 355 148 14 87
Hungary 1947 389 42 253
Iceland 429 92 58 349
India 47 807 7 487 6 795 40 771
Ireland 4 980 1 087 436 2 616
Israel 11 794 2 810 2 486 14 918
Italy 15 964 1 268 265 1 590
Japan 19 689 3 390 2 096 12 575
Korea 9 831 1 292 905 5 429
Latvia 690 186 18 107
Lithuania 1 517 212 59 354
Luxembourg 636 121 136 815
Mexico 3 036 813 293 1 758
Netherlands 32 848 1 910 762 4 572
New Zealand 6 091 308 106 635
Norway 5 028 568 213 1 275
Poland 5 421 853 111 666
Portugal 3 576 485 62 370
Russia 5 134 1 361 172 1 031
Slovak Republic 1 208 92 9 55
Slovenia 848 89 9 51
South Africa 3 667 475 131 786
Spain 17 717 2 406 679 4 073
Sweden 10 457 1 802 826 4 954
Switzerland 9 546 1 386 987 5 924
Turkey 4 569 866 215 1 287
United Kingdom 71 451 10 226 6 522 39 130
United States 308 422 68 929 78 408 470 446
Other countries 61 048 10 802 6 713 40 280
Note: Key statistics onVenture capital funding for start-ups fromOECDcountries plus 37partners
and non-member countries that have received at least VC financing. Venture capital deals include
pre-seed, seed, angel, series funding, growth funding, late stage funding. Excludes deals that do
not have information on funding amounts. Values of deals are expressed in constant 2005 USD
dollars. China stands for China (People’s Republic of)
Source: OECD Start-up database.
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Number of start-ups and VC investment by industry

Figure 3.4: The figures above include start-ups from OECD countries plus 37 partners and
non-member countries. The left panel shows the number of start-ups in the OECD start-up
database, by industry. The right panel shows the total VC financing (billions 2005 USD) by
industry. Venture capital deals include pre-seed, seed, angel, series funding, growth funding,
late stage funding. It excludes deals that have not information on funding amount.
Source: OECD calculations.

start-upsoperating in the IT and software sectors receivedmost of theVC funding. Interestingly,

although start-ups working in the health sector rank 6th in terms of number of stat-ups, they

are the ranked third in terms of VC received, suggesting that these firms receive larger funding

rounds and/or more deals. Finally, Figure 3.5 shows the changes in VC financing by industry

between the periods 2011-2015 and 2016-2021, by industry. Interestingly, VC investments

into start-ups working in real state, health, and education has almost doubled between those

periods.

3.6 Benchmarking

To assess its quality, coverage and representativeness, theOECDStart-up database is compared

with a number of external sources at the international and national level, that represent well-

established sources for start-up activity. These sources include other proprietary vendors,

aggregate data from institutional sources, and national or regional venture capital associations.
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Changes in venture capital between 2011-2015 and 2016-2021, by industry

Figure 3.5: The figure above include start-ups from OECD countries plus 37 partners and
non-member countries. Changes in total venture capital funding between period between
2011-2015 and 2016-2021, by industry. Venture capital deals include pre-seed, seed, angel,
series funding, growth funding, late stage funding. It excludes deals that have not information
on funding amount.
Source: OECD calculations.
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Comparison of VC financing, by year

Figure 3.6: The figure reports the total VC financing per year provided by the OECD Start-up
database and other data sources (PitchBook, OECD Entrepreneur Finance, Prequin). The
figure includes all countries covered by the respective sources. Venture capital deals from the
OECD Start-up database include pre-seed, seed, angel, series funding, growth funding, late
stage funding. Values of deals are expressed in 2005 USD dollars. OECD Entrepreneur Finance
includes financing only fromOECD countries, while other sources use worldwide data.
Source: OECD calculations, OECD Entrepreneurship Finance database, PitchBook and Preqin.

In order to facilitate a comparison, only the years of overlap between the di�erent sources are

considered in each of the following figures. As a starting point, Figure 3.6 compares aggregate

yearly VC investments from the OECD start-up database, PitchBook and Preqin (two other

commercial databases), and to the OECD Entrepreneurship Finance database. Although the

OECD Start-up database covers around 60% of the amounts reported by other sources for the

years 2007-2012, the coverage improves markedly from 2014 and outpaces the other sources

in 2017-2019.

Figure 3.7 compares VC investments by deal stage (early vs. late VC) between the OECD

start-up database and Preqin. Between the years 2007 and 2013, both sources have comparable

coverage, with OECD database having considerably more coverage in the years 2014 for both

early and late stage deals.

Figure 3.8 compares the data from the OECD start-up database against other sources for

firms located in the United States. The graph shows that the OECD database’s coverage is

similar to other established commercial sources that have a strong focus on the USmarket

(PwCMoneyTree Report and Pitchbook).

The OECD Start-up database has also been compared to country and regional specific
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VC financing between OECD start-up database and Prequin, by stage and year

Figure 3.7: The figure reports the total VC financing per stage and year provided by the OECD
Start-up database and Prequin. The figure includes all countries covered by the respective
sources. Early venture capital deals from the OECD Start-up database include pre-seed, seed,
angel, and series A funding. Late stage deals include: Series B-Z, growth funding, late stage
funding. Early stage deals from Preqin include: Early Stage, Early Stage: Seed, Early Stage:
Start-up. All other VC deals are labelled as later VC. Values of deals are expressed in 2005 USD
dollars.
Source: OECD calculations and Preqin.
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Comparison of VC financing in the United States, by year

Figure 3.8: The figure reports the total VC financing in the United States per year provided by
the OECD Start-up database and other data sources (PitchBook, OECD Entrepreneur Finance,
Pwc). Venture capital deals from the OECD Start-up database include pre-seed, seed, angel,
series funding, growth funding, late stage funding. Values of deals are expressed in 2005 USD
dollars.
Source: OECD calculations, OECD Entrepreneur Finance, PitchBook and Pwc.

reports. Figure 3.8 shows the amount of VC reported in the OECD Start-up database from

ventures based in Argentina, Brazil, Chile, Colombia and Mexico. These figures have been

directly compared to the statistics reported by the Latin America Venture Capital Association,

showing that the OECD Start-up database has a good coverage for these countries Figure 3.8

does a similar comparison for Israel. It compares the amount of VC available in theOECDStart-

up database to those provided by Israeli High-Tech Funding Report, edited by IVC research

center (IVC Research Center, 2020) . Until 2016, the OECD Start-up database has a good

coverage relative to the statistics in the national report, while in most recent years the gap

between the two sources widens. Finally, Figure 3.10 looks at the number of new start-ups

founded each year in Estonia comparing the figures available from theOECDStart-updatabase

to those obtained from the online platform start-up Estonia.

The benchmarcking exercise shows that, from a global persepctive, the OECD start-up

database typically has higher coverage thanmany other aggregate sources and, importantly,

the coverage has improved over most recent years. Nevertheless, the comparison of the OECD

start-up database against national sources of data has highilighted that, for some cases and

in some years, there are significant di�erences in the coverage between the OECD start-up
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Comparison of VC financing in Latin America, by year

Figure 3.9: The figure reports the total VC financing per year provided by the OECD Start-up
database and a report from the Latin America Venture Capital Association. Countries included
in the analysis are: Argentina, Brazil, Colombia, Chile, Mexico. Venture capital deals from the
OECD Start-up database include pre-seed, seed, angel, series funding, growth funding, late
stage funding. Values of deals are expressed in 2005 USD dollars.
Source: OECD calculations and Latin America Venture Capital Association.

Comparison of VC financing in Israel, by year

Figure 3.10: The figure reports the total VC financing in Israel per year provided by the OECD
Start-up database and the report Israeli High-Tech Funding Report, edited by IVC research
center. The last year from the IVC report is incomplete and only report data for the first 3
quarters of the year. Venture capital deals from the OECD Start-up database include pre-seed,
seed, angel, series funding, growth funding, late stage funding. Values of deals are expressed in
2005 USD dollars.
Source: OECD calculations and IVC research center.
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Number of start-ups in Estonia, by year of foundation

Figure 3.11: The figure shows the total number of start-ups founded each year in Estonia
available in the OECD Start-up database and from the online platform start-up Estonia.
Source: OECD calculations and Estonian Start-up database.

datbase and the national sources which will warrant further investagion.

3.7 Conclusions

Withdetailedmicro-level informationonapproximately 900000companies, theOECDstart-up

database provides an unprecedented, timely, and comprehensive source of data on innovative

start-ups and venture capital financing. It provides numerous opportunities for policy and

academic research, since it represents a unique source to track innovative firms across OECD

countries and to identify new start-ups that are developing technologies to address society’s

grand challenges, including the green transition and the digital transformation. This is particu-

larly important in the current demographic and economic setting, in which structural shifts in

the global economy have produced new challenges and opportunities for virtually all players,

stakeholders, and community members of the innovative ecosystem. Therefore, the OECD

start-up database can provide timely information that are essential for policymakers to assess

the e�ectiveness of existing policies aimed at fostering start-ups and to develop new policies

to address the emerging needs of these firms.

Notwithstanding thepromising researchopportunitiesprovidedby theOECDstart-updatabase,

there are several important limitations that must be considered when using the database for
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policy recommendations. First, while the database focuses on innovative start-ups, the un-

derlying data are built using information assembled by the data providers for commercial

purposes and not economic research or policy analysis. Therefore, the underlying sample

has not always been compiled applying a coherent framework and it may vary based on the

context, geographic focus, and purpose of the study. This calls for caution when using the

entire sample of firms available. To address this issue, previous OECDwork has used selected

criteria to define and identify innovative start-ups, including using indicators related to the

founder’s academic degree, venture capital financing, and patenting activity. Restricting the

sample following these criteria, however, can only allow for an analysis that aims at explaining

di�erences across innovative firms rather than provide evidence of what makes a firm innova-

tive.

Second, the OECD start-up database is more likely to includemore successful start-ups than

start-ups that fail. This is because the underlying data sources behind the database rely on

online presence, business records, and external financing asmain inputs for their data. As a

result, firms that do not survive or never receive funding— particularly those created before

2010—are less likely to be included in the database.

Third, depending on the question at hand, data from the OECD start-up databasemight re-

quire further processing. One example concerns themissing information about VC amounts,

which is not available in around 20-25% of deals. Another potential issue is the lack of a direct

mapping between the industries listed inCrunchbase andDealroomando�cial classifications

such as NACE, NAICS, or ISIC. This issue is present in all studies looking at innovative stat-ups,

as traditional classifications generally cannot capture the ever-changing fields of start-ups.

Fourth, while the aggregate figures on new start-ups and venture capital are, on average, con-

sistent with figures from other external sources, there are some important di�erences worth

highlighting. Crunchbase and Dealroom were founded in 2007 and 2013 respectively, and

therefore their coverage preceding those dates might not be as comprehensive as other more

established sources, as reported in section 3.6. For the same reason, start-ups that failed and

ceased operations are unlikely to have been included in the database, particularly those preced-

ing 2007. Thus, there is a risk of spurious accelerating growth of venture capital deals, calling

for caution in drawing conclusions from the examination of trends over time, especially before

2010. Finally, although the data provide a wealth of information on firms, besides patenting

data, there is little information on the financial outcomes of firms. One standard and important

indicator of early entrepreneurial success available in the database is the amount of funding
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raised, or whether it was acquired, or if it went public. Additional information, such as the

number of employees, revenues growth, and valuation, are scarce and not consistent across

countries.

Future work on the OECD database aims at focusing on two streams: better identifying in-

novative start-ups and complement the data with additional sources tomeasure innovation.

Current measures to identify innovative start-ups rely on financing or patent filings to identify

innovative start-ups, thus excluding all innovative start-ups that do not attract VC interest or

use othermethods than formal intellectual property (IP) to protect their innovations. The iden-

tification can instead rely on proprietary machine learning algorithms which seek to identify

innovative firms from administrative data or from firms’ websites or description of products,

services and activities (Kinne and Lenz (2021), Catalini et al. (2019), Guzman and Stern (2020)).

The output of this work will contribute to identify, near real-time, new technological develop-

ments across countries. At the same time, current OECDwork is looking at alternativemethods

tomeasure innovation, in order to complement the information provided by patent data and

overcome some of its limitation, such as the inherent lag between application and publication

or the fact that patents only capture part of the codified knowledge of firms. Ongoing work is

examining other forms of intellectual property protection (trademarks and designs), contribu-

tions to open access projects andmeasures of communication activity (through e.g. mobile

app downloads or Twitter followers).

Notwithstanding its limitations, theOECDstart-updatabase, alongwithother sourcesbasedon

representative statistics and/or distributedmicro-data, provides a useful framework and data

infrastructure to explore the whole life cycle of innovative start-ups from creation to scale-up

and exit, and to analyse the role of public policies to support innovative entrepreneurship.
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Appendix A

Appendix
A.1 Appendix Chapter 1 - Institutions, Development, and Patterns

of Trade

A.1.1 List of Countries and the Year of IPR Reform

OECD countries non-OECD countries

Australia, Austria, Belgium, Canada,

Chile, Czech Republic, Denmark, Finland,

France, Germany, Greece, Hungary,

Iceland, Ireland, Israel, Italy, Japan,

Lithuania, Luxembourg, Mexico, Nether-

lands, New Zealand, Norway, Poland,

Portugal, South Korea, Slovakia, Spain,

Sweden, Switzerland, Turkey, USA,

United Kingdom

Algeria, Angola, Argentina, Bolivia,

Botswana, Brazil, Bulgaria, Burundi,

Cameroon, China Colombia, Congo,

Costa Rica, Cyprus, Dominican Republic,

Ecuador, Egypt, El Salvador, Ethiopia, Fiji,

Guatemala, Honduras, India, Jamaica,

Jordan, Madagascar, Malawi, Malaysia,

Malta, Mauritius, Nepal, Nicaragua,

Pakistan, Panama, Paraguay, Peru, Rus-

sia, Rwanda, Singapore, South Africa,

Sri Lanka, Tunisia, Uganda, Ukraine,

Tanzania, Uruguay, Vietnam, Zambia,

Zimbabwe
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Table A.1.1: Robustness exercise on IP-intensity

Variable OECD NON-OECD

IP Rc ⇤ pat e nt s : 0.0129*** 0.0036
(0.0047) (0.0038)

I P Rc ⇤ t r ade mar k s : 0.0252* 0.0050
(0.0136) (0.0902)

I P Rc ⇤ II P dummy : 0.380** 0.141
(0.167) (0.114)

Country FE: Yes Yes
Industry FE: Yes Yes
The dependent variable is the natural log of exports
in industry i by country c to all other countries. In
all regressions, robust standard errors in brackets are
reported. *, ** and *** indicate significance at the 10, 5
and 1 percent level. Each row of the Table represent an
alternative estimate of ourmain interaction of interest
I P Rc ⇤ I P int . In addition, even if not reported, each
regression includes all the other variables specified in
equation (1.1).

A.1.2 Sensitivity of the IP-intensity Measures

In this section, we propose some additional checks to validate the baseline results reported in

Table 1.4.

First of all, we provide a further set of controls to address the sensitivity of ourmain variable,

IP-intensity, to the use of alternative specifications. More specifically, regarding the IP-intensity

measure, we first replicate our baseline specification including only the contribution of either

patents or trademarks. Then, more important, in the spirit of Branstetter et al. (2006), Ivus

(2010), Branstetter et al. (2011), and Delgado et al. (2013), we split the overall IP intensity in

high and low IP intensity with the use of a dummy to distinguish between industries above and

below themedian value. Table A.1.1 illustrates these results and shows that they are una�ected

when using these alternative definitions of IP intensity.

Then, in Table A.1.2 we show that the baseline results reported in Table 1.4 are robust to

alternative ways of clusteting. In particular, the results remain significant, despite with lower

statistical power, using respectively country, industry and two ways clustering at country and

industry level.
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A.1.3 Instrumental Variable using old data on IPR

We propose a further IV strategy to address the concern on reverse causality. We exploit

historical IPR protection values that are highly correlated to today’s values. Because each

country’s quality of IPR in 1960 is pre-determined and una�ected by trade flows in 2014, it

can be a candidate to isolate exogenous variation in today’s quality of IPR institutions. At the

same time, the instrument is highly related to our potentially endogenous variable, given the

persistency in the quality of institutions across countries. In particular, we regress I P Rc,1960 ·

I P inti on I P Rc,2010 · I P inti , and used the predicted values ˜I P R as main explanatory variable

for the second stage. All additional variables specified in equation 1.1 are included in the first

and second stage.1 The instrument is relevant when we look at the all sample and for OECD

countries, as highlighted by the statistics at the bottom of Table (A.1.3), which are all above the

critical values, suggesting that old IPR values are a valid instrument for developed countries.

The IV coe�cient is positive and statistically significant for the all sample andOECD countries,

providing support for the importance of IPR institution in shaping comparative advantage and

mitigating the potential positive feedback e�ect that trademight have on IPR enforcement.

1In this way we control for possible influences that IPR protection in 1960 could have had on trade values other
than through its direct e�ect on IPR protection level in 2010. In fact, a possible concern for the validity of this
instrument is that IPR quality in 1960may also a�ect comparative advantage through channels other than IPR
quality in 2010, not satisfying the exclusion restriction. For example, IPR in 1960 can be related to other country
characteristics, such as GDP, that may have a direct impact on trade flows, see Ginarte and Park (1997) and Chen
and Puttitanun (2005).
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Table A.1.3: IV Estimation

Second Stage All Sample OECD NON-OECD
˜I P R interaction: 0.00836*** 0.0241** 0.00816

(0.00297) (0.0101) (0.0214)
Skill interaction: 3.539* 12.98*** 0.412

(1.879) (4.139) (2.554)
Capital interaction: -0.300 -1.107 0.128

(0.228) (0.746) (0.405)
Nunn interaction: 0.615*** -0.522** 1.037***

(0.115) (0.228) (0.239)

Observations: 7086 2812 4274
R-squared: 0.772 0.771 0.671
Country FE: Yes Yes Yes
Industry FE: Yes Yes Yes
Year FE: Yes Yes

First stage:
I P Rc,1960 · I P inti : 0.61443*** 0.33323*** 0.1489

(0.06923) ( 0.0398 ) (0.12407)

Weak IV test:
E�ective F-statistic 80 75 1.5
The dependent variable in the second stage is the natural log of ex-
ports in industry i from country c to all other countries. The first stage
dependent variable is the interaction term between IP intensity at
industry level and IPR protection quality in 1960. Then, we use the
predicted values, ˜I P R interaction, in the second stage. The bottom
part of the table reports the coe�cient of the IV from the first stage,
together with the values of the F-test resulting from the first stage and
the endogeneity test. All explanatory variables in the second stage are
also included in the first stage, but to conserve space we only report
the first stage coe�cients for the instrumental variable. *, ** and ***
indicate significance at the 10, 5 and 1 percent level.
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A.2 Appendix Chapter 2 - Business Groups and Knowledge Flows

A.2.1 Allocation of intangible asset

We implement some robustness checks to reinforce the evidence reported in section 2.3 about

the presence of decaying patterns in the allocation of knowledge within BGs. We report graphi-

cally only some of these additional results, but regression analysis on the spirit of equation 2.1

is in line. The patterns have in some cases a higher volatility and the jumps from one layer to

the next one are less sharp, but the stylized trend is still present.

To provide evidence about how relevant are the di�erences in the allocation of knowledge

between subsidiaries looking only at variation across them, we replicate the analysis excluding

the GUO of each group to give more emphasis at the di�erence between subsidiaries because

we only look at variation across them. In figure A.2.1, the omitted category are now firms in

layer 1 and, on the horizontal axis, layers range from2 to 6. Again, the decaying pattern persists,

suggesting that firms in higher layers have systematically more intangible asset than firms in

lower layers. These coe�cients tell us that firms in layer 1 have 36%more intangible asset than

firms in layers 2, while for example firms in layer 6 have 70% less intangible asset than firms in

layer 1.

Given thehighnumber of firms that donot report any value for intangible asset, we consider

these observations as zeros rather thanmissing values. The result from figure A.2.2 shows that

the pattern is still present, despite less pronounced. In Figure A.2.3 we change the somehow

arbitrary choice of placing a cap at the maximum number of layers of a group, trying an

alterhative threshold of 8 layers, while in Figure A.2.4 we use the variable Intangible asset

directly provided by balance sheet data. Finally, in Figure A.2.5 we augment equation 2.1

controlling for employment at firm level to understand whether the observed allocation of

knowledge is related to a regularity in the organizational structure of a group or rather is

correlated to firms’ characteristics, that might otherwise drive the pattern. Qualitatively, the

overall stylized pattern is weaker but still present.
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Figure A.2.1: Intangible Assets by Hierarchical layers excluding the GUO.
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Figure A.2.2: Intangible Assets by Hierarchical layers assigning intangible asset equal to zero
whenmissing.
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Figure A.2.3: Intangible Assets by Hierarchical layers withmaximum layer equal to 8.
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Figure A.2.4: Intangible Assets by Hierarchical layers using intangible asset directly provided
by balance sheet.
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Figure A.2.5: Intangible Assets by Hierarchical layers controlling for employment at firm level.
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A.2.2 Minor Robustness Checks

We implement some minor robustness to assess the sensitivity of the results of our main

analysis to some potential threats that might bias our results. A potential concern is that

multinationals maymisreport output or innovation investment for tax purposes. To account

for this possibility, we provide estimates that omit a�liates located in known tax havens

(identified in Gravelle (2015) and used also by Bilir and Morales (2020). Since our baseline

sample is composed only of OECD countries, this specification excludes firms located in

Cyprus, Ireland, Luxembourg,Malta, Netherlands and Switzerland. The results are not a�ected

by this sample modification, neither if we simply exclude firms from these countries from the

sample neither if we also exclude these firms from the computation of knowledge stocks.

The results are not driven by specific sectors and qualitatively hold both for firms active

in services andmanufacturing industries. Similarly, the results holds both for domestic and

foreign a�liates and for EU based and US based groups.
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Finally, we assess whether the results occur only for groups structured in specific ways or

rather are more generalised. Thus, we first replicate the previous specification looking only at

firms from a specific layer. In alternative, we replicate the exercise as described in equation 2.2

but restricting each time the sample to firms belonging to BGs with a givenmaximum number

of layers. In these two exercises, the sample is very di�erent from specification to specification,

making very hard any interpretation. For our purpose, we emphasize that the results are always

consistent, in the sense that when we find a significant pattern of knowledge flow, it is always

consistent with our baseline result.

101


