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Design of low-power analog circuits for Wake-up Radio in IoT nodes

by Alessia Maria ELGANI

The Wake-Up Radio is an enabling technology for Wireless Sensor and Actuator
Networks, an important structure within the Internet-of-Things. It is a minimal re-
ceiver integrated in sensor or actuator nodes which allows a reduction in their power
consumption while also enabling asynchronous communication without latency be-
tween the gateway and sensor nodes themselves.
This Ph.D. thesis proposes three different implementations for the Analog Front-End
of a nanoWatt Wake-Up Radio for medium range applications which receives OOK-
modulated signals as input. Two of these implementations have been designed us-
ing a 90-nm BCD technology, which would allow the integration of the Wake-Up
Radio in nodes with actuation capabilities, thus requiring power devices, whereas
the third one has been designed using a 90-nm CMOS technology. The whole ac-
tivity has been performed in the framework of the STMicroelecronics - ARCES joint
lab.
The Analog Front-End of a Wake-Up Radio first extracts the envelope of the input
OOK-modulated signal through an Envelope Detector, then digitizes it through a
decision circuit. The main challenge this topic poses is the sensitivity-power trade-
off, that is a longer wake-up distance requires a higher power consumption.
All proposed implementations are clockless and leverage the second-order non-
linearities of a MOSFET in subthreshold for envelope extraction. The first imple-
mentation features a band-pass active Envelope Detector AC-coupled to a Schmitt
trigger. The input DC voltage and two threshold voltages of the trigger are gener-
ated in a temperature compensated way by a dedicated block. However, Manchester
coding is needed to avoid multiple errors in case of long sequences of equal bits.
The second implementation solves this issue by using an active Envelope Detector
with a low-pass response, which outputs a signal with the same shape as the input
envelope, DC-coupled to a standard comparator. Moreover, the reference voltage
for the comparator is generated within the Envelope Detector itself. However, an
external capacitance is needed to realize the low-pass response. The bulk voltages
of the comparator input transistors are available on the outside to set its equivalent
threshold. The operation of this implementation has been proven to be temperature
stable through simulations.



ii

In the third implementation, a passive Envelope Detector is employed to enhance
sensitivity without having to drastically increase ED current consumption. Temper-
ature compensation of the Envelope Detector and the external matching network is
performed by a block similar to a Brokaw cell with the aim of stabilizing the En-
velope Detector input resistance, thus sensitivity, with temperature. The proposed
solutions have performances aligned with the state-of-the-art.
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Chapter 1

Introduction

The Internet-of-Things (IoT) is notably the main infrastructure of the connected world
we are currently experiencing and will likely be experiencing for decades to come.
It is a network of nodes with the aim of connecting all sorts of elements, including
daily use objects, to drastically enhance their functionalities by adding cooperation
between them. The IoT infrastructure permeates basically every aspect of the life
of people, so its applications are the most varied: smart homes and cities, smart
agriculture and industry, healthcare, logistics and more.

As mentioned before, the cooperation between nodes is the key to the success
and usefulness of the IoT. This is the reason why IoT nodes are organized in sub-
networks, called Wireless Sensor and Actuator Networks (WSAN), typically com-
posed of a central node, the gateway, and several end-nodes communicating wire-
less. Therefore, nodes interact both with the environment and with each other, ulti-
mately providing services to the end user. Typically, the gateway manages all com-
munication within the WSAN, receives data from sensor and actuator nodes, issues
instructions to them and provides users access to the gathered data. Therefore, a
generic node needs to integrate several subsystems with different tasks, that is sens-
ing, elaboration, communication and actuation. This makes it an actual System-on-
Chip (SoC). One of the most suitable technologies for SoCs is BCD, which allows the
integration of bipolar, CMOS and DMOS transistors on a unique process platform.
Bipolars are typically employed for analog functions, CMOS for digital (or analog)
functions and DMOS for power functions.

In order to place nodes virtually anywhere, they are usually battery powered,
which sets a strict constraint on their power consumption. Among the many strate-
gies and technologies adopted to reduce WSAN node power consumption is the
reduction of communication activity by use of a Wake-Up Radio (WUR). As a mat-
ter of fact, most of the power consumption of a node is typically due to its wireless
transceiver, so shutting it down whenever it is not needed is a solution. The WUR
is an ultra-low-power additional receiver with which the node is equipped. It is an
always-on device with the main task of continuously monitoring the channel and
waking up the rest of the node only when a Wake-Up signal is received. Once the
tasks requested by the gateway have been fulfilled, the node goes back to sleep mode
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with just the WUR on. Ultimately, the WUR allows purely asynchronous communi-
cation while keeping node power consumption low.

Since the WUR is a minimal receiver, the simplest possible type of modulation,
On-Off Keying (OOK) modulation, is usually employed, whereas the carrier RF fre-
quency usually belongs to the ISM frequency band. In the WUR scenario, there are
two main issues: the sensitivity-power trade-off and addressing capabilities. Sen-
sitivity is directly linked to the maximum distance at which a Wake-Up event can
take place. Typically, the lower sensitivity is, the higher is the power consumption.
On the other hand, a node with addressing capabilities can discriminate whether
the Wake-Up signal is addressed to itself or to another node, thus avoiding false
Wake-Ups and providing additional power saving. It is possible to identify three
groups of WURs depending on their power consumption and corresponding sen-
sitivity range. In particular, short range WURs have wake-up distances below 1
m and are completely passive. Medium range WURs have wake-up distances in
the order of tens or hundreds of meters and a power consumption in the nanoWatt
range. Finally, long range WURs have wake-up distances above 1 km and a power
consumption in the µW range. This thesis focuses on nanoWatt WURs for medium
range applications, that is with a wake-up distance in the order of tens or hundreds
of meters.

Three prototypes have been designed and implemented over the course of this
Ph.D. research activity using a 90-nm BCD or CMOS technology in the framework
of the STMicroelectronics - ARCES joint lab. The first prototype only includes an
Analog Front-End (AFE) for use in a WUR, whereas the second and third prototypes
also include a Baseband Logic (BBL), developed by another Ph.D. student.

This thesis is organized as follows:

• Chapter 2 provides more insight on WSANs and explains why the WUR is a
useful tool for the reduction of node power consumption.

• Chapter 3 details the structure of a WUR, its AFE in particular. Then the main
Figures of Merit which can be employed to make comparisons between dif-
ferent architectures are presented. Other solutions proposed in literature are
presented as well. A thorough discussion of the main aspects of an AFE for a
WUR follows. Among the discussed aspects is the demodulation mechanism
based on the second-order non-linearities solicited in subthreshold. As a mat-
ter of a fact, operation in subthreshold is required since target applications are
ultra-low-power. At the end of the chapter, all three integrated prototypes are
introduced.

• Chapter 4 introduces the basic active Envelope Detector (ED) architecture and
thoroughly discusses its band-pass (BP) and low-pass (LP) implementations
with their advantages and drawbacks. Then it details the first and the sec-
ond WUR prototypes, which feature an active ED, including the measurement
phase. The first prototype implements a band-pass active ED AC-coupled to
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a Schmitt trigger, whose input DC voltage and two thresholds are generated
by a dedicated biasing block. The main drawbacks of this implementation are
the need for Manchester coding and the complexity and current consumption
of the biasing block. The second prototype implements an active low-pass ED
DC-coupled to a standard comparator. As an advantage, it does not require the
use of the Manchester coding and has a much simpler biasing block. However,
it necessitates an external capacitance.

• Chapter 5 presents the features, advantages and drawbacks of passive EDs.
Then it details the third WUR prototype, which implements a passive ED in
order to improve sensitivity with respect to the previous versions without a
drastic current consumption increase. Moreover, an original temperature com-
pensation technique is implemented in this prototype to stabilize sensitivity
with temperature.

• Chapter 6 presents the conclusions.

• Appendix A defines a new Figure of Merit for the AFE of a medium range
WUR with the aim of performing fairer comparisons.
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Chapter 2

Motivation

Some of the material reported in this chapter is reused from [1] and [2] (©2018, 2020 IEEE),
in agreement with IEEE copyright policy on theses and dissertations.

As mentioned in the Introduction, WSANs, the structure enabling cooperation
between nodes within the IoT, are typically constituted of a gateway and several
sensor and actuator nodes, ultimately providing services to the end user, performing
distributed sensing and automatic interactions with the environment. All commu-
nication within the network happens through the wireless medium and is managed
by the gateway. For practical reasons, nodes are typically battery-powered. Limited
battery lifetime currently poses a big challenge to researchers as it affects network
costs both directly through battery costs and indirectly through maintenance costs.
Therefore, it is prime to find effective strategies to minimize the power consumption
of nodes, thus increase node battery lifetime and ultimately reduce network costs.

2.1 Current solutions to energy constraints in IoT nodes

Both hardware and software solutions have been proposed in recent years. As men-
tioned in the Introduction, IoT nodes are actual SoCs, including sections performing
sensing, actuation, data elaboration and communication with the other nodes. A
power management section may be needed as well in case the node also performs
the harvesting of energy from the environment. Such a situation does not change
the fact that the transceiver is typically the most power-hungry section of the whole
node. This prompted researchers to find ways to shut down the node transceiver
whenever its operation is not needed.

A well-known power reduction approach, called Duty Cycling (DC), consists in
periodically turning the node off, especially its main radio and its microcontroller,
(“sleep mode”) and back on (“transmitting mode”) according to a fixed or variable
time schedule [3]. Some of this activity is required in order to keep network synchro-
nization. This method aims at reducing the idle-listening power consumption when
the radio is only listening to the medium without the need to transmit any data. It is
very effective for power consumption reduction but it introduces significant latency
in communication. As a matter of fact, communication can only be synchronous,
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whereas an event-driven approach cannot be adopted. Moreover, it does not com-
pletely eliminate the idle-listening consumption as the radio is periodically switched
on even when there is no need for communication [3].

The WUR is a valid alternative to DC, as it enables asynchronous communication
and reduces overall power consumption without introducing significant latency [4]
[5]. WURs are always-on devices with the main task of continuously monitoring the
channel and waking up the rest of the node only when a Wake-Up signal is received.
As a matter of fact, the activity required for network synchronization is not needed
and idle-listening power consumption is completely saved. Therefore, WURs are
particularly suitable for event-driven applications.

2.2 Wake-Up Radio

As just mentioned, the purpose of a WUR is to monitor the channel instead of the
main node transceiver and wake the rest of the node up whenever a Wake-Up signal
is received. This is beneficial in terms of the overall power consumption of the node
because the WUR is a minimal receiver, which trades performance, often in terms of
bandwidth, for a much lower consumption than that of the main transceiver.

2.2.1 Wake-Up Radio operation

Its operation is presented in the following.

• A general node equipped with a WUR is normally in sleep mode. This implies
the WUR is the only portion of the node which is on, as shown in Figure 2.1. As
a result, the overall node power consumption corresponds to the consumption
of the WUR itself.

• Whenever the WUR receives a Wake-Up message, it outputs an impulse, which
acts as an interrupt for the rest of the node and wakes it up. Figure 2.2 shows
this wake-up mode.

• The node is then pushed to its main mode of operation and can fulfil the re-
quests sent by the gateway. As Figure 2.3 suggests, the overall power con-
sumption of the node in this mode corresponds to that of the main radio and
the microcontroller, since the power consumption of the WUR is largely negli-
gible.

• Once the tasks requested by the gateway have been completed, the node goes
back to sleep mode, as shown in Figure 2.4. Again, the overall power con-
sumption corresponds to that of the WUR.

Therefore, the working principle of the WUR allows the power consumption of
the main radio to be replaced by that of the WUR, which is much lower, for most of
the time. This gives nodes mounting a WUR a large advantage in terms of energy
consumption over those performing asynchronous communication without a WUR.
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Figure 2.1: A WSAN node equipped with a WUR in sleep mode.

Figure 2.2: A Wake-Up message is received by a WSAN node
equipped with a WUR.
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Figure 2.3: A WSAN node equipped with a WUR in its main mode of
operation.

Figure 2.4: A WSAN node equipped with a WUR back to sleep mode
after the tasks requested by the gateway have been completed.
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Figure 2.5: A WSAN composed of a gateway and several sensor and
actuator nodes, some of which are within the maximum wake-up dis-
tance and can thus be activated by the gateway through a wake-up

message.

2.2.2 Wake-Up Radio scenario

OOK modulation

Two aspects contributing to the efficiency and convenience of WURs are the choices
of OOK modulation and carrier frequencies in the ISM band. Since power mini-
mization is one of the main targets when designing WURs, the simplest possible
modulation, OOK modulation [6], is usually employed. Moreover, the carrier fre-
quency for the OOK-modulated signal is usually chosen within the ISM band, such
as 433 MHz or 868 MHz, as this frequency band is free for use in IoT applications.

Wake-up distance ranges

As long as WURs are concerned, two important parameters are sensitivity and ad-
dressing capabilities.
Let’s consider a generic WSAN, shown in Figure 2.5. The sensitivity of the WUR of
each sensor or actuator node is defined as the minimum input amplitude or power
which can be correctly received by the WUR. This directly determines the maximum
distance between the gateway and the sensor node at which a Wake-Up operation
can occur, D in Figure 2.5. Any node placed further from the gateway than distance
D cannot be activated by the gateway itself through a Wake-Up message. As will
be clearer in the following, there is a direct trade-off between sensitivity and power
consumption, that is the higher is the power consumption the lower the sensitivity



10 Chapter 2. Motivation

and the higher the wake-up distance. Actually, WURs usually belong to one of three
categories according to their power consumption and maximum wake-up distance:

• short range WURs: their wake-up distance is below 1 m and they are completely
passive.

• medium range WURs: their wake-up distance is in the order of tens or hundreds
of meters and their power consumption in the nanoWatt range.

• long range WURs: their wake-up distance is above 1 km and their power con-
sumption is in the µW range.

Addressing

Addressing is another key aspect for WURs. A node with addressing capabilities can
detect whether a Wake-Up message is directed to itself or to another node within
the network. If a network was composed of nodes with no addressing capabili-
ties, a Wake-Up message directed to any of them would cause all nodes within the
maximum wake-up distance to be activated. With reference to Figure 2.5, all nodes
circled in red would wake up as a result. This would be very inconvenient, making
addressing capabilities prime.
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Chapter 3

Analog Front-End for a medium
range Wake-Up Radio

Some of the material reported in this chapter is reused from [1] and [2] (©2018, 2020 IEEE),
in agreement with IEEE copyright policy on theses and dissertations.

This chapter shows the structure of a generic WUR, divided into AFE and BBL,
and presents the specific structure of the AFE within a WUR targeting medium range
applications, as defined in Section 2.2.2. Previous literature is then discussed, both
regarding discrete component and integrated architectures, starting from the Figures
of Merit (FoM) used to assess their performance. Finally, the three prototypes we
designed are presented.

3.1 Structure of a medium range WUR AFE

A generic WUR is usually composed of two subsystems: the AFE and the BBL. The
AFE has the purpose of turning the input OOK-modulated signal into a stream of
bits, whereas the BBL compares the received sequence to the actual address of the
specific node, previously stored. In the event of a received sequence matching the
address, the BBL generates a Wake-Up impulse. Therefore, it is the BBL which im-
plements the addressing capabilities of the WUR.

The categories mentioned in Section 2.2.2 are becoming more and more blurry.
Yet, the choice of what wake-up distance range to design for is critical for the struc-
ture of the WUR itself. For instance, an amplification of the incoming signal at Radio
Frequency (RF), i.e. by the use of a Low Noise Amplifier (LNA) tuned to the carrier
RF frequency, which is typical in receivers, entails a higher power consumption but
makes long wake-up distances possible. Therefore, it is recommended if the target
is the design of a long range WUR. On the other hand, simpler demodulation meth-
ods, such as by the use of EDs, are usually adopted when targeting medium ranges
[7]. Moreover, circuits most likely need to be designed in subthreshold to comply
with nanoWatt power requirements. This is also useful for demodulation, which
usually leverages the second-order non-linearities in the current of a MOSFET in
subthreshold. The scope of this thesis is exclusively medium range WURs, leading
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Figure 3.1: Architecture of a generic medium range WUR, with focus
on the AFE.

to the absence of an LNA in favor of EDs operating in subthreshold, as will be fur-
ther discussed later.
Figure 3.1 shows the main building blocks of a medium range WUR, with focus on
the AFE. First, though not strictly included in the WUR, an external matching net-
work is usually employed with the aim of matching the input impedance of the chip
to the impedance of the antenna. As a beneficial side effect, the incoming OOK-
modulated signal is also amplified. Then, as just mentioned, an LNA providing
further amplification to the RF signal before demodulation is not present. The sub-
sequent block, strictly necessary for the operation of the WUR, is a rectifier, an ED,
which extracts the envelope of the incoming OOK-modulated signal. It is followed
by a block performing amplification at baseband. Finally, a decision circuit digitizes
the extracted envelope, i.e. turns it into a stream of bits. This represents the output
of the AFE, which is then fed to the BBL.

3.2 Figures of Merit

The performances of a WUR can be assessed making use of FoMs. Obviously, the
BBL may also contribute to the performances of a WUR by increasing the tolerance
to errors on single bits, thus allowing a sensitivity improvement. Even though the
scope of this thesis only includes the AFE, results taking into account the contribu-
tion of the BBL will also be included.
The performances of a WUR are defined by a few parameters:

• sensitivity, i.e. the minimum input power which is correctly detected by the
WUR,

• bitrate, i.e. the number of symbols which can be received in a unit time,

• DC power consumption.
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FoMs are a useful tool to assess and compare the performances of different WUR
architectures taking these parameters into account. An additional parameter may
be die area, but it usually does not appear in FoMs as it is not related to circuit
operation.
The most widely used FoM was defined in [8]:

FoM1(dB) = −PSEN(dBm) + 5 log BW − 10 log
Pdc

1mW
(3.1)

where PSEN(dBm) is the sensitivity in dBm, BW is the bitrate and Pdc is the overall
DC power consumption and assuming demodulation to occur through a non-linear
process by the use of an ED. If demodulation was performed through a linear oper-
ation, that is with a mixer, 10 log BW would appear instead of 5 log BW. Additional
details are provided in Section 4.2. As mentioned in Section 3.1, demodulation is
usually performed leveraging second-order non-linearities, and is thus a non-linear
process, when dealing with medium range applications, leading to the use of Equa-
tion 3.1. Though defined for EDs, this FoM is commonly used to assess the perfor-
mances of the whole AFE under consideration.
Actually, FoM1 may not be considered a completely fair FoM since it is not an in-
variant for a given ED architecture, which makes it not entirely suitable to compare
the performances of different architectures, as shown in Appendix A. Moreover, it
indirectly takes into account the supply voltage by considering the power consump-
tion, which gives architectures with low supply voltages an advantage. This is the
reason why another FoM was defined in [2] as follows:

FoM2(dB) = −PSEN(dBm) + 5 log BW − 5 log Ibias (3.2)

Again, more details are provided in Appendix A.

3.3 Previous literature dealing with the WUR AFE

Due to the interest in WUR and asynchronous protocols, several WUR hardware de-
signs have recently been presented both using discrete components and integrated
solutions. They will be detailed in the following.

3.3.1 Discrete component architecture

The current state-of-the-art discrete component WUR architecture, shown in Figure
3.2, is the one presented in [6] and [1]. Its AFE receives OOK-modulated 16-bit mes-
sages and is preceded by a matching network composed of a commercial lumped
inductance and capacitance (C = 7 pF, L = 22 nH). Rectification, i.e. envelope extrac-
tion, is passive and performed by a voltage doubler composed of Schottky diodes.
The threshold voltage for the subsequent comparator is set by low-pass filtering the
envelope itself to extract its average. Finally, the only active section of the circuit is
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Figure 3.2: State-of-the-art discrete component WUR [6].

the comparator, chosen among three different commercial discrete components.
The threshold generation process is effective because it provides a threshold which
adapts to the input signal amplitude but it is functional only if no long sequences
of equal bits are received, i.e. a long sequence of “ones” would push the threshold
dangerously close to the input amplitude whereas a long sequence of “zeros” would
push it towards ground. As described in Section 4.6.2, a similar effect occurs in the
second proposed prototype, leading to the presence of a maximum packet length.
Another important drawback in the threshold generation process of the architecture
from [6] is the fact that the values of the R and C performing passive filtering are
heavily dependent on the operating bitrate.
As for sensitivity, the offset of the comparator is actually one of its two main lim-
iting factors, to the point that in the event of using a comparator with the wrong
offset polarity the system cannot work, also posing a yield issue. The other impor-
tant limiting factor for sensitivity is comparator noise. Both can lead to errors in
the comparison, especially when the adaptive threshold gets close to ground or the
input amplitude. This system achieves a -55-dBm sensitivity with a 1.2-µW power
consumption, corresponding to a 99.2-dB FoM.

3.3.2 Integrated architectures

This section focuses on the main integrated solutions that have been presented re-
cently in literature, with which the prototypes presented in this thesis can be put
in direct comparison. Different aspects will be highlighted, both on the block level
and on the circuit level. Tables 3.1 and 3.2 summarize the performances of such
solutions in chronological order, also including the results of the experimental char-
acterization of the first two proposed prototypes along with the simulated results of
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the third one for easier comparison. This is an anticipation of the results achieved
by all three proposed prototypes, which will be further discussed in Sections 4.5 and
4.8 and in Chapter 5.
As Tables 3.1 and 3.2 show, it is possible to define sensitivity in different ways. In
particular, when the BBL is not present, i.e. no correlation between the incoming
bitstream and the node address occurs, sensitivity can only be defined through the
Bit Error Rate (BER), that is the percentage of wrong bits the AFE outputs over the
total number of bits the AFE receives.
When a BBL is present and correlation occurs, sensitivity can be defined through the
Missed Detection Rate (MDR), i.e. the percentage of missed Wake-Up impulses over
the total number of packets corresponding to the node address the WUR receives. In
this case, it is possible to tolerate errors in the received packet and still have the BBL
recognize the packet as correct.
Alternatively, sensitivity may also be defined through the Packet Error Rate (PER),
i.e. the percentage of correct packets the WUR recognizes over the total number of
packets, whether corresponding to the node address or not. Finally, another metric
which can be evaluated once a BBL is present is the False Alarm Rate (FAR), which
corresponds to the number of Wake-Up impulses caused by noise occurring in a
preset time interval.

Clocked and clockless architectures

Most integrated architectures known from literature [8], [10]-[14], [16], [18]-[20] in-
clude an oscillator which is constantly on, as shown in Figure 3.3. The clock is essen-
tial in the BBL for data extraction, but it has strong implications on the design of the
AFE as well. As a matter of fact, it may be beneficial for the AFE, where it allows the
use of latched comparators or the processing of signals in the discrete-time charge
domain, which would not be feasible otherwise. Indeed, latched comparators are
typically faster than conventional ones under equal conditions in terms of current
thanks to positive feedback and also allow the implementation of offset cancellation
techniques [21]. However, the clock consumes power, even if calibrated low-power
RC oscillator designs are adopted.
Conversely, in clockless architectures, shown in Figure 3.4, the oscillator is turned
on only upon reception of the first bit of an incoming message and turned off once
the whole message has been received, as recently proposed also in [15]. The circuit
operates in two phases. During the first phase, the AFE is the only active section.
When recognition of the first bit of the message takes place, which occurs at the first
transition of the AFE output signal, the second phase starts: the oscillator and the
BBL are turned on and the incoming bitstream is compared with the stored address.
If the transition causing the second phase to start is spurious (solely due to noise),
the oscillator and the BBL turn back off after a predefined time interval, pushing the
circuit back into the first phase.
Adopting the clockless approach is beneficial in terms of power. As a matter of fact,
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Figure 3.3: Generic structure of a clocked WUR. Picture reused from
[2].

Figure 3.4: Generic structure of a clockless WUR. Picture reused from
[2].
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the average power consumption for clocked architectures corresponds to the sum of
the consumption of the different blocks. On the other hand, for clockless architec-
tures, the average power consumption can be calculated as [15]:

Pavg =
P1t1 + P2t2

t1 + t2
, (3.3)

where P1, t1, P2, t2 are the power and the ON time of the two phases. This implies

that if the specific application is characterized by long idle periods, i.e.
t2

t1
≪ 1, in

a clockless AFE architecture Pavg ∼ P1. This means the power consumption of the
AFE strongly dominates the overall power consumption, whereas the BBL does not
count in terms of power, but its functionalities are available nonetheless.

Demodulation mechanism based on second-order non-linearities

As mentioned in Section 3.1, in medium range WURs demodulation cannot be car-
ried out by using conventional receiver architectures, characterized by mixers, due
to power constraints. Due to the same constraints, circuits must be biased with
nanoAmps, thus operating in subthreshold. Therefore, most architectures exploit the
non-linearities generated in a MOSFET in subthreshold [8] - [20]. The basic working
principle is presented in the following. Let’s consider the basic circuit in Figure 3.5
as an example, where Ibias is such that the MOSFET is operating in the subthreshold
region. The input signal is OOK-modulated:

vRF (t) = vM (t) cos (ωt) (3.4)

Since the MOSFET is in subthreshold, its drain current is an exponential function of
the input voltage:

I = Ibias e−
vRF
nVT . (3.5)

where n is the subthreshold ideality factor and VT is the thermal voltage. The ex-
ponential can be written as a Taylor series and truncating at the second order has
proven enough to accurately describe the behavior of the circuit with simple math.
This yields

I ≈ Ibias

[
1 − vRF

nVT
+

1
2

(
vRF

nVT

)2
]

. (3.6)

Substituting Equation 3.4 in Equation 3.6 and assuming the RF components, i.e.
components at the carrier frequency and twice the carrier frequency, to be way out-
of-band and get filtered out immediately, the expression of the drain current only
includes the low frequency components of Equation 3.6:

I = Ibias

[
1 +

v2
M (t)

4n2V2
T

]
= Ibias + ∆I (t) , (3.7)
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Figure 3.5: Simplified schematic to illustrate the demodulation mech-
anism based on the second-order non-linearities which characterize

subthreshold currents, usually employed in medium range WURs.

where ∆I is an envelope dependent part and can be equivalently attributed to an
effective low frequency input voltage source vIN (t) replacing vRF (t)):

vIN (t) ≡ ∆I (t)
gm

=
v2

M (t)
4nVT

. (3.8)

where the transconductance of the MOSFET in subthreshold gm = Ibias/4nVT has
been used.

In this example a common-gate circuit was employed, but it works exactly the
same if the input signal is applied to the gate, leaving the circuit in a common source
configuration. Also, it works for MOSFETs biased at no static current other than
their leakage.

Sensitivity-bitrate trade-off

As already explained, most medium range architectures feature no amplification at
RF, that is a power consuming LNA is not present and the first stage within the IC is
the ED. Since the matching network is passive, it generates virtually no noise. There-
fore, most of the noise affecting the AFE output signal is due to the ED, unless the
ED provides very little gain to the rectified signal. This situation is usually avoided
because it would pose stringent constraints on the following stages, i.e. the decision
circuit.
Therefore, WUR sensitivity is ultimately limited by the noise which the ED adds to
the signal. The bandwidth of the ED is the frequency range over which ED noise
power spectral density gets integrated to determine the integrated noise it adds to
the signal:

v2
RMS,out =

∫ BW

0

4kBTγ

gm
d f =

4kBTγ

gm
BW. (3.9)
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Equation 3.9 holds assuming all noise in the ED to be white, which is usually not
completely true but a useful approximation.

This poses a direct trade-off between sensitivity and the bandwidth of the ED
itself, which also determines the maximum bitrate at which the system can operate.
As a matter of fact, many solutions proposed in literature have extremely low bi-
trates, lower than 0.5 kbit/s and at times even lower than 0.1 kbit/s, in order to have
very low integrated noise added to the signal by the ED [8], [13], [14], [16], [17]. Of
course, a low bitrate results in a long latency, at times even in the order of 500 ms
[18], which is not acceptable for all applications. Sometimes, the reduction of the
code length is taken as a countermeasure [14], [16], [17] but latency may still be an
issue if bitrates below 1 kbit/s are employed.

Active and passive EDs

As explained in Section 3.1, the demodulation mechanism of an incoming OOK-
modulated signal leverages the second-order non-linearities of MOSFETs in sub-
threshold. They can either be biased at very low currents, such as nanoAmpères, or
biased with no static current at all. This happens in active and passive EDs, respec-
tively.
Both approaches have recently been widely used. For instance, [10], [11], [14]-[17],
[19], [20] employ passive EDs. They are typically Dickson charge pumps composed
of diode-connected MOSFETs and capacitances, like the one shown in Figure 3.6.
The main advantage given by such a choice is the inherent absence of flicker noise,
which, unlike the channel thermal noise, is related to the transconductance of the
MOSFET used for demodulation. No static current entails virtually a null transcon-
ductance, leaving the ED noise power spectral density with zero flicker noise.

Dickson charge pumps have also appeared in literature in the pseudo-balun con-
figuration, shown in Figure 3.7. This allows the conversion gain of the ED to be
multiplied by two, as the output signal becomes differential, without any additional
power consumption [18]. However, this ED is followed by a fully-differential base-
band amplifier, thus requiring a common-mode feedback loop.
Yet, passive EDs typically have two major drawbacks. As will be shown in more
detail in Chapter 5, they may cause a significant propagation delay. This is related to
the fact that the ED output signal amplitude is directly proportional to the number
of diode stages, which makes it common to use several tens of stages in order to
maximize the output signal amplitude. In turn, this increases the propagation delay
and directly limits the achievable ED bandwidth, thus the bitrate. Actually, in [20]
this issue has been circumvented by using two Dickson charge pumps in parallel
instead of one with an equivalent number of stages to speed up the operation of the
ED. The output signals of the chains in parallel are then fed to a charge summation
and amplification circuit operating in the discrete-time domain, ultimately saving
even more static power by leveraging the clocked nature of the system.
The second major drawback of passive EDs is related to capacitances CC and CL in
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Figure 3.6: A Dickson charge pump, a typical passive ED [14].

Figure 3.7: A pseudo-balun Dickson charge pump [18].

Figure 3.6. Their value is strictly related to the input RF frequency, since they act
as coupling capacitors and RF filtering capacitors, respectively. This means the op-
eration of the ED itself is dependent on the input RF frequency. The consequences
include the fact that simulations during the design phase must be carried out using
the exact RF frequency for which the design is being performed, resulting in long
and difficult simulations, and the RF frequency may not be changed easily once the
design is finished. Even more importantly, the second drawback is a much higher
ED input capacitance, caused by the fact that capacitances CC directly load the input.
This may cause a dramatic drop in the gain of the matching network, which sees the
ED as a load as well.
On the other hand, active EDs are biased at a non-zero current, which makes it pos-
sible to perform both demodulation and amplification of the extracted envelope in a
single block, as will be shown in Chapter 4. Their main disadvantage is indeed that
of consuming static power, which in turn causes them to inherently have flicker
noise, unless countermeasures are taken. As an advantage, they typically allow
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Figure 3.8: An example of active ED [8].

higher bitrates and have superior flexibility. For instance it may be possible to make
their bitrate programmable by changing their bias current. Still, the relationship be-
tween sensitivity and current is quite unfavorable, i.e. sensitivity can be improved
by increasing bias current by it takes a lot of current. This idea is explained in Section
4.2. An example of active ED is shown in Figure 3.8. Moreover, simulations can be
carried out using any RF frequency, as long as it is high enough for non-linearities
to be solicited. As a result, simulations may be much faster and lighter than those
for designing passive EDs. Finally, the input capacitance of a passive ED only cor-
responds to a gate or a drain capacitance, depending on which terminal the input
signal is applied to, which typically results in a higher matching gain.

Decision circuits

As for decision circuits, latched comparators are the most common choice within
clocked solutions [8], [10]-[14], [16]-[18]. As mentioned in Section 3.3.2, the presence
of an always-on clock often makes latched comparators the preferred choice for their
higher speed and absence of static power consumption. Some solutions even em-
ploy Successive Approximation Register Analog-to-Digital Converters [19], [20] or
a complex structure composed of a couple of oscillating Voltage-Controlled Delay
Lines, one of which acts as a reference, to realize a voltage-to-time conversion and
compare two phases instead of two voltages and ultimately perform time-encoded
integration [14].
Clocked systems often implement offset control as well. For instance, [14] uses a
Delay-Locked Loop to set the phase difference to zero when no input signal is ap-
plied. Also, [16] implements an automatic offset control algorithm, which not only
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corrects mismatches in the circuit but also compensates for environmental noise. It
is based on the detection of RF "ones" followed by "zeros", which suggests the pres-
ence of noise, and results in an increase in the comparator threshold. It acts on the
preamplifier of the comparator by removing or adding MOSFETs in parallel to each
of the preamplifier branches. A similar approach is also adopted in [10]. Actually,
different solutions adopt the same approach but externally by hand [8], [9], [13]. Fi-
nally, [18] even exploits its clocked nature to implement an auto-zeroing amplifier
before the comparator.

Robustness

Robustness against Process, Voltage and Temperture (PVT) variations is often con-
sidered when designing the AFE of a WUR. As a matter of fact, circuits may be
dealing with extremely low signal amplitudes and even small errors in the setting
of DC operating points may lead to significant gain loss. This would ultimately de-
grade sensitivity. Additional branches mentioned in Section 3.3.2 and used for offset
control may also be employed to compensate for PVT variations. Some solutions
also feature dedicated circuits or techniques to automatically compensate for tem-
perature change. For instance, [18] uses a Complementary To Absolute Temperature
(CTAT) voltage reference, whose DC output voltage is then amplified and inverted,
to ultimately bias the bulk of the diode-connected MOSFETs in its passive ED. This
way, the output impedance of the ED, linked to the threshold voltage of the diodes,
can be kept roughly constant and the ED bandwidth remains constant as well.

Interference rejection

Interference rejection is an issue when dealing with all WURs. Indeed, medium
range WURs may be particularly subject to desensitization due to the reception of
interferences because of the lack of selectivity of the IC itself. As a matter of fact, the
matching network is the only element which filters unwanted frequencies.
This is not always the case though. An example of an effective interference rejection
mechanism is [19], which is based on the fact that the intermodulation of two OOK-
modulated signals offset by ∆ f produces energy at an intermediate frequency ∆ f ,
which can be isolated through a band-pass (BP) filter. Instead, both tones along with
the interferer get filtered out. This idea is shown in Figure 3.9. Still, this solution
requires precisely two-tone OOK signalling, which is a more complicated signalling
method than the common 1-tone OOK modulation.

Other examples of interference rejection approaches in WURs include the analog
correlator, instead of the typical digital one in [17] and the automatic control of the
comparator threshold in [10] and [16] presented in Section 3.3.2, which may increase
the threshold of the comparator in the presence of an interferer, trading sensitivity
for interference rejection.
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Figure 3.9: Advantage of two-tone RF OOK for interference rejection
[19].

Technologies

Choosing the suitable technology may significantly help reach design targets when
dealing with WURs. For instance, the use of less scaled technological nodes, such
as the 180 or 130 nm one, typically allows a reduction in leakage currents thanks to
thicker gate oxide layers [8]-[10], [12], [13]. On the other hand, more scaled techno-
logical nodes, such as the 65 nm one, make the reduction of die area possible [15],
[20]. Some solutions take advantage of both aspects by choosing a more scaled tech-
nological node with a low-power (LP) option [11], [14], [17], [19]. These solutions
usually include circuits biased with currents as low as a few picoAmpères. Another
solution even uses two different technologies to optimize separately the RF part,
which includes the ED and baseband amplifier, for low ED input parasitics and the
baseband part, including the comparator and the BBL, for leakage minimization [18].

Matching networks

The matching network is an essential part of a WUR. Its main purpose is to match
the output impedance of the antenna to the input impedance of the chip. This avoids
reflections of the incoming signal at the input of the chip itself, which would obvi-
ously cause loss of signal and sensitivity degradation. Moreover, it provides gain
without consuming any power, which is particularly important when active EDs are
used. Finally, if no dedicated circuits are present, it is also the only portion filtering
out interferences.
Unfortunately, typically the higher is the carrier frequency, the lower is the maxi-
mum achievable gain, unless special countermeasures are taken and careful match-
ing network-ED codesign is carried out [18]. Most solutions employing sub-GHz
carrier frequencies use lumped component matching networks, composed of off-
chip inductors and capacitors [9]-[12], [14]-[17], [20]. Typically, the higher is the
carrier frequency, the smaller the inductances and capacitances needed, also leading
to smaller area occupation. Still, some solutions with sub-GHz carrier frequencies
use customized transformers for higher gain [8], [13].
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Figure 3.10: Specifications for the Ph.D. activity presented in this the-
sis.

3.4 Proposed architectures

The target of the Ph.D. research activity presented in this thesis was to design and
implement the AFE of an integrated WUR with the following features:

• OOK-modulated input signals

• carrier RF frequency in the Sub-GHz ISM band

• medium range WUR, i.e. suitable for IoT applications with a wake-up distance
within 100 meters

• nanoWatt power consumption

• 90-nm STMicroelectronics technology

As an additional specification, a 1-kbit/s bitrate was chosen. Finally, two of the
protoypes were implemented using a BCD technology to make integration in a node
with actuation capabilities possible. Instead, the third prototype was implemented
in a CMOS technology.
The design of the proposed prototypes presented in this thesis followed a detailed
study of the discrete component architecture presented in Figure 3.2 and ultimately
aimed at addressing its yield and flexibility issues and improving its sensitivity and
power consumption.
Since all prototypes have a power consumption in the order of nWs, all circuits op-
erate in subthreshold, which also allowed the rectification process to leverage the
second-order non-linearities of a subthreshold current. The clockless approach was
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chosen to avoid dealing with an always-on power consuming clock and another
Ph.D. student took care of the study and design of the BBL. As for the ED, both
the active and passive approaches were explored. In particular, the active one is
expected to be more robust thanks to the self-biasing of the circuit, whereas the pas-
sive one is expected to yield a better sensitivity. Due to the clockless nature of the
design, a latched comparator was not feasible. PVT variations were considered dur-
ing the design and lead to the implementation of blocks or techniques dedicated
to reducing performance degradation. Instead, no particular interference rejection
techniques were implemented. The matching network remained the only portion
introducing selectivity.

Three prototypes have been designed and implemented:

• The first prototype, taped out and measured in 2018 and 2019, only includes
the AFE. Its supply voltage is 1.2 V. Its ED and baseband amplifier are imple-
mented as a single active block, which has a BP response. The decision circuit
is a Schmitt trigger. A dedicated block generates a temperature independent
DC input voltage for the Schmitt trigger and its two thresholds. This proto-
type requires the use of the Manchester coding to avoid multiple errors but the
capacitance in the ED is integrated. This prototype is presented in [2] and [1]
and its ED has been filed as a patent [22]. More details are provided in Chapter
4.

• The second prototype, taped out in 2019 and measured in 2020, includes both the
AFE and the BBL. Its supply voltage is 0.6 V. Its ED and baseband amplifier are
implemented as a single active block, which has a low-pass (LP) response. The
decision circuit is a conventional comparator. Its effective threshold is set by
forcing the bulk voltages of the two transistors in its input pair. This prototype
does not require the use of the Manchester coding but the capacitance in the
ED is way too big to be integrated. This prototype is presented in [23] and [24].
More details are provided in Chapter 4.

• The third prototype, taped out in 2021, includes both the AFE and the BBL as
well. Its supply voltage is 0.6 V. Its ED and baseband amplifier are imple-
mented as two separate blocks and are differential. The ED is passive and
includes an additional circuit to keep sensitivity constant with temperature.
The decision circuit is a conventional comparator. Its effective threshold is de-
termined by filtering the output of the amplifier through an RC and an offset
cancellation circuit. Moreover, it does not require off-chip components and its
sensitivity is expected to improve with respect to the previous prototypes. This
prototype is currently under fabrication. More details are provided in Chapter
5
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Figure 3.11: BCD technology [25].

3.4.1 Smart power technology

As mentioned in Chapter 1, a generic IoT node is usually composed of different sub-
systems, each performing a precise task, which makes it an actual SoC. Namely, the
sensing subsystem gathers data about the external world, whereas the elaboration
subsystem processes the data coming from the sensor. The node is also equipped
with a communication subsystem able to connect to other nodes, with which to
share its data and receive instructions. Finally, it includes an actuator to modify
the external world in a useful way. A power management section may be present as
well. Examples of sensors are those measuring environmental parameters such as
temperature and moisture and chemical parameters such as the concentration of a
gas. Examples of actuators are a valve to open or close or a motor to turn on or off.
Smart power technology, namely BCD, is especially convenient for SoCs [26] since it
allows the integration of bipolar, CMOS and DMOS devices in one process platform,
as shown in Figure 3.11. This in turn allows the whole node to be integrated on a
single die. In particular, bipolars may be used for analog functions, especially preci-
sion ones, CMOS for digital and possibly also analog functions and DMOS for power
functions [27], typically found in the actuation and possibly power management sec-
tions. This approach produces desirable improvements in terms of area, complexity
and reliability at the cost of a non-optimized CMOS section in terms of scaling and a
low number of metal layers available for routing. However, the features of a CMOS
subsystem implemented in a BCD technology are currently suitable to efficiently in-
tegrate digital circuits using finite state machines as a computational base model.
Since digital circuits of such a low complexity are the only ones required in such a
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SoC, BCD is ultimately the ideal technology for sensor and actuator IoT nodes. This
is the reason why two of the WUR prototypes described in this thesis have been im-
plemented in a 90-nm STMicroelectronics BCD technology, available thanks to the
collaboration in the framework of the STMicroelectronics - ARCES joint lab.
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Chapter 4

Active Envelope Detector
Implementations

Some of the material reported in this chapter is reused from [1], [2] (©2018, 2020 IEEE), in
agreement with IEEE copyright policy on theses and dissertations, and [23].

This chapter presents the features and advantages of active EDs, which are em-
ployed in the first two implemented prototypes presented in this thesis.
The first prototype was taped out in 2018 and features an active band-pass (BP)
ED. Due to the peaks appearing at the output of the ED, a hysteretic comparator is
needed. Therefore, the ED is AC-coupled to a Schmitt trigger, whose input DC volt-
age and two threshold voltages are generated by a dedicated block. This prototype
only includes the AFE, partly designed by another Ph.D. student [28]. The BBL was
not implemented, so the prototype has no addressing capabilities. The operation of
this prototype is thus limited to the digitization of the incoming OOK-modulated
signal.
The second prototype was taped out in 2019 and features an active low-pass (LP) ED,
which results in a bigger capacitance that cannot be integrated, but also in the gener-
ation of a threshold voltage within the ED itself. This leads to the use of a standard
comparator instead of a trigger and a simpler biasing block. This prototype includes
both the AFE and the BBL, designed by another Ph.D. student. The BBL employs
Clock and Data Recovery (CDR) circuits with the purpose of correctly synchroniz-
ing the bitstream which the AFE outputs to the internal oscillator. This allows to
perform a digital correlation between the received bitstream and the address of the
specific node, the codeword. If they match, a Wake-Up impulse is generated to turn
on the rest of the node. Moreover, it allows to receive packets with a longer length
than just the codeword.

4.1 Introduction

As anticipated in Section 3.4, the design of the prototypes presented in this thesis
was preceded by a detailed study of the discrete-component architecture in [6], Fig-
ure 3.2, to address its issues. For instance, its yield issues are mainly due to the offset
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of its discrete off-the-shelf comparator. As a matter of fact, in the event of using a
comparator featuring an offset with the wrong polarity, the whole system cannot
work properly. Moreover, its flexibility is limited due to the fact that the values for
the RC filter are strictly related to the bitrate. The time constant characterizing the
RC filter needs to correspond to a few bit-times, so that at the end of the preamble
the threshold is ready but it does not get reset to either the voltage corresponding to
a "0" or that corresponding to a "1" until a few equal consecutive bits have been re-
ceived. Actually, this sets the maximum number of equal consecutive bits which can
be correctly received. Additionally, sensitivity is ultimately limited by the smaller
between the noise and the offset of the comparator in [6], making offset reduction
prime.
The integration of this architecture as is, that is with no baseband amplification be-
fore the comparator, was considered first. As just mentioned, comparator offset re-
duction is prime for sensitivity optimization when using this apporach. In ICs this
can be accomplished by enlarging MOSFETs, especially the ones belonging to the
first comparator stage. As a result, the speed of the circuit can be impaired, actually
posing an offset-speed trade-off. Adding baseband amplification of the extracted
envelope before the comparator helps reduce offset constraints on the comparator
itself. Finally, the choice was to implement both envelope extraction and baseband
amplification of the extracted envelope in a single block for better flexibility and
robustness, as will be clearer in Section 4.2.

4.2 Active Envelope Detectors

As just mentioned, both the first and the second prototype feature an active ED, a
BP and a LP one, respectively. The implications of using each of the two have been
thoroughly investigated.
Active EDs both perform OOK demodulation and the baseband amplification of the
extracted envelope. An example of active ED is presented in [8], which is reported
in Figure 4.1 for convenience.

The main advantage of this circuit is its simplicity and low current, as it is com-
posed of only one branch. As previously discussed, all transistors operate in the sub-
threshold region and in particular transistor M1 operates in order to exploit the ex-
ponential I − VGS characteristic. Provided capacitor C is large enough to effectively
ground the gate for all frequencies within the signal band, M1 works as a common
gate amplifier as well as a rectifier. Resistance R provides the bias to the gate of M1,
which is therefore self-biased. However, R would need to be prohibitively large, in
the order of hundreds of MΩ, in order to provide enough voltage gain, given the
small transconductance value which can be achieved with currents in the order of
nanoAmpères. In [8] this problem is circumvented by replacing R with MOSFETs
in the OFF state, which in turn requires 8 bits for calibration against process varia-
tions. Conversely, in this prototype follower M3, as shown in Figure 4.2, was added
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Figure 4.1: Basic topology of an active ED [8]. Picture reused from
[2].

in order to be able to implement R as an actual resistor without compromising the
baseband gain and reducing the need for calibration against process variations. This
comes at the expense of an additional current consuming branch. The architecture
of the ED in Figure 4.2 has been filed as a patent [22].

The demodulation principle is the one described in Section 3.3.2. The MOSFET
performing the actual demodulation is M1, therefore Ibias and gm in Equations 3.5-
3.8 refer to M1. Referring to Equation 3.8, vIN = v2

M (t) /4nVT is the effective low
frequency input voltage source which replaces vRF. The expression of the approxi-
mated small-signal ED response to vIN (t) can be derived by circuit inspection. As-
suming unity gain for the follower and the two poles to be well separated for sim-
plicity,

vout_amp

vIN
(s) =

1 + sR∗C(
1 + s R∗C

gm1Ro

)
(1 + sRoCo)

, (4.1)

where R∗ = R + ROUTFOLL. ROUTFOLL is the output resistance of the follower
stage, whereas Ro = rout1 is the output resistance at the drain of M1, where rout1 =

1/λIbias and assuming the output resistance of current generator Ibias to be much
higher than rout1. Finally, Co is the total capacitance seen between the drain of M1 and
ground, due to the current generator, M3 and parasitics. In particular, the location
of the two poles in Equation 4.1 can be found using the open circuit time constant
method as follows:

• The dominant pole is due to capacitance C and its time constant is τ = R1C.
Resistance R1 can be calculated as



34 Chapter 4. Active Envelope Detector Implementations

Figure 4.2: Schematic of the proposed BP ED. Co accounts for all par-
asitic capacitances at the drain of M1. Picture reused from [2].

Figure 4.3: Small-signal equivalent circuit of the proposed ED, in Fig-
ure 4.2, to determine the location of the dominant pole, due to capac-
itance C, using the open circuit time constant method. The follower

stage is assumed to have unity gain for simplicity.

Figure 4.4: Small-signal equivalent circuit of the proposed ED, in Fig-
ure 4.2, to determine the location of the second pole, due to capaci-
tance Co, using the open circuit time constant method. Assuming the
two poles to be well separated, capacitance C is considered a short.
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R1 =
vin

iin
(4.2)

using the small-signal equivalent circuit in Figure 4.3. Since vgs1 = vin and the
gate of the follower is supposed to absorb no current,

vA = −gm1Rovin. (4.3)

Since unity gain is assumed for the follower, vB = vA. This leads to

iin =
vin + gm1Rovin

R∗ . (4.4)

Assuming gm1Ro ≫ 1 and substituting Equation 4.4 into Equation 4.2,

R1 ∼ vin
gm1Rovin

R∗

=
R∗

gm1Ro
, (4.5)

leading to

τ =
R∗C

gm1Ro
. (4.6)

• The second pole is due to capacitance Co and its time constant is τ = R2Co.
Resistance R2 can be calculated as

R2 =
vin

iin
(4.7)

using the small-signal equivalent circuit in Figure 4.4. Capacitance C is con-
sidered a short circuit thanks to the assumption of well separated poles, which
leads to vgs1 = 0 and gm1vgs1 = 0. Again the gate of the follower is supposed
to absorb no current, which yields

vin = Roiin. (4.8)

Substituting Equation 4.8 into Equation 4.7,

R2 = Ro, (4.9)

leading to

τ = RoCo. (4.10)

Equation 4.1, which describes the response shown in Figure 4.5, shows that the
low-frequency gain is close to one as a result of the negative feedback. For angular
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frequencies above 1/R∗C, capacitance C progressively shorts the gate of M1 to signal
ground and the gain increases up to its peak value, equal to gm1Ro for the case of
well separated poles, when M1 behaves as a common gate stage. The second pole
is due to the capacitance and the resistance at the drain of M1, Ro and Co. AC noise
simulations show the main noise contributors are M1 and current generator Ibias and
the output noise shaping function is similar to Equation 4.1.

Comparison between low-pass and band-pass ED

Most active EDs presented in literature have a response that can be classified some-
what improperly as LP, such as that in [8] and that in the second prototype presented
in this thesis. Such a response can be obtained by fixing the R∗C time constant to a
large enough value so as to place the first pole gm1Ro/R∗C at a frequency lower than
the inverse of the total transmission time, in order to have an actual LP time response
across all received bits. This type of frequency response is shown in Figure 4.5 in or-
ange, while the corresponding time domain response is reported again in orange in
Figure 4.7, assuming the input RF signal is the one portrayed in Figure 4.6.
On the other hand, the second pole 1/RoCo must be placed at a frequency close to the
maximum bitrate that the system is supposed to handle. In general, higher bitrates
require larger drain currents through M1, given the dependence of Ro on the bias
current. In such LP solutions, a limitation may be represented by the low-frequency
flicker noise, which undergoes no filtering. As a matter of fact, its reduction may
require an increase in the area of M3 and especially M1, which may in turn result
in the need for an increase in the bias current in order to maintain operation at the
chosen bitrate despite higher junction capacitances.

On the other hand, in the first prototype presented in this thesis an ED with a
truly BP response has been implemented. This is obtained by placing the first pole
close to the second pole, as shown in Figure 4.5 in blue. The BP time response,
shown in Figure 4.7 again in blue, is characterized by a positive/negative output
pulse corresponding to each falling/rising edge transition in the input envelope,
which means that envelope transitions are recognized rather than the envelope it-
self. Actually, in this case the ED is an edge detector. For the correct operation of
the BP edge detector, the first pole must be high enough to guarantee the relaxation
of the output signal to its quiescent value within one bit-time, so as to avoid inter-
bit interference. This also improves flicker noise suppression without the need to
increase transistor sizes, circumventing any possible speed issues, and more impor-
tantly leads to a smaller value of capacitance C, making it eligible for integration.
On the other hand, too small values for C need to be avoided as too small of an R∗C
constant would reduce the amplitude of the output pulse, as shown in Figure 4.10.

Assuming the use of an ideal OOK modulation, the pulse peak amplitude VOUTM,
calculated from Equations 4.1 and 3.8,
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Figure 4.5: Simulated frequency response of the ED vout_amp/vIN for
C = 100 nF (orange) and C = 500 pF (blue). Picture reused from [2].

Figure 4.6: Input RF signal. Picture reused from [2].

Figure 4.7: Simulated time-domain response of the ED vout_amp for
C = 100 nF (orange) and C = 500 pF (blue). The thresholds are also

visible in dotted line. Picture reused from [2].

Figure 4.8: Simulated time-domain response of the decision circuit in
both cases. Picture reused from [2].
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Figure 4.9: Binary vs. Manchester coded sequence. Picture reused
from [2].

VOUTM ∝
gm1Ro

4nVT
v2

M, (4.11)

where vM is the amplitude of the input envelope. An ED rectification gain can
also be defined directly from Equation 4.11 as

GRECT ≡ VOUTM

vM
=

gm1RovM

4nVT
∝ vM. (4.12)

GRECT is itself proportional to vM because second-order non-linearities are being
leveraged.

Since in the BP case the time-domain response of the ED is the one shown in
blue in Figure 4.7, a comparator with hysteresis, i.e. a trigger with two thresholds,
is well needed to recover an envelope signal with full digital level. Its behavior is
illustrated by the waveforms in Figures 4.7 and 4.8. The two thresholds can be ad-
justed depending on signal amplitude. A possible drawback of the trigger is that,
in case of sequences of identical transmitted bits, the occurrence of a detection error
due to noise at the beginning of the sequence causes the misdetection of the entire
sequence. This problem can be minimized by using codes with frequent transitions,
such as Manchester coding, where a logic "0" is represented by a high-to-low transi-
tion in the bit-time while a logic "1" by a low-to-high transition (see Figure 4.9). On
the other hand, for the same bitrate, this requires to double the ED bandwidth, with
a penalty in terms of current.

A BP and a LP version of the ED in Figure 4.2 were designed for comparison,
assuming the same bias current for the two designs. Sensitivity PSEN and bitrate BW
are taken into account to calculate the normalized sensitivity PSEN,norm [15], which is
hereby used to assess the performances of the EDs only,

PSEN,norm = −PSEN (dBm) + 5 log BW, (4.13)

where PSEN is defined as the value of the voltage vM, measured in dBm on a
reference 50-Ω resistance) corresponding to 11-dB SNR at the ED output [29, p. 500].
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Figure 4.10: ED output signal of the circuit in Figure 4.2 for different
values of C with a 5-mV RF input. Picture reused from [2].

More information on the operational approach used to make these estimations later.
Results are based on simulations. Since both designs have the same total current (6
nA, of which Ibias = 1 nA and 5 nA in the follower, with a 1.2-V supply voltage), the
second pole is at the same frequency, which has been fixed at roughly 1 kHz, that is
the bitrate of the LP ED, while the BP detector uses a Manchester coded signal with
0.5 kbit/s rate. In both designs R = 75 MΩ. The choice of C = 500 pF for the BP
version was driven by the results in Figure 4.10, which shows the ED output signal
of the circuit in Figure 4.2 for different values of C with a 5-mV RF input.

As stated earlier in this section, Equation 4.1 was derived modeling the follower
as a unity gain block. Actually, it is apparent from Figure 4.10 that this is far from
true, since a ringing response appears when the pole due to C is too close to the
second one, which occurs when C is too small. The analysis of the ratio between
the output peak amplitude and the total Root Mean Square (RMS) output noise volt-
age indicates it is advantageous to maximize C, in the range between 250 pF and 1
nF, for maximum Signal-to-Noise Ratio (SNR). Yet, too large values for C must be
avoided to allow the output voltage to relax to its quiescent value within one bit-
time, preventing the risk of inter-bit interference. On the other hand, in the LP case
C = 100 nF was chosen. A 500-pF capacitance could most likely be integrated. For
instance, with the 90-nm BCD technology employed, an integrated capacitor of this
value has an estimated area of 190 µm × 190 µm (1.2-V poly-on-pplus capacitor). On
the other hand, a 100-nF capacitance would certainly have to be off-chip.
The results of the comparison between the BP and the LP active ED are shown in
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Table 4.1: Performance comparison between band-pass and low-pass
active EDs. Reused from [2]

Response
shape

Capacitance
Power
(Pdc)
[nW]

Bitrate
(BW)

[kbit/s]

Estimated
sensitivity

(PSEN)
[dBm]

Estimated
normalized
sensitivity
(PSEN,norm)

[dB]
BP 500 pF 7.2 0.5 -34.9 -48.4
LP 100 nF 7.2 1 -34.2 -49.2

Table 4.2: Performance comparison between low and high through-
put band-pass ED [2].

Response
shape

Capacitance
Power
(Pdc)
[nW]

Bitrate
(BW)

[kbit/s]

Estimated
sensitivity

(Psen)
[dBm]

FoM1
[dB]

FoM2
[dB]

Low thr. 500 pF 7.2 0.5 -34.9 99.8 89.5
High thr. 5 pF 720 50 -34.9 89.8 89.5

Table 4.1. They indicate that there is no significant difference between the two cases
in terms of estimated normalized sensitivity, the halving of the bitrate in the BP so-
lution being on average compensated by its better sensitivity, mainly due to a more
efficient suppression of flicker noise.

Bitrate programmability

The topology in Figure 4.2 can also be easily customized according to the throughput
required for the chosen application, both for a BP and for a LP ED. For instance, the
frequency of the second pole is multiplied by a factor k whenever Ibias is multiplied
by k, whereas the frequencies of the zero and the first pole are multiplied by the same
factor k when capacitance C is divided by k. So this topology can be implemented
for both low and high throughput applications, where the high throughput requires
a higher current and a smaller capacitance than the low throughput one, making the
integration of C even more practical. A comparison between the performances of
a low and a high throughput BP active ED is shown in Table 4.2. As explained in
Section 3.2, FoM1 changes although the topology of the circuit is the same in the two
cases and is therefore not suitable to make perfectly fair comparisons, whereas FoM2

does not.

Sensitivity estimation through simulations and sensitivity-current relationship

It is very convenient to be able to easily estimate sensitivity based on simple simu-
lations during the design phase. Actually, this task can be performed thanks to the
formula drawn from System 4.14. The first equation is Equation 4.12, defining the
rectification gain of the ED. This gain also allows to link the ED RMS output noise
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voltage vRMS,out to the ED RMS output noise voltage referred to the input vRMSeq,in,
resulting in the second equation of the system. Finally, the input SNR may be de-
fined as in the third equation.

GRECT ≡ VOUTM
vM

= gm1RovM
4nVT

v2
RMS,out

G2
RECT(vM)

= v2
RMSeq,in

SNRin = vM
vRMSeq,in

(4.14)

Solving the system yields

vM =

√
SNRin × vRMS,out × 4nVT

gmRo
, (4.15)

which allows to easily estimate sensitivity. As a matter of fact, it is enough to set
a desired input SNR and run an AC noise simulation to obtain the values of gm1Ro

and vRMS,out. The fact that vM ∝
√

vRMS,out results in 5 log BW appearing in Equation
3.1. If a mixer was used, i.e. demodulation was a linear operation, it would occur
that vM ∝ vRMS,out, which would result in 10 log BW instead.

Equation 4.15 also gives more insight on the change of performances of the ED,
Figure 4.2, due to programmability. As described in Section 4.2, current Ibias may
be multiplied by a factor k to increase the operating bitrate of the ED. The value of
capacitance may be multiplied by k accordingly to keep the shape of the response. In
this case, gm1 gets multiplied by k as well, whereas AC gain gm1Ro remains constant,
since Ro ∝ 1/Ibias. This results in vRMS,out to stay the same, yielding no change in
the minimum detectable value for vM. On the other hand, a current increase may be
used to improve this. In this case, Co has to be increased accordingly through the ad-
dition of a parallel integrated capacitance in order to keep the same bitrate, leaving
the same value for C as well. This again causes a multiplication of gm1 without any
changes in gm1Ro, but vRMS,out gets divided by

√
k. Finally, this results in a division

of the minimum detectable value for vM by 4
√

k, yielding

vM,min ∝ 4
√

Ibias, (4.16)

where vM,min corresponds to the voltage sensitivity.
Equation 4.15 has been used to make all sensitivity estimations reported in Chapter
4, considering an 11-dB SNR at the ED output [29, p. 500].

4.3 First prototype: active band-pass Envelope Detector

As previously mentioned, the first prototype presented in this thesis features an ac-
tive BP ED. The structure of the overall AFE implemented in the first prototype is
shown in Figure 4.11. First of all, a clockless approach was chosen for the reasons
explained in Section 3.3.2. As mentioned, the use of an active ED allows demodu-
lation and baseband amplification of the extracted envelope to be implemented in a
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Figure 4.11: High level block diagram of the first prototype. Picture
reused from [2].

single stage, thus yielding better flexibility and robustness. The baseband amplifica-
tion added before the comparator allows to break its offset-speed trade-off: since the
amplification preceding the comparator is high enough, comparator noise and offset
become negligible and transistor sizes in the comparator itself can become smaller,
thus causing lower capacitive loading of the output of the first stage of the compara-
tor. Active EDs also make bitrate programmability possible as shown in the previous
section. Finally, a BP ED was implemented to avoid the need for off-chip capacitors,
at the cost of using a Schmitt trigger. As matter of fact, this kind of decision circuit
requires two thresholds due to its hysteresis and the use of the Manchester coding
to prevent errors in the event of long sequences of equal consecutive bits. Finally, in
this particular chip, the BBL is not present but the addition of one was planned for a
following prototype.

4.3.1 Envelope Detector

The schematic of the actual implemented ED is shown in Figure 4.12. It differs from
the one already discussed in Figure 4.2 essentially for the addition of cascode tran-
sistor M2 to achieve higher gain. Consistently, diode D3, implemented though a
diode-connected MOSFET, was also added in the feedback branch to properly bias
M1 and M2. The frequency response is still given by Figure 4.1, provided the re-
sistance of D3 is added in series to the output resistance of the follower ROUTFOLL

and Ro = rout1gm2rout2, where gm2 and rout2 are the transconductance and the out-
put resistance of M2, respectively. To properly bias the gate of M2, the chain of
diodes D1 − D2, implemented through diode connected MOSFETs, was employed.
It should be noticed that the addition of cascode transistor M2 is made possible by
the choice of keeping the supply voltage at 1.2 V. For lower supply voltages the
topology in Figure 4.2 is more suitable.
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Figure 4.12: Schematic of the proposed ED. Co accounts for all para-
sitic capacitances at the drain of M2. Ibias is copied from M1 in Figure
4.14. Diodes are implemented through diode-connected MOSFETs.

Picture reused from [2].

4.3.2 Schmitt Trigger

As shown in Figure 4.5, the ED generates pulses at each change in the input bit,
which makes a hysteretic comparator necessary, i.e. a Schmitt trigger.

AC coupling between BP ED and trigger

Due to the BP response of the ED, it is natural to employ an AC-coupling between
the ED itself and the trigger, as it involves no loss of information. This leaves the
possibility of biasing the trigger independently of the output DC voltage of the ED.
In Section 4.3.3, a circuit is proposed for the generation of the two threshold volt-
ages as well as the input DC voltage for the trigger independently of the detector
output and robustly against PVT variations, without the need for additional circuits
for calibration. Thresholds only need to be trimmed according to the signal ampli-
tude at the ED input, which in turn depends on the distance between nodes and the
application.

Trigger structure

The complete transistor-level schematic of the trigger, designed by another Ph.D.
student, is shown in Figure 4.13. It consists of a differential amplifier and two
switches (MH and ML) driven by the amplifier output voltage vout, which feed either
a low (VL) or a high (VH) voltage level back to the amplifier input within a bistable
loop with positive feedback. The VH and VL levels are programmable in order to
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Figure 4.13: Schematic of the trigger including the two-stage differ-
ential amplifier and the switches for the threshold voltage feedback.

Ibias is copied from M1 in Figure 4.14. Picture reused from [2].

tailor noise and disturbance rejection according to the input signal amplitude. MS

and MR allow to preset the trigger to the desired state at the end of each received
message and prepare it for the reception of the following one, i.e. initialize the cir-
cuit. A calibration routine is needed upon node deployment (that is, once the input
power has been set by the transmitter output power and the distance between the
transmitter and the WUR) and/or at scheduled times to set the proper values for
VH and VL. In particular, the calibration criterion may be the maximization of the
Bit Error Rate (BER) or the Packet Error Rate. As mentioned in Section 3.3.2, [16]
implements a similar threshold calibration loop, which sets a comparator offset to a
level which provides a desired False Positive Rate.
The main target of the trigger design was to keep its input offset and noise voltage
at values that do not limit the overall receiver sensitivity, which is ultimately deter-
mined only by the noise of the first stage, i.e. the ED. This goal is not difficult to
achieve due to the large gain obtained with the ED, as shown in Section 4.5.1. Posi-
tive feedback guarantees fast enough switching despite transistors in the first stage
having a relatively large area for low offset.

4.3.3 Biasing Circuit

As mentioned in Section 4.3.2, the aim of the biasing block is to provide the trigger
DC input voltage and thresholds as robustly as possible against process and tem-
perature variations. As shown hereafter, this block requires a non-negligible bias
current. In an ultra-low power design, it may be reduced to a current generator
with a programmable resistance ladder: while this would certainly reduce the num-
ber of branches, thus the consumed current, it would not provide any temperature
compensation. If such an approach was chosen, the programmable resistance ladder
would have to be recalibrated at every change in the operating temperature. Instead,



4.3. First prototype: active band-pass Envelope Detector 45

Figure 4.14: Schematic of the temperature independent bias gener-
ation circuit. All mirrors are 1:1. Diodes are implemented through
diode-connected MOSFETs. M9 and M13 have the same dimensions

as D1-D10. Picture reused from [2].

the architectural choice here is to limit the need for calibration only to the start-up
phase.

The biasing block schematic, reported in Figure 4.14, aims at providing Vre f ,
VH and VL. As usual, all transistors are operated in the subthreshold regime, thus
exhibiting an exponential characteristic. The reference voltage generator cell com-
posed of M1-M4 and R1-R2 [30] is the core of the block, whose output is a fairly
temperature-stable VA. VA is the gate voltage of M3 and M4 and is given by the
sum of the Proportional To Absolute Temperature (PTAT) voltage drop across re-
sistance R2 and of VGS4, which has a negative temperature coefficient instead. VA

is then applied to a chain of diode-connected transistors and the resulting current
is copied by M5-M6 into the chain of MOSFET diodes D4-D7, which have the same
dimensions as D1-D3, thus the same VGS. Therefore, Vre f ∝ VA. This allows the
generation of a temperature-compensated input bias voltage Vre f for the trigger,
which is AC-coupled to the ED output. The same current is also copied by M8 into
M9 and D8-D10. Under the assumption that VGS9 is roughly equal to the voltage
across D1-D10, voltage Vx ∼= Vre f is generated as well. This is the case since VDS9

is large enough to force M9 to work in saturation, therefore resulting in the current
of M9 being a function of VGS9 only. This is proven right by simulations, as the
simulated VGS of the diodes is roughly 97 mV while the simulated VGS9 is roughly
95.5 mV at room temperature. Finally, M11 forces into M13 the same current which
flows in D1-D10, which, under the assumption that M13 is in saturation as well, sets
VGS13 = Vy ∼= Vre f /4, making it a temperature independent voltage. The local feed-
back between M9 and M10 and between M12 and M13 further enforces this condition.
Vy is then applied to resistance R, so as to obtain

VH − Vre f
∼= VH − Vx = (RH/R)Vy (4.17)
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Figure 4.15: Schematic of the proposed matching network. Zin indi-
cates the input impedance of the ED. Picture reused from [2].

Vre f − VL ∼= Vx − VL = (RL/R)Vy (4.18)

Resistor values, in particular R1 = 10 MΩ, R2 = 17 MΩ, and transistor sizes, in
particular (W/L)3 = 104.2 and (W/L)4 = 4.2 and (W/L)1 = (W/L)2, were chosen
so as to minimize the dependence of VA, thus Vre f , on temperature as well as to keep
the current consumption of the block in the nA range at room temperature, while
the number of diodes was selected for Vre f = VDD/2.
This approach has two main drawbacks, i.e. rising consumption with temperature
and large resistor area. Consumption increases with temperature because currents
rise in most of the branches in the block, in particular currents through M1 and M2

rise linearly, through M5, M6, M8, M11 rise exponentially and the current though
M10 follows the dependence on temperature of resistors, i.e. is roughly constant.
It should be noticed that the exponential increase of current with temperature is
due to the application of a temperature independent voltage to a chain of diode-
connected MOSFETs. This problem could be avoided by replacing the diodes with
integrated resistors, which however should be very large for nA-power consump-
tion and would require the availability of large resistance-per-square layers, which
is not the case in our technology. In our design, resistors with a resistance-per-square
Rsq = 1.3 kΩ are available and resistors R1 and R2 alone occupy most of the area of
the chip.

4.3.4 Matching Network

The matching network has been implemented with a simple off-chip L-shaped LC
stage, as shown in Figure 4.15, targeting an 868-MHz carrier frequency. Inductance
L short-circuits to ground the source of transistor M1 of Figure 4.12 in DC to allow
the flow of current Ibias to ground. The L and C component values have been chosen
based on an estimate of the chip input capacitance, including pads, and inductance,
mainly due to the bonding wire. The matching network provides additional voltage
gain, which in the ideal case (lossless network) would be equal to the square root
of the ratio between the ED input impedance, Zin, and 50 Ω. Since the ED input
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impedance is very high, the actual voltage gain is limited by the network Q, mainly
determined by the inductor. For instance, assuming Q = 80, it is possible to achieve
18-dB gain.

4.4 AFE Implementation

The described prototype was designed using an STMicroelectronics 90-nm BCD
technology. The standard supply voltage VDD = 1.2 V has been used for all blocks.
Both the ED and comparator are biased with 1-nA currents. The follower stage
within the ED is biased with 5 nA. The total currents for the ED, the trigger and
the biasing block at room temperature are 8.7 nA, about 2.5 nA and 38 nA, respec-
tively. Conversely, at 85◦C the ED consumes 12 nA, the trigger 3.5 nA and the biasing
block 360 nA. Bias generators Ibias in Figures 4.12 and 4.13 are copied from the PTAT
current flowing through M1 in Figure 4.14.

In order to make the thresholds adaptable to the signal level, RH and RL in Fig-
ure 4.14 are implemented through two resistor chains whose lengths are made pro-
grammable with a 5-bit control signal each, designed by another Ph.D. student and
shown in Figure 4.16 [28]. The programming is carried out through a Serial-Input
Parallel-Output (SIPO) Shift Register which accepts a 10-bit sequence and feeds the
bits to the two decoders controlling RH and RL in a parallel fashion. This results in
the use of only 3 pins, i.e. one for the clock signal, one for the input and one for the
output for measurement sessions.

The layout of the implemented circuit is at the bottom of Figure 4.17. Within
the actual circuit, the biasing block is shown in blue. As mentioned in Section 4.3.3,
resistors make up a large amount of the overall circuit area, which is due to the lack
of high resistivity components in the chosen technology. The circuit area, excluding
capacitance C in the ED, is 0.7 mm2, ∼ 60% of which is occupied by the biasing block.
A direct chip-on-board bonding technique has been adopted to minimize parasitics
at the RF input. Capacitance C was chosen to be off-chip solely for testing purposes.
Figure 4.18 shows a photograph of the chip, which is mounted on the board shown
in Figure 4.17, designed by another Ph.D. student.

4.5 Results

This section presents the results concerning the first WUR prototype, both simulated
and measured. Some differences between the two were found during measurement
sessions, as will be described in Section 4.5.2. Four chips were measured.

4.5.1 Simulated results

The post-layout simulated AC response of the ED is shown in Figure 4.19, with
the output taken both before (vout_amp/vIN , dashed line) and after (vre f /vIN , solid
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Figure 4.16: Digital potentiometer structures used to generate the
Schmitt trigger voltage references [28].

Figure 4.17: WUR testing board and die layout. Picture reused from
[2].
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Figure 4.18: Micrograph of the circuit prototype. Picture reused from
[2].

line) the AC coupling capacitance, where vout_amp and vre f are defined in Figure 4.14.
The simulated integrated output noise power proves to be roughly 200 µV2. With
vM = 5 mV, an ED output pulse amplitude VOUTM

∼= 50 mV is calculated. The
corresponding simulated waveforms are reported in Figure 4.20, which shows the
input RF signal (top), the trigger input voltage (that is, the ED output signal after the
coupling capacitor) with and without noise together with the set thresholds (center)
and the trigger output (bottom). It is apparent that also in the presence of noise the
input signal is correctly detected, which gives an estimated sensitivity of 5 mV at the
ED input, corresponding to -36 dBm. As an example of the functionality of the ED
in process corners, the ED output before the coupling capacitor at -20◦C in the MIN
corner with low supply voltage and at 85◦C in the MAX corner with high supply
voltage is shown in Figure 4.21.

The simulated ED rectification gain is plotted in Figure 4.22. The expected linear
dependence of GRECT is verified but gain compression is apparent once the input
amplitude is high enough. As for the matching network, simulations employing
lumped-parameter models of commercial high-Q components at 868 MHz indicate
that 18-dB gain can be reached, which leads to a total simulated sensitivity of -54
dBm. With reference to Figure 4.15, the estimated values of Cin, including parasitics
and pads, is roughly 1.6 pF, while the one of the bonding wire inductance is roughly
4 nH. This results in L = 8.7 nH and C = 400 fF. The reference and threshold volt-
ages generated by the bias block are fairly process stable, thanks to proper transistor
sizing: Figure 4.23 and Figure 4.24 show VH − Vre f and Vre f − VL, respectively, cor-
responding to the maximum programmable values for RH and RL obtained with a
Monte Carlo simulation with 1000 runs at room temperature. VH − Vre f has a mean
value of 139.6 mV and a standard deviation of 5.6 mV, while Vre f − VL has a mean
value of 143.2 mV and a standard deviation of 5.4 mV.
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Figure 4.19: Simulated frequency response of the ED: vout_amp/vIN
(dashed line) and vre f /vIN (solid line). Measured vre f /vIN with nom-

inal ED bias current (grey dots). Picture reused from [2].

Figure 4.20: Transient noise simulation showing a 1-0-1 RF input volt-
age with a 5-mV amplitude. From top to bottom: 1) input RF signal; 2)
ED output after the coupling capacitor with and without noise (pink
and green traces, respectively); 3) output of the inverting trigger. The
horizontal violet and blue lines are trigger thresholds VH and VL. Pic-

ture reused from [2].
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Figure 4.21: Time variation of the simulated ED output signal, before
the coupling capacitor, with respect to its quiescent value, at different
temperatures and using either a constant 1-nA biasing current or a
current copied from the PTAT block of the biasing circuit in Figure
4.14. The two extreme corners, -20◦C/MIN with low supply voltage
and 85◦C/MAX with high supply voltage, are also included. PTAT
and constant biasing currents give almost the same results at room
temperature and at -20◦C. At 85◦C the PTAT is preferable. Picture

reused from [2].

Figure 4.22: Simulated and measured ED rectification gain in a pro-
totype without matching network. Picture reused from [2].
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Figure 4.23: VH − Vre f in a 1000-run Monte Carlo simulation with the
maximum programmable value for RH . Picture reused from [2].

Figure 4.24: Vre f − VL in a 1000-run Monte Carlo simulation with the
maximum programmable value for RL. Picture reused from [2].

4.5.2 Measured results

As stated in Section 4.3.4, the matching network was designed according to simu-
lations rather than measurements, resulting in inaccuracies in the estimation of the
chip input impedance Zin and parasitics. In turn, this caused the gain and center
frequency of the LC network not to match the simulated ones, likely along with
variability issues. The actual frequency corresponding to the matching gain peak, as
well as the minimum of the measured reflection coefficient, has proved to be around
771 MHz. The matching gain is calculated as

AV =
vRF,1

vRF,2
, (4.19)

where vRF,1 is the RF input amplitude with a 50− Ω resistance in the place of the
matching network, while vRF,2 is the RF input amplitude with the matching network
between the antenna and the ED input, assuming the signal amplitude at the ED
output VOUTM to be equal in the two cases. With this process, a matching gain of 12
dB was found instead of 18 dB.
For easier testing, in the actual prototype the biasing currents for the ED and the
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Figure 4.25: Measured waveforms corresponding to an input se-
quence of equal (all 0s or 1s) Manchester-coded bits at 0.5 kbit/s rate.
From top to bottom: 1) modulating input signal gating the RF genera-
tor; 2) output of the ED; 3) output of the Schmitt trigger. The horizon-
tal blue lines are trigger thresholds VH and VL. RF signal: 771 MHz

frequency, -44 dBm amplitude. Picture reused from [2].

Figure 4.26: Simulated and measured characteristics of a magnified
version of MOSFET M1 in Figure 4.12. It is apparent how simulations

overestimate threshold voltage both with a high and a low VDS.
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Figure 4.27: Measured trigger threshold voltages VH and VL for two
control bit configurations and input reference voltage Vre f generated
by the bias circuit of Figure 4.14 vs. temperature. Picture reused from

[2].

100

10-1

10-2

10-4

Input power (dBm)

B
E
R

10-3

10-5

-48 -47 -46 -45 -44 -43

500 bit/s, RT
1 kbit/s, RT
2 kbit/s, RT
2 kbit/s -20°C
2 kbit/s 60°C

Figure 4.28: BER measured for three sequences of randomly gener-
ated Manchester coded bits at 0.5, 1 and 2 kbit/s rate at room temper-
ature (RT). Each sequence is composed of 2.5 × 105 bits. The 2 kbit/s

BER at -20◦C and +60 ◦C is also plotted. Picture reused from [2].

trigger, i.e. Ibias in Figure 4.12 and Figure 4.13, are not copied from M1 of the biasing
circuit but provided to the chip through an external generator. Therefore, the testing
process was carried out using constant ED and trigger biasing currents instead of the
planned PTAT one. As shown in Figure 4.21, this leads to results at high temperature
slightly worse than expected from simulations.

Sample measured waveforms are reported in Figure 4.25. They refer to a se-
quence of identical Manchester-coded bits at 0.5 kbit/s rate with a 771 MHz, –44
dBm RF signal at room temperature. The curves demonstrate that the input bit se-
quence is correctly recognized. The reported measurements have been carried out
with bias currents in the ED about four times larger than the nominal value, resulting
in a total ED current of 28 nA. This current increase has proved necessary to obtain
transient responses similar to the ones found with postlayout simulations during the
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design phase. On the other hand, trigger operation was effective also with a current
of 2 nA, therefore no current increase was required. Some discrepancies have also
emerged between the expected frequency response and the one measured in nom-
inal bias conditions. This is due to an early access to the 90-nm BCD technology
node, under development at the time of the design phase of the chip, which resulted
in a threshold voltage overestimation in the subthreshold region, as shown in Figure
4.26, and a capacitive effect underestimation. Figure 4.19 shows the AC responses
measured by applying an AC signal to the ED input, compared to the simulated
ones. The measured ED gain is shown in Figure 4.22 along with the simulated one,
displaying the same behavior as simulations.

Figure 4.27 shows the measured VH, VL and Vre f over the -20◦C / +60◦C temper-
ature range for two configurations of the control bits. This shows that the threshold
margins are well controlled over the entire range. Measurements over 60◦C were
not possible due to the lack of heat resistant cables. The BER vs. input RF power
measured for 0.5-, 1- and 2-kbit/s Manchester-coded bit streams, each of which is
composed of 2.5 × 105 randomly generated bits, is plotted in Figure 4.28. An ED
bias current equal to roughly 4x the nominal value has been used. A 10−3 BER is
achieved with a -46 dBm RF input power at room temperature and at -20 ◦C, almost
-43 dBm at 60 ◦C.

The measured performances of this prototype are summarized in Table 4.3. A
106.9-dB FoM shows these performances are aligned with the performances of some
of the prior art, especially at the time when this prototype was designed and im-
plemented. A significant trend towards the reduction of supply voltages in order to
reduce power consumption started in 2018. This lead to a reduction to 0.6 V in the
supply voltage of the second prototype presented in this thesis as well. Addition-
ally and even more importantly, a LP ED response was chosen to avoid the need for
Manchester coding and simplify the architecture by using a standard comparator
instead of the trigger.

4.6 Second prototype: active low-pass Envelope Detector

As previously mentioned, the second prototype presented in this thesis features an
active LP ED. The structure of the overall AFE is shown in Figure 4.29. First of all,
again a clockless approach was chosen for the reasons explained in the previous Sec-
tion. The AFE in this prototype is an evolution of that presented in Section 4.3. The
ED is very similar to the one implemented in the first chip, the main difference being
that this time the frequency response is the so-called LP one, which outputs a sig-
nal with the same shape as the extracted envelope and allows the use of the voltage
across C as a threshold for the subsequent decision circuit. This implies the deci-
sion circuit can be implemented as a standard comparator instead of a trigger and
there is no need for threshold voltage generation within the biasing block, which
only provides biasing currents for the other blocks. Moreover, there is no need for
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Figure 4.29: High level block diagram of the AFE within the second
prototype.

Manchester coding, resulting in the number of equal consecutive bits (Nm) being
virtually unlimited, as will be shown in Section 4.6.1. On the other hand, there is
a maximum packet length, again due to the LP response. In this prototype, proper
comparator offset control is important since it may affect the very functionality of
the system, as will be explained in Section 4.6.2, and is performed by providing ex-
ternally the bulk voltages of the MOSFETs belonging to the input differential pair
within the comparator itself. The main drawback of this architecture is the need for
an off-chip capacitor.
This prototype includes both the AFE and the BBL, designed by another Ph.D. stu-
dent. The BBL employs Clock and Data Recovery (CDR) circuits with the purpose of
correctly synchronizing the bitstream which the AFE outputs to the internal oscilla-
tor. This allows to perform a digital correlation between the received bitstream and
the address of the specific node, the codeword. If they match, a Wake-Up impulse is
generated to turn on the rest of the node. Moreover, it allows to receive packets with
a longer length than the codeword.

4.6.1 Envelope Detector

As just mentioned, an active ED was implemented in this prototype as well, both
performing OOK demodulation, i.e. envelope extraction, and baseband amplifica-
tion of the extracted envelope. It is shown in Figure 4.30 and is ultimately very sim-
ilar to the sample circuit used for the performance comparison between the BP and
the LP approach reported in Table 4.1. It is a direct evolution of the ED implemented
in the first prototype and shown in Figure 4.12.

In order to reduce power consumption, the supply voltage was lowered, leading
to the removal of cascode transistor M2. The behavior of the circuit is still described
by Equation 4.1 but Ro = rout1, again assuming the output resistance of current gen-
erator Ibias to be much higher than rout1. This obviously results in a reduction of
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Figure 4.30: Schematic of the ED proposed within the second proto-
type. Picture reused from [2].

Figure 4.31: Sketch showing the behavior of the ED output voltage
vout_amp in green, the voltage across capacitance C Vre f in red and the
effective threshold of the comparator VTHR in blue. Picture reused

from [23].

the in-band gain, which in turn causes no changes in the expected sensitivity since
integrated noise is reduced as well. Even more importantly, this ED has a LP pass
frequency response. As mentioned in Section 4.2, this is achieved by making time
constant R∗C bigger, thus moving the first pole to lower frequencies, as shown in
orange in Figure 4.5. The most straightforward way to do so is increasing the value
of C. The time-domain response, shown in orange in Figure 4.7, is unipolar: when a
"0" is received there is no change in the ED output voltage vout_amp, whereas when a
"1" is received vout_amp settles to a lower value, as shown in the sketch in Figure 4.31.
Therefore, the output signal corresponds to the LP filtered version of the input enve-
lope. This modification has both positive and negative implications. First of all, the
drastic increase in the value of C entails the impossibility to integrate it. Therefore,
unlike in the BP case, an off-chip capacitor is needed and a maximum packet length
exists (more on this in Section 4.6.2). On the other hand, a major advantage lies in the
fact that voltage Vre f stays almost equal to its quiescent value, corresponding to zero
RF input signal, also during the reception of an entire packet. This allows the use
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Figure 4.32: Schematic of the comparator proposed within the second
prototype and presented in [23].

of Vre f as a threshold for the subsequent comparator, avoiding the need for complex
threshold generation with additional blocks.

4.6.2 Comparator

Figure 4.32 shows the schematic of the implemented comparator, a standard one.
Just as in the previous prototype, the main design target was to keep its input offset
and noise voltage at values that do not limit the overall receiver sensitivity and again
this task was not difficult thanks to a large enough ED gain, though smaller than in
the previous prototype. This time an additional issue is speed, due to the absence
of a positive feedback loop, but proper sizing allows fast enough switching. As ex-
plained in Section 4.6.1, Vre f can be used as a reference for the comparator, which
also receives the output of the ED vout_amp as an input. When a "0" is being received
Vre f and vout_amp have the same value, so in the absence of offset in the input dif-
ferential pair the value of comparator output voltage vout would be unpredictable.
Therefore, introducing such an offset is essential for the very functionality of the
comparator. However, if the polarity of this offset was wrong, the comparator could
not work either. Therefore, it is important to set an effective comparator threshold
which lies exactly at a voltage between the two possible values which vout_amp can
have, as shown in Figure 4.31. This task is performed as explained in the following.

Comparator offset control

Let’s consider the differential pair in Figure 4.33, where only one of the two input
transistors, which are matched, has a source-to-body voltage different from zero.
Its offset, Vo f f in the Figure, can be calculated by connecting the two inputs to the
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Figure 4.33: Differential pair with an offset introduced by leveraging
body effect in one of the two input transistors.

same voltage VA and setting the output differential voltage, vout, to 0. This way it is
possible to establish the relationship in the following equation:

W
L

e
VGS+Vo f f −VTH

nVT =
W
L

e
VGS−VTH0

nVT , (4.20)

where VTH0 is the threshold voltage of M5, which does not have body effect, and
VTH is that of M4, which does have body effect. Applying logarithms on both sides,
we obtain

Vo f f = VTH − VTH0. (4.21)

From theory,

VTH = VTH0 + γ

(√∣∣2Vf + VSB
∣∣−√2Vf

)
= VTH0 + γ

(√∣∣2Vf + Vx
∣∣−√2Vf

)
,

(4.22)
where γ is the bulk threshold parameter, related to technology, and Vf is the

electrostatic potential of the substrate, which is linked to its doping. Since both are
technological parameters, they can be estimated through simulations. The substitu-
tion of Equation 4.22 into 4.21 yields
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Vo f f = γ

(√∣∣2Vf
∣∣−√2Vf + Vx

)
=

(√∣∣2Vf
∣∣−√2Vf + (Vbulk1 − Vbulk2)

)
.

(4.23)
Therefore, it is ultimately the difference between Vbulk1 and Vbulk2 which deter-

mines Vo f f .

Maximum packet length

Unfortunately, Vre f is not perfectly stuck to its quiescent value throughout the recep-
tion of the whole packet. Figure 4.34 shows this phenomenon. Whenever a "1" is
received, vout_amp lowers and compresses the Ibias generator which biases M3. There-
fore, some current flows from Vre f to vout_amp, thus slightly discharging C. Since
vout_amp is unipolar, i.e. it cannot have higher values than its quiescent value, there
is no way for C to regain the lost charge. Moreover, since there is AC gain from Vre f

to vout_amp right after the first pole, the slight decrease in Vre f translates into a much
higher increase in vout_amp. Therefore, after many received "1"s the comparator is no
more able to correctly discriminate between a “0” and a “1”, as shown in Figure 4.35.
As a matter of fact, this sets a maximum number of received "1"s, thus a maximum
packet length assuming packets to include the same number of "1"s as the number
of "0"s.

4.6.3 Current reference generator

Since the biasing of the ED with a PTAT current has been proven effective for a
more stable ED gain in Section 4.5.1, this approach was adopted in this prototype as
well. The reference current generator implemented in the second prototype, shown
in Figure 4.36. It is very similar to the cell generating temperature-stable voltage VA

in Figure 4.14, with the only difference that the negative feedback loop setting the
voltage at the gate of M4 is achieved by just connecting its gate to its drain. Again, a
temperature-stable voltage, VBG, is generated as the sum of PTAT component 2I0R2

and CTAT component VGS4. Due to the reduced supply voltage, the operation of this
block is less precise than that in Figure 4.14, in particular in mirroring the current of
M1 into M2 at high temperatures. Still, it is sufficient to provide a proper PTAT
current.

4.6.4 Matching Network

Just like in Section 4.3.4, the matching network has been designed as a simple off-
chip LC stage with multiple purposes, i.e. matching the input impedance of the
chip to the antenna impedance, providing passive gain to the incoming signal and
short-circuiting to ground the source of transistor M1 in Figure 4.30 at DC to allow
the flow of current Ibias to ground. Again the values for components L and C were
chosen based on an estimate of the chip input impedance. This time it was decided
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Figure 4.34: Transient simulation involving a stream of alternate bits.
The RF input voltage has a 5-mV amplitude (top, green trace). The
ED output voltage, vout_amp (middle, pink trace), is a low-pass fil-
tered version of the envelope of the input OOK-modulated signal.
The voltage across capacitor C Vre f (bottom, blue trace), undergoes a

slight decrease whenever a "1" is received.

Figure 4.35: Simulated time-domain response of the ED output
vout_amp (on top in yellow) and of the comparator output vout (at the
bottom in orange) to an 800-bit 1-0-1-0 packet at 1 kbit/s with a 5-mV
input amplitude. The supply voltage is 600 mV for the entire AFE.
Vre f and VTHR (on top in blue and green, respectively) are shown as
well. Vre f decreases by around 100 µV, which is clearly not visible.
On the other hand, the ED output rises significantly after a few hun-
dred bits as a result of the lower pole, preventing the correct operation

of the comparator.
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Figure 4.36: Reference current generator implemented in the second
prototype. It is very similar to the cell generating temperature-stable

voltage VA in Figure 4.14. Picture reused from [23].

to recalculate them based on the actual measured input impedance though. More
details on this are provided in Section 4.8.2.

4.7 Implementation

The circuit was designed using the same STMicroelectronics 90-nm BCD technology
which was employed for the previous prototype, presented in Section 4.3. This time
the supply voltage was reduced in order to allow a reduction in power consumption,
from VDD = 1.2 V to VDD = 0.6 V. Obviously, this implies that a regulator would
be needed in a complete implementation. As already mentioned, this prototype
also includes a BBL, which has been designed by another Ph.D. student and will be
presented in section 4.7.2. A Bias and Calibration circuit (BC) was added as well.

The layout of the implemented circuit is shown in Figure 4.37. The AFE, the
BBL and the BC circuit are circled in yellow. The overall circuit area is around 0.37
mm2, 0.2 of which due to the AFE, 0.13 due to the BBL and 0.04 due to the BC cir-
cuit. Most of the AFE area is due to passives, in particular resistance R in the ED
and resistances R1 and R2 in the reference current generator. Moreover, unlike in
the previous prototype, in this case capacitor C within the ED is way too big to be
integrated, so it needs to be mounted on the board, also shown in Figure 4.37 and
designed by another Ph.D. student.

4.7.1 AFE implementation

Both the ED and comparator are biased with 1-nA currents. The follower stage
within the ED block is biased with roughly 1 nA as well. The total currents for the
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Figure 4.37: WUR testing board and die layout.

Figure 4.38: Micrograph of the circuit prototype. Picture reused from
[23].
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ED, the comparator and the reference current generator at room temperature are 4.5
nA, about 2 nA and 6 nA, respectively, resulting in roughly an 8-nW consumption.
Conversely, at 85◦C the ED consumes 10 nA, the comparator 4.3 nA and the biasing
block 8.2 nA. The currents in bias generators Ibias in Figures 4.30 and 4.32 come from
PTAT current I0 through transistors M7 and M8 in Figure 4.36. Capacitance C in
Figure 4.30 is an off-chip 500-nF capacitor, whereas R is a 75-MΩ integrated resistor.
Resistors R1 and R2 in Figure 4.36 are integrated 13 and 113-MΩ resistors.

4.7.2 BBL implementation

As already mentioned, this prototype also includes a BBL, making the block diagram
of the overall chip the one shown in Figure 4.39. The combination of a data-startable
BBL and a clockless AFE allows system operation in two phases as described in Sec-
tion 3.3.2. In particular, during phase 1, only the AFE is active, whereas phase 2
starts upon recognition of the first 0-to-1 transition of the message, occurring at the
first transition of the AFE output signal, and the BBL is turned on to compare the
incoming bitstream to the stored codeword, i.e. the node address. This allows the
reduction of the overall power consumption, especially if the specific application is
characterized by long idle periods.
The architecture of the proposed data-startable BBL, which has been designed by
another Ph.D. student, is summarized in the following. It is composed of a Gated-
Oscillator Clock and Data Recovery (GO-CDR) circuit, a Control Logic (CL) with
addressing capabilities to generate the Wake-Up signal and the BC circuit for the
GO-CDR. The purpose of the GO-CDR is to provide a clock to the CL to correctly
sample on the positive edges a delayed version of the bitstream at the output of the
AFE, Din in Figure 4.39. Ideally, the sampling edges are placed at the center of each
bit-time (Tb), as shown in Figure 4.41.
Figure 4.40 shows the block diagram of the GO-CDR, which is composed of a delay
block, an edge detector implemented through an EXNOR and the GO. The EXNOR
gate is fed with Din and DDin, its delayed version, resulting in a Gate signal down-
wards pulse at each Din transition. When Gate = 1 the GO is in free-running mode
with frequency fck = 1/Tck, whereas when Gate = 0 it is blocked in a predefined
state. When Gate switches from 0 to 1, a positive edge of the clock occurs, ideally
after Tck/2. Therefore, any possible phase error accumulated up to this moment
gets cleared, even if the free-running frequency is not precisely matched to the data
rate, i.e. fck ̸= 1/Tck. Therefore, the only constraint posed by the BBL is the max-
imum number of equal consecutive bits, Nm, making it possible to receive packets
of a longer length than just the codeword. Nm can be calculated as a function of the
relative error in the free-running frequency α = |Tck − Tb| /Tb:

Nm <
1 − α

2α
, (4.24)
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Figure 4.39: Block diagram of the second WUR prototype presented
in this thesis. Picture reused from [23].

Figure 4.40: Block diagram of the GO-CDR implemented in the sec-
ond WUR prototype. Picture reused from [23].
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Figure 4.41: GO-CDR circuit behavior. Tck is the clock period, Tb is
the bit-time and τd is the delay between the bitstream at the output of
the AFE, Din, and its internally delayed version, DDin. Picture reused

from [23].

assuming no bits are sampled twice or not sampled at all. As mentioned, the
proposed BBL also includes a BC for the GO-CDR in order to reduce α to negligible
values and allow the WUR to process data containing long sequences of equal con-
secutive bits.
The GO, shown in Figure 4.42, consists of a three-stage ring oscillator. Each stage
is composed of a current-starved inverter, a capacitor and two additional MOSFETs
driven by the Gate signal to reset the output of each current-starved inverter (O1,
O2 and O3) to a predefined state at each pulse in the Gate signal. The oscillation
frequency is 1/2Nτp, where N = 3 is the number of stages and τp is the propagation
delay of each stage, yielding τp = Tck/6. Bias voltages vbias_p and vbias_n control
the charging and discharging currents for capacitors C1, C2 and C3, thus the value
of τp and ultimately the oscillator frequency. The delay block consists of a stage
equal to the ones used in the GO and biased by the same control voltages vbias_p
and vbias_n. Finally, the CL is composed of a SIPO register, in which the codeword is
stored along with other configuration parameters, a correlator with a programmable
codeword and threshold to compare the incoming bitstream to the stored codeword
and additional circuitry. A time-out mechanism has also been implemented which
turns off the GO-CDR either right after a Wake-Up impulse or after a predefined
amount of time in case of no Wake-Up, in order to avoid wasting energy in the event
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Figure 4.42: Schematic of the GO implemented in the second WUR
prototype. Picture reused from [23].

of frequent transitions at the AFE output due to noise.
With reference to Figure 4.42, the nominal value for the charging and discharging
currents is 2 nA to generate a free-running 1 kHz clock frequency with capacitances
C1 = C2 = C3 = 1.1 pF. The BC circuit guarantees a frequency error after calibra-
tion within 0.5%. At room temperature, the overall consumption of the BBL during
phase 1 is 4.8 nW. Added to the 8 nW consumed by the AFE, this yields a 12.8-nW
system consumption during phase 1. On the other hand, during phase 2 the con-
sumption of the BBL is 9 nW, making the system consumption 17 nW in phase 2.
Assuming the system to spend 1% of time in phase 2, its average power consump-
tion can be estimated at 12.9 nW.

4.8 Results

Simulation results show good performances despite PVT variations of both the AFE
and the BBL. As will be explained in Section 4.8.2, the matching network was not im-
plemented and measurements were carried out using a coaxial impedance adapter.
Four chips were measured. Moreover, measurements at different temperatures were
not carried out.

4.8.1 Simulated results

Figure 4.43 shows the simulated AC gain of the ED proposed in the second proto-
type, Figure 4.30, for different temperatures, showing a similar response in the whole
operating temperature range. As an example, a 1000-run Montecarlo simulation of
the AC gain of the ED, shown in Figure 4.44, proves the behavior of the ED is stable
with process variations. Figure 4.45 shows the simulated and measured rectification
gain of the ED. Due to the absence of the cascode, the AC gain is smaller than in the
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Figure 4.43: AC response of the ED proposed in the second prototype,
Figure 4.30, at different temperatures: -40◦C in red, -20◦C in yellow,

27◦C in green, 85◦C in blue.

Figure 4.44: 1000-run Monte Carlo simulation of the AC gain of the
ED proposed in the second prototype, Figure 4.30, at room tempera-

ture.
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Figure 4.45: Simulated and measured (in orange and blue, respec-
tively) ED rectification gain in a prototype without matching net-
work. The simulated and measured ED rectification gain of the previ-
ous prototype has been reported as well, in green and yellow respec-

tively.

Figure 4.46: Transient response of the output of the AFE proposed
in the second prototype to a bitstream with a 5-mV RF input signal
carrying 0-1-0 at different temperatures: -40◦C in red, 27◦C in green,

85◦C in blue.
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Table 4.4: Simulated performances of the AFE presented in the sec-
ond prototype.

Temperature
[◦C]

Power
consumption

[nW]

Estimated
sensitivity

[dBm]
-40 4.5 -39
27 7.5 -37.5
85 13.5 -39

previous prototype (around 35 dB instead of roughly 50). This leads the rectification
gain to be smaller than in the previous prototype as well (Figure 4.22). However,
gain compression appears for lower input power values due to the voltage across
the 5 Ibias generator at the lower right in Figure 4.12 being significantly higher than
the voltage across the Ibias generator at the lower right in Figure 4.30, leaving more
room for the voltage swing occurring when a 1 is being received. As a matter of fact,
VDD = 1.2 V in the first prototype whereas VDD = 0.6 V in the second one. More-
over, the voltage across diode D3 in Figure 4.12 at the reception of a 1 gets smaller as
compression increases, helping the circuit absorb it.
Figure 4.46 shows the transient response of the comparator, Figure 4.32, to a bit-
stream with a 5-mV RF input signal carrying 0-1-0 at different temperatures: sim-
ulations show correct comparator operation throughout the whole operating tem-
perature range. As for the BBL, simulations showed the BC circuit could effectively
compensate for PVT variations.
Table 4.4 summarizes the performances of the AFE in the second prototype over its
simulated temperature range, from -40 to 85◦C.

4.8.2 Measured results

In the following, the measurement results of the overall second WUR prototype will
be presented. Both the AFE and the BBL, designed by another Ph.D. student, con-
tribute to the functionality and performances of the prototype. As a matter of fact,
unlike for the previous prototype, the MDR and FAR metrics become important in
assessing WUR performances. As already mentioned, measurements at different
temperatures were not carried out.
Figure 4.48 shows the employed measurement setup. It includes an RF generator
for the RF input signal and its OOK modulation. An STM32 Nucleo board (Main
Nucleo in Figure 4.48) was used for the generation of the bitstream, programming
the SIPO register, processing the output bits generated by the WUR and managing
clock frequency calibration. An additional STM32 Nucleo board was used to char-
acterize the impact of the GO-CDR on WUR sensitivity. For the reason which will be
explained in Section 4.8.2, all measurements shown hereafter have been performed
with a 50-Ω resistor soldered in parallel to the input of the ED and using a commer-
cial coaxial impedance adapter (see Figure 4.48), thus providing a unity matching
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Figure 4.47: MDR measurements tolerating no errors in the received
packet. Sensitivity corresponds to a 10−3 MDR. Picture reused from

[23].

gain. Since the AFE response is broadband with respect to the RF carrier frequency,
all measurements were performed using the 868 MHz European ISM band carrier
frequency in order for the coaxial impedance adapter to operate in its operating
bandwidth.
First, functional tests were performed to verify correct operation. Then, systematic
measurements were accomplished to characterize the MDR and the FAR. Finally,
the capability of the WUR to receive long sequences of data was investigated and the
performance of the BC circuit was analyzed. Figure 4.49 shows the sample measured
waveforms in response to a packet composed of a 3-bit preamble (100) followed by a
16-bit string matching the stored codeword (1011101101010011). This measurement
was performed with a -34 dBm RF input sequence at 1 kbit/s, with a 0.5% clock
frequency error measured after calibration. The ED correctly outputs the envelope
of the incoming RF signal, the generated clock correctly samples DDin and the BBL
correctly generates the Wake-Up pulse.
The AFE sensitivity, defined as the input power yielding a 10−3 BER, has been mea-
sured around -36 dBm. MDR measurements have been carried out to find the overall
system sensitivity. Moreover, in order to investigate the impact of the GO-CDR on
the sensitivity of the WUR, an additional Nucleo (see Figure 4.48), synchronized
and running in parallel with the main one, was employed to decode the AFE output
with an external precisely timed clock and to compare the received stream with the
one transmitted by the main Nucleo. MDR measurements with different codewords
featuring different Nm carried out with the external clock found the sensitivity to be -
36.25 dBm both tolerating no errors and tolerating up to two in each received packet.
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Figure 4.49: Measured sample waveforms. With reference to Figure
4.39, from top to bottom: ED output vout_amp, DDin, Clock and wake-

up. Picture reused from [23].

When using the internal GO-CDR clock, the overall sensitivity has been measured to
-35.75 dBm tolerating no errors in received packets, as shown in Figure 4.47, and -36
dBm tolerating up to two errors. Therefore, MDR measurements show the degrada-
tion of sensitivity due to the GO-CDR is minimal.
FAR measurements were also carried out throughout 24 hours with the input of the
coaxial adapter closed on a 50-Ω resistance and resulted in zero overall false wake-
ups. To evaluate the WUR capability to receive long sequences of data, additional
MDR measurements were performed sending 63-bit packets with consecutive "1"s.
Sensitivity was found at -35 dBm tolerating no errors and -35.5 tolerating 5 errors,
again implying the degradation of sensitivity due to the GO-CDR is minimal.

The measured performances of this prototype are summarized in Tables 4.5 and
4.6. This results in a 116.2-dB FoM at 433 MHz, implying a roughly 10-dB improve-
ment with respect to the previous prototype, mainly thanks to power consumption
reduction and an enhanced sensitivity.
The two measured prototypes have performances comparable to some of the prior
art. However, some solutions have higher performances, most likely due to dif-
ferent reasons. For instance, [8], [9] and [13] use Dynamic Threshold-voltage MOS
(DTMOS) transistors, which are non-standard devices where the bulk is connected
to the gate, thus boosting transconductance and achieving better gain. Moreover, [8],
[13], [14], [16], [17], [18] use very low bitrates, which allow a drastic reduction in the
integrated noise caused by the ED, thus improving sensitivity. [8] and [16] use low
carrier frequencies, which allow higher matching gain values, which directly add to
sensitivity. Finally, [10], [11], [14]-[20] use a passive ED, which inherently yields a
better sensitivity as well, but, as explained in Section 3.3.2 and further discussed in
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Figure 4.50: Input impedance lumped element model of the ED at
the SMA connector. vRF,ant indicates the voltage supplied by the RF
generator while vRF is the input voltage of the ED. Picture reused

from [23].

Figure 4.51: Input admittance vs. frequency. Blue: measured real
part of the input admittance, Orange: simulated real part of the input
admittance using the model in Figure 4.50. Picture reused from [23].

Chapter 5, they cause high propagation delays, which typically makes only bitrates
lower than 1 kbit/s possible. Although a few examples of passive EDs with higher
bitrates than 1 kbit/s are present in literature, passive EDs are not suitable for bitrate
programmability.

Matching Network

The input impedance at the SMA connector has been characterized by means of a
Vector Network Analyzer in the 10 MHz–1.5 GHz range, as shown in Figure 4.51.
The resonance frequency is clearly visible around 1.1 GHz and is most likely due
to the wire inductance and the input capacitance, respectively 6.08 nH and 2.95 pF
in the equivalent lumped element circuit which has been fitted to the measurement
results, Figure 4.50. In particular, the 2.95-pF capacitance is way higher than the one
extracted from post-layout simulations, roughly 1.7 pF, and is most likely due to the
parasitic capacitance of the pad, a standard analog one. In a final implementation,
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such a pad would need to be replaced by a low-capacitance RF one. Due to these
limitations, the matching network has not been implemented for this prototype, as
its gain would be much smaller than the expected one.

However, for the sake of completeness, LC matching networks for different car-
rier frequencies have been designed using the extracted input impedance lumped
element model in Figure 4.50 to estimate the obtainable matching gain. Assuming
the use of inductances with Q = 80, the simulated matching gain values at 100
MHz, 433 MHz and 868 MHz are 24.8 dB, 17.3 dB and 14.3 dB, respectively. These
gain values are to be added to the measured circuit sensitivity to get the projected
overall WUR sensitivity, leading to an overall projected system sensitivity of -59.8
dBm, -52.3 dBm and -49.3 dBm at 100 MHz, 433 MHz and 868 MHz, respectively.

4.9 Conclusions on active Envelope Detectors

Chapter 4 presents two implementation of an AFE for an integrated medium range
WUR employing an active ED. Active EDs perform both envelope extraction, i.e.
OOK demodulation, and baseband amplification of the extracted envelope. The first
implementation features an active ED with a BP response, whereas the second one
an active ED with a LP response.
In the BP case, the ED output peaks at each transition in the input bit. This forces
the subsequent decision circuit to be hysteretic, i.e. with two thresholds. These
thresholds need to be generated by a dedicated block, increasing the complexity of
the system. Moreover, the risk of multiple errors in the event of long sequences of
equal consecutive bits is to be avoided making use of a coding with frequent tran-
sitions, possibly Manchester coding. In turn, this causes the halving of the bitrate.
However, a system employing a BP ED requires no off-chip capacitances, as the ca-
pacitance needed in the ED can easily be integrated.
In the LP case, the ED outputs a signal with the same shape as the input envelope,
leading to the use of a standard comparator instead of a hysteretic one. Only one
threshold is needed and it can be generated inside the ED itself. This leads to a
simpler system. Moreover, there is no risk of multiple errors in the event of long
sequences of equal consecutive bits, which implies Manchester coding is not a re-
quirement. However, there is a maximum packet length and a minimum packet
spacing and an off-chip capacitance is needed.
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Chapter 5

Passive Envelope Detector
implementation

This chapter presents the features and advantages of passive EDs, which are em-
ployed in the third implemented prototype presented in this thesis.
The third prototype was taped out in 2021 and includes both the AFE, partly de-
signed by another Ph.D. student, and the BBL, very similar to that of the second pro-
totype and again designed by another Ph.D. student. The AFE is very different from
those of the two previous versions, since it features a passive ED instead of an active
ED. The employed ED architecture is based on the topology recently published in
[14] with the original addition of a block performing temperature compensation of
the ED and the matching network, in order to reduce sensitivity temperature depen-
dence. Moreover, a differential approach has been adopted to prevent SNR degrada-
tion due to the presence of the additional block. The baseband amplification of the
extracted envelope is thus performed by a separate block. The comparator is again
a standard one and its threshold is generated by an RC filter. This is a very simple
solution but it forces the use of coding featuring a low number of equal consecutive
bits, like in [6].

5.1 ED structure

As usual, the first stage of the AFE is the ED, whose purpose is to extract the en-
velope of the input OOK-modulated signal. As discussed in Section 4.2, active EDs
have an unfavorable current-to-sensitivity relationship, Equation 4.16. As a result,
with active EDs a non-negligible improvement in sensitivity requires a much higher
current consumption. On the other hand, passive EDs solve this issue.
As anticipated in Section 3.3.2, the simplest passive ED is a standard Dickson charge
pump, shown in Figure 3.6 and redrawn in Figure 5.1. Actually, since MOSFETs are
symmetrical, the drain and source terminals are interchangeable and terminal names
were assigned in Figure 5.1 and all the subsequent figures for the sake of simplicity.

As explained in Chapter 3, both passive and active EDs leverage the second-
order non-linearities generated in subthreshold currents. However, passive EDs
have two major advantages over active ones:
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Figure 5.1: Dickson charge pump.

• zero power consumption

• no flicker noise

Passive EDs feature transistors biased at zero DC current, which results not only in
a zero power consumption but also in the native absence of flicker noise. The reason
lies in the fact that the flicker noise current of a MOSFET is linked to its DC current
through its gm [31]:

i2
n

∆ f
=

K f g2
m

WLµCox f α
(5.1)

where K f is the flicker noise coefficient, W and L are the MOSFET dimensions, µ is
the carrier mobility, Cox is the gate oxide thickness and α ∼ 1. The inherently lower
noise shown by this type of ED directly translates into a better sensitivity than those
of active EDs.

A variation of the Dickson charge pump was presented in [14]. This variation
yields the same output amplitude as the standard Dickson charge pump in Figure
5.1, but allows the biasing of diode gates regardless of the input signal, which is
very useful for sensitivity optimization, as will be clear in Section 5.2. This ED archi-
tecture is composed of a chain of diode-connected MOSFETs, whose basic element
features two diodes in two different configurations in series, as shown in Figure 5.2.
In the first configuration the input RF signal is applied only to the drain of MD1,
whereas in the second one the input RF signal is applied both to the source and the
gate of MD2 through coupling capacitances Cgate and Cdrain. Capacitance Cgnd filters
the RF component at the output. The output useful signal is the drain-to-source DC
voltage generated by the second-order non-linearities of the MOSFET.
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Figure 5.2: Modified Dickson charge pump as presented in [14]

All capacitance values are thus heavily dependent on the choice of carrier fre-
quency. In both configurations, the DC voltage at the gates of MD1 and MD2 can
be set. The input of the ED is again vRF (t) = vM (t) cos (ωt), where vM (t) is the
envelope, whereas the unknown output voltage is the mean drain-to-source voltage
VDS0. Since the MOSFETs are biased at zero current, they operate in subthreshold,
resulting in a current during operation

ID = IS
W
L

e
VGB
nVT

[
e−

VSB
VT − e−

VDB
VT

]
, (5.2)

where IS = IS0 e−
Vth
nVT . IS0 is the reverse saturation current of a p-n junction,

related to technology, and Vth is the threshold voltage of the MOSFET. Considering
the first configuration, MD1, and VSB = 0, this can be rewritten as

ID = IS
W
L

e
VG0
nVT e−

VS0
VT

[
1 − e−

VDS0+vRF
VT

]
= K

[
1 − e−

VDS0+vRF
VT

]
, (5.3)

where K is constant with respect to the useful output signal.
[

1 − e−
VDS0+vRF

VT

]
may be written in Taylor series as

1 −
(

1 − VDS0 + vRF

VT
+

1
2

(
VDS0 + vRF

VT

)2
)

. (5.4)

Truncating at the second order has proven effective to accurately model the be-
havior of this circuit while using simple math. Since cos2 α = (1 + cos 2α)/2,

1 −
(

1 − VDS0 + vRF

VT
+

1
2

(
VDS0 + vRF

VT

)2
)

=

VDS0

VT
+

vM cos ωt
VT

−
V2

DS0

2V2
T

− VDS0vM cos ωt
2V2

T
− v2

M

4V2
T
− v2

M cos 2ωt
4V2

T
. (5.5)
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The time average of this quantity must be zero as the RF is supposed to get fil-
tered out, resulting in

< ID >= 0 => K
[

1 − e−
VDS0+vRF

VT

]
= 0. (5.6)

K = 0 is not useful as K is independent of the output signal, whereas 1 −
e−

VDS0+vRF
VT = 0 leads to a solution. Assuming VDS0 ≪ VT, which is the case for

most plausible input power levels and especially at the sensitivity, the result is

VDS0
∼=

v2
M

4VT
. (5.7)

The same procedure can be applied to the second configuration, MD2, where the
gate voltage is VG = VG0 + vRF instead. All other hypotheses hold. In this case,

VDS0
∼=

(2 − n) v2
M

4nVT
. (5.8)

Among all diode stages, half are in the first configuration and half in the sec-
ond one. Therefore, the average contribution of a diode stage is the average of the
contributions of the two configurations, Equations 5.7 and 5.8:

VDS0 =

v2
M

4VT
+

(2−n)v2
M

4nVT

2
=

v2
M

4nVT
. (5.9)

The diode stages appear in parallel with respect to the RF input but in series with
respect to the output baseband signal, resulting in each stage adding its contribution
to that of the preceding stages. This implies the total output signal is

ved,o =
Nv2

M
4nVT

, (5.10)

where N is the number of diode stages.
At RF, the ED can be seen as a load composed of a resistance and a capacitance in
parallel, Rin and Cin, for the preceding matching network. This makes matching gain
Av heavily dependent on the values of Rin and Cin. Assuming Cgnd and Cdrain are big
enough with respect to the Cgs of the MOSFETs and they have negligible parasitics,
Rin is the parallel of all the equivalent resistances seen at the inputs connected to
Cdrain, yielding

Rin =
rDS

N
, (5.11)

whereas Cin is the parallel of the Cgs of all the diodes and the pad capacitance
Cpad, that is

Cin = NCgs + Cpad, (5.12)
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Figure 5.3: Estimation of the propagation delay generated by the ED
in Figure 5.2

due to the filtering capacitances being shorts at RF. This does not hold in case
Cgate and Cdrain are of the same order as Cgs and have non-negligible parasitics, in
which case a much more complex model should be used to determine the analytical
expression of Rin and Cin. Indeed, it is more convenient to perform simulations to
determine Rin and Cin numerically. On the other hand, the output resistance, which
is defined at baseband, is the series of the channel resistances of all diodes, that is

Rout = NrDS. (5.13)

5.1.1 Propagation delay estimation

In order to estimate the delay introduced by the ED, that is the cut-off frequency of
the ED, Figure 5.3 may be considered, assuming all capacitances to have the same
value.

Applying the open circuit time constant method, the delay time constant of the
circuit can be estimated as

τ ∼= CrDS [N + (N + 1) + ... + 2 + 1] ∼ CrDS
N (N + 1)

2
= CRin

N2 (N + 1)
2

. (5.14)

Therefore, τ is almost proportional to the cube of N, which results in any increase
in N having a strong impact on the delay introduced by the circuit.

5.1.2 Loss of signal due to non-idealities

Detailed study of this architecture showed there are two different sources for loss
of signal within the ED with respect to the theoretical value of ved,o. The first one
is MOSFET junction leakage whereas the second one is non-perfect coupling of the
input signal vRF to the internal gate node in the second configuration. This phe-
nomenon directly translates into a reduction in the gain of the ED, which was mod-
elled as a multiplication of the theoretical gain by a factor k < 1, yielding

ved,o =
kNv2

M
4nVT

. (5.15)
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Figure 5.4: ED output amplitude in theory (blue), using ideal 1-pF
capacitances (gray) and using real 36-fF capacitances (orange) as a
function of the number of diode stages. This graph clearly shows
the loss of signal due to imperfect signal coupling and to MOSFET

leakage.

Figure 5.5: Simplified schematic to calculate sensitivity as presented
in [14].

This loss appears to be independent of the number of diode stages N. This was
proven by simulating the ED with different values for N first with arbitrarily big
Cgate and Cdrain and with the actual chosen values for the same capacitances. Figure
5.4 shows the theoretical amplitude of the ED output in blue, the amplitude with
ideal 1-pF capacitances in gray and using real 36-pF capacitances in orange. The
losses between the blue and the gray points are due to MOSFET junction leakage
whereas those between the gray and the orange points are due to the non-perfect
coupling. In this implementation roughly half of the loss seems to be due to one
cause and half to the other cause. In order to estimate the ultimate value for constant
k it is sufficient to multiply the reductions due to each of the causes.

5.2 Sensitivity optimization

Let’s assume the input signal to be provided by an RF generator. Assuming the
matching condition to be met, an input power PRF,ant = v2

RF,ant/2RS, where RS =

50 Ω is the resistance of the source, as shown in Figure 5.5.
This implies the voltage amplitude virtually needed within the generator before

RS is 2 vRF,ant. The peak-to-peak signal at the output of the matching network is then
vRF = Av vRF,ant, whereas the peak-to-peak signal at the output of the ED is
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ved,o =
NA2

vPRF,ant2RS

4nVT
. (5.16)

As mentioned earlier, the diodes are biased at zero DC current. This implies they
emit no flicker noise, only thermal white noise. The power spectral density of the
thermal noise emitted by diodes is related to their channel resistance, rDS:

v2
Ned,o ( f ) = 4kBTNrDS = 4kBTN2Rin. (5.17)

Therefore, the noise power at the output of the ED is 4kBTN2Rin fS, where fS is
the baseband frequency. The SNR at the ED output is then

SNRed,o =
v2

ed,o

v2
Ned,o ( f ) fS

=
N2A4

vP2
RF,ant4R2

S

(4nVT)
2 4kBTN2Rin fS

=
A4

vP2
RF,antR

2
S

(4nVT)
2 kBTRin fS

. (5.18)

Therefore, the SNR at the ED output does not depend on N, but it heavily de-
pends on Rin, as Av is also a function of Rin. Again with reference to Figure 5.5, let’s
assume the ED is followed by a baseband amplifier with Noise Factor NF and Noise
Figure 10 log10 NF = NF (dB). NF of the amplifier is defined as

NF =
SNRed,o

SNRo
, (5.19)

where SNRo is the total SNR at the output of the baseband amplifier. Therefore, it
indicates the extent to which the amplifier degrades the SNR of the signal it receives
as input. It can also be expressed as

NF = 1 +
Nampl,o∫

G ( f )2 v2
Ned,o ( f ) d f

, (5.20)

where Nampl,o is the integrated noise at the amplifier output due to the amplifier
itself, G is the amplifier frequency response and v2

Ned,o is as defined above. Therefore,
the denominator of Equation 5.19 corresponds to the noise due to the ED referred to
the amplifier output. Integration must be carried out over a wide frequency interval,
starting from way below fS ending way above the cut off frequency of G. From
Equation 5.19 it is straightforward to conclude that

SNRo =
SNRed,o

NF
. (5.21)

If the minimum SNR at the output of the baseband amplifier is known and equal
to SNRreq, the overall sensitivity can be calculated as

PSEN =

√√√√SNRreqNF (4nVT)
2 kBTRin fS

A4
vR2

S
(5.22)

or in dBm
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PSEN (dBm) = 10 log10

(
PSEN

10−3

)
=

1
2
[
SNRreq (dB) + NF (dB)

]
− Av (dB) + 10 log10

√ (4nVT)
2 kBTRin fS

R2
S

/10−3

 ,

(5.23)

where Av(dB) = 20 log10 Av. Considering loss of signal due to non-idealities, the
final formula is

PSEN (dBm) = 10 log10

(
PSEN

10−3

)
=

1
2
[
SNRreq (dB) + NF (dB)

]
− Av (dB) + 10 log10

√ (4nVT)
2 kBTRin fS

k2R2
S

/10−3

 .

(5.24)

In Equation 5.22, the numerator obviously increases with increasing Rin. The
denominator is related to Rin through Av, as shown in Equation [14]

Av =

√
Rin

RS
/

√(
1 +

ωRinCin

Qind
,
)

(5.25)

Where ω is the carrier RF frequency and Qind is the quality factor of the inductor
in the matching network, with reference to Figure 5.5. In this equation, the numer-
ator corresponds to the ideal relationship between vRF,ant and vRF, whereas the de-
nominator accounts for the losses due to the finite quality factor of the inductance.
Av then increases with increasing Rin but eventually saturates. Therefore, PSEN (Rin)

in Equation 5.22 has a minimum.
Figure 5.6 shows PSEN (Rin) at room temperature. Since the total SNR does not

depend on N, the sensitivity optimization process does not directly involve this pa-
rameter. Indeed, Equation 5.10 shows that ved,o ∝ N, resulting in a big value for N to
be desirable. Moreover, as shown in Equation 5.23, NF(dB) adds to sensitivity, thus
degrading it. Hence, for sensitivity optimization it is best to have a small value for
NF(dB), which can be achieved again with a big value for N. Therefore, N can be
chosen arbitrarily large, namely the maximum value which allows the desired delay
between the input and the output of the ED (more on this later). This leads to the
choice of an optimum rDS, rDS = NRin for sensitivity optimization. Thanks to the
possibility of setting the gate-to-source DC voltage of the diodes, that is their gate
voltage since their source is at virtual ground, rDS can be defined according to the
following formula:



5.3. Sensitivity temperature compensation 87

Figure 5.6: PSEN as a function of Rin presented in [14].

rDS =
1

gDS
=

[
∂iDS

∂vDS

]−1

=

[
∂
(

IS
W
L eVGS/nVT

[
1 − e−VDS/VT

])
∂vDS

]−1

≃ VT

IS (W/L)
e−

VGS
nVT ,

(5.26)
assuming VDS ≥ 4VT. Ultimately, by setting the appropriate gate-to-source volt-

age of the diodes it is possible to set the correct Rin for sensitivity optimization.

5.3 Sensitivity temperature compensation

Up to this point, the discussion presented in [14] has been reported. The proposed
prototype also implements temperature compensation of the ED and the matching
network, in order to reduce sensitivity temperature dependence with an additional
block.
As mentioned earlier, sensitivity depends on Rin, which is in turn related to rDS of the
diodes. As shown in Equation 5.22, PSEN ∝

√
T3Rin. Therefore, in order to reduce

the temperature dependence of PSEN , the removal of the temperature dependence
of rDS, thus Rin, was implemented. Since rDS is mainly determined by the gate-
to-source voltage of the diodes, a dedicated block, shown in Figure 5.7 and again
similar to a Brokaw cell [30], was designed to provide the diodes with such a voltage
in an appropriate way. All transistors within this block are biased in subthreshold
and thus show an exponential IV characteristic. Thanks to the fact that the diodes
have the same VGS as M4, they have roughly the same Vth and IS0, resulting in

gDS =
IS (W/L)

VT
e

VGS
nVT ≃ IS (W/L)

VT
e

VGS4
nVT ≃ (W/L)

(W/L)4

IDC4

VT
(5.27)
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Figure 5.7: ED equipped with a dedicated block for the temperature
compensation of sensitivity.

Since the block dedicated to the generation of the VGS of the diodes is very sim-
ilar to a Brokaw cell and M3 and M4 have an exponential characteristic, the current
through M3 and M4 is PTAT and in particular

IDC4 =

(
W
L

)
4

nVT ln (W
L )3

(W
L )4

R
, (5.28)

yielding

gDS ≃ (W/L)
(W/L)4

n ln (W
L )3

(W
L )4

R
(5.29)

Equation 5.29 proves the conductance of the diode stages is independent from
temperature. Moreover, since the source terminal of MD1, which constitutes the
beginning of the diode chain, is connected to node VP and the chain is biased at
zero DC current, ved,o corresponds to VP when vM (t) = 0. This implies the input
DC voltage of the amplifier is VP itself. To avoid biasing the amplifier at a low gain
operating point due to a low VP, two stacked transistors connected in the diode
configuration, M5 and M6, were employed. Finally, this dedicated PTAT block can
act as a current generator for the rest of the AFE.

5.3.1 PTAT start-up

Notably, all circuits which have a stable or metastable DC operating point corre-
sponding to zero current require a start-up circuit. Its aim is to push the main circuit
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Figure 5.8: PTAT block equipped with a start up circuit.

away from the zero-current DC operating point and push it to the actual DC operat-
ing point it was designed for. The start-up circuit implemented is shown in Figure
5.8. Its operation is based on the fact that MA shares both the gate and the source
with M1. Therefore, in the event of the PTAT block being stuck at the zero-current
operating point, neither M1 nor MA conduct any current, resulting in zero voltage
across MB. MC, MD and ME act as a shifter for the supply voltage, making MF and
MG an effective inverter for the voltage at the gate and drain of MB. When there
is no voltage across MB, MF turns on and pulls its drain to the same voltage as its
source, which in turn causes MH to turn on as well. The small current sinking into
MH forces the conduction of M1. Current I0 then starts flowing and voltage VA de-
creases. This brings the voltage across MB up and turns on MG to force the gate of
MH to ground and turn MH off. At the end of this process, the PTAT is in the correct
operating point.

5.3.2 ED differential approach

The addition of the PTAT block causes its own noise, which includes both thermal
and flicker, unlike that of the ED, to propagate through the signal chain. Most of the
noise due to the PTAT block is actually flicker and is due to M3 and M4. In order
to prevent a heavy degradation in the achievable sensitivity, a differential approach
was chosen: the implemented ED features two chains of diodes connected to the
PTAT cell instead of one, as shown in Figure 5.9.
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Figure 5.9: Differential ED equipped with a PTAT block.

The noise due to the PTAT cell is then seen as common-mode at the output of the
ED and thus gets cancelled out. The new circuit has a differential output signal of

ved,o =
2kNv2

M
4nVT

, (5.30)

an input resistance Rin = rDS/2N and an input capacitance 2NCgs + Cpad, which
yields the same SNR at the ED output as in the single-ended case. The latter is
proved in the following:

• Let’s consider the single-ended ED first. As thoroughly described in Section
5.2, the input power is PRF,ant = v2

RF,ant/2RS and the signal amplitude after
the matching network is vRF = Av vRF,ant, whenever the matching condi-
tion is met. The input resistance is Rin = rDS/N. The output amplitude is
ved,o = Nv2

M/4nVT, whereas the ED output noise power spectral density is
v2

Ned,o ( f ) = 4kBTN2Rin. The resulting SNR of a single-ended ED is

SNRed,o =
v2

ed,o

v2
Ned,o ( f ) fS

=
A4

vP2
RF,antR

2
S

(4nVT)
2 kBTRin fS

, (5.31)

which corresponds to Equation 5.18.
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• In case of a differential ED, the input power and the signal amplitude after the
matching network are the same as in the single-ended case. On the other hand,
the input resistance is Rin = rDS/2N, the ED output amplitude is ved,o =

2Nv2
M/4nVT and the ED output noise power spectral density is v2

Ned,o ( f ) =

2 × 4kBTN22Rin = 4 × 4kBTN2Rin. This yields an SNR of

SNRed,o =
v2

ed,o

v2
Ned,o ( f ) fS

=
16N2A4

V P2
RF,antR

2
S

(4nVT)
2 16kBTN2Rin fS

=
A4

V P2
RF,antR

2
S

(4nVT)
2 kBTRin fS

,

(5.32)
which is the same as for the single-ended ED case.

Moreover, switching to a differential approach causes no increases in power con-
sumption due to the zero-current biasing of the diodes. Since the two chains work
independently, the system does not get slowed down either. Finally, let’s assume
the ED is followed by a standard amplifier, for instance a common-source one, with
no residual flicker noise and transconductance gm. It shall be proven that the noise
factor is the same when adopting a differential approach as it is in the single-ended
case, with reference to Figures 5.10 and 5.11.

If the ED and the amplifier were single-ended, Equation 5.20 would result in

NFSE = 1 +
2 × 4kBTgmR2

out fS

gmRout × 4kBTN2RS
= 1 +

2
gmN2RS

(5.33)

On the other hand, in the differential case

NFdi f f = 1 +
4 × 4kBT

gm
2

(
gmRout

2

)2
fS

gmRout
2 × 4kBT (2N)2 RS

= 1 +
2

gmN2RS
. (5.34)

This shows that no degradation occurs in the overall SNR at the output of the
amplifier by adopting the differential approach.

5.4 ED design phase

5.4.1 Choice of component types

The ED, shown in Figure 5.9, includes three types of components: MOSFETs, resis-
tors and capacitors. The choice of MOSFET type is based mainly on the need for
ED gain maximization. Since ED gain is proven to be inversely proportional to the
non-ideality factor n of the MOSFET performing demodulation by Equation 5.10
(ved,o =

Nv2
M

4nVT
), it is best to choose the MOSFET type featuring the lower n available

within the chosen technology. As for the MOSFETs constituting the PTAT block, it
may be necessary to choose the MOSFET type with the lower threshold depending
on the supply voltage.
The choice of resistor type is based on two main reasons. First, as the current levels
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Figure 5.10: Single-ended ED followed by a conventional common-
source amplifier.

Figure 5.11: Differential ED followed by a differential common-
source amplifier.

considered in this implementation are in the order of nanoAmpères, it is necessary
to use MΩ resistors in order to generate non negligible voltages across them. There-
fore, the higher resistivity available is desirable. Second, the operation of the PTAT
block is based on the fact that its current, in Equation 5.28 (IDC4 ∝ VT), is actually
proportional to temperature. Any additional temperature dependence due to the re-
sistor would be unwanted, which leads to choosing the resistor type with the lower
temperature coefficient available.
Finally, the choice of capacitor type has important implications mainly due to cou-
pling capacitors Cgate and Cdrain. Of course, losses may also impact the filtering effi-
ciency of Cgnd, but simulation models for capacitors in the employed technology do
not include losses at all. Instead, any possible parasitic capacitance associated with
Cgate and Cdrain may cause capacitive dividers resulting in loss of signal at the MOS-
FET terminals. Therefore, it is necessary to carefully assess the impact of the type
and polarity of the chosen capacitors in terms of loss of output signal amplitude and
increase in the overall input capacitance of the ED Cin. This entails sensitivity esti-
mation by the use of Equation 5.24 using different types of capacitor with different
polarity, on equal terms, to determine which case causes the lower degradation in
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the sensitivity itself.

5.4.2 Preliminary choice of component sizes

As mentioned in Section 5.1, it is desirable to have big N for high output amplitude
and low amplifier NF, possibly in the order of several tens. Then, it is possible
to make an estimation of the optimum ED input resistance, Rin, assuming Rin and
Cin to be equal to their ideal expression (Equations 5.11, Rin = rDS/N, and 5.12,
Cin = NCgs + Cpad) and a plausible NF, such as 2-3 dBs. Once the optimum has been
chosen, VG can be set accordingly. Moreover, circuit operation was improved using
the following rules, with reference to Figure 5.9:

• High L in M1 and M2 for good mirroring

• High W in M1 and M2 for low VGS to make room for M3 and M4

• (W
L )3

(W
L )4

= 2 to minimize the static current of the PTAT block

• W
L of M3 and M4 for correct VGS in order to set the target gDS of the diodes

• Non minimal W × L for M3 and M4 to reduce mismatch

• Either low W
L for M5 and M6 or more stacked MOSFETs, since their VGS deter-

mines the input DC voltage of the subsequent stage

• Non minimal W × L for M5 and M6 to reduce mismatch

• (W/L) = (W/L)4 for all diodes MD1-MD4 to reduce mismatch and for simpler
calculations

• Highest possible Rbias allowed by the technology and considering area occu-
pation; the resistor may also be implemented as a MOSFET

• Lowest possible Cgnd for effectively cutting the carrier RF frequency

• Careful assessment of the values of Cdrain and Cgate due to the following trade-
off: higher capacitances offer better coupling but cause a higher ED Cin, which
results in a lower matching gain, as shown in Equation 5.25 [14]; the optimum
corresponds to the higher overall SNR, using Equation 5.18

It is important to consider the actual values for Rin and Cin, which can be found
by performing an AC simulation, instead of the ideal values Rin = rDS/N and Cin =

NCGS + Cpad when implementing the above rules. As a matter of fact, the real and
the ideal values may even differ substantially.
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Figure 5.13: Layout of the third WUR prototype presented in this
thesis, taped out in 2021.

5.4.3 Parameter optimization

Once a preliminary design is ready, it is possible to perform an optimization of all
parameters involved. The aim of this process, shown in Figure 5.12, is to obtain a
design with the best possible compromise between optimum sensitivity, speed and
temperature compensation. Adding body effect to either MD1-MD4 or M3-M4 (or
both groups of MOSFETs) in Figure 5.9 may be empirically tried to improve sensi-
tivity optimization and temperature compensation.

5.5 ED implementation

The implemented circuit is shown in Figure 5.9, composed of a differential passive
ED and a PTAT block for temperature compensation. Simulations were carried out
in the -40 : 120◦C temperature range. Each chain of diode-connected MOSFETs is
composed of N = 60 stages. The values for the capacitors are Cgate = Cdrain =

Cgnd = 36 f F. The dimensions of the diodes are not the minimal ones for the tech-
nology in order to avoid excessive mismatch, W = 450 nm × 2 and L = 450 nm. The
PTAT block, start-up included, consumes 6.2 nW at 27◦C, 1.4 nW at -40◦C and 12.2
nW at 120◦C. The overall area of the ED-PTAT section is roughly 0.3 mm2, 60% of
which is due to the capacitors. The chip layout is shown in Figure 5.13. The overall
circuit area is roughly 1 mm2.
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The matching network, which will be implemented with a lumped off-chip capaci-
tor and inductor as shown in Figure 5.5, is yet to be designed. As a matter of fact,
only indicative values for the capacitance and the inductance can be estimated on
the basis of the simulated input impedance of the chip, especially the capacitive part
as explained in Section 4.8.2. The chosen components for the matching network with
tentative values are a 24-nH Coilcraft inductance and a 30-pF KEMET capacitance.
Simulations with the models for these components yield a 14.7-dB simulated match-
ing gain at 433 MHz. The actual values will be chosen according to the measured
input impedance of the ED.

5.6 Simulated results

Figure 5.14 shows the transient response of the ED with an input power correspond-
ing to the estimated sensitivity. This estimation has been performed as follows. In
[14], it is stated that a 12.3 dB SNR is needed at the input of the comparator in order
to have a 10−3 MDR, which translates into a signal amplitude that is 4.1 times bigger
than the RMS integrated noise at the same point, i.e. SNRreq = 4.1. Performing an
AC simulation allows to calculate the RMS noise voltage from the integrated noise
and the estimated sensitivity can be found as the input RF voltage yielding an out-
put amplifier voltage corresponding to 4.1 times the calculated RMS noise voltage.
Considering a simulated 14.7-dB matching gain, the estimated sensitivity is -63.1
dBm.

A maximum input power also exists: for powers higher than this, the ED output
differential voltage becomes distorted, which also causes a distortion in the amplifier
and comparator outputs. Figure 5.15 shows the transient response of the ED with
an input power above the maximum permitted power. Its value has been estimated
by noticing the fact that vout− cannot go below a minimum value, beyond which the
diodes cannot work anymore. According to simulations, this value is around 25 mV
at room temperature. This means the maximum excursion vout− can perform is VP-
25 mV, where VP is defined in Figure 5.9. Therefore, the maximum ED differential
output amplitude is 2 × (VP − 25 mV) = 350 mV. The input RF power yielding a
350-mV ED output voltage, thus the maximum power which causes no distortion, is
-38 dBm, also considering the simulated matching gain. If the input power is higher
than this, it may become hard for the BBL to properly recognize the incoming signal.

Figure 5.16 shows the simulated values for the ED input resistance, Rin, as a
function of temperature. Without the PTAT block, Rin ranges from 150 kΩ to 3 kΩ
(yellow trace), whereas the use of the PTAT block allows to drastically reduce this
variation (red trace). Actually, in this case Rin ranges from 35 kΩ to 10 kΩ . This has
a positive impact on the stability of sensitivity over temperature, especially at high
temperatures, as reported in Figure 5.17. This Figure plots the simulated values for
2 vRF,ant which correspond to sensitivity, i.e. for which the SNR at the output of the
amplifier, vout_amp, is again equal to SNRreq = 4.1, when the PTAT block is used (in
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Figure 5.14: Transient simulation showing a 1-0 RF input voltage at
the estimated sensitivity (top, green trace) and the voltages at nodes
vout+ and vout− (bottom, blue and yellow traces), as defined in Figure
5.9. The difference between the latter two constitutes the differential

output voltage of the ED.

Figure 5.15: Transient simulation showing a 1-0 RF input voltage at
a power higher than the maximum input power (top, green trace)
and the voltages at nodes vout+ and vout− (bottom, blue and yellow

traces), as defined in Figure 5.9. A clear distortion occurs.
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Figure 5.16: Simulated values for the input resistance of the ED, Rin,
as a function of temperature when the PTAT block is used (in red) and

not used (in yellow).

Figure 5.17: Simulated values for 2 vRF,ant corresponding to sensitiv-
ity when the PTAT block is used (in blue) and not used (in orange).
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Figure 5.18: 10-run Montecarlo simulation showing the input resis-
tance Rin of the ED in Figure 5.9.

blue) and when the PTAT block is not used (in orange). It is necessary to consider the
voltage before RS to account for the loss of matching, occurring especially when the
PTAT block is not used. In both cases, the amplifier and the comparator are fed with
noiseless currents for a fair comparison. As mentioned before, the input matching
network is simulated using models for a commercial inductor and capacitor having
the tentative values of L = 24 nH and C = 30 pF. When the PTAT block is not used,
VG and VP are set to the values corresponding to those set by the PTAT block at room
temperature, in order for the subsequent amplifier to operate correctly. Moreover,
the PTAT block performs the biasing of VG and VP, which would have to be set
otherwise in its absence. However, the impact of its use is not as strong as expected
probably due to a relatively small change in the overall resistance seen at the input
of the matching network even without the use of the PTAT block: simulations show
that with the PTAT block this resistance ranges from 55 to 59 Ω , whereas without the
PTAT block it ranges from 43 to 61 Ω . Finally, Figure 5.18 shows a 10-run Montecarlo
simulation of the input resistance Rin of the ED. It is apparent that this aspect needs
to be carefully considered when designing for high yield.

5.7 Remaining AFE blocks and BBL

5.7.1 AFE: amplifier, comparator and offset cancellation

The block diagram of the prototype is shown in Figure 5.19. Actually, the rest of
the AFE was designed by another Ph.D. student. Once the input OOK-modulated
signal has been rectified by the ED, it is fed to a separated baseband amplifier. Since
the output of the ED is differential for the reasons explained in Section 5.3.2, the
input of the amplifier is differential as well. Instead, the output of the amplifier is
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single-ended. The baseband amplifier is critical in terms of noise, as it could sig-
nificantly degrade sensitivity, as shown in Equation 5.24, by adding non negligible
noise to a very small signal. In order to prevent this, its biasing current must be
carefully chosen so as to keep NF at acceptable levels. For instance, a biasing cur-
rent around 10 nA is enough to yield an NF (dB) around 3 dB. The output of the
baseband amplifier is fed to the comparator along with its LP RC filtered version,
which acts as a threshold. The main reason for adopting this approach for threshold
generation is its simplicity but, unfortunately, it requires a non-negligible amount of
area. This is even more so since with such low currents the output impedance of the
amplifier is very high, resulting in an even higher R value to prevent R itself from
excessively loading the amplifier. Moreover, the number of equal consecutive bits
is limited to prevent the threshold from getting too close to the two voltages at the
output of the amplifier corresponding to "0" and "1". Actually, the choice of a Manch-
ester coding is preferred. Since the AFE is clockless, latched comparators cannot be
implemented, along with the offset compensation techniques they make possible.
Therefore, comparator offset cancellation is carried out by an additional block. This
allows to indirectly compensate for the offset of the whole chain, in particular that of
the amplifier, which may significantly degrade sensitivity. The PTAT block provides
bias currents for the amplifier, the comparator and the offset cancellation block.

5.7.2 BBL: GO-CDR, Control Logic and Addressing Unit

The BBL of this prototype is very similar to that of the second prototype, described
in Section 4.7.2. The only differences are the absence of a Bias and Calibration Circuit
for the GO-CDR and a longer correlator length. In the previous prototype, the BC
circuit was present to set the correct bias current for the GO to oscillate at 1 kHz with
a 0.5% tolerance. Since this prototype is supposed to operate with the Manchester
coding or a similar coding, phase errors due to subsequent bits cannot accumulate.
Therefore, there is no need for a clock frequency calibration. On the other hand, this
time the goal of receiving long sequences of bits, which may be either data sequences
or encrypted addresses, resulted in the implementation of a much longer correlator,
namely 256 bit-long.

5.8 AFE simulated results

The simulated results of the whole AFE in this prototype are summarized in Tables
5.1 and 5.2. Again a roughly 10-dB improvement with respect to the previous proto-
type has been achieved, mainly thanks to an expected 10-dB sensitivity enhancement
in the face of a slight power consumption increase. Moreover, AFE operation over
a significant temperature range is expected to be demonstrated, which has rarely
happened in literature.
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5.9 Conclusions on passive Envelope Detectors

Chapter 5 presents an implementation of an AFE for an integrated medium range
WUR employing a passive ED. Passive EDs only perform envelope extraction, i.e.
OOK demodulation, while baseband amplification of the extracted envelope has to
be performed by another block.
Passive EDs are composed of a chain of diode-connected MOSFETs biased at zero
static current. The ED implemented in the third prototype presented in this thesis
differs from the standard Dickson charge pump by the possibility of biasing diode
gates regardless of the input signal [14]. The voltage at diode gates determines their
channel resistance, thus the overall input resistance of the ED, and can be chosen so
as to optimize sensitivity. In the proposed prototype, a mechanism for sensitivity
stabilization with temperature is added through an additional PTAT block. To avoid
degrading ED SNR due to the addition of the PTAT block, a differential approach
for the ED has been chosen.
Passive EDs have a major advantage: thanks to zero-static current biasing, not only
do they have zero power consumption but they also inherently have a better sen-
sitivity. However, they also have a few drawbacks. For instance, EDs with bitrates
above 1 kbit/s can hardly be implemented since the number of diode stages N needs
to be big and the ED propagation delay is related to the cube of N. Moreover, they
have low flexibility, as their bitrate and carrier RF frequency cannot be changed once
they have been designed. They also occupy significant silicon area due to the pres-
ence of the coupling and filtering capacitances. Finally, they have a high input ca-
pacitance, which makes the design of a matching network with a significant gain
hard.
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Chapter 6

Conclusions

This Ph.D. research activity aims at designing the Analog Front-End (AFE) of a
Wake-Up Radio (WUR) to be integrated within a sensor or an actuator node in
a Wireless Sensor and Actuator Network (WSAN). A WUR is a minimal receiver
which is constantly on and scanning the RF channel in the place of the main radio.
Its aim is to reduce the power consumption of sensor and actuator nodes while en-
abling asynchronous communication, thus reducing latency as well. A WUR is com-
posed of two subsystems: the AFE, whose task is to turn the input OOK-modulated
signal into a stream of bits, and the Baseband Logic (BBL), which compares the re-
ceived bitstream with the address of the specific node and, if the two match, issues
a Wake-Up interrupt.
The goal of this Ph.D. research activity is the design of an AFE which receives OOK-
modulated input signals with RF carrier frequencies in the Sub-GHz ISM band and
has a power consumption in the order of nanoWatts, thus targeting medium range
IoT applications, i.e. with a wake-up distance within 100 meters.
Over the course of the Ph.D. activity, three prototypes implementing both active and
passive EDs have been designed using a 90-nm STMicroelectronics technology, as
shown in Figure 6.1. The main challenge this topic poses is the sensitivity-power
trade-off, that is a longer wake-up distance requires a higher power consumption.
All proposed implementations are clockless and leverage the second-order non-
linearities of a MOSFET in subthreshold for envelope extraction.

• The first prototype is supplied with 1.2 V and has no addressing capabilities as
the BBL is not present. It features an active band-pass (BP) ED performing
both envelope extraction and amplification of the extracted envelope. The BP
response results in the ED output signal peaking at each transition in the in-
put bit, which in turn forces the use of a hysteretic decision circuit. In order to
avoid multiple errors in case of long sequences of equal bits, the use of a type
of coding with frequent transitions, such as Manchester coding, is required.
The ED is then followed by a Schmitt trigger. Since the information lies in the
ED output peaks, the trigger is AC-coupled to the ED and its input DC voltage
and two threshold voltages are generated in a temperature-compensated man-
ner by a dedicated block. The biasing block is quite complex and consumes a
current which is exponential with temperature.
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Measurements have been carried out on this prototype, yielding a -46-dBm
sensitivity at 771 MHz with a 36-nW power consumption over a 1.2-V supply
and a 2-kbit/s bitrate. This results in 106.9-dB Figure of Merit (FoM).
This prototype has been presented in [2], [1] and its ED topology has been filed
as a patent [22]. [2] also includes a detailed analysis on the active ED topology,
which can be implemented as BP or LP.

• The second prototype is supplied with 0.6 V and also includes a BBL designed
by another Ph.D. student. It solves the issue posed by the need for Manchester
coding by using an active low-pass (LP) ED instead of the BP one. This implies
the ED outputs a signal with the same shape as the input envelope, resulting in
the use of a standard comparator instead of one with a hysteresis. Moreover,
again thanks to the LP response of the ED, the reference voltage for the com-
parator is generated within the ED itself and the comparator is DC-coupled
to the ED. As a drawback, the LP response forces the need for a capacitance
that is too big to be integrated, i.e. an external capacitance is needed. The bulk
voltages of the comparator input MOSFETs are available on the outside to set
its equivalent threshold. Finally, biasing currents for the ED and the compara-
tor are provided by a dedicated reference current generator, which is much
simpler and consumes lower current than the biasing block in the previous
version. Therefore, the use of a LP response instead of a BP allows system sim-
plification at the expense of the presence of an external capacitance to imple-
ment the LP response itself. Moreover, there is no need for Manchester coding,
which causes bitrate halving. However, all active EDs have an unfavorable
current-to-sensitivity relationship. This leads to the use of passive EDs, which
inherently have a better sensitivity since they have no flicker noise.
Measurements have been carried out on this prototype, yielding a projected
-52.3-dBm sensitivity at 433 MHz with a 12.9-nW power consumption over a
0.6-V supply and a 1-kbit/s bitrate. This results in 116.2-dB FoM.
This prototype has been presented in [23] and [24].

• The third prototype is supplied with 0.6 V and includes the same BBL as the sec-
ond one. A passive ED composed of a chain of diodes biased at zero current
and based on a recent publication is employed to enhance sensitivity without
having to drastically increase ED current consumption. Therefore, the recti-
fication and amplification functions have been separated. Temperature com-
pensation of the ED and the external matching network is performed by an
original block similar to a Brokaw cell with the aim of stabilizing the ED input
resistance, thus sensitivity, with temperature. The block performing the ampli-
fication of the extracted envelope has been designed by another Ph.D. student,
along with the subsequent comparator, to which an offset calibration circuit
has been added.
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Table 6.1: Important parameters to make a comparison between ac-
tive and passive EDs.

Active BP Active LP Passive
Sensitivity

Power consumption

Subsequent stage
Trigger

(Manchester
needed)

Standard
comparator

Amplifier
+

Comparator
Matching gain

(input capacitance)
Maximum input power

Die area
External components

Flexibility
Design resources

This prototype is currently under fabrication. Simulated results yield a -63.1-
dBm sensitivity at 433 MHz with a 16.8-nW power consumption over a 0.6-V
supply and a 0.5-kbit/s bitrate. This results in 124.3-dB FoM.

In conclusion, a tentative comparison between the active and the passive ED
topologies can be performed, as shown in Table 6.1. Both solutions have both ad-
vantages and drawbacks and the choice of one over the other mainly depends on
the most important constraints in the specific application.
As far as sensitivity is concerned, a passive solution is undoubtedly more suitable
than an active one. As a matter of fact, a passive ED has no flicker noise, whereas an
active one requires a drastic increase in current consumption for a significant sensi-
tivity improvement. Moreover, if the active solution is LP its main noise contributing
MOSFETs may require their area to be enlarged for a lower flicker noise, posing a
noise-speed trade-off.
The same can be stated about power consumption, as a passive ED is biased with
zero static current, unlike an active one. However, this advantage may not be so
significant due to the fact that a separated amplifier has to be added when using a
passive ED.
As for system complexity, the use of an active BP ED certainly leads to a more com-
plex system, as a trigger with two thresholds is needed. Moreover, Manchester cod-
ing is required. On the other hand, employing an active LP ED allows the use of a
standard comparator and no constraints are put on coding. As for passive EDs, the
choice of the comparator topology is related more to the amplifier implementation
than to the ED.
It is drastically different when considering the realizable matching gain, as a passive
ED typically has a much higher input capacitance than an active one. Depending on
pad capacitance, the ED input capacitance may become the dominant component in
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the capacitance which the matching network sees as a load. If such a capacitance be-
comes too high, a reduction in the carrier RF frequency may be necessary to realize
a significant matching gain.
The use of active EDs is also beneficial if the specific application allows nodes to
receive high input power levels. As a matter of a fact, gain compression makes it
possible for active EDs to correctly receive input OOK modulated signals with high
power levels, whereas with passive EDs the output signal gets distorted if the input
power is too high. This may make correctly processing the signal hard or even im-
possible for the subsequent stages. This problem can only be alleviated by increasing
the supply voltage and the number of diode-connected MOSFETs in the lower part
of the PTAT block.
Area occupation, both silicon area and area on the board, is another important pa-
rameter when choosing what ED architecture to use. As for area occupation on the
board, the only solution which imposes the use of external components, namely an
external capacitance, is the active LP one. On the other hand, both passive EDs and
active EDs occupy a significant silicon area. In both cases, passives are responsible
for most of the silicon area occupation, namely coupling and filtering capacitances
in the case of the passive ED and the RC filter in the case of the active ED. In both
cases, additional area is also due to the resistances in the biasing circuit and in the
PTAT block, which need to be in the order of several MΩ for nA currents. Among
active EDs, LP ones occupy a smaller silicon area because their capacitance is too big
to be integrated and is therefore external. In conclusion, it is complicated to make a
comparison between active and passive EDs on such terms and it is probably possi-
ble to determine which case is worse only for the specific application.
Flexibility is also an important parameter. When using active EDs it is possible to
increase their bitrate by increasing their biasing current, whereas with passive EDs
the maximum bitrate cannot be easily changed once the design has been carried out.
Actually, a bitrate-sensitivity trade-off is set during the design phase through the
number of diode stages. Moreover, the presence of coupling and filtering capaci-
tances in passive EDs makes the design and operation of passive EDs strictly related
to the chosen RF frequency, whereas in active EDs the RF frequency is filtered out
immediately by the ED, thus making the matching network the only frequency de-
pendent section. As a result, an active ED can be used for different carrier RF fre-
quencies if the matching network is changed accordingly.
The situation is similar for design resources, especially simulation time. Since the
design and operation of passive EDs is strictly related to the chosen RF frequency,
simulations must be carried out using the chosen RF frequency when designing a
passive ED, leading to long and resource consuming simulations. On the other hand,
when designing active EDs simulations can be carried out using much lower RF fre-
quencies, as long as non-linearities are solicited.
Ultimately, passive EDs are probably a better choice when high sensitivity is the
most important constraint, whereas less stringent constraints are placed on bitrate,
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flexilibity, design resources and maximum input power. In all other cases, an active
ED is probably to be preferred.



111

Appendix A

Definition of a new Figure of Merit
for the Analog Front End of a
medium range WUR

Most of the material reported in this chapter is reused from [2] (©2020 IEEE), in agreement
with IEEE copyright policy on theses and dissertations.

As mentioned in Section 3.2, the most widely used FoM to assess the perfor-
mances of the AFE of a medium range WUR is

FoM1(dB) = −PSEN(dBm) + 5 log BW − 10 log
Pdc

1mW
(A.1)

This FoM does not allow entirely fair comparisons between different architectures
because it is not an invariant for a given architecture. This can be proven by consid-
ering the example in Section 4.2.

In order to make fairer comparisons, a new FoM was defined based on some
assumptions:

• Rectification leverages an exponential characteristic, in particular second-order
non-linearities, as shown in Equation 4.11.

• gm ∝ Ibias and R0 ∝ 1/Ibias, therefore gmR0 ∼= const with respect to Ibias.

• In-band noise is mostly thermal, i.e. i2
n( f ) ∝ gm, therefore the RMS noise volt-

age at the ED output

vRMS,out =
√

gmR0
2BW = α

√
BW/Ibias, (A.2)

where α is constant.

• The required signal-to-noise ratio SNRSEN at the ED output determines sensi-
tivity

VOUTM_SEN = SNRSEN vRMS,out. (A.3)
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medium range WUR

Therefore, if vM_SEN is the input RF amplitude which yields VOUTM_SEN at the
ED output, we obtain using Equations 4.11 and A.3

v2
M_SEN k

gmR0

4nVT
= α SNRSEN

√
BW
Ibias

(A.4)

where k is a proportionality constant. Equation A.4 shows that

v2
M_SEN

√
Ibias

BW
= α SNRSEN

1
k

4nVT

gmR0
, (A.5)

where the right-hand side is constant. Therefore, the left-hand side is an invari-
ant for any ED architecture sharing the above assumptions, making it a suitable fig-
ure to compare the performances of different architectures. Obviously, it is desirable
for this quantity to be as small as possible, so the FoM can be defined as its inverse
expressed in dBs, 10 log

[
v2

M_SEN
√

Ibias/BW
]
, yielding

FoM2(dB) = −PSEN(dBm) + 5 log BW − 5 log Ibias (A.6)
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