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Abstract

With the advent of 5G, several novel network paradigms and technologies have

been proposed to fulfil the key requirements imposed. Flexibility, efficiency and

scalability, along with sustainability and convenience for expenditure have to be

addressed in targeting these brand new needs. Among novel paradigms introduced

in the scientific literature in recent years, a constant and increasing interest lies

in the use of unmanned aerial vehicles (UAVs) as network nodes supporting the

legacy terrestrial network for service provision. Their inherent features of moving

nodes make them able to be deployed on-demand in real-time. Which, in practical

terms, means having them acting as a base station (BS) when and where there is

the highest need.

This thesis investigates then the potential role of UAV-aided mobile radio net-

works, in order to validate the concept of adding an aerial network component and

assess the system performance, from early to later stages of its deployment. This

study is intended for 5G and beyond systems, to allow time for the technology to

mature.

Since advantages can be manyfold, the aerial network component is considered

at the network layer under several aspects, from connectivity to radio resource

management. A particular emphasis is given to trajectory design, because of the

efficiency and flexibility it potentially adds to the infrastructure. Two different

frameworks have been proposed, to take into account both a re-adaptable heuristic

and an optimal solution. Moreover, diverse use cases are taken under analysis,

from mobile broadband to machine and vehicular communications.

The thesis aim is thus to discuss the potential and advantages of UAV-aided

systems from a broad perspective. Results demonstrate that the technology has

good prospects for diverse scenarios with a few arrangements.
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Chapter 1

Introduction

In the recent years, the 5th Generation of mobile radio communications (5G) has

seen its initial installation and deployment. The 5G systems have to face a num-

ber of challenges, including the ability to respond to high capacity service request

with increased flexibility. Even from previous years, there was a general consensus

that after 5G deployment, several important issues would remain partly unsolved;

among them, the ability of the network to adapt efficiently to traffic demand evo-

lutions in space and time.

5G networks will be characterized by a massive density of nodes, both human-

held and machine-type [B1]. As of 5G main families of usage scenarios, services

may be of either enhanced Mobile Broadband (eMBB), massive MTC (mMTC),

Ultra-Reliable and Low-Latency Communications (URLLC) types [B2]. A larger

density and diversity of wireless nodes implies a larger standard deviation in the

traffic generation process. Therefore, network planning done based on average, or

even peak, traffic predictions as done for previous systems, could bring to results

being largely suboptimal. Moreover, the verticals of major interest identified for

5G networks (automotive, health, fabric-of-the-future, media, energy), come with

very different requirements and use cases. These networks will handle very het-

erogeneous traffic scenarios, and the ability of the system to adapt in a scalable

manner to service demand evolutions in both space and time is a relevant topic.

These requirements, from 5G to Beyond 5G (B5G), force mobile network operators

to adopt novel and efficient solutions to shape the network infrastructure.

For the reasons described, 5G and B5G radio networks are expected to be

characterised by a degree of network flexibility much higher than in the past: in-

frastructure nodes must be flexible enough in order to be able to smoothly and

autonomously react to the fast temporal/spatial variations of traffic demand. How-

ever, there is one main issue in addressing this: hardware location is static and the
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offered network capacity on a local scale is fundamentally limited by the density

of infrastructure equipment (macro-site and small-cells Base Stations (BSs)) in the

area of interest. The solution might be in the sky with flying mobile infrastructure

nodes.

Figure 1.1: UAV-aided future networks illustrative example.

To this purpose, this thesis addresses the topic of Unmmaned Aerial Vehi-

cle (UAV) aided networking. In this vision, new mobile network nodes, namely

Unmanned Aerial BSs (UABs), can hover in the sky and provide service to ground

terminals on the same area where Terrestrial BSs (TBSs) are deployed. As a

matter of fact, UAVs are generally lightweight and small flying objects. Their

aerodynamics may be different, classifying them into fixed-wings or rotary-wing

aircraft. Contrary to fixed-wing UAVs, rotary-wing drones consist of a number of

rotor blades that revolve around a fixed mast, making the aircraft able to hover

and a forward movement is not needed to produce lift. Furthermore, they allow

higher payload and better maneuvering compared to their counterpart; thanks to

these features, in this thesis rotary-wing UAVs are considered [B3]. To carry the

payload envisioned hereby, they typically weigh less than 25 kg, and mission flight

time is usually no more than 30 minutes (even if higher endurance drones already

exist, and their common use is expected to increase in the coming years). The pay-

load refers to all those components not strictly necessary for the UAV to fly, but is

carried to accomplish a specific mission. In the case of a UAB, the payload is the

BS equipment needed for it to forward/provide the service. A UAB has then to be

intended as a UAV carrying radio frequency equipment to act as BS. They might

actually be fully functional BSs, or simple relays extending the terrestrial network

coverage. Then, if properly equipped with a light-weight and efficient BS antenna

2 Chapter 1. Introduction



system, UABs are asked to increase coverage and capacity where the TBSs can not

adequately serve the underlying users. The scenario suggested in the thesis is the

one envisioned for recent and future networks (i.e. 5G and beyond), where an het-

erogeneous system gathers a few kind of network components to increase coverage,

spectrum efficiency and Quality of Service (QoS). The different components, being

either aerial platforms, macro or small/micro cells, are referred to as network tiers.

Figure 1.1 pictures an example scenario of the kind, where UABs provide service

where and when needed. The UABs have then to be able to fly along trajectories

devised in agreement with the terrestrial network. It is assumed that UABs keep

a direct Line of Sight (LoS) link (i.e. in free-space path loss condition) with the

closest TBS to forward the traffic to the Core Network. This is feasible, since

almost no obstacle is found on air. Backhaul links could exploit millimeter waves

or Visible Light Communication, which are assumed to maintain a separate carrier

frequency with respect to UAB-user or TBS-user links to avoid interference issues.

The focus of this thesis is mainly on the service provided to ground users (or User

Equipment (UE)), being either human-held, Internet of Things (IoT) devices or

vehicles.

The main scope of this thesis is then to evaluate the network performance of

a UAV-aided networking under different aspects. The relevance of the achieved

result will raise the discussion on the role of B5G UAV-aided networks. Network

Key Performance Indicators (KPIs) are computed at network level to have a high

level view of the several and different elements building the system. The aspects

considered are:

– a feasible network architecture that binds all system components together to

properly cooperate;

– an appropriate channel modelling, that accounts for the different features

playing a role when service is provided from a platform moving in the sky;

– the design of a dynamic trajectory to enhance both coverage and system

capacity, from a heuristic to an optimized approach;

– conformance with the standardization protocols and procedures;

– application to different possible scenarios, with both broadband and IoT ser-

vices.

The network performance is simulated with dynamic network simulators built on

purpose. Among different research activities some system parameters may change

(e.g. carrier frequency, bandwidth availability constraints, and similar), due to the

Chapter 1. Introduction 3



progress of the standardization from Long Term Evolution (LTE) to 5G made by

the 3rd Generation Partnership Project (3GPP) standardization body.

The thesis is organized as follows. Chapter 2 introduces the current state of

literature in UAV-aided networking and related issues. In Chapter 3, the system

architecture proposed in the thesis and referenced throughout the activities is de-

scribed. The particular channel modeling to be accounted for UABs is studied in

Chapter 4, and Chapter 5 discusses different frameworks and possible solutions re-

lated to the additional aerial component of the network. Then, emphasis is given to

3GPP procedures, protocols and use cases in Chapter 6, where the network model

is proposed in different perspectives for different scenarios. Finally, Chapter 7

summarizes the main thesis findings and achievements.

4 Chapter 1. Introduction



Chapter 2

State of the Art

When dealing with a flying BS node added to an already complex network structure,

a number of elements have to be taken into account. For this reason, research

activities in the field of aerial communications have investigated and discussed

aspects related to link and network level views, positioning and trajectories, energy

consumption and capacity improvement, to name a few. Such a quite recent topic

is still rising new intriguing challenges, making the research field still highly active

and continuously proposing novel solutions.

2.1 Channel Modelling and System Integration

The first element that makes a UAB different from a legacy BS is its altitude

from the ground. In principle, this leads to less obstacles encountered when try-

ing to establish a link, and a different propagation model with respect to the

commonly known channel for terrestrial nodes to be investigated when planning

network design. In fact, most of the research field targeting UAVs at the early

stages addressed the coverage problem looking at how Path Loss (PL) for the so-

called Air-to-Ground (AtG) channel can be modelled [B4, B5, B6]. Thanks to these

analyses, the elevation angle of the UAV established with a single target and, con-

sequently, the drone height above the ground, were shown to have a non negligible

impact on mean PL and shadowing formulation. In [B5, B6] the AtG channel is

subject to LoS or Non-LoS (NLoS) conditions under a certain probability based on

the environment and the elevation angle from ground.

In some cases, it is however preferred to have a precise and highly accurate

channel modelling for a given urban environment. In this way, PL samples are

known a priori as a sort of radio map with a given precision to drive UAVs [B7, B8].

Radio maps may then be exploited as environment information to tune network
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2.2. Applications and Use Cases

parameters and performance as desired.

Once the problem is addressed at the link level, network issues start to be

considered with increasing details on the different aspects. For example, activities

in this direction discussed the trade-off in UAV networks between connectivity

issues and area coverage [B9], or start to study the integration of drones in the

next generation networks [B10]. Moreover, UAVs are considered jointly with a

cellular network in [B11], where a delay-optimal cell association for ground users is

proposed through optimal transport theory. In [B12] UAVs mount a Pico Cell radio

equipment and their efficiency in placement is compared to the static infrastructure

counterpart. Other examples of integrating drones as supplement in present cellular

infrastructure can be found in [B13], where Authors considered the maximization of

the downlink coverage of drone small cells (DSCs) by computing the optimal height

and minimizing the used transmit power. The impact of interference on deployment

of multiple DCSs was discussed along with the desired distance between the DCSs

that can improve coverage performance. In [B14], UAVs were used as relays. The

model uses density and cost functions to calculate areas with higher demands and

multiple UAVs are deployed depending on these functions.

Studies about the integration of terrestrial infrastructure and aerial platforms

assume a wider perspective in [B15], where aspects such as radio access, backhaul

links and coverage of multiple drone-cells are introduced. However, they mainly

focus on uplink machine type communication and do not consider a joint system

resource management that includes trajectory design. Furthermore, the Authors

in [B16] consider to offload traffic from the terrestrial network through a proactive

deployment of drone-cells; it depends on three types of traffic and there is no

interference between the ground network and the UABs.

2.2 Applications and Use Cases

Some specific applications have been identified in the early stages of UAV-communications

research, being public safety and delay-tolerant services [B17, B18, B19]. In [B17]

public safety problems are addressed by using Monte Carlo simulations to evalu-

ate capacity and throughput coverage. Then, [B18] investigates if drone mounted

femtocell base stations can be a solution to provide coverage in a disaster scenario,

when the existing infrastructure is no longer available.

The IoT world includes many interesting possible applications for moving aerial

nodes. Because of the time spent in flying, delay-tolerant applications are one of

the first kind to be investigated [B19]: clearly, UABs are the mules that carry data

from one node to another (e.g. the gateway). Another important issue, especially

6 Chapter 2. State of the Art



2.3. Deployment of UAVs

for machine-type communications, is the energy consumption. Industry 4.0 and

low power nodes apply a number of technques to stay on idle or sleep mode when

possible to keep a lifetime in the order of years. Dynamic trajectories in 3D space

are studied in [B20] with the purpose to connect IoT devices at their activation

time. They jointly optimize the transmission power of machine nodes, the overall

energy spent in movement and the choice of the next stop of each UAV.

2.3 Deployment of UAVs

At early stages in UAV-networks research activities, few papers address the optimal

design of UAV paths. The reason lies in the complexity of the topic; in fact, the

dynamic trajectory of UAVs should be defined according to a number of factors,

including the position of candidate UEs on the ground, their traffic requirements,

the energy available on the UAV, and so on. On the opposite, the optimal static

placement of a UAV can be more easily computed, once the terminals positions are

known, accounting for the link quality of all links established. For this reason, the

following works study the static deployment of UAVs.

In [B21], the optimal 3D placement of multiple UAVs was addressed to optimize

the downlink coverage measurements in terms of antenna gain and altitude. The

circle pack-theory was used to handle the interference of the overlapping coverage

areas of the UAVs, while minimizing the transmit power. However, this is done

without considering an underlay operating cellular network. The work [B22] con-

siders multiple UAVs having the aim to maintain an overall network connectivity

in a 3D scenario with several ground nodes. The optimal position of drones acting

as relays is found through the particle swarm optimization, following three different

analyzed metrics; through this method, UAVs may change their paths dynamically

maximizing system performance while minimizing communication links and costs.

Furthermore, clusterization algorithms for UABs placement and trajectories are

introduced.

Other more focused activities with UAV maintaining a fixed position can be

found in [B23, B12]; the former has the purpose to achieve the minimum energy

consumption with exactly one UAV per cluster in an uplink IoT scenario, and the

latter focuses on finding a single point with 2D coordinates (height fixed) for the

UAV-mounted access point to serve the highest possible number of users.

Chapter 2. State of the Art 7



2.4. Resource Management and Interference in UAV networks

2.4 Resource Management and Interference in

UAV networks

Interference issues are analyzed and modelled in [B24]. The interferers are other

UABs, each transmitting towards a ground node. However, the presence of the

mobile network is not considered.

As for RRM, [B25] investigates optimal resource allocation mechanisms in an

IoT environment for cluster heads and UAV links with the goal of minimizing the

transmission power while meeting the rate requirements of IoT devices. More-

over, [B26] studies user scheduling in the terrestrial network for non-orthogonal

transmission in UAV relay networks. Potential interference is analyzed for both

backhaul and UAV-UE link with the terrestrial network, and an interference avoid-

ance solution is proposed. In [B27] issues of scheduling for UAV networks are

addressed, with the aim of achieving the maximum system performance in terms

of encounter rate and energy efficiency; in particular drones behave as small cells

and optimal beaconing periodicity is sought following a game theory model in or-

der to have cooperation among UAVs. [B28] minimises the number of flying base

stations needed to provide coverage to a group of UEs.

Generally, the joint operation of the aerial and terrestrial network has not been

properly investigated. Indeed, a joint management of the available resources would

improve the spectrum reuse, the solution flexibility and the model efficiency, re-

sulting in one effective tradeoff between costs and service quality.

2.5 UAV Trajectories with Energy or User Rate

Optimization

More recently, mathematical modelling and optimization techniques have been pur-

sued to improve the measurable metrics present in UAV-communications. Usually,

because of the tools applicability, the joint operation of UAVs with the terrestrial

network is not considered. For example, the optimal placement in UABs network

is studied pursuing the energy efficiency [B29, B30] by minimizing the energy con-

sumption. Also, a trajectory can be identified by maximizing the minimum user

rate, to achieve user fairness [B31, B32]. Clearly, being these highly complex mod-

els requiring computation times in the order of hours or days (sometimes even with

powerful machines), optimization problems generally include a number of strong

assumptions. In fact, though achieving a final optimal or suboptimal solution,

small input instances (e.g. less than 10 users active in the service area), highly
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discretized environments or rather unrealistic scenarios (e.g. always LoS condi-

tions or no consideration of delay) are used to extract performance. Furthermore,

the traffic demand is usually assumed to be known a priori. Despite the problem

difficulties, the quality of literature advancements is always increasing.

All the papers described above have been published approximately in the same

timeframe of the activities carried out in this thesis. The interest and relevance in

literature related to UAV-networks and UAV support in heterogeneous networks

increased drastically in the last few years, and the works complexity and complete-

ness improved as well. In this thesis, a detailed description from simpler heuristics

to advanced optimization techniques and integration with 5G systems is present.
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Chapter 3

Network Architecture

A system that wishes to integrate an aerial and a terrestrial network tier needs

to be built on top of a robust architecture and well-defined structure. The two

tiers must be allowed to efficiently operate together to sustain the network costs

on capital expenditure (CAPEX) and Operational Expenditure (OPEX). In sim-

ple words, this means that each network node (being either a BS or an UAB) has

to allocate resources and provide service without adding severe interference that

may degrade network performance. The foreseen increased service demand com-

ing with 5G allows an initial investment for CAPEX in flexible and scalable new

network nodes (i.e. UABs), and their efficient management covers the periodical

costs on OPEX. The meaning of network efficiency, being it related to spectrum

and resource management or flight times and trajectory design and other system

parameters, will be discussed thoroughly across the thesis.

Since the main focus of the thesis is the definition of the UABs trajectories given

the network status and conditions of the links UAB-UE and TBS-UE, some initial

assumptions are made. First, channel state information is assumed to be available

at both UAB and TBS side. Second, a backhaul/fronthaul link exists between a

single UAB to a nearby TBS, in order to connect it to the rest of the network. In

fact, it must receive a minimum requirement of 60-100 kbps [B33] in the command

and control link for navigation purposes, but the link capacity needs to be much

larger if it wants to accommodate also network services. However, since UABs fly in

the sky which is naturally free of obstacles, the backhaul connection can be assumed

to be provided through high capacity LoS wireless links (e.g., by using millimetre-

wave or visible light communication). This assumption is commonly implicit in the

literature, but it will become increasingly practical with B5G systems. In this way,

it will not represent a bottleneck for UABs service provision and can be considered

beyond the scope of this thesis.
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An efficient system has a proper design on where intelligence and management

lies. As such, the placement of a control mechanism, where decisions on operating

procedures are taken, has to be defined. Usually, two solutions may become viable,

being:

– Centralized control, where a central entity with a broad system knowledge is

in charge of selecting the optimal network behaviour;

– Distributed control, where the responsibility of making decisions is dislocated

on the single network nodes having limited information on its surroundings

and other network nodes.

A distributed control does not make an efficient solution because it does not guar-

antee sufficient awareness of other network nodes needs as poor link conditions,

temporal traffic overload or lack of good QoS provision. On the contrary, a central-

ized structure allows an increased awareness of the network status since decisions

are taken by a central entity, having general knowledge on the different network

components. In fact, it is able to collect control plane information about link con-

ditions of different users on different tiers, and it might instruct a more flexible

node as the UAB to supply service in a specific position in real-time. This becomes

feasible in 5G systems where network functions are governed by an orchestrator

node. Figure 3.1 shows the hierarchical centralized structure envisioned for this

thesis’ activities.

Figure 3.1: Reference network architecture with terrestrial and network tiers.
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5G network architectures will then rely on approaches based on SDN (Soft-

ware Defined Networking) and virtualization of networking functions (also known

as NFV). The orchestrator will be responsible, among others, of the global man-

agement of network resources; SDN controllers will locally manage resources made

available by the physical network. One can generally assume that a general, stan-

dardized management and orchestration framework (e.g., the MANO framework

proposed by ETSI [B34]) will include an interface towards a UAV Network Con-

troller (UANC) that will be responsible for both managing the radio resources

assigned by UABs, and defining their missions and trajectories. Through this in-

terface, the UANC will be aware of all information related to the ground user traffic

demand, and how the TBSs are serving it. In particular, a common assumption

made in scientific literature is that the UABs are aware of the positions of the

ground users they have to serve. Similarly, in this thesis, the UANC is assumed

to have real-time information on the performance indicators and the resources

exploited in all links between TBSs and UEs. Figure 3.1 shows specifically the

interface with the aerial controller (or UANC), being the thesis main topic. The

MANO will be later referred to as simply orchestrator or even network controller,

to emphasize the centralized infrastructure.

Given the envisioned scheme able to govern UABs operation, its efficiency relies

on the use of feedback signals from the UANC to the network functions controlling

the TBSs. Three main cases may occur:

1. UABs and TBSs are deployed in orthogonal spectrum bands, and feedback

signals to the orchestrator have little impact;

2. UABs and TBSs are deployed in the same spectrum band, but the TBSs

controller is working independently and the MANO gives instructions only

to the UANC;

3. UABs and TBSs are deployed in the same spectrum band, the MANO receives

feedback signalling from both TBSs controllers and the UANC, and instructs

both on the best way to operate together.

The first case is quite trivial and definitely not cost-efficient, and therefore will be

subject to only an introductory work (see Sect. 5.1.1). In the second and third

cases, the two network tiers are sharing network resources (later referred to as

Resource Blocks (RBs)), making their operation more cost-efficient when properly

planned. Here, the central architecture plays a (possibly) critical role by taking

decisions on how to manage resources. In fact, the presence and use of feedback

signals from TBSs to UABs sharing control information (i.e. where the MANO
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communicates with the UANC and TBSs controller) determines the system higher

or lower efficiency. Improved efficiency and adaptability can be found when a joint

operation between aerial and terrestrial tiers are set in place. A thorough discussion

follows in Sec. 5.1.4. For completeness, the architecture of Fig. 3.1 has thus been

proposed for all the activities presented in this thesis from the simplest to the most

efficient use case of the three presented above.
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Chapter 4

The Air to Ground Channel

One of the main advantages of a UAB is its ability to provide a connection from

the sky. As generally known, channel impairments due to ground obstacles such

as trees and buildings give a power loss that is quite higher with respect to LoS

links. On the contrary, LoS visibility is much more likely in the sky, allowing higher

probability to achieve a Free Space Path Loss (FSPL) link computed through the

Friis formula with propagation exponent equal to 2. The exact formulation is given

in the following.

However, when a link has to be established between a UAB and a user on

the ground (that is the UE as per 3GPP terminology, having a height of 1.5 m)

obstacles on the ground may still impair the link quality, and the propagation

cannot be easily computed as in LoS links. This is especially true in urban scenarios,

where broadband service is provided to a higher number of users (for e.g. events,

meetings, work, and so on). Still, the increased height from the ground with respect

to traditional TBSs, allows a UAB to keep a lower transmit power and channel

conditions decrease less rapidly with distance. To emphasize these differences, this

particular channel is denoted as AtG channel. For the remainder of the thesis, the

propagation model detailed in the following and fairly known in the literature for

experts in the field is employed.

Nonetheless, it is not guaranteed that this model perfectly applies in all scenar-

ios for the very diverse metropolitan areas of the world. When it comes to accurate

prediction of a link loss given the exact coordinates of an urban area, Ray Launch-

ing (RaL) is an interesting solution. RaL is a technique that, extending ray tracing,

is able to evaluate link losses from a single transmitter to multiple receivers located

all over a given area. Thus, in this thesis, a channel model comparison made via a

network simulator is considered. In fact, since the scope of the thesis remains on

network-level evaluation, the comparison is made on the impact that a statistical
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4.1. A Literature-based Propagation Loss

model or a coverage map makes on the network performance.

To have a complete view on the channel modelling used throughout the thesis,

here it is given the channel loss happening between a TBS and a UE. Usual

impairments of urban environments have fluctuations like fading and shadowing,

superimposed to a power loss that is much larger than what would be found in free

space; typically, power loss depends on distance through an exponent βenv between

3 and 4. For the sake of simplicity, only a shadowing component is considered.

Then, the propagation or channel loss of the link TBS b to UE u can be computed

as

Lb,u(t) = 20 log

(
4πfc
c

)
+ 10βenv log(du,b(t)) + Σenv(t), (4.1)

where fc is the carrier frequency, c the speed of light, βenv the propagation exponent

and du,b(t) the distance between UE u and TBS b. However, users may be pedestri-

ans or vehicles and move, which makes the distance du,b(t) change along the time

axis (where time steps are denoted by t). Also, Σenv(t) is the shadowing component

that fluctuates over time t, and it is normally distributed as Σenv ∼ N (0, σenv).

On the opposite, the UABs, owing to their position at a considerable height

(typical values are in the range 50-200 m), can serve users on the ground through

a LoS link, with power loss exponent equal to 2 and channel fluctuations kept to a

minimum. Most papers in scientific literature use the so-called AtG channel model

(see e.g. [B11, B20]) that describes the radio propagation through a two-state

model, where LoS and Non-LoS states are considered. The probability of a link

to be in LoS, pLoS, depends on the angle between the ground and a straight line

connecting the UE to the UAB (also referred to as elevation angle). The larger is

the angle, the closer to one is pLoS (see later Eq. (4.2)).

4.1 A Literature-based Propagation Loss

Probably the first and most used propagation model for aerial platforms is the one

investigated in [B5, B6], where the AtG channel PL is mentioned. This can be

considered a statistical model, and because it’s widely known and more suitable

than others, it is chosen as the reference propagation model for the AtG channel

in the thesis. Note that, these studies do not consider a possible UAB operation

during harsh weather conditions, which may alter attenuation and fast-fading. This

section describes more details related to this model.

The AtG channel can then be calculated link-by-link through the following

steps.

16 Chapter 4. The Air to Ground Channel
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1. Choose one of the environment types specified in ITU Rec. P.1410 and con-

sider the related parameters aatg, batg, gatg. Values are shown in Table 4.1.

2. Compute the S-curve parameters αatg and βatg, as described in [B6], based

on the selected aatg, batg, gatg.

3. Pick randomly through the probability pLoS a propagation group, ξ, where ξ

indicates wheter the link UAB-UE u is in LoS or NLoS; the probability of

LoS, pLoS, is computed as in [B6] (Eq. 4.2):

pLoS(θu(t)) =
1

1 + αatg exp(−βatg[θu(t)− a])
, (4.2)

where θu(t) represents the elevation angle in degrees from the ground terminal

u to the UAV. The notation underlines that the angle θu(t) depends on the

UE u position at time step t if user mobility is considered.

4. Pick a sample of the Gaussian random variable representing the excessive

path loss, ηξ, having different mean and standard deviation depending on ξ.

This is independent from the shadowing of TBSs, and it can be denoted as:

ηξ(θu(t)) ∼ N (µξ(θu(t)), σξ(θu(t))), (4.3)

where the dependency of the excessive loss ηξ(θu(t)) on the angle θu(t) is

emphasized.

5. Depending on the resulting propagation group ξ, compute the AtG PL as in

Eq. (4.5).

Finally, the AtG channel loss, Lu,a(t), will then depend on the u-th receiver position

w.r.t. UAB a, FSPL, ξ, and ηξ:

Lu,a(t) = FSPLu(t) + ηξ(θu(t)), (4.4)

FSPLu(t) = 20 log

(
4πfcdu,a(t)

c

)
, (4.5)

where du,a(t) is the 3D distance from the UAB a to terminal u.

4.2 Comparison between Statistical Models with

Given Databases

As previously mentioned, an intriguing feature of aerial platforms allows UAVs to

stand out against the urban layout more than terrestrial BSs, thus benefitting from
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Table 4.1: Radio Resources parameters and requirements.

Suburban Urban Dense Urban Highrise Urban

aatg 0.1 0.3 0.5 0.5

batg 750 500 300 300

gatg 8 15 20 50

better overall propagation conditions for both the access link toward the ground

users and the backhaul. This was, in fact, one of the first literature interests

bound to the use of UAV-aided networks, that mainly focused on the link-level

and PL characterization [B4, B5, B6]. In contrast with these studies, the activity

related to channel modelling of this thesis is not focused on providing a better

link-level consideration, but rather on comparing possible existing solutions at the

network-level view. Several other significant factors may come into play. When

considering system planning, it is relevant to know if the shape of the terrain/urban

environment is highly affecting performance results. Furthermore, another element

of discussion is about how the speed and height of UAVs are influenced by radio

channel parameters. A number of simulations are performed to test the robustness

of the method and discuss the feasibility of the different solutions.

As in relation to literature, many works related to UABs assume FSPL prop-

agation environment [B29, B31]. This is a quite simplistic assumption since the

channel model may vary significantly depending on the task location and espe-

cially in urban environments. Existing AtG models try to capture this channel

variations from typical UABs heights but are rarely tested and compared in prac-

tical scenarios. In this regard, an exception relevant to mention is [B7], since it

proposes a method to reconstruct a radio map of the considered environment with

UABs. Through the proposed approach, it is possible to let a UAV fly offline to

reconstruct and store in its memory (or in a centralized database) the radio map.

Through this activity, a database of coverage maps of an urban environment

using a self-developed RaL software is introduced. This is different from [P4],

where radio maps are just emulated based on the AtG statistical channel model.

Here, the goal is to convert a more realistic and RaL-based database of PL samples

into inputs for the network simulator. Then, the channel loss impact on system

performance is compared with the one achieved through the statistical model from

a network level view [P8]. Figure 4.1 gives a schematic example of the network

scenario with Radio Environmental Map (REM) usage, where Qd represents the

current position of the UAB.

To include proper RaL estimations in this model, one need to consider a real
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4.2. Comparison between Statistical Models with Given Databases

Figure 4.1: Schematic example of a REM database usage in aerial-terrestrial het-

erogeneous networks. Qd represents the current UAB location and b ∈ B represent

a terrestrial BS. Both BS types receive the respective coverage map.

map of an urban city as the service area. In this case, the city centre of Bologna,

Italy, was selected, and a map in UTM coordinates is used as reference system over

an area of around 6.5 km2. Fig. 4.2 serves as a reference for the map used. The

TBSs locations are emulated starting from the actual network service deployment

of a city operator (UMTS/LTE bands). The UABs are initially parked in one of

the TBSs, that becomes the starting point of their flight. Both BS types operate

as a 5G network system with carrier frequency fc = 3.5 GHz, and radio resources

correspond to the RBs of LTE.

To comply with RaL simulations, users are randomly distributed in the outdoor

space of the city centre (white spaces in Fig. 4.2). The network parameters used as

reference for the network level simulations are taken from the simulator described

in Sec. 5.1.

Deterministic Channel Model through Ray Launching

The Discrete Environment-Driven RaL model (DEDRL), has been introduced for

the first time in [B35]. The software relies on a digitalised urban model of the

city where each building is a polygon with a defined shape, material, position, and

height; this is the same map as it can be seen in Fig. 4.2. The model is discrete, i.e.

the building walls are properly discretized into tiles with a predetermined size. In

addition to seamless space tessellation, other advanced features have been imple-

mented to achieve very high accuracy while drastically reducing computation time.

The main advantage of discretization is that the tile centres can be assumed as fixed

points, therefore all the visibility relations among the tiles can be pre-computed
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Figure 4.2: Bologna city center map given for ray launching simulations in UTM

coordinates. TBSs’ location sites are included [P8].

and properly stored into a visibility matrix. This visibility pre-processing is carried

out only once, for a single simulation scenario. Of paramount relevance is the fact

that both the visibility pre-processing and the bouncing of the ray tubes in RaL, are

suitable to be parallelized into Graphical Processing Units (GPUs) and can be thus

run using Nvidia cards. Typical computation times for complete predictions range

from a few seconds to tens of minutes, depending on the size of the urban scenario

and the characteristics of the transmitting site. Based on the outcomes in [P4]

and [B36], this activity exploits in a realistic manner coverage maps, where cover-

age is computed via a complete set of fast RaL simulations made available a priori

to the system. The RaL simulation parameters, set accordingly with the network

simulator, are shown in Table 4.2. Simulations run on a commercial workstation,

equipped with an Intel(R) Xeon(R) CPU E5-2620 v4 2.10 GHz [8c/16t] and 48

Gb RAM. Simulations were boosted employing Nvidia Titan Xp card, configured

for GPU computing acceleration.

A Network Level Performance Comparison

Subsequently, performance is computed to study the difference between channel

estimation through known models and retrieving a previously calculated value of

PL over a REM database. Specifically, each PL sample of one REM file is taken

on squared ground tiles having a 10 meters side, resulting in more than 170000

tiles covering the entire area. Thus, one REM file size may need a few MB. Also,

the entire database is made of a set of REMs calculated on each of the 1156 drone
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Table 4.2: Ray launching simulator parameters [P8].

Parameter Value

Frequency 3.5 GHz

Altitude {50, 75, 100} m AGL

UAV (i.e. transmitter) position distributed square grid of 1156 points

Number of interactions 5 bounces, 5 reflections, 2 diffractions, 1 scatter

Number of combined interactions
3 among reflections and diffractions(max)

3 among diffractions and scatter(max)

Scattering coefficient 0.4

Relative permittivity 5

Wall conductivity 0.01 S/m

positions, as stated before in Table 4.2. This leads to an average distance of

around 70 m between each consecutive drone position, enhancing the accuracy

of the database on one hand, but increasing the complexity on the other hand.

Actually, PL evaluations influence not only the channel gain for each user but also

the UABs’ trajectory design through sum throughput estimation; this is better

described later in Sec. 5.1.3, as it is not the main focus of this work. The system

performance is evaluated in terms of the throughput gain, G, introduced by the

UABs over terrestrial network throughput. Figures 4.3 and 4.4 simulate a traffic

load where an average number of more than 3000 users are asking for service. They

compare the performance by varying different parameters of the UABs:

– UAB altitude, between 50 m and 100 m, where the propagation environment

is more critical, especially in an urban scenario;

– antenna radiation angle (and consequently the transmission gain), increasing

from 60 to 100 degrees;

– the number of UABs providing service to users in the urban area.

These pictures include two curves representing the simulation results for the differ-

ent channel models. Fig. 4.3 shows the network performance in terms of throughput

gain, while Fig. 4.4 in terms of the percentage of served users within the service

area when both TBSs and drones are available. In general, Fig. 4.3 is the set of

plots proving a higher difference in performance between the two channel propa-

gation computations. In particular, up to 1.5% throughput gain improvement is

shown in network performance while varying both aperture angle and UAB height.

Moreover, in the case of multiple UABs, the gap between the two model results
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Figure 4.3: Ray Launching. Throughput gain of a flying UAB while varying system

parameters [P8].

increases the gain of up to 5%. This is reasonable because the increased number

of links in the network due to more aerial stations sharpens the difference.

Having the same network trend also proves the implementation accuracy, as

a similar network behaviour was anticipated. One may also note the maximum

created by simulation with statistical models in Figs. 4.3b and 4.3a. While a

maximum for the altitude was expected because of the trade-off between distance

and LoS probability, one for the aperture angle was not. In this case, statistical

models indicate an optimal trade-off in choosing both the altitude and the radiation

angle, that the RaL model shows it is not applicable for the scenario of Bologna

city centre. In this case, the results from statistical models may be misleading and

alter the network planning made by a mobile operator. However, please note that

the metric analysed here is in terms of overall network throughput, which is not

a fairness metric among different users, but helps in understanding the efficacy of

the system model versus applied costs.
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Figure 4.4: Ray Launching. Percentage of served users while varying system pa-

rameters [P8].

In summary, in this work, a RaL simulator is introduced to investigate the

impact in network performance of statistical channel modelling and city-based PL

samples. The activity is a further advancement of the emulation in [P4], where the

main focus was on the system design and UAB path instead, and the concept of

REMs was introduced. However, the activity in [P4] mainly focuses on the UAB

path planning and network design itself and will be therefore discussed later. As

expected, results show the presence of a difference between simulations with RaL

and statistical models. The gap can demonstrate the significance of having RaL

accuracy in a realistic scenario, where the use of resources changes based on how

strong is the AtG link. Clearly, the precision of RaL strongly depends on the space

discretization of the possible drone positions. If the REM database contains a small

number of files (i.e. PL samples per UAB position), the simulations are no longer

capable of capturing the true propagation loss. Though the additional accuracy
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given by RaL PL sample may result in network performance modifications, if there

is no database storage availability, statistical models might still provide satisfactory

results.
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Chapter 5

LTE and 5G Networks with UAV

Support

As mentioned previously, the support of an aerial component to the network (e.g.

the UABs) may increase significantly the network performance and efficiency. In

fact, it adds the flexibility and scalability to the service it offers by directing flying

nodes where and when the demand arises. Many use cases can take advantage of

this potential, a few examples including occasional and crowded events, as concerts

or sport matches at the stadium, connected vehicles, massive machine-type commu-

nications for Industry 4.0, enhanced media download, virtual reality and gaming.

Due to the structure of the proposed system, the target of this activity lays on the

provision of high throughput services to ground UEs having non-stringent delay

constraints. In fact, services with stringent delay requirements cannot benefit from

the aerial component of the network owing to the limited speed of UAVs. UABs

can thus cooperate with TBSs to enhance service supply and offload the ground

network from additional demand.

Some macrocell BSs, located on rooftops or towers, can act as UAV homes.

UAVs might be normally parked in any home (where batteries can be charged),

and leave it only when required by the central controller to fly along trajectories

optimized to traffic needs. Ground terminals asking for service supply are hereafter

denoted simply as users to generically indicate the person or UEs, as per 3GPP

terminology. In summary, the advantages of using UABs are manyfold. As such,

i) UABs can fly where TBSs cannot offer good coverage and capacity, ii) with a

proper trajectory planned, the UABs can satisfy traffic demand when needed, and

iii) Line of Sight (LoS) conditions are easy to achieve both in the backhaul and in

the radio access link toward the ground users.

In this Chapter, different approaches are thoroughly discussed to properly de-
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sign the UAB trajectory so that the system model is validated and the network

improvement by the aerial component becomes significant. As will be discussed,

every framework has been implemented by a dynamic simulator built on purpose.

Since the main thesis’ target is an analysis at network-level, the simulator building

blocks have been developed accordingly. For example, the numerology and time-

frequency resource structure of the protocol subject to the study (either LTE/4G,

5G or NB-IoT) have been implemented, while the physical layer and control sig-

nalling have been strongly simplified. Though this may simplify the performance

results in absolute terms, this work is not intended to provide exact design parame-

ters but rather to investigate qualitatively the impact of the many factors affecting

the role of UAV-aided networks for 5G and beyond. In fact, the main performance

metric investigated is a percentage gain.

5.1 Heuristic Approach

The first framework discussed in this thesis targets a heuristic approach, where

different levels of the system flexibility and scalability can be analyzed without a

drastic increase in computational effort. As a starting point, the model needs to

be validated by considering relevant KPIs for Mobile Network Operators (MNOs),

as network throughput and outage rates. In this thesis, a first simple approach

is introduced only for the scope of running a validation test. It is called static

approach because the path planning is decided a priori and not on-the-fly. Then,

another significant aspect as spectrum sharing and resource usage is considered to

make the system efficient. In this way, there are no additional bandwidth costs, but

the same pool or set of radio resources (e.g. RBs) is used for providing enhanced

service. Hence, approaches to interference for interference avoidance from UABs

to the legacy terrestrial network and more advanced techniques of joint Radio

Resource Management (RRM) are investigated thoroughly. Please note that all

the above-mentioned studies are carried out for a massive presence of nodes in

the service area, as envisioned for 5G deployment. Ground users are usually in

the order of several hundred per km2 (scaling proportionally for larger areas).

In fact, the heuristic approach has the advantage of allowing focused tests and

simulations without requiring a huge computational effort. This section proposes

highly scalable models from the area size to the algorithmic point of view. The

number of active users for one input instance is probably the parameter having the

highest impact on computational resources.
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5.1.1 Initial Static Approach

An heterogeneous environment is most likely to take place in a future network’s

scenario. Advanced technologies will be employed for a plethora of diverse use

cases, for which a number of BSs will shape cells of different sizes. To start with,

an initial static approach is proposed in [P2].

Heterogeneous Network Scenario

Here, the network scenario has a set of TBSs B comprising both Macro BSs (MBSs),

set CM , and Small Cells (SCs), set CS, where B = CM ∪ CS. Users present in the

scenario are considered part of the user set U . Each MBS is positioned on its mast,

being located on a specific site. The considered scenario is a square area with side

La and spacing between sites ∆dsite. A squared layout is assumed for the base

station sites. Each base station site consists of four TBSs, each having a quadri-

sectorial directional antenna. Furthermore, NSC SCs are uniformly and randomly

distributed over the area. The parameters concerning the environment and MBSs

characteristics are shown in Table 5.1. The users arrive in the area according to

a Poisson process with arrival rate λu per second per km2. The users can either

move or not during a simulation. The movement of the users is simulated through

a Random Way Point model, which selects a random direction to be travelled

with a given speed vu ∼ U [0, 1.5] m/s. The users are requesting to download a

video through a streaming service, requiring a minimum throughput, and accept a

maximum delay to start downloads. All parameters related to the user traffic are

shown in Table 5.1.

A user is assumed to be served or satisfied, only as long as the entire video

requested is downloaded. Since accurate terrestrial network modelling is out of the

scope of this thesis, the closest BS to a UE is denoted as its serving BS or cell.

The variable ξu,b = 1 denotes BS b ∈ B as u’s serving BS: it holds ξu,bn = 0 ∀bn 6=
b ∈ B. The user or UE u is said to be camping on BS b for which ξu,b = 1 during

inactivity periods.

TBSs serve ground users through a radio channel affected by the typical im-

pairments of urban environments, like fading and shadowing. The channel model

affecting the TBS-UE link is described in Sec. 4.1, where Lb,u(t) defines the loss

between b ∈ B, being either a MBS or a SC, and u ∈ U at instant t. Then, the PL

model and channel conditions follow an exponential decay with link distance hav-

ing propagation exponent βenv. Also, they are affected by shadowing fluctuations,

assumed to be zero-mean normally distributed with standard deviation (in dB)

σenv. The time axis is discretized in time steps t having a small snapshot interval
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of ∆t seconds. A time horizon Th is considered to capture the dynamic behaviour

of the system through time. Throughput computation for UE u follows Eq. (5.4):

Xu,b(t) = min (γu,b(t), γ
I
u,b(t)) (5.1)

γI
u,b(t) =

Pru,b(t)∑|CM |
i=1 Pru,i(t)

(5.2)

γu,b(t) =
Pru,b(t)

2 ·N0 ·Bsubc

(5.3)

Cu,b(t) =
∑
b∈B

ξu,b
Bc

N

Nsbc∑
n=1

cu,n(t) log2(1 +Xu,b(t)) (5.4)

where cu,n(t) equals 1 or 0 depending on whether RB n is assigned to UE u at

time instant t. Nsbc is the total amount of subcarriers and Bc the whole band-

width. Here, Pru,b represents the useful power received at terminal u from TBS

b ∈ B. To reduce computation time, received power is independent of the subcar-

rier set. N0 is the noise spectral density depending on the noise figure and Bsubc the

equivalent bandwidth of one RB. Similarly, Pru,i is the interfering power coming

from interferer i, which sums up to the total |CM | MBSs interfering in the same

carrier frequency. The reuse factor indicating which is the RBs reuse distance be-

tween neighbouring cells is chosen equal to 1 for keeping higher spectrum efficiency.

To simplify notations and algorithms clarity, subscripts will just refer to the user

u ∈ U and TBS b ∈ B or UAB a ∈ A to indicate the link between u and b or a,

indipendently of the set n of RBs assigned to u.

Radio Access and Scheduling

To simplify the integration with the 3GPP standard and procedures, throughout

the thesis the operating carrier frequencies, available bandwidth, access proce-

dure and numerology is set as in LTE or 5G NR [B37, B38] and reported here

in Table 5.2. Therefore, the channel access undergoes Orthogonal Frequency-

Division Multiple Access (OFDMA) scheme in downlink and Single Carrier FDMA

(SC-FDMA) in uplink, where the minimum amount of radio resources that can

be assigned to a user corresponds to a Physical Resource Block (PRB), which is

simply referred to as RB. One RB is composed of 12 subcarriers [P2] with a fixed

sub-carrier spacing, ∆f , that equals 15 kHz, for a total 180 kHz of bandwidth

occupation. Then, each terminal requires from the network a minimum amount of

throughput (see Table 5.1) that generally corresponds to more than one RBs to be

assigned.

MBSs and SCs have the role to supply this traffic demand by looking at the

link conditions and applying scheduling techniques. In this case, each RB available
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Table 5.1: Mobile network parameters set [P2].

Parameter Definition Notation Value

Squared area side La 6000 m

Distance between MBSs’ site ∆dsite 2000 m

Arrival requests per second λu 10 arrivals/s

Range of speed for walking users vu 0 - 1.5 m/s

Simulation time Th 30 min

Total amount of SCs NSC 50

MBSs transmit power Ptx,MBS 43 dBm

SCs transmit power Ptx,SC 33 dBm

UAB transmit power Ptx,UAB 0 dBm

MBSs transmit gain Gtx,MBS 12 dBi

UAB transmit gain Gtx,UAB 0 dBi

UEs receiver gain Grx,u 3 dBi

UEs’ noise figure FN 10 dB

SCs coverage radius rSC 100 m

Carrier frequency of MBSs fc,MBS 800 MHz

Carrier frequency of SCs fc,SC 10 GHz

Carrier frequency of UAB fc,UAB 2600 MHz

Bit rate per subcarrier Rb,mn 30 kb/s

Minimum SNR requested γmin 10 dB

Minimum SIR requested γI
min 3 dB

Minimum throughput requested Rmin 10 Mb/s

Traffic demand size per UE Du 25 MB

Maximum link capacity Cmax 100 Mb/s

Maximum accepted waiting time ∆Tw 24 s

Shadowing standard deviation σenv 6 dB

Propagation exponent βenv 3.8

UAB speed v 12 m/s

UAB height h 80 m

at BSs, either macro or small, will be assigned to get maximum exploitation of

resources. Interference level with Signal-to-Interference Ratio (SIR) is thus com-

puted as in Eq. (5.2). Signal-to-Noise Ratio (SNR) instead follows Eq. (5.3). A

first-come first-served Round Robin and Proportional Fair scheduling algorithms

are implemented successively until last RB available. The first aims at allocating
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Table 5.2: Access interface based on LTE numerology.

Definition Value

Subcarrier spacing 15 kHz

Number of subcarriers per RB 12

Time slot interval 0.5 ms

Frame time duration 10 ms

Bandwidth of macro BS, Bc 20 MHz

Bandwidth of small cells 1.74 MHz

resources up to the minimum requested to the first UEs becoming active in the

network, while the second one comes into play if more RBs are still available to

enhance the perceived quality. If resources are not sufficient to satisfy the QoS

instead, a user will remain unserved because of BS overload.

Due to the scenario characteristics, several users at borders remain unsatisfied

on their traffic requests. At this moment, the network should ask the UAB for

support, choosing which inputs to give it to maximize its efficiency. Figure 5.1

shows a snapshot of the environment of the status of the terrestrial connections, as

fed to the trajectory design algorithm. Due to the system structure, three different

categories of nodes remain out of network service, as highlighted in Fig. 5.1:

– UEs having a link with low SNR on serving BS b, γu,b < γmin;

– UEs having a link with low SIR on serving BS b, γI
u,b < γI

min;

– UEs blocked due to an overload on the BS b they are currently camping on

(lack of available RBs).

Nodes with these characteristics are defined unserved or unsatisfied from the ter-

restrial network, and therefore denoted as Unsatisfied Users (UUs). As for math-

ematical notation, the set Ū is defined to collect all UUs for which one or more

of the categories above applies. However, not all these types of nodes can be seen

by the terrestrial network. If it is not aware of the presence of a user, its terminal

cannot be considered in the clusterization algorithm. Clearly, blocked terminals

are known and the system can account of them. Almost the same happens to

terminals suffering only from interference: the network knows they are asking for

service but the link quality is not enough to provide a stable connection with the

required QoS. The opposite is true for nodes without sufficient SNR to establish a

communication link with BSs: the network is unaware of them.
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Figure 5.1: Heuristic simulator’s network; uncovered nodes plotted with MBSs and

SCs locations [P2].

Aerial Network Introduction

In most cases, the UUs are confined at the cell edges where normally SIR and SNR

are smaller. Therefore, the spatial distribution of UUs is not uniform and UAB

trajectories will privilege cell borders. This is a fair motivation for the development

of a static trajectory defined prior to the UAB starts its flight. Fig. 5.1 shows an

instance of the traffic distribution of UUs, obtained through the LTE-like simulator

implementing the network scenario described above [P2].

An initial approach to trajectory design based on the environment is to group

the UUs in a certain number of different logical clusters, which are identified based

on users current location [P2]. In this way, the UAB path will follow an approach

aimed at serving groups of UEs, not individual users. The total amount of clusters

needed for optimizing the path trajectory is subject to a discussion later. Addi-

tionally, the work targets the trajectory design aspect by properly accounting for

the information the UAB may have. Based on the categories of nodes introduced

before, the system is able to clusterize the unsatisfied nodes except for the first

type (i.e. UEs having low SNR). This proposal sees the clusters as a mean to

drive the UAB towards the unserved users in the network. Please note that this
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Algorithm 1: Heuristic. Static trajectory through clusterization and

nearest neighbour algorithm.

Data: User positions, ∀u ∈ U
Result: Ū first snapshots clusterization, and static trajectory set F
Initialize unserved users set Ū and cluster set K;

for each user u ∈ U do
if u is not served (hence falls under the UU category) & γu,b > γmin

then

add u to Ū ;

end

end

run centroid-linkage (UPGMC) clusterization algorithm for the set Ū to

find K = |K| clusters;

initialize K̄ = K and flight segments ordered set F ;

initialize Home position k0 and add k0 to K̄;

set k = k0;

while K̄ 6= ∅
∨
j = k0 do

compute cluster centroid k distance to each centroid i ∈ K̄, ∀i ∈ K̄, dk,i;

Find nearest neighbor j, having dk,j = min{dk,i}, ∀i ∈ K̄;

K̄ = K̄ − j;
add j to the ordered set F ;

k = j;

end

approach is fundamental if the goal is to serve a large area like a city centre, where

thousands of users are asking for service. The static trajectory heuristic algorithm

is capable of driving the UAB among clusters’ centroids, using a nearest neighbor

algorithm [P2]. The UAB flies from the current position over a straight line towards

the nearest centroid, serving in the meanwhile all users with whom connectivity

is established. The latter condition is met if the throughput is larger than the

minimum required according to Eq. (5.4) and Table 5.1. Algorithm 1 describes

this static approach through nearest neighbor cluster selection, and Fig. 5.2 shows

a pictorial example of the above described approach.

For the sake of simplicity, this approach sees the trajectory computed just once

when the UAB starts moving. Still, it works fair without adapting it to the dynamic

behaviour of clusters, as discussed later. On the other hand, unserved nodes tend

to be always placed at cell edges. Of course, the definition of a more dynamic
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Figure 5.2: Static heuristic. A clustering example is shown along with the path

selection according to the nearest neighbor algorithm [P2].

trajectory design would lead to a more efficient UAB operation. This will be the

object of study in Sec. 5.1.2. In any case, this basic approach captures the main

idea that the UAB never stops in any centroid and is continuously serving the

underlying UEs.

Initial Assessment and Validation

To assess the advantage of a UAV-aided network, sum throughput, satisfaction rate

and outage rate are computed by varying some key parameters like the transmit

power from the UAB, the number of clusters and the UAB speed. Sum throughput

(or network throughput), SN , is defined as the sum of throughputs perceived by

all links in the network, then averaged in time. It may also be referred to as Sum

Throughput (ST), or STh. To validate the system model, the idea is to show its

increase achieved thanks to the UAB. Moreover, other two metrics are computed,

which correspond to the satisfaction and outage rates. The total outage rate Rout is

the ratio between the number of UEs Nout remaining unserved and the total number

of UEs Ntot present in the service area. On the other hand, the satisfaction rate is

considered as the ratio between the UEs number having the request fulfilled, Nsat,

and the ones currently present on the area, Ntot. These values are taken for every

discrete time step t and averaged over the entire UAB flight, Th. These metrics are
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Figure 5.3: Static heuristic. System KPIs by varying UAB speed [P2].

computed following Eqs. (5.5).

SN =
1

Th

Th∑
t=0

∑
u∈U

Cu,b(ti) (5.5a)

Rapp =
1

Th

Th∑
t=0

Nsat(t)

Ntot(t)
(5.5b)

Rout =
1

Th

Th∑
t=0

Nout(t)

Ntot(t)
(5.5c)

Results are given where a total of |K| = 100 clusters has been chosen. The

value of |K| can be referred to as the cluster cardinality. The above metrics are
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Figure 5.4: Static heuristic. System KPIs by varying the cluster cardinality K [P2].

plotted against the power transmitted by the drone in Figs. 5.3. The curves are

obtained by varying the UAB speed, and show that when the drone coverage area

is smaller (smaller transmit power) the speed should decrease to achieve better

system performance. On the contrary, when the UAB coverage area is larger, the

speed has no relevant impact. A UAB can fly faster where it is needed, but might

not serve sufficiently well the UEs due to the short time period spent in providing

the service.

Figs. 5.4 show performance improvements in adding the UAB as a function

of the number of clusters used in the clusterization. Both figures show that the

impact of such parameter on performance improvements is very low. This proves
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the stability of the approach, as performance is not significantly impacted by the

(a priori) choice of the parameter value.

To summarize, this work gives a glimpse of UABs potentials in future generation

mobile networks by assessing a significant improvement in network performance

even when only one drone is serving an area covered by many BS sites. Thus, it first

validates the proposed system model. As anticipated, the approach in this initial

part is oversimplified, since radio resources are orthogonal between the different

tiers and the UAB trajectory is designed at flight start and not dynamically. Still,

these results paved the way for interesting further advancements that are analyzed

in the following sections.

5.1.2 Interference Management

In this section, the design of the UAB path is enhanced by introducing spectrum

efficiency and the ability to adapt direction on-the-fly based on actual service de-

mand. The new element of this path planning is the fact that it is event-driven,

meaning that once a UAB arrives in a certain cluster, it is possible to define its next

target cluster on-the-go. This allows the aerial component to respond to the very

dynamically and quickly changing user traffic in future wireless networks. The ac-

tivity is based on the paper [P1]. Both approaches are applied to an urban environ-

ment where users move and request video downloads with a minimum throughput.

The aim of this activity is to introduce the concept of dynamic trajectory discovery

in a mobile network scenario with TBSs and thousands of ground nodes that can

potentially remain unsatisfied dependently on the network behaviour. The novelty

of the model lies on the dynamic trajectory discovery, the continuous availability of

service while flying and the approach of handling interference. In fact, the impact

of the path and system performance are analysed for the case of a single carrier

usage for both TBSs and the UAB.

The scenario taken as reference corresponds to the one described above in

Sec. 5.1.1 and [P2]. Then, the main parameters related to the scenario and mobile

networks are listed in Table 5.1. One significant difference from Table 5.1 is the

value of the UAB carrier frequency, which is updated to fc,UAB = fc,MBS = fc =

800MHz, allowing then a closer look on efficient RBs reuse. The starting point for

the UAB flight is the center of the area.

Design of the Dynamic Trajectory

The trajectory of the UAB is based on the clustering of the UUs, defined by the

set Ū . The UAB will fly from centroid to centroid of these clusters. As before,

36 Chapter 5. LTE and 5G Networks with UAV Support



5.1. Heuristic Approach

Algorithm 2: Dynamic UAB trajectory algorithm through clustering.

Data: Qa(t), user positions, ∀u ∈ U , and data-rate demand, Du

Result: Next trajectory point

Create unserved users set Ū , create cluster set K, create cost function

vector C;

initialize time instant t = t0;

initialize Qk as UAB home;

while t ≥ Th do

if Qa(t) == Qk then

check UE u ∈ U data-rate demand;

for each UE u ∈ U in the scenario do

if u is not served then

add u to Ū ;

end

end

run centroid-linkage (UPGMC) clusterization algorithm for the set

Ū to find K = |K| clusters;

for each cluster i = {1, ..., K} do

compute the centroid point of cluster i;

compute the cost factors selected for cluster i;

end

normalize the cost factors computed at previous step,

∀i = {1, ..., K};
for each cluster i = {1, ..., K} do

compute cost function Ci;

add Ci to C;

end

Ck = min(C), k ∈ K;

select centroid of cluster k, as next path step and update next UAB

destination Qk;

t = t+ dk/s;

end

end
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the clustering algorithm for the unsatisfied users is the hierarchical centroid-linkage

(UPGMC). However, user demand evolves in a highly dynamic way, and defining

the complete path of the UAB at the start might not be very useful. People may

already have left the area or withdrawn their request when the UAB arrives at their

cluster. Therefore, the newly proposed UAB’s trajectory becomes more dynamic

as well. Now, when the UAB arrives at one centroid, the clustering algorithm is

computed again just to decide which cluster centroid has to be visited next. In this

way, the UAB builds its trajectory dynamically on a step by step base. Algorithm 2

describes the complete procedure in better details. In short,

1. the network orchestrator groups the UEs that are unsatisfied in |K| clus-

ters [P2];

2. for each cluster (i = 1, . . ., K), its centroid is computed starting from the

knowledge of UE positions;

3. for each centroid (i = 1, . . ., K), a cost function, Ci, is computed;

4. the centroid with the smallest cost function is identified (its distance from

the current position is denoted as dk);

5. the UAB starts flying in the direction of the chosen centroid. It keeps the

same direction till when the centroid is reached, after a time dk/v, where v

is the UAV speed. During its flight, the UAB serves all UUs encountered;

6. as soon as the selected cluster is reached, the procedure is repeated again.

The algorithm stops at the end of the flight.

Then, for each of the clusters identified, a visiting cost is calculated, and the

cluster having the smallest one is chosen as next direction. The cost Ci for cluster

i is determined as follows:

Ci =

(
di

dth(K)
+W (K) · δ

δmax

)
· (1 + A(L)) (5.6)

The first fraction in Eq. (5.6) i.e., di
dth(K)

, represents the fly distance to the cluster,

while the second fraction i.e., δ
δmax

, represents the user density within the cluster.

These factors are normalized. The different parameters and functions are defined

as follows [P1]:

– K: the cluster cardinality,

– di: the distance between the UAB’s current position and the centroid of cluster

i as shown in Fig. 5.5,
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– dth(K): a threshold distance depending on K. Whenever the fly distance is

larger than the threshold distance i.e., di > dth, the corresponding cluster

is not eligible as next cluster. The more clusters K present, the lower this

threshold will be. The function is obtained through spline interpolation from:

dth(K)


2500 K = 10

2000 K = 20

1500 K = 50

1000 K = 100

For K > 100, dth(K) = 1000.

– W (K): a function depending on K to give the same weight to the fly distance

as to the user the density. It is obtained through spline interpolation from:

W (K)


1 K = 100

1.18 K = 500

1.27 K = 1000

W (K) is considered to be 1 for K < 100.

– δ: the mean distance inside the i-th cluster between the UEs and the centroid

(with δ > 0). If δ = 0, the cluster is composed only by one node, and is for

this reason discarded.

– δmax: = max(δ1, δ2, ..., δn), δn the distance between the n-th UE and the cen-

troid of its cluster as shown in Fig. 5.5,

– L: half of the length of the size of the square with as center the current position

of the UAB as shown in Fig. 5.5,

– A(L): a function accounting for the past direction as a function of L. If the

centroid of cluster i lays in the square with size 2·L around the current position

of the UAB, an extra cost is added to avoid that the UAB is moving back and

forward between two positions. This additional cost depends on how close the

cluster i is located compared to the current position of the UAB.

The functions dth(K),W (K) and A(L) and their arbitrary values are studied

and designed in order to give the same weight to each component of the cost func-

tion and to ensure a minimum spatial fairness. To obtain them, several simulations

were performed; from the cumulative distribution function (cdf) of the different ele-

ments in the cost function and the resulting trajectory of the drone. The functions

are obtained heuristically.
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di

δ1

δ2

δ3

δ4
δn

L

Figure 5.5: Dynamic heuristic. Identifying the different parameters for the cost-

function to determine the next cluster to visit. The triangles represent the unsat-

isfied users [P1].

So far, the emphasis has been given to the trajectory becoming dynamic, and

the fact that the UAB introduces interference to the terrestrial network when op-

erating in the same frequency band is discussed next. The approach to interference

avoidance is mainly based on the RBs assignment to the users. As done previ-

ously, the TBSs and SCs assign resources first by considering the link conditions

and applying the same scheduling techniques (i.e Round Robin and Proportional

Fair) to allow maximum exploitation of resources [P2, P1]. Next, the UAB assigns

resources. Since both the terrestrial network and the UAB are operating in the

same frequency band, they both have access to the same pool of RBs. Therefore,

to avoid interference with the terrestrial network, there is the necessity to limit

the pool of RBs available for the UAB. To this end, the footprint of the UAB is

determined as shown in Fig. 5.6. The footprint of the UAB is here defined as the

projection of a cone with as centre the UAB, a height of hfly (i.e, the fly height of

the UAB), and a radius of hfly · cot π
12

. In simple words, the UAB footprint corre-

sponds to its coverage area on the 2D ground plane. An angle of π
12

corresponds to

15◦, which is the maximum angle under which there is no more coverage according

to the AtG propagation model in Sec. 4.1. Lower elevation angles have a limited
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probability of receiving any signal from the UAB [B5]. Furthermore, the selected

simulation setup of [B5] can only produce results for down to about 15◦ only. The

RBs that are assigned from the terrestrial network to the users present within the

footprint of the UAB are then excluded from the UAB’s pool of radio resources as

shown in Fig. 5.6. The coverage area denoted for RB re-usage can also be referred

to as safety range. The UAB can now start assigning RBs to the unsatisfied users

it is targeting by using the terrestrial network’s scheduling techniques.

TBS

RUs

RUs

Footprint 

UABS

Figure 5.6: Dynamic heuristic. Radio resource assignment to avoid interference

from the UAB to the terrestrial network [P1].

Dynamic Trajectory with Interference Avoidance Assessment

To assess the performance of the proposed algorithms and approaches, the following

metrics are evaluated: the sum throughput, the user outage rate, and the number

of used RBs. Each of these performance metrics are evaluated by varying some key

parameters such as the UAB’s speed, its height or transmit power. To show the

effective improvement of having one or more UABs in the scenario, a further metric

called throughput gain, G (or G[%] if considered it in percentage), is introduced.

G, can be computed following Eq. (5.7):

G =

1
Th

Th∑
t=0

∑
u∈U,b∈A

Ru,b(t)

1
Th

Th∑
t=0

∑
u∈U,b∈A∪B

Ru,b(t)

, (5.7)
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where the two dividend and divisor represent the average sum throughput achieved

by the aerial component only, and by the overall network, respectively. When

analysing values assumed byG, it has to be taken into account which is the scenario,

how wide is the area, approximately how many users are present and how big or

small is the ratio between the number of aerial and terrestrial network elements in

the service area.

Fig. 5.7a shows the percentage throughput gain when varying UAB speed and

cluster cardinality. It can be seen once again that introducing a UAB in the

network combined with the proposed dynamic trajectory design has a positive in-

fluence on the network’s performance. Depending on the considered speed and

cluster cardinality, the sum throughput increases between 0.8% to almost 1.6%

(sum throughput without UAB equals 65.9 Gbps). One might argue this improve-

ment is rather limited. However, this is the result of introducing just one UAB

in a quite large area. Increasing the number of UAVs will of course increase the

benefit. Further investigation is required to determine if the effect will be linear

or not, and this was actually already verified in Fig. 4.3c. Nevertheless, even the

earnings of introducing a single UAB are an interesting addendum for an operator,

since it allows to satisfy 1% of the users that were unsatisfied by the terrestrial

network for only a limited investment (about 8000 euro per drone).

Furthermore, the higher the cluster cardinality, the higher the sum throughput,

but to a limited extent. When increasing the cardinality from 50 to 1000, the sum

throughput gain, G, grows up to 0.4%. Using a larger amount of clusters makes

the users in these clusters closer to the centroid. Because of this, the UAB is able

to cover more users when it flies over the centroid. However, the cluster cardinality

should never be as high as the number of UEs in the area, or they will be targeted

singularly. To keep the cardinality value under control, in the following activities

it will be computed in relation to the expected number of users per cluster and

the spectral efficiency (see later, e.g. Sec. 6.2). The impact of the UAB speed

on the sum throughput is limited. An improvement between 0.2% and 0.7% is

noticed when the UAV accelerates from 5 to 25 m/s. When the UAB flies faster,

a larger number of clusters is visited and the waiting time of each user is reduced,

resulting in a higher success rate and sum throughput. The network’s performance

with the interference avoidance strategy proposed is investigated in the following.

Fig. 5.7b shows the improvement percentage of the sum throughput compared to

the scenario without a UAB for varying height and speed. Note that the cluster

cardinality K equals 1000 as the results discussed above show the best performance

for this value. Furthermore, unless mentioned otherwise, the transmit power of the

UAB is increased to 9 dBm. This increase is necessary because with a transmit

42 Chapter 5. LTE and 5G Networks with UAV Support



5.1. Heuristic Approach

(a) Gain with varying UAB speed and different cluster cardi-

nalities [P1].

(b) Gain with varying UAB height and speed (K = 1000) [P1].

Figure 5.7: Interference avoidance. Sum throughput gain, G, obtained by varying

different system parameters [P1].
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Figure 5.8: Interference avoidance. Number of RBs used by TBSs inside the foot-

print of the UAV for varying UAB height and speed (K = 1000) [P1].

power of 0 dBm, the transmit power of the UAB becomes too low with respect to

the 43 dBm transmit power of the TBS.

As one might expect, introducing an interference avoidance approach reduces

the sum throughput gain obtained by using the UAB. About 0.3% of the sum

throughput improvement is lost compared to when interference is not accounted

for (Fig. 5.7b versus Fig. 5.7a for a height of 50 m). However, interference cannot

be neglected and results show an improvement of at least 0.5% and even up to 2%

when using a height of 125 m and a speed of 25 m/s.

Nonetheless, the positive effect of the fly height on the sum throughput is not

unlimited. When flying higher than 125 m, the sum throughput decreases again

and drops even below the performance of the scenario without a UAB for a height

of 200 m. The main reason for this behaviour is the pool of available RBs that can

be assigned by the UAB. When the fly height increases, the coverage range of the

UAB, and thus its footprint, becomes larger. The larger this footprint and safety

range, the more users are present within it and the more RBs are already assigned

by other TBSs. Due to this, the pool of the RBs available to the UAB is restrained

and the UAB has not enough RBs available to serve all the unsatisfied users in the

cluster. Fig. 5.8 shows the influence of the UAB’s fly height on the amount of RBs

used by TBSs inside the UAB’s footprint. For a height of 150 m, more than 1000

RBs are already assigned, which is about half of the available RBs. For a height of

200 m, almost all RBs are assigned by the TBSs.
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Besides the fly height, also the transmit power of the UAB has an influence on

its footprint. Table 5.3 show the gain percentage of this sum throughput and outage

ratio when varying the transmit power of the UAB for a height of 100 m, a speed of

12 m/s and a cluster cardinality of 1000. Doubling the transmit power can improve

the sum throughput up to 0.2% (9 dBm transmit power). A higher transmit power

corresponds to a larger coverage range of the UAB. Due to this, the UAB can cover

a higher number of UUs when visiting a cluster. As expected, the user outage ratio

due to SIR reduces when increasing the transmit power from 3 dBm to 9 dBm

and results in an 11% reduction of user outage due to SIR. This is simply due to

enhanced coverage achieved through higher transmit powers. Clearly, due to the

UAB characteristics and costs, the transmit power is not increased significantly

but kept lower than the one of legacy TBSs.

Table 5.3: Interference avoidance. Improvement percentage of the sum throughput

and user outage ratio due to SIR for varying Ptx,UAB (K = 1000, v = 12 m/s, h =

100 m).

Ptx,UAB = 3 dBm Ptx,UAB = 6 dBm Ptx,UAB = 9 dBm

G [%] 1.02 1.14 1.36

Rtot [%] 53.5 49.0 43.0

In conclusion, this dynamic trajectory design improves the sum throughput

up to almost 1.6% compared to the scenario without the UAB. Also, the cluster

cardinality should be set according to the scenario size. Furthermore, when intro-

ducing an interference avoidance approach, one expects that the sum throughput

improvement obtained by using a UAB will deteriorate. However, the decrease in

sum throughput is limited to only 0.3%. An improvement of up to 2% can still be

obtained compared to the network without the UAB depending on the assumed

cluster cardinality, the UAB’s transmit power, fly height, and speed. This study

comes from in [P1].

5.1.3 Radio Environmental Data

One of the most immediate improvements from the above activities is to enhance

further the path selection and trajectory cost function. However, due to the large

number of factors playing major and minor roles in this heterogeneous system, it

is not a trivial task.

To start with, the environment is naturally an element having a possibly large

effect on propagation links. If the ground or AtG connections undergo severe in-

terference or propagation impairments, the sum throughput decreases significantly
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as well. An interesting factor to be included in the UAB path selection is thus rich

information of the environment in the targeted service area. Since terrestrial bases

cannot move, the UABs are the ones that potentially take a huge advantage on this

knowledge. If a set of 3D locations provide a high propagation loss with respect to

the others, these points might be simply avoided. The environmental information

constitutes the entire radio coverage maps that build a large database of path-loss

samples given transmitter and receiver positions, as discussed in Sec. 4.2. When

this knowledge is exploited for network-level algorithms (e.g. related to RRM), it

can be referred to as REM.

Secondly, another parameter possibly having a negative effect on the UAV flight

is its endurance on flight time, and therefore how much the UAV consumes from

going to one centroid to another. The energy consumed should be kept to a mini-

mum, such that if the UAV is about to run out of battery, it can stop at a close-by

recharge station and replace batteries.

Finally, to enhance the AtG links, a study on the radiation angle of an antenna

system on-board UABs is introduced. As for the frequencies used, from this activity

onwards, the carrier frequency fc of both aerial and network tiers is set to the 3.6

GHz band, candidate for 5G services in cities. Therefore, the system model and

parameters correspond to the heuristic scenario in Table 5.1, but having fc,UAB =

fc,MBS = 3.6 GHz. The carrier frequency value has been chosen to purposefully

cover spectrum bands envisioned for 5G. From this activity onwards, the UAB

trajectory design is kept dynamic as introduced in [P1], to maintain a responsive

and more efficient system. This enables a better reaction to traffic demand from

the aerial network side.

Directive Antenna System Introduction

To include a more accurate transmission scheme, antenna systems with precise

parameters are considered. These elements can provide an additional directivity

property. In previous activities a transmit gain similar to a TBS was considered

for the UAB, which is a simple assumption but not practical. From this activity

onwards the assumption is dropped and the transmit gain of the UAB will depend

on its employed antenna system. Hence this work improves the propagation con-

siderations making it more realistic. Each antenna system mounted on the UAB

generates a different UAB footprint on the ground, resulting in a different coverage

area. The smaller is the radiation angle the smaller it is the coverage range be-

neath the drone. However, a directive antenna has the advantage to bring a higher

gain with respect to the omnidirectional antenna case. The parameter Gα is this

antenna gain, which supports ground terminals by increasing both SNR and SIR.
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The gain as a function of the radiation angle is approximated as Eq.(5.8) [B21], to

be summed then to the omnidirectional gain assumed:

Gα =
29000

α2
(5.8)

A 3 dB gain is added to Eq. (5.8), to account for a minimum level of gain even

when α is very large. The angle α strongly affects the UAB coverage area, because

it increases the link budget of the UAB with UE. For this reason, the best triad

(h, α, v) featuring the UAB is investigated, with h defined as the UAB height. By

decreasing α, the coverage area and the number of users served decrease, but the

availability of RBs and transmitter gain per user increase. In contrast, by increasing

α the possibility of interference with the cellular network increases and the RBs

available for UEs on the UAB decrease. This modelling is simplified because an

accurate antenna design is out of the scope of this work. Then, assuming an ideal

antenna without side lobes and with constant gain, the area covered by the BS

carried by the UAV, the UAB footprint, under uniform propagation conditions is

a circle of radius r = h · tanα. It is worth noting that, the larger is the UAV

height, the larger is the footprint and the number of UUs that can be served by the

UAB; however, the potential interference generated on other users on the ground,

is also larger. Fixing h, the larger is α, the larger is the footprint and the smaller

is the antenna gain. The considerations on variations of h and α do not change in

a real case when channel fluctuations give a non-circular footprint shape. In fact,

simulations with the statistical channel have this trend, shown also in [P4], and

reported later in the activity results. This fact gives space to the introduction of an

enhanced RRM, to be created on purpose in the following. The same assumptions

as above are valid for the remained of the chapter.

The AtG channel model is one of the aspects influencing the most the perfor-

mance of a UAB. However, previous studies with the AtG propagation implemented

link by link have some limitations in wide-area predictions. Thus, thanks to recent

advancements in processing and storage capability in embedded devices, the UAB

is assumed hereby to be able to exploit REM information. These data of PL can

be collected a priori and the values saved in a database accessible by the central

unit. In this way, from PL samples, it can be extracted the SNR, γu,a, one would

get from a user u ∈ U in a certain position with a certain granularity in space.

This method allows the UAB to avoid expensive on-board computations each time

a PL evaluation is needed, which drain much faster the UAB battery capability (if

done on-board) or introduce unwanted latency for command and control (if done

at network edge). Instead, it creates a site-specific database on PL samples once,

and this can be re-used. The propagation data gathered can thus create several
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maps of the same area, each one being different based on the 3D coordinates of

the drone transmitter. PL information allows the network to know the received

power of the u-th UE links with both TBSs and UABs (see Chapter 4) and thus

to compute the SNR as for Eq. (5.3).

Radio Map Knowledge for Path Planning

This activity, differently from [P8], emulates the PL samples by reproducing the

channel behaviour expressed in [B5] and Sec. 4.1 for simplicity. Channel model

accuracy or comparison is out of the scope of this particular activity and the focus

lies on how the PL database is exploited. Then, the radio maps are obtained as

samples of the AtG statistical channel. Still, radio maps introduce a relevant new

aspect to the model in [P1], since a database of PL samples is available a priori.

Now, the UAB follows the procedure (similar to Sec. 4.2 and Fig. 4.1):

1. the drone stores Pr samples from the REM. These values depend on the user

distance and UAB height, with 5 m definition steps,

2. current terminal locations are frozen at run time,

3. the values of Pr are read from the stored data for each UE that is inside the

i-th cluster with di < dth,

4. SNR is computed from the values of Pr for each link,

5. from SNR values, the UAB can estimate the throughput it would achieve by

hovering on each found centroid a priori, and thus weigh the choice on the

next centroid to visit.

Next, the modifications to the cost function including also the energy aspect

are introduced. By using the above notation, the flight segment i for flying from

one centroid to another is weighed by a cost, Ci, which is here further improved.

As before, the flight segment with lowest cost is selected and followed by the UAB

during its flight. The new cost function is thus defined as:

C
(REM)
i =

(
di

dth(k)
+W (k) · δ

δmax

)
· (1 + A(L))

Ei
Emax

· 1∑
u∈Ki Su

(5.9)

Ei =
di
v

(
c1 · v3 +

c2

v

)
(5.10)

The fraction di
dth(k)

represents the flight distance to the cluster, while δ
δmax

represents

the user density within the cluster. The term (1+A(L)) introduces spatial fairness

in the path choice. Then, Ei
Emax

and Eq. (5.10) represent the normalized equation
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accounting for the UAB’s energy consumed to reach cluster i at constant speed v

[B29]. This is the factor allowing the UAB to keep the energy consumption to a

minimum value. Finally, the last factor denotes the i-th cost dependence on the

throughput, Su, computed for each user u belonging to cluster i. In this way, the

larger is the i-th sum throughput, the lower is the cost for reaching cluster i. In

particular, the definition of other parameters equal the one of Sec. 5.1.2 and [P1].

As anticipated, another term weighting the cost is added to control the energy

spent during flight, as computed in [B29]. In particular, c1 and c2 are two parame-

ters featuring the drone’s mechanical characteristics, which are set as c1 = 9.26·10−4

and c2 = 2250, and Emax is the maximum energy that can be consumed in reach-

ing the different centroids, used as normalization factor. Note that this makes the

cost function to consider the UAB limited lifetime, in an attempt to save energy.

However, the simulated scenario takes into account a time of operation of Th = 30

minutes, and professional drones having this endurance already exist. It is expected

that in the coming years the available technology for UAVs improves further.

REM Emulation Assessment

Once more, G is the performance metric of the UAB’s effect on the system. In

Figure 5.9: REM emulation. Throughput gain as a function of drone height [P4].

Fig. 5.9 it is shown the dependency of G in percentage from different heights, with

constant speed, v, equal to 10 m/s. A number of curves are obtained by varying

the radiation angle α. Each curve has a maximum of throughput gain for a specific

altitude value. With small height values, the coverage footprint remains small
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and less users are served. In contrast, with increasing altitudes, the RB availability

decreases and the UAB provides service to less users. Larger covered areas result in

higher offered traffic and possibly lack of RB availability. In fact, the RRM chosen

for the model implies soft capacity at the drone side, so that resource availability

depends on the number of underlying users [P1]. In particular, increasing the flying

height means decreasing the RBs pool of the UAB. Therefore, as it was for [P1], a

maximum in performance is obtained when a trade-off between coverage and RBs

availability is reached.

Also, G decreases with α, highlighting the fact that smaller angles (i.e. narrower

beams) give more antenna gain but decrease the covered range. The peak perfor-

mance for each setting is obtained by properly weighting parameters as height and

angle to find the best coverage. The maximum achieved gain decreases for nar-

rower beams because the safety range is not a function of the radiation angle, but

a constant which depends on the AtG model footprint.

Figure 5.10: REM emulation. Throughput gain as a function of drone speed [P4].

Fig. 5.10 shows the impact of speed at different radiation angles on the through-

put gain, G, with a fixed drone height of 140 m. This value was chosen because it

presented the highest peak of about 0.8% of throughput gain. The plot shows that

speed does not impact the fact that large radiation angles provide the best per-

formance. Therefore, speed and radiation angle are two independent parameters.

However, each curve has a slight increase in throughput when increasing the UAB

velocity: greater speed allows the UAB to cover a larger area and to provide service
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to a higher number of users. Therefore, a high value of drone speed is preferable,

like 15 or 20 m/s.

Figure 5.11: REM emulation. Throughput gain as a function of drone height with

double the offered traffic [P4].

In Fig. 5.11, performance curves with an increased offered traffic, that is dou-

bling the value λu = 20 arrivals/s, are presented. As expected, when more users

demanding for service are present the directive gain is impacting more strongly the

performance. The obtained gain in percentage drops more quickly than previously

in the case of lower directivity, reaching less than 0.1% for 200 m of height. On

average, all the most directive antennas bring an increase in the throughput gain

of 0.1% when doubling the offered traffic. However, the maximum throughput is

still around 0.8%. This fact is compliant with what analyzed before, since each

curve decreases when the RRM is not able to satisfy each user efficiently. As a

consequence, the maximum achieved in throughput gain is obtained with lower

height of the UAB.

Figure 5.12 represents the throughput gain as a function of the radiation angle.

Different curves are obtained by varying the number of clusters, K, as input to the

clusterization technique. Simulations are repeated for two cases, being i) using the

cost function Ci (Eq. (5.6)) in the algorithm for centroid selection (dashed lines)

and then ii) C
(REM)
i (Eq. (5.9)) (continuous lines). Thus, the plot compares two

sets of curves: one of a system not having REM knowledge and the other of a
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Figure 5.12: REM emulation. Throughput gain as a function of the radiation

angle [P4].

system taking it into account. Although less evident with smaller beams, the set of

curves representing no REM usage is below the others in performance. In fact, it

is expected that estimating the throughput in advance better helps the network to

direct the UAB in more useful locations (applied also for [P8]). Even if the REM

in this particular case is just emulated, the advantage of this knowledge to the

new cost function can still be appreciated. Thus, a system that can predict sum

throughput does improve performance, especially if it includes a flexible solution

able to answer user needs on-demand and in real-time.

These heuristic analyses highlight optimal working parameters for the chosen

scenario settings. In particular, high speed, large beams and low-medium altitude

give better results in a wide network. Furthermore, the discussion on results has

brought more general conclusions:

– different antenna gains have to be balanced with different drone heights. In

particular, an increase in the flying height may require a decrease in the

radiation angle to improve performance and depends on the traffic load;

– high speeds let the UAB provide service to more users, thus making the

solution more efficient;

– knowledge of REMs can be exploited to estimate ST in advance and devise

trajectories able to improve the system flexibility and efficiency.
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Please note that, however, the throughput gain improvement for higher speed is

obtained with a given user traffic request. It may happen that, with more demand-

ing requirements, too high speeds deteriorate system performance. Performance

improvements shown can be up to 0.9% or 1% through the whole set of simula-

tions. These results are still relevant because the network throughput is in the

order of magnitude of 109 bit/s and just one UAB is flying over the wide area. The

different trends in simulation results shown help in setting and planning a similar

system in a different scenario, which can have other requirements or constraints.

5.1.4 Joint Radio Resource Management

A significant aspect to investigate next is related to the efficiency of RBs assign-

ment over time, which is hereafter considered under the umbrella of RRM. It is

worth noting that the real-time identification of the optimal route of the UABs in

a dynamic context, is a problem that should be addressed jointly with RRM [P6].

In fact, the UAV position, being a degree of freedom, can be seen as an additional

dimension in the resource pool to be administered by L2 and L3 radio resource

assignment algorithms. Network simulations provide results that support this dis-

cussion and became the main achievements of [P6].

Generally, UABs are equipped with a fixed directional antenna (or fixed cover-

age range) pointed towards the ground, with an angle of aperture of α degrees (see

e.g. [B14, B15]). For a more efficient exploit of the UAB footprint introduced in

the interference Section 5.1.2, the transmission gain based on the aperture angle

α, Gα, is considered. Assumptions about Gα are introduced in Sec. 5.1.3.

Here, the main idea is to introduce a novel concept in the RRM scheme, to

be added on top of the heuristic approach of the previous sections for the UAB

trajectory design. In this activity the system architecture is recalled, fundamental

for RRM considerations. It is the network controller the one in charge of sending the

updated information on UUs, their traffic demand, and radio resources assigned by

TBSs, to the UANC (see Chapter 3). Based on this information, clusterization and

flight segments definition is computed at each flying step as detailed in Algorithm 2.

The cost function is re-adapted for this activity as Eq. (5.11) below.

Ci =

[
di
F1

+
δi
F2

]
·
[
Ei
F3

]
·

[
1

S
(cl)
i

]
· F (5.11)

where:

– δi is the mean distance between UEs in cluster i, and its centroid (it measures

the cluster compactness and is smaller for more compact clusters),
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– Ei is the energy consumed to reach the i-th centroid, computed as in [B29,

P4],

– S
(cl)
i is the sum throughput that would be obtained from users when the drone

is at the i-th centroid,

– F is a factor accounting for spatial fairness, avoiding sudden U-turns (as

in [P1]),

– F1, F2, F3 are normalizing factors (see [P4]).

From the viewpoint of the RBs pool used by the aerial network component

to serve the ground users, there are several options. The simplest approach is to

assume that UABs serve the UEs using a different frequency band with respect

to the TBSs. Of course, this excludes the presence of interference. On the other

hand, the overall spectral network efficiency is not optimized. Initial papers in

the scientific literature implicitly assume the UABs do not interfere with the TBSs

because of separate pools of radio resources (see e.g. [B16, B14]). In this section,

this simplistic assumption is not considered, and further improved by two steps.

Let us assume the TBSs and UABs use the same radio resource pool. The

UANC is made aware of the RBs set used by any TBS to serve any UE both for the

uplink and downlink. The UAB, while serving ground users, should choose the set

of RBs that will minimize or avoid any interference with the underlying terrestrial

network. It is worth noting that this approach (equal to the one presented in

Sec. 5.1.2) is not based on a joint management of resources. The UAB assigns RBs

in order to keep interference under control, while leaving to the terrestrial network

the power to choose freely what resources to assign in any link with the TBSs. In

other words, the assignment of RBs happens first at TBSs, then on the UAB.

Let us consider downlink streams first. The solution proposed in [P4] and [P1]

represents the optimal choice under this scenario. Assuming that the UAV deter-

mines a footprint whose area depends on h and α as described earlier, the UAV

will use at any instant only those RBs that are unused by the UEs contained in

its current footprint (known by the UANC). Under the assumption of an ideally

directive antenna, the UAV transmission will have no impact on any other ground

receiver outside its footprint; inside it, no UE is using the RBs used by the UAB.

Interference is neglected, while in fact the UAB is (re-)using some of the RBs used

by the terrestrial cell. In such situation, there is no negative contribution to the

overall network throughput, while there might be positive contributions as long

as some RBs are available for serving unsatisfied UEs in the safety range. The

larger the UAB footprint, the larger the potential set of UEs to be served, while
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Algorithm 3: Radio resource scheduling for joint RRM.

Data: UAB and TBSs positions, users positions and data-rate demand D,

βenv, σenv, AtG channel, γmin, γI
min, TBSs and UAB resource pool

capacity

Result: Sets of served and unserved users

for each RRM interval do

for each user u ∈ U do

compute SNR and SIR of u to closest TBS b ∈ B, γu,b and γI
u,b;

compute SNR and SIR of u to the UAB a ∈ A if in the coverage

range, γu,a and γI
u,a;

if γu,a > γmin AND γI
u,a > γI

min AND RBs required < pool capacity

then

if γu,b > γu,a then

u is scheduled by TBS b;

else

u is scheduled by the UAB a;

end

else

if γu,b > γmin AND γI
u,b > γI

min AND RBs required < pool

capacity then

u is scheduled by the TBS b;

else

u is not served;

end

end

end

compute Round Robin algorithm for scheduling at the TBS b;

compute Round Robin and Proportional Fair algorithm for scheduling

at the UAB a;

end
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the number of available RBs will be small. Clearly, there is an optimal footprint

value to be found as tradeoff [P4].

Let us now consider the uplink and the same RRM strategy as above. For the

UE-UAB link, there is no interference generated by UEs, because the UAB assigns

orthogonally to its served UEs only RBs unused in the footprint, and other uplink

sources outside it do not contribute with received power at the UAB. However,

the transmitted signals generated by UEs served by the UAB, might interfere at

the TBSs with other UE transmissions in the cell. This effect can be minimized

by using a reduced level of transmit power at the UEs served by the UABs, and

because of the high chance that they will be located at cell edge.

However, there is margin for further improvement [P6]. Let us now assume

that RRM is performed simultaneously and jointly at the UAB and TBSs. For any

UE that can be served by both the terrestrial network and the UAB, an optimal

choice can be made. The advantage in this case with respect to the previous one

is that there might be situations where a UE in the footprint of the drone will be

served with much higher SNR by the UAB, even though it might have been also

served (but with lower throughput) by the TBS. An overall increase in terms of sum

throughput is expected in this case. To provide an estimation of such advantage, let

us consider a TBS serving a macrocell of radius rT = 200 m, and a UAB covering in

its trajectory a circular area of radius r (equal to its footprint range) internal to the

macrocell, adjacent to its border. Assume free space conditions for the UAV-UE

link, while the TBS serves the UE at distance d with a propagation exponent equal

to 3.5 typical of urban environments. The SNR can be computed for the two links,

and the Shannon capacities compared. Figure 5.13 shows the percentage gain, G,

in terms of link throughput, using the UAB instead of the TBS to serve the UE,

for all distances covered by the UAB (d ranging from rT − 2r to rT). The gain

is large, and would be much larger for larger values of rT. This simple example

demonstrates that a joint RRM would allow the UE to get a better service from

the UAB instead of the TBS.

A further consideration is related to latency. The separate RRM does not

include any sort of feedback to the terrestrial network, therefore the TBS scheduler

activity is not delayed or impacted by the UAB operation. The situation may be

different when using joint RRM, but only for those UEs that change the serving

node: in fact, in this case the network may issue an handover in favour of the UAB

to serve the selected users. Handovers of this kind are investigated in the next

chapter.
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Figure 5.13: Average throughput gain using the UAB instead of the TBS, as a

function of the UE distance d; rT = 200 m; α = 30 degrees; v = 10 m/s; transmitted

powers at TBS Ptx,TBS = 40 dBm and UAB Ptx,UAB = 20 dBm; transmission gains

at TBS Gtx,TBS = 100 and UAV Gtx,UAB = 60; propagation exponent for aerial

links βenv = 2 [P6].

Joint RRM Assessment

Results obtained through the LTE-like dynamic network simulator are described

hereafter. The simulated area has side La = 6000 m. Metric’s results are averaged

over time (with a time horizon, Th) and 10 simulation runs.

Let us first analyze the impact on performance of the system parameters that

determine the footprint size: h and α. Then, the RRM strategy is considered.

Figure 5.14 shows the throughput gain, G, in percentage, for different radiation

angles α. The speed, v, is constant, its value equal to 10 m/s. A number of

curves are obtained by varying the drone height, h. Every curve has an important

antenna-dependent effect: a maximum in throughput gain for an UAV height value.

In fact, small altitude values generate small footprints and less served users. In

contrast, increased heights give less RB availability and therefore the UAB provides

service to a lower number of users; larger coverage results in higher offered traffic

and possibly lack of resources. Thus, a maximum in performance is obtained when

a trade-off between coverage and RB availability is reached, as it was observed

before. In this case, h = 140 m and large values of α seem to represent the optimal
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Figure 5.14: Average throughput gain as a function of α [P6].

choice. Though, this is slightly different from previous results because the scenario

and UAB parameters changed, the main trend remains. The analysis is limited

to α = 120◦, as traditional trisectorial antennas. Figure 5.15 highlights the effect

of the previously mentioned joint RRM technique, with fixed height h = 140 m.

Two curves compare different throughput gains at varying radiation angles, α. The

trend clearly shows that for each chosen α, the joint RRM algorithm introduces a

notable performance enhancement with respect to the separate RRM case.

To summarize, this activity has studied the potential advantages of the inte-

gration between the terrestrial and aerial components of a B5G UAV-aided mobile

radio network, from the view point of RRM. Simulation results with a single UAB

show that, by properly optimizing the system parameters related to the drone

flight, a single UAB can bring an improvement in terms of network throughput

of up to 1%. Using multiple UABs, the performance increase can be much larger

and is studied later. In particular, it has been proved that by using a joint RRM

approach, where the UAB and the TBSs schedule the assignment of radio resources

in a coordinated way, notable advantages are found with respect to the implemen-

tation of separate RRM algorithms.

However, there is one further step of potential improvement still to be discussed.

As mentioned, the design of the UAB trajectory might be included among the

set of degrees of freedom used by the joint RRM strategies implemented in the

network. Indeed, the UAB position at any instant represents a resource to be
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Figure 5.15: Comparison of average throughput gains with separate and joint

RRM [P6].

optimally used in order to achieve the target of an higher network throughput.

In this activity, the choice of UAB trajectory does not account for the number of

radio resources that the UAB will be allowed to exploit in the region it is going to

visit next. The inclusion of this consideration in the cost function might bring to

further improvements. Therefore, a thorough analysis of the cost function factors

and impact on the path planning by adding this parameter are investigated next.

Nonetheless, it is important that the joint RRM algorithms running at the network

layer of the protocol stack in the control plane, should also take part in shaping

the UAB trajectory. The inputs needed to define the drone path and their time

evolution, are compatible with usual RRM algorithms.

5.1.5 Analysis of the Cost Factors

In the following, the activity in [P5] is reported. It shows an important analysis

that discusses in more details the impact of the cost function factors selected for the

UAB path planning. This section concludes the studies on this heuristic approach

to RRM and UAB trajectory design, and it deepens the analysis on the impact of

the cost function factors.

The cost function is hereby further improved and studied. It is now based on

the normalized factors introduced before, plus one. For the reader’s convenience

and to simplify the following analysis, Eq. 5.12 defines the cost function in a simpler
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manner via emphasizing the meaning of each term.

Ci = Fd · Fδ · FW · FS · FE · (1 +B) (5.12)

where:

– Fd = di
dmax

; di is the distance between Q and the i-th centroid, dmax is the

maximum of all values of di;

– Fδ = δi
δmax

; δi is the average distance between UUs in cluster i and its centroid,

δmax is the maximum of all values of δi over all clusters;

– FW = Wi

Wmax
; Wi is the number of RBs already used by the TBSs inside the

UAB footprint when the UAB is above the i-th centroid, and Wmax is the

maximum among all values of Wi;

– FS =
S
(cl)
min

S
(cl)
i

considers the estimated sum throughput that will be obtained

when the UAV will be above centroid i, S
(cl)
i (see later); S

(cl)
min is the minimum

sum throughput achievable in the current set of K clusters;

– FE = Ei
Emax

; Ei is the energy that the UAB will spend to reach the i-th centroid

at constant speed v [B29], computed as Ei = di
v

(c1 · v3 + c2
v

), and Emax is the

maximum among all values of Ei;

– the term (1 +B) provides spatial fairness.

In summary, apart from the term (1 +B), the cost function introduced in this

and previous sections, is the product of a number of factors taking values between

0 and 1. These factors were chosen to jointly reduce energy consumption and

improve efficiently sum throughput. As before, the UAB will take the direction

identified by the lowest among all evaluated costs; as long as the listed factors are

closer to zero, the i-th centroid has higher chance to be chosen.

As far as the radio resource pool used by the aerial network component to serve

the ground users is concerned, the joint RRM option is chosen here and in the

remainder of the thesis.

It is worth noting that the choice of the cost function reported above, includes

the consideration of the expected number of radio resources that will be available

in the cluster to be visited next, through the factor FW . According to the RRM

technique used here, the number of RBs available in each cluster is variable depend-

ing on how many UEs are served by the TBSs in the UAB footprint. Therefore,

the design of the UAB trajectory is performed accounting for the specific type of
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Figure 5.16: Dynamic heuristic. Throughput gain with varying UAV speed [P5].

RRM strategy envisaged for the network. In other words, the UAB trajectory is

RRM-dependent.

Results achieved in this activity see a few changes in the simulator parameter

settings. The height of the UAB sees its default value equal to 140 m, the transmit

power Ptx,UAB is 9 dBm, and the antenna aperture has a default angle of 120

degrees.

Figure 5.16 shows the throughput gain achieved as a function of UAB speed.

Here, the lowest curve represents the outcome achieved through the first separate

RRM solution mentioned in Sec. 5.1.4. On the opposite, the upper curve is obtained

by implementing a joint RRM decision between aerial and terrestrial network, as

mentioned before. As expected, the second case provides better performance results

in terms of throughput gain, G. In fact, in this solution, RBs are scheduled with

the joint RRM comparing the different downlink channel conditions. Moreover,

both curves show the same behaviour when varying the UAB speed. As its value

increases, performance results increase accordingly. This happens because the UAB

is able to reach UUs in a faster way. However, when the speed becomes higher, the

UAB is not able to satisfy the user application requirements, as it flies away before

the video is fully downloaded. For this reason, a maximum in the curves is present

and a tradeoff value for speed has to be set.

The comparison between the two curves shows that the maximum does not
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Figure 5.17: Dynamic heuristic. Throughput gain varying energy consumed [P5].

change with the RRM strategy used. Whatever the value of UAV speed, joint

RRM provides a significant improvement in gain with respect to separate RRM.

Moreover, it is worth noting that comparing these results with others above, the

gain is usually larger. Hence, the choice of the new cost function significantly

increases the performance improvement achieved by one UAB in the service area.

Figure 5.17 shows the outcome performance while enlightening the influence

of energy consumed. The total energy spent is computed as the previously men-

tioned Ei. The two parameter values c1 and c2 featuring the drone’s mechanical

characteristics are set as c1 = 9.26 · 10−4 and c2 = 2250, as in [B29]. Authors state

that the minimum energy spent is obtained for a drone speed of 30 m/s, and the

same behaviour applies in this scenario. Therefore, with this speed not only the

energy consumption is less, but also the network improves in terms of throughput

gain. Thus, higher speeds for the UAB are preferable with respect to low velocity

of 10-15 m/s.

In Fig. 5.18 the performance gain is shown with respect to another parame-

ter, M , that is the average number of UUs present inside a cluster. This value is

dependent on the total number of clusters, K, chosen as input for the clusteriza-

tion algorithm. The curve related to a separate RRM is more dependent on this

parameter, where for a larger number of users inside each cluster, the through-

put gain increases (variations in G below 0.01% are considered as negligible for

statistical reasons). Therefore, for this case it is more advantageous to drive the
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Figure 5.18: Dynamic heuristic. Throughput gain while varying M [P5].

UABs through bigger clusters. However, for what concerns the aforementioned

joint RRM, the performance gain obtained is almost equal for different values of

M . Once again, the clusterization algorithm appears to be robust. In fact, the

difference in performance gain while changing parameter M is small: the slight

modifications are probably due to the high randomness present in the scenario.

Finally, the analysis focuses in understanding the different effects of every factor

in the proposed cost function. The mass distribution obtained for each factor Fi is

shown in Fig. 5.19. Clearly, some factors have a distribution that is quite different

than the others. As a result, the role of each factor is rather unique. One possibility

to overcome this problem would consist in using different exponents, φi, applied to

the different factors Fi. This might provide some degrees of freedom to be properly

used for tuning system performance depending on the specific needs.

However, one can infer from Fig. 5.19 that the most impacting factor between

the five is FS, i.e. the ST factor. Its values are mostly close to 0, making it drive

the product to smaller costs. On the contrary, Fδ has values closer to 1, thus

affecting less the overall cost. The other factors behave in a similar way, having

then comparable weighs.

Figure 5.20 shows the mass distribution of the obtained costs to compare for

the best centroid selection, during a simulation run.

The cost function applied here has been still generated according to a heuristic

approach, and no one ensures that a better way to define its expression does not

exist. Five factors driving the cost function have been identified based on the drone
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Figure 5.19: Dynamic heuristic. Probability mass distribution of the different

factors in the cost function [P5].

hardware and mechanics, as energy and distance, and the final scope to improve

performance, as ST, user density and RBs availability. These results are encour-

aging, since the distribution of the different factors combined in such expression,

might bring to interesting conclusions on how to better shape the cost function

(e.g. introducing different exponents) for the diverse use cases.

5.2 Optimization framework

Given the previous analyses, in this Section the problem of UAB trajectory design

is investigated from a different perspective. Through a few appropriate assump-

tions partly validated from previous achievements, service optimization through

mathematical modelling and linear programming tools are introduced. To fulfill

this purpose, the UAB trajectory design is forced to maximise an objective func-

tion that accounts for the maximisation of the number of served ground users. In

particular, the above introduced scenario is transformed and re-adapted to extract

the true optimal network performance given a selected metric. This work has been

proposed in [P3].

Differently from the majority of research activities devising complex and mainly

non-linear problems able to only obtain supotimal results, this study transforms the
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Figure 5.20: Dynamic heuristic. Probability mass distribution of obtained Ci [P5].

network model in a Integer Linear Programming (ILP), which provides an optimal

solution through known and appropriate solvers. Furthermore, novelty elements

w.r.t. the state of the art in this analysis relies in the consideration of more realistic

users requirements. Users i) have to download an entire high throughput video to

be considered as served (this requires proper consideration of the time evolution

of the service provided); ii) start requesting the service in a random instant; iii)

must be served within a given amount of time. The optimisation problem also

accounts for constraints on the number of radio resources available at the UAB, the

battery duration, different UAB speeds and the data rate that the UAB can provide.

Equally as before, a user is assumed to be served or satisfied, only as long as the

entire video requested is downloaded. The problem analyzed is a generalization of

the Orienteering Problem (OP) [B39], and thus it is NP-hard. However, because

of computation complexity resulting in very high simulation times (in terms of

several hours or even few days), a more affordable solution is also considered in

the Rolling Horizon (RH) approach. In this case, results given are suboptimal,

but a comparison with the general ILP for small input istances is provided. This

comparison allows the reader to have an idea of the resulting gap between the

optimal linear model and a ILP-based heuristic solutions.

5.2.1 Integer Linear Program Modelling

Literature research has quite recently started to study the problem from a opera-

tional research or machine learning point of view, thus optimizing mathematically
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the UAB placement or path. In particular, similar activities that can be cited are

[B30], which considers the placement of UABs with criterion of optimising the en-

ergy efficiency of the UABs network, [B31] and [B32], which optimize the trajectory

for maximising the minimum user rate. In contrast with these works, the activity

presented here has the objective of maximising the number of served users, when

assuming each one has to download an entire video. Therefore, the UAB may

have to reach and cover the same user multiple times, in order to complete the

service. This approach makes the model more complex while ensuring an appro-

priate QoS. Furthermore, a more realistic random activation and expiration of the

service requests is introduced, while the above cited works assume users are active

for the entire flight. It is important to cite also the work [B7], since it proposed a

method to reconstruct a radio map of the considered environment through UAVs.

Through the proposed approach, it is possible to let an UAV fly offline in order

to reconstruct and store in its memory the radio map. A similar result would be

achieved via RaL simulations, as discussed in Sec. 4.2. Based on these techniques,

it would be possible for the UAB to know the channel UAB-user for any user in

the considered area, provided that the user position is known. Assumption taken

in the following are then solid, making the model robust.

In the recent years, an increasing number of studies regarding drone routing

optimisation appeared in the literature, as UAVs can be employed in the commer-

cial sector, for geocoding, in surveillance systems, etc. To cite a few, drone routing

optimisation can be found in last mile delivery problems [B40], [B41], [B42] and

[B43], in flying over a set of mission-points applications [B44], or in filming sport

actions [B45]. All these works assume that all customers/points of interest need

to be visited and the main goal is to minimise the routing costs. This differs from

the problem analysed in this thesis, where the goal is to maximise the number

of served users conditioned to link throughput and data demand. In addition,

differently from the model proposed here, speed is usually assumed to be constant.

If one considers as a goal the maximisation of served users, the studied problem

is closely related to, and actually generalizes, the OP [B39]. This OP is a routing

path problem, defined on a directed graph, whose goal is to determine which vertices

or 2D coordinates to visit (at most once) and in which order, so as to maximise

the total collected score of the visited vertices, while satisfying a maximum tour

duration constraint. In contrast with usual operational research problems, in this

model the UAB can serve a user by flying ”close” to it, thanks to the AtG model.

In summary, in this study the UAB can fly at different speeds, visit the users

multiple times, and does not need to reach the exact location of the user in order

to serve it. These specific features lead us to model the problem by means of a
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Figure 5.21: The ILP network scenario [P3].

space-time graph, which is not used in the previous related works.

5.2.2 ILP adapted network model

In this section, one scenario denoted as normal-day case is considered. Here, the

UAB is assumed to provide service to users that cannot be served adequately

by TBSs positioned in a grid layout. A square area with side La serves as the

service area. Then, the normal-day scenario takes as reference the daily operation

accounted previously for the heuristic approach: even if the terrestrial network does

not take part in the optimization problem, when the UAB service starts, users will

be reasonably distributed mainly at cell edges (see snapshots from the heuristic in

Sec. 5.1). Indeed, users in these positions are the most susceptible to bad channel

quality and interference generated by nearby TBSs. Figure 5.21 is a pictorial

representation of the scenario considered for the ILP. Since in this problem there

is no TBS mathematical modelling because of extremely high problem complexity,

the separate RRM case (discussed above in Sec. 5.1.4) is considered. Hence, it is

assumed that the UAB disposes of RBs orthogonal to those of TBSs, and all users

can be served without interference from them. Then, the UAB needs to serve the

UUs only, and the set of UUs is denoted as U in the following.

The UAB is initially parked in its Home TBS, from which it starts flying at a

fixed altitude from the ground. It can recharge its battery when at Home, and,

thus, the UAB must come back to Home before the battery expires. The battery

lifetime has a duration of Ba seconds.

Each user u ∈ U is characterized by three parameters: i) the demand, Du,

that is the number of bits the user wants to download from the network, ii) the
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activation time, au, that is the instant in which the demand is generated; iii) the

expiration time, eu, that is the maximum amount of time user u can wait before the

service is satisfied completely. So, the deadline for completion of data download is

at instant au+eu for user u ∈ U . Each UU generates only one data demand during

service time, and au is assumed to be randomly and uniformly distributed.

After an assignment of radio resources by the TBSs, U and its size, |U|, are

assumed to be known. The UAB can now start serving the UUs. The Active

Unsatisfied Users (AU) are those UEs which are active (not expired yet), while

UUs become Served Users (SUs) when the full amount of data requested has been

downloaded.

The UAB knows UU positions and demands, as well as activation and expiration

times, for a time horizon, denoted as Th, where Th ≥ B. With this information,

the UAB can run an optimization algorithm to find a trajectory such that i) as

many UUs as possible are served within their expiration time, ii) the UAB is able

to come back to Home before the battery expires.

The link to inspect, being the AtG channel between the UAB and the user, is

already described in 4.1. The data rate is evaluated again through the Shannon

capacity (see Eq. 5.4). As mentioned before, it is assumed that the UAB has an

a-priori knowledge of the coverage map.

To properly construct an ILP that provides an optimal result, a discretization

of space, time and speed is required. Furthermore, to model the problem mathe-

matically, a logical space-time directed graph is introduced. Space is discretized in

steps of ∆x m, which corresponds to possible flight segments for the UAB path.

The new flight segment will then depend on the selected direction, to be picked

from a given set Do of possible directions. The 2D points denoting the start and

end of a flight segment are called turning points (TPs), because they denote a pos-

sible change of direction. As an example, in Figure 6.6, the UAB can only fly along

segments of a squared grid, and it can move in one of the four directions: North,

South, East or West. As one can imagine, the smaller the value of ∆x the more

flexible a trajectory may be. However, a small ∆x enlarges the solution space of

the ILP, which increases accordingly the computational time. Let vmax be the max-

imum speed of the UAB. For convenience, a time step lasting ∆T [s] discretize the

time axis so that it is the minimum time needed by the UAB to traverse a segment,

i.e., ∆T = ∆x/vmax. In addition to the maximum speed, the UAB can fly along

a segment at a speed v [m/s] taking discrete values in the range [vmin, vmax]. More

precisely, v is chosen so that the time for moving along a segment is a multiple of

∆T . Let C be the set of TPs in the considered area (the TP corresponding to H is

duplicated, for convenience, as the UAB departs from H and returns to H), and T
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the set of time instants in the considered time horizon, Th.

Now, the directed space-time graph to model the ILP can be denoted as G =

(V ,A), where the set of vertices V contains a vertex vct for each TP c ∈ C and

time instant t ∈ T , plus two artificial vertices: a source σ and a sink τ . The set of

arcs A contains: (i) artificial starting arcs from σ to the vertices vH t, representing

the departure time instants of the UAB from H, (ii) artificial ending arcs from the

vertices vH t to τ , representing the arrival time instants of the UAB at H, and (iii)

travel arcs (vct, vc′t′) representing the movement of the UAB from TP c at time

instant t towards TP c′ at time instant t′ by using one of the selected speeds. Let

s(a) be the time instant of the starting vertex and e(a) the time instant of the

ending vertex of arc a ∈ A. Moreover, let δ+
(vct)

represent the set of outgoing arcs

and δ−(vct) the set of ingoing arcs, from/to vertex vct ∈ V .

Notice that unsatisfied users u ∈ U are generally not placed exactly in TPs,

and it must be determined which UUs can be served by the UAB when it moves

between two TPs. Through the radio map and by knowing the position of all UUs,

the UAB is able to estimate the data rate it can provide to the users when it is in a

certain TP. Since each arc a = (vct, vc′t′) is travelled for a time duration la = t′− t,
by knowing the data rate, it is possible to derive how many bits are received by

each covered user in the period la. Let ruc(a) represent the data rate [bit/s] that the

UAB can provide to unsatisfied user u ∈ U while moving from TP c(a) (starting

vertex of arc a) along arc a ∈ A; ruc(a) can be computed through Eq. (5.4), where

Prx represents the power that the user u receives from the UAB when the latter is

in position c(a), i.e. in the starting vertex of arc a.

Notice that, depending on the user demand Du (u ∈ U), and on the R available

RBs, the UAB might need to traverse several arcs before completely serving the

user u. Only if the demand is completely satisfied, the user is counted as served.

In order to declare a user as served, its activation and expiration times have to

be taken into account. Since the UAB cannot provide capacity to users that are

expired or not active, ruc(a) = 0 is set for all arcs a = (vct, vc′t′) ∈ A such that

t < au (i.e., the user u is not active yet) or t > au + eu (i.e., the user deadline has

already expired).

The considered problem is an extension of the well-known NP-hard OP [B39]. In

particular, the problem becomes an OP when i) all the UUs have demand Du = 1,

u ∈ U (i.e. a user can be served by the UAB in a single travel), and no limits on

the available radio resources are imposed, ii) each UU is located in a TP, iii) for

each u ∈ U , ruc(a) 6= 0 for only one arc a ∈ A (i.e. each UU can be served only

by traversing a specific arc), iv) the expiration time of all UUs coincides with the

battery duration (eu = B, u ∈ U), v) all users are active at the beginning of the
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time horizon (au = 0, u ∈ U), and vi) the UAB has only one allowed speed.

As mentioned previously, the ILP formulation proposed in this thesis is based

on the defined space-time graph G = (V ,A). Two types of binary variables taking

into account the served users and the traversed arcs are introduced:

yu =

{
1 if user u ∈ U is served

0 otherwise

xa =

{
1 if arc a ∈ A is chosen in the UAB trajectory

0 otherwise

In addition, to account for a limited number, R, of RBs, the integer variable, wau,

representing the number of RBs assigned to user u ∈ U along arc a ∈ A is also

introduced. Hence, the ILP is described as follows.

ILP Formulation:

max
∑
u∈U

pu yu (5.13)

s.t.: ∑
a∈A:s(a)≥au, e(a)≤au+eu

ruc(a)lawau ≥ duyu ∀ u ∈ U (5.14)

∑
a∈δ+

(σ)

xa = 1 (5.15)

∑
a∈δ−

(vct)

xa =
∑

a∈δ+
(vct)

xa ∀ vct ∈ V \ {σ, τ} (5.16)

xa ≤
∑

a′∈δ−
(τ)

:e(a′)−s(a)≤B

xa′ ∀ a ∈ δ+
(σ) (5.17)

∑
u∈U

wau ≤ Rxa ∀ a ∈ A (5.18)

yu ∈ {0, 1} ∀ u ∈ U (5.19)

xa ∈ {0, 1} ∀ a ∈ A (5.20)

wau ∈ {0, .., R} ∀ a ∈ A, u ∈ U (5.21)

The objective function (5.13) aims at maximising the number of served users

based on their priorities. The constraints (5.14) are the ones imposing the user u to

be completely satisfied only fulfilling the demand Du entirely within the activation

and expiration times, and by using the available radio resources. Constraints (5.15)

and (5.16) force the selection of a feasible path for the UAB from the source to

the sink of G, i.e., the UAB starts from and goes back to H. Constraints (5.17)

guarantee that the path ends at τ before expiration of the UAB battery, i.e. the
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UAB is able to return to H. In particular, an arc from σ must be selected such

that the time difference between the arrival time at τ and the departure time from

σ is smaller or equal to the battery duration. Let us note that the formulation

depends on Th through T , since vertices of V are defined for every time instant

in T . Constraints (5.18) ensure that no more than R radio resources are assigned

simultaneously to users in each time slot, i.e. in each arc a ∈ A (note that more

resources can be provided to the same user). Finally, constraints (5.19) and (5.20)

assure that the variables are binary, and (5.21) ensure the variables wau assume

positive integer values between zero and R.

Please note also that, by adding the constraints on limited number of radio

resources available (5.18) and (5.21), the algorithm is implicitly optimizing the

allocation mechanism via the variable wau. Constraints (5.18) emphasizes the role

of the scheduling variable wau, which gives along arc a ∈ A more or less resources

to user u ∈ U for fulfilling its demand, going through the objective function (5.13).

Thus, the reader can notice an attempt on (separate) RRM optimization, too.

There are two major issues related to the solution of this model. The first one

is that, in real networks, users become active based on which users the TBSs are

not able to satisfy. Consequently, information on the activation and expiration

instants of the users becomes available in real-time and not a priori. Therefore,

not all input data required by the ILP model are really known before starting

the flight. The second issue is the size of the space-time graph both in terms of

memory needed to store it and for the complexity it implies, which depends on the

number of variables and constraints of the ILP model. These issues motivate the

development of a heuristic algorithm, still based on the ILP model. Despite these

issues, however, the optimal solution of the ILP model can be used as an upper

bound to evaluate the performance of realistic algorithms pursuing the optimal

performance.

To overcome both issues of the ILP model, the RH heuristic algorithm is

developed. It consists in splitting the time axis in N time windows [T
(n)
s , T

(n)
e ]

(n = 1, . . . , N) of duration W , and repeatedly solving for each one a slightly mod-

ified version of the ILP model. Thus, in the RH algorithm, the space-time graph

is rebuilt for every time window, by considering a time horizon Th equal to W .

The constraints that impose the UAB to come back to H at the end of W are

removed. This implies that not only vertices corresponding to H are connected to

τ , but also vertices corresponding to other TPs, provided that the associated time

instant equals the end of the time window T
(n)
e : this allows the UAB to arrive, at

the end of the time window, to a TP different from H. However, to ensure that

enough battery energy is left for the UAB to come back to H, only arcs that satisfy
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this condition are inserted in the graph. More precisely, in a generic iteration n,

the graph Gn ⊆ G is built as follows. The source vertex σ of Gn is only connected

to the vertex corresponding to the arrival time instant T
(n−1)
e at the TP that was

the destination of the UAB in iteration n − 1, and becomes the starting TP in

iteration n (T
(n−1)
e = T

(n)
s ). Vertices having time instant T

(n)
e are connected to τ .

Only vertices whose time instant belongs to [T
(n)
s , T

(n)
e ] are considered, but some of

these vertices must be removed to satisfy the battery duration constraint. Let B̄

be the residual battery duration: in Gn there will be no additional vertex vct (and

associated arcs) if it is not possible for the UAB to come back from vct to H within

B̄ (i.e. there is no vertex vc′t′ corresponding to H, such that the time distance from

vct to vc′t′ is larger or equal to B̄). This ensures that the battery duration of the

UAB is always enough to reach H.

At iteration n = 1, the starting TP is set equal to H, and graph G1 is built. In

this iteration, the source vertex is connected to any vertex representing departure

time instants from H. The initial time window [T
(1)
s , T

(1)
e ] is conventionally set to

[0,W ]. The modified ILP is solved on G1, and the UAB reaches a destination TP

denoted as TP . In the following time window, with T
(2)
s = T

(1)
e and T

(2)
e = T

(2)
s +W ,

TP is the new starting TP. The procedure is repeated until the UAB goes back to

H.

The advantage of this approach is twofold: on one hand, at every iteration, it is

possible to dynamically rebuild the space-time graph that has reduced size, leading

to a much faster solving time; on the other hand, prior knowledge of the activation

and expiration times, and user demands, is only required for the current time

window. Therefore, this algorithm better tackles real-life aspects of the considered

application.

The set of parameters that are modified with respect to the scenario of previous

activities and Table 5.1 are reported here in Table 5.4. To assess the performance

of the ILP on this UAV-aided network scenario two metrics are analysed, namely,

i) the fraction of served users (that is NSU/Utot, being NSU the number of SUs and

Utot the total number of UUs), and ii) the computing time, denoted as T2S (Time

to Solve) in seconds. The computing platform used to assess performance metrics

is based on a Intel i7-4770S processor with 8GB of RAM. To solve each ILP model

during the RH algorithm execution CPLEX v. 12.7.1 was used. Results shown in

the following have been averaged over 50 scenarios, where the location of users is

fixed but the activation/expiration instants and their demands are randomized, if

not stated otherwise.

The UU locations are obtained as outcome of the LTE/5G-like network simu-

lator of [P2] and Sec. 5.1. The Home location coincides with the central TBS.
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Table 5.4: Network and Radio Parameters.

Parameter Notation Value

UAB transmit Power Ptx,UAB 8 mW

AtG parameter βatg 9.6117

AtG parameter αatg 0.1581

Wavelength λenv 12 cm

Carrier Frequency fc 2600 MHz

Area Side La 1000 m

Space Step ∆x 100 m

Time Step ∆T 5 s

UAB Altitude h 100 m

Number of UUs Utot 200

Expiration Time eu = E {60, 120} s for all u

Battery B Th

Activation Time au Uniform[0; Th/2] s

Demand Du Uniform[2; 200] Mbit

A first analysis compares the optimal solution obtained through the ILP in

2hrs of computing time, and RH. Figure 5.22, shows S/O, where O is the offered

traffic, given by
∑

u∈U Du/Th. Different values of E are considered with W = 30

s for the RH case. As expected, the normalized sum throughput increases with

the offered traffic, and an increase of E results in larger sum throughput. Clearly,

the solutions obtained by the ILP model are better than those of the RH, but

this comes at the cost of significantly longer computing times. Hence, a trade-off

between computation time and solution quality forces one to study in more details

the RH algorithm by knowing that a 10% gap with respect to the optimal solution

is present. One can observe that the RH heuristic obtains a fair trade-off between

solution quality and computing time, making it an algorithm that can be used in

practical settings.

Now, the results obtained when a different numbers of resources, R, are avail-

able at the UAB are compared. Possible values for R ranges from 10 to 50,

which are reasonable quantities if one considers that, in the frequency domain,

a 20 MHz bandwidth available in an LTE system allows more than 100 theoretical

RBs (180kHz each). Results of RH heuristic are shown in Figs. 5.23 by varying

the number R of RBs available at the UAB. The outcomes are obtained via RH

in terms of fraction of SUs, with E=60 s and E=120 s, respectively. Th is usually
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Figure 5.22: Comparison between the model and RH.

fixed to Th=240 s. As expected, the two plots show an increasing performance

when using a higher number of resources R. By having R=50 the drone is able

to serve more users than the case of R=10. Moreover, both Figures 5.23a and

5.23b show clearly that the fraction of served users increases with W , especially

with E=120 s. In fact, the RH algorithm can better optimise the UAB path and

the scheduled resources when the network knowledge a priori is wider, since it is

able to optimise together the chosen path and the scheduled resources for a longer

window. However, when W becomes larger than 25 s, the number of served users

saturates or even slightly decreases. Although in principle a larger W implies a

better knowledge about the future, it also allows the UAB to move farther, possibly

letting it reach the borders where the number of users that can be served in the

following window is limited. Figure 5.23a shows this trend already from windows

of W=15 s and R=10. This happens because for a smaller value of E it becomes

more complex to plan an appropriate trajectory that allows the UAB reach the

expiring user in time. Also, shorter activation times make the general performance

decrease. Moreover, by comparing the same figures another expected trend can be

extracted: a larger value of E allows the UAB to serve more users. As one may

expect, a higher expiration time of users gives the UAB a better chance to reach

them within the allowed time. As long as W increases, the UAB is able to detect

an almost expiring UE sufficiently before it disappears.

Figure 5.24 shows the T2S obtained when setting Th = 120 s and E = 60 s.
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Figure 5.23: RH. Fraction of Served Users for Th = 120 s, R = 10, 50 and varying

W .

The T2S diagrams present an exponential increase. This is mainly due to the radio

resources factor in the optimization problem, wau, that is an integer value that

depends on the number of users (fixed in simulations) and on the number of arcs,

which increases with W . This causes the exponential increase of the T2S when

getting W larger. However, the behaviour of T2S with W > 20 and R = 10 is

unexpected. This is probably related to the stringent constraint on a larger input

instance.

Please note that, in order to maximise the number of users satisfied, the con-
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Figure 5.24: RH. Time To Solve for Th = 120 s, E = 60, R = 10, 50 and varying

W .

straint on a limited number of radio resources available forces the algorithm to

implicitly optimise the allocation mechanism via the variable wau. In fact, as

shown before, the improved performance at the increase of R is the result of an

optimised scheduling for users until RBs depletion. However, if R is small, the

resource assignment may require a longer computation time, as shown in Fig. 5.24.

Table 5.5: RH. Impact of service priority for W = 35 s, R = 50.

pu = 1 pu = 2

Server Users 24% 29%

Not Served Users 26% 21%

Finally, Table 5.5 shows the effect of different priorities given to users. Users

priorities, pu= 1 or 2 are randomly assigned to users (with probability 50% each).

Table 5.5 reports the percentage of UUs satisfied or not with the respective priorities

for a sample scenario having W=35 s. Though the time window is relatively low,

an initial impact of priority is shown: 29% of UUs, from a total of 50% having

high priority, are satisfied. In contrast, from the remaining 50% of UUs with low

priority, 24% is satisfied. As an effect, the percentage of users remaining unsatisfied

is higher for users having low priority.

The comparison between the ILP and RH solutions in terms of computing time,

number of served users and sum throughput, shows that the RH algorithm can be

considered a good trade-off. Indeed, through the RH approach, it is possible to

get, in less than 10 seconds, about 80% of the sum throughput provided by the

ILP model in 2 hours over a commercial computing platform.
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Chapter 6

UAVs impact on the 3GPP

Standard

The practicality of providing connection to users really like an extended arm of

a BS, makes UABs unveil endless opportunities for new use case scenarios. This

unfolds the possibility of employing them in many novel applications, where the cost

and efficiency of their use outperform other solutions. Other than new applications

for 5G and B5G, UAV-aided systems may introduce significant impacts also on the

network procedures involved.

In this Chapter, a number of these applications and protocol procedures are

investigated. Firstly, a well-known mechanism like handover (or handoff) will be

studied when occurring at the UAB side, and secondly, communications with ve-

hicles and the IoT world are analyzed in two possible use cases. These are diverse

application examples which may benefit from the features and scalability of UABs,

being therefore an added value to improve the system KPIs. As for the network

architecture and channel modelling, the reader can refer to Chapters 3 and 4, re-

spectively.

6.1 Handover

As first, one of the aspects that have a relevant impact on network performance

when a UAB is involved, is the handover (or handoff) procedure, as already dis-

cussed in [B46]. An handover happens when switching of a service or session

between network nodes. The problem from a command and control view point and

software defined networking perspective was investigated in [B47]. Furthermore,

Authors in [B48] studied the integration of UAVs as aerial users into current and

future cellular networks, with an insight on handover costs.
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To be specific, here the result of an handover (and later defined Ground-to-

Air (GtA) handover) procedure is investigated [P10] for the heterogeneous system

introduced in Chapter 5. Thus, the network is composed of both terrestrial in-

frastructure (i.e. TBSs) and aerial platforms (i.e UABs), and the users requesting

service are moving ground nodes who may potentially be served by a TBS or a

UAB. For obvious reasons, the handover process is studied to be compliant to

5G and B5G networks. From a high level view, the proposed model requires the

consideration of the following three aspects: i) input traffic and its evolution, ii)

mobility of both UEs and UABs, iii) radio resource management between the two

network tiers.

As done for the activities presented in Chapter 5, the focus lies on the provision

of high throughput services to ground UEs having non stringent delay constraints,

who are high in numbers and freely move in the considered service area. This

work is motivated by the fact that emergency situations (as is a global pandemic)

necessitate not only of high quality service but also of seamless operation, especially

for efficient smart-working and data gathering.

To keep homogeneous activities, the reference scenario and access networks of

the current work are the ones first described in Sec. 5.1. The TBSs shape the first

tier of the network, where |B| TBSs form the set B, and a number |A| of UABs

shape the second tier of the network, forming the set A. These BSs offer their

service to users u ∈ U making request.

From a high level view, the system shares command and control and data

keeping the rationale of [P5, P6] and the analysis reported in Sec. 5.1.4, where a

joint network design of the UAB trajectories and RRM is discussed. Concerning

network technical procedures, it is possible to refer to 3GPP documentation for

the New Radio (NR) and 5G standard. A 5G-like simulator is built on purpose

in a MATLAB environment [P10], and new scenario and network parameters are

defined in Table 6.1.

As previously mentioned, UABs services are mostly applicable as an on-demand

fashion, thanks to their ability to fly just as the need arises. Because of this and

their limited speed, services requiring a stringent latency or high reliability cannot

realistically benefit from UABs’ operation. For this reason, users u ∈ U are asking

to download a file of size Du within the maximum waiting time, ∆Tw, and a

minimum level of throughput, Rmin. Moreover, a dynamic environment is assumed

where users move at a random speed, vu. Users move according to the random

walk model, where a new direction (and a new point in the 2D area) is selected

uniformly and randomly such that the user follows a straight line until the new

coordinate. If not specified otherwise, the parameter setting corresponds to the
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Table 6.1: Scenario and network parameters for Handover heuristic [P10].

Parameter Definition Notation Value

Carrier frequency fc 3.5 GHz

Bandwidth Bw 100 MHz

Spectral efficiency ξ 20 b/s/Hz

Subcarrier spacing ∆f 30 kHz

Transmit power of TBSs Ptx,TBS 36 dBm

Antenna gain of TBSs Gtx,MBS 12 dB

Transmit power of UABs Ptx,UAB 25 dBm

one shown in Table 5.1.

In this context, it is recalled that the number of UABs present serves the ground

users that could not be served efficiently by the TBSs. To trigger the request of

UABs’ services, it may happen one of the following:

– the number of radio resources assigned by the serving TBS is not sufficient

to reach the minimum throughput,

– the TBS-UE link has low SNR γu,b, γu,b < γmin,

– a switch between serving BSs is requested by the network orchestrator for the

joint RRM, via the control plane (more details on this procedure are given

later).

UABs within the network fly along dynamic trajectories adjusted based on user

positions and needs, which are devised following the minimum cost-cluster principle

introduced in [P1, P6] and reported in Sec. 5.1. Following the discussion in [P5]

and Sec. 5.1.4, the cost function is set as Eq. (6.1). This determines the cluster

having the lowest cost and the next centroid to reach for the interested UAB.

Ci =
di
dth

· δmin

δi
· S

(cl)
min

S
(cl)
i

(6.1)

where the fraction di
dth

is the flight distance to the i-th centroid, δmin

δi
represents the

user density (i.e. mean distance of users inside a cluster to their centroid) within

the cluster. di and δi represents the distance of the i-th centroid to the drone and

the number of users inside, respectively. dth and δmin are normalizing factors with

the maximum value of distances and minimum of densities, respectively. Then,

the fraction
S
(cl)
min

S
(cl)
i

consider the estimated sum throughput obtained in centroid i,
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S
(cl)
i . S

(cl)
min is the minimum throughput achievable in the current set of identified

clusters. As it can be noted, the cost function is slightly different from the one

present in [P5], and follows the discussion related to most relevant cost factors by

keeping only the most meaningful ones. This approach determines UABs a ∈ A
trajectories made of straight segments of different lengths, which are are travelled

at constant speed va, and altitude ha from the ground. These values are kept equal

for all UABs for simplicity, and therefore it holds va = v, ha = h ∀a ∈ A. The

choice on these two parameters significantly impacts the final network performance.

Therefore, the network performance is assessed tuning their values, along with the

antenna aperture angle of the UAV. Still, the main focus of this activity lies on

the GtA handover algorithm given the position of UAB a ∈ A at instant t. The

details on the GtA procedure are given in the following.

6.1.1 Handover Procedure

In order to swap from one BS to another, the UE needs to perform an handover.

As for 3GPP standardization, the NR performs load balancing through handover

and redirection mechanisms upon RRC release command. These are sent by the BS

that is currently serving the device (hereby denoted as serving BS ) to the UE. The

network can perform handover within the same RAT (Radio Access Technology)

and/or CN (Core Network), or it can involve a change of the two [B38]. As known,

the aim of handover procedures is to ensure a connected-state mobility so that

connectivity is retained without interruptions and, if any, degradation is negligible

as the device moves within the network. The passage from a previously serving cell

to a new one has to be as seamless as possible. For achieving it, the device needs

to continuously search for new cells both on the current carrier (intra-frequency

measurements) and on different carrier frequencies (inter-frequency measurements)

it has knowledge of. The mobility of the UEs in RRC CONNECTED state is con-

trolled by the network (network-controlled mobility). In fact, the device does not

make any decisions of its own when it comes to handover. Therefore, the network

takes a decision as to whether or not the device is to handover to a new cell. For

simplicity, the considered measurements are taken in terms of SNR as evaluation of

BS-UE and UAB-UE links, without reproducing all the control signaling involved

in the process. Despite this, the handover decision is based on the well-known

hysteresis margin, as for real networks.

In more details, the algorithm adopted in performing handover is shown in

Algorithm 4. Notations slightly differs from previously, as this algorithm has new

variables involved and a specific focus on BSs. First of all, a neighbor base station
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Algorithm 4: Handover procedure (single time instant)

Input: User {Pu}Nuu=1 and TBSs {Pb}NBb=1 positions;

SNR of currently serving cell {γ(serv)
u }Nuu=1, H;

Neighbors table {Mu}Nuu=1 for each user u;

Output: Next serving cell;

// Repeat this procedure at every time instant ;

for u = 1 to Nu do

Initialize SNR list γB for neighboring cells;

for each neighbour Bi ∈Mu do

compute γ
(u)
Bi

// value in dB ;

append γ
(u)
Bi

to γB

end

γbest ← max (γB);

if γbest > γ
(serv)
u +H then

// Bi changes ;

Bi ← arg maxB (γB);

γ
(serv)
u ← γbest

else

// Bi does not change;

Bi ← B
(serv)
i

end

return: Bi;

end

table has been created, with a list of six neighbors per BS. Secondly, for every user

and each neighbor included in the list, the SNR is computed. Then, the higher

SNR between the neighbors, γbest, is compared to the SNR of the link of the serving

BS, γ
(serv)
u (i.e., where the UE is camping). A hysteresis value H is added at this

point, expressed in dB, in order to avoid the well-knwon ping pong effect. If the

equation is not satisfied the users will keep camping on the current serving cell.

On the contrary, the cell offering the best SNR becomes the serving one.

γ
(u)
Bi

> γ(serv)
u +H (6.2)

In case of multiple UABs, γ
(u)
Bi

can be the SNR registered for Bi being either a TBS

or a UAB. The same is true for γ
(serv)
u . Therefore, one from four options may occur:

i) Handover from one TBS to another TBS ii) Handover from one TBS to a UAB

iii) Handover from one UAB to another UAB iv) Handover from one UAB to a TBS

In this work, the focus lies mainly on the second case, since it is the most relevant

Chapter 6. UAVs impact on the 3GPP Standard 81



6.1. Handover

0 2 4 6 8 10
Hysteresis H [dB]

14

15

16

17

18

19

20

21

22

23

T
h

ro
u

g
h

p
u

t 
g

a
in

 [
%

]

v = 20 m/s v = 15 m/s

v = 10 m/s v = 5 m/s

(a) Throughput gain varying speed.

0 2 4 6 8 10

Hysteresis H [dB]

14

15

16

17

18

19

20

21

22

23

T
h

ro
u

g
h

p
u

t 
g

a
in

 [
%

]

h = 75 m h = 100 m

h = 125 m h = 150 m

(b) Throughput gain varying altitude.

0 2 4 6 8 10
Hysteresis H [dB]

14

15

16

17

18

19

20

21

22

23

T
h

ro
u

g
h

p
u

t 
g

a
in

 [
%

]

(c) Throughput gain varying aperture

angle.

Figure 6.1: Performance results given handover procedures in different hysteresis

level [P10].

in highlighting impacts, challenges and trade-offs of UAV-aided networking. This is

motivated by the fact that an analysis on the number of handovers, denoted GtA,

can extract the usage of UABs in future wireless networks. Algorithm 4 shows the

procedure followed to determine in a time instant if one handover has to take place

or not. From Algorithm 4, the total number of handovers of the different types can

be retrieved. In fact, it is only required to identify which kind of base station (i.e.

TBS or UAB) are both Bi and B
(serv)
i .

6.1.2 GtA Handover Remarks

The numerical results reported here are obtained through a dynamic simulator,

first described in Sec. 5.1, and properly updated. The mean throughput gain, G,

achieved over a service time Th, is computed following Eq. (5.7).

In order to account for an average number of handovers occurred throughout

the entire service time Th, rather than the total number of handovers, the following

is studied:

Om =
1

Utot

Utot∑
i=1

1

Th

Th∑
t=1

1

(
Bi(t) 6= B

(serv)
i (t)

)
(6.3)
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Figure 6.2: Performance results for different mean handover number and H =

5 [P10].

and, once it is specified to specifically account for GtA handovers:

O(b,a)
m =

1

Utot

Utot∑
i=1

1

Th

Th∑
t=1

1

(
Bi(t) 6= B

(serv)
i (t),

Bi(t) ∈ A, B(serv)
i (t) ∈ B

) (6.4)

In Eq. (6.4) 1 is the indicator function, and Bi(t) and B
(serv)
i (t) are the next

and currently serving base station, respectively, as stated in Algorithm 4. In this

way, the number of GtA handovers are counted and averaged over time and the

total number of users. If not set to change, in Figs. 6.1 and 6.2 the default values

are h = 100 m, v = 20 m/s, α = 120 degrees.

Figures 6.1 represent the level of throughput gain achieved for different hystere-

sis H values. As expected, for all curves the gain G is decreasing when incrementing

the value of H. In fact, an increased hysteresis level avoids a sudden switching of a

link that could undergo the ping pong effect. Moreover, due to the random move-

ment of users, a smaller value for the UAB speed guarantees better results as shown

in Fig. 6.1a. In particular, speeds of 10 m/s and above have a similar performance

in average, and results improve with a speed as lower as 5 m/s. Furthermore, there
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is a monotonic increase in system throughput with a decreasing in UAB height and

antenna aperture angle, as represented in Figs. 6.1b, 6.1c. This is probably due to

the presence of multiple UABs. In fact, if the number of BSs present in the ser-

vice area is increased, each single one has a better service to underlying users if the

transmitting antenna gain is higher and, consequently, the non-interfering resources

are higher in number because the UAB footprint is smaller (see Sec. 5.1.4).

In summary, these results show that, to improve network performance, the

system should make UABs: i) fly low, ii) fly slowly, iii) have antenna systems not

too directive. Please note, these results are quite different with respect to previous

works [P5, P4]. In fact, this proves that, other than a quite different scenario,

the GtA handover has a noticeable impact on the overall network performance

(e.g., sum throughput) with respect to previous works and changes the system

parameters (as UAB height, speed, antenna system) trade-off previously known.

Therefore, from a network operator perspective, the consideration of these network

procedures is relevant and should not be neglected.

Figures 6.2 show the network performance in terms of throughput gain, G,

when the hysteresis level H is fixed, H = 5, and the average number of handovers,

O
(b,a)
m , from a TBS to a UAB is in the abscissa. From a high level view, there

is an expected monotonic decrease of the different curves of throughput versus

the number of handovers, having them placed on the secondary diagonal of the

plane. In fact, this is what Figs. 6.2 show. There is compliance between the

two sets of plots in Figs. 6.2 and 6.1, because an increase of the hysteresis level

corresponds to a decrease in the number of applied handovers. Thus, one can

see the throughput decreasing when increasing both the hysteresis level and the

average number of GtA handovers. Furthermore, it is interesting to note that

some are step-curves, meaning that only certain values of the parameters under

investigation (e.g. speed, height, aperture angle) change significantly the value of

O
(b,a)
m . Please note, however, that a larger O

(b,a)
m reflects a larger number of ground

users served by a UAB rather than a TBS. This fact, in some cases, increases the

value of G thanks to the augmented service quality the UAB can offer to users (as

already discussed thoroughly, thanks to its vicinity and the most likely LoS links).

This work has proposed a UAV-aided network model on where to consider

deeply the possible problematic or advantages introduced by an handover proce-

dure. In fact, a ground user may need to perform handover between an aerial

base and a terrestrial one or vice-versa (from which, the term of GtA handover),

or between bases of the same type. The analysis on how much and with which

parameters more GtA handovers occur helps MNOs planning.
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6.2 UAVs communication with Vehicles

The transport system is one of the fields expecting the greatest changes in the next

decades. Human-driven cars and trucks will be progressively replaced by Connected

and Autonomous Vehicles (CAVs), promising safer mobility, more efficient traffic

management, significant pollution reduction, and the availability of new services

for passengers.

Focusing on connectivity, for several years IEEE 802.11p and the related stan-

dards had been the main solution for the vehicular environment [B49]. Start-

ing from 2016, however, 3GPP has introduced the concept of Cellular-Vehicle-to-

Anything (C-V2X), which specifically addresses this sector within LTE, 5G, and

beyond [B50, B51, B52]. In C-V2X, long and short-range communications are parts

of the same framework, with the promise of a single chip-set, a native involvement

of vulnerable users, and a long term support from the entire cellular ecosystem.

Regarding the applications envisaged for the vehicular scenarios, often denoted as

use cases, a large list has been presented for what are called the Day-1 or Day-

1.5, which are in principle supported by both IEEE 802.11p and the first versions

of C-V2X and are based on the unidirectional distribution of information to im-

prove context awareness; emergency vehicle warning, stationary vehicle warning,

and roadworks warning are just a few examples [B53, B54, B55]. Recently, 3GPP

has started a discussion about advanced use cases, where vehicles do not only share

basic information about their status through small packets, but also exchange large

messages and interact in order to coordinate their actions. Such applications have

challenging requirements in terms of wireless capabilities that are hardly guaran-

teed by current standards [B56]. One relevant example is extended sensing [B57];

by allowing a collective perception of the environment, it implies the need for data

rates that range between 10 Mbps to 1 Gbps within a limited range [B56].

Although connected vehicles are often associated with the capability of short-

range wireless communications, it is clear that it will take time before all cars are

equipped and that the long-range connection guaranteed by cellular base stations

must be viewed as a valuable option at least during this transitory. However,

providing an ubiquitous and reliable coverage to vehicles is particularly challenging

with TBSs, since the density and distribution of vehicles is significantly variable in

both time and space, in ways that are not always easy to predict.

In a scenario where the penetration of cars equipped with wireless communi-

cation devices is far from 100% and the requirements tend to be challenging for a

cellular network not specifically planned for the vehicular scenario, the use of an

UAB, carrying a mobile base station, could be helpful to fill the gap of short-range
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connections and address unpredictable traffic distribution in space and time. UABs

are vehicles themselves, with the peculiarity of much less constraints in both mobil-

ity patterns and mechanical design. Trajectories can be accurately planned for one

or even joint purposes, and the UAVs can be different in size and computational

power depending on the tasks they have to pursue.

In this work, C-V2X users are moving in an urban area and request to be served

by the network. To this purpose, a number of TBSs are deployed in the area and

one UAB is launched to support the TBSs in the service provision.

Equipping vehicles with wireless communication devices to implement advanced

services on the road has been studied for decades and standards today appear

mature for large scale deployment [B58]. However, given their critical impact on

road safety and the need that the various car-manufacturers agree to common

technologies, still a small percentage of vehicles is presently connected, normally

relying on long-range cellular coverage and providing services that are limited to

entertainment [B59, B60] or vehicle tracking [B61].

It is anyway generally believed that CAVs will come to market in the next

few years and this represents an enormous opportunity for all companies directly

or indirectly involved. In this context, the cellular ecosystem started to think

about protocols and services for LTE and 5G specifically devoted to the vehicular

environment. Beginning even before first definitions inside the standards in 2016,

much effort has thusfar being devoted to C-V2X [B62]. Many activities actually

focus on short-range communications [B63], which is expected to minimize the delay

and guarantee a high spatial reuse, but it is clear that long-range communications

will always play a relevant role, especially until the percentage of equipped vehicles

will be limited [B64]. When dealing with long-range communications, however,

it appears very challenging to combine a fixed deployment of base stations with

stringent requirements of a significantly variable and possibly huge data traffic,

which is presumable for vehicles that might be sparse or very dense in different

parts of a city or at different times of day [B65].

The use of UAVs to support vehicular communications has recently raised signif-

icant attention as an efficient, flexible, and limited cost solution when the deployed

infrastructure is not sufficient or in case of particular events. The majority of works

investigate the use of UAVs to improve routing in vehicular networks. For example,

in [B66] a novel reactive algorithm exploiting UAVs as relays is suggested when the

capacity or coverage becomes insufficient. In [B67], drones are used with store and

carry capabilities when disconnections occur due to a low density of vehicles. Also

in [B68], routing is addressed, with the use of game theory to predict disconnected

segments where UAVs should be moved.
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A broader view about using UAVs in vehicular scenarios is provided in [B69,

B70]. In [B69], various possible applications are discussed, including flying accident

report agents, flying Road Side Units (RSUs), flying speed cameras, flying police

eyes, and flying dynamic traffic signals. In addition, some simulations are reported

assuming a number of UAVs statically deployed as RSUs to improve the coverage

of hazardous areas where accidents occur with some probability. A list of issues

and advantages deriving from the use of drones in the vehicular scenario is instead

provided in [B70].

Testbeds with few devices have been also implemented in [B71]. Experiments

with two UAVs and three vehicles forming a platoon are conducted, where the

drones are exploited to monitor the surrounding territory where the convoy is

moving. In that case, IEEE 802.11a and ZigBee are adopted for data and con-

trol messages, respectively. Preliminary results demonstrate the feasibility to use

drones to cooperate with vehicles. In the majority of cases, IEEE 802.11p or an-

other WiFi-related technology is assumed and in none of the mentioned works

the cellular standards are explicitly addressed. Furthermore, most results refer to

generic applications and the focus is on routing or coverage aspects. Finally, only

in a few cases the movements and trajectory of UAVs are investigated. Differently,

this thesis considers a system where an aerial and terrestrial component cooperate

to provide the desired quality of service of the extended sensing application, by

taking into account all network related aspects.

A rectangular area with a set B of BSs is considered, where in each site are

placed four directional TBSs (see Figure 6.3). The service provider designated a

UAB to support the network on-demand. The UAB starts its flight from one of the

TBS sites, then, its dynamic trajectory is computed. The path planning follows

the general design studied so far for an heterogeneous system (see Sec. 5.1).

In the considered scenario, a number of vehicles move according to traffic traces

reproduced using the micro-traffic simulator VISSIM [B72], which reproduces in

detail the movements of vehicles taking into account the real road map, physical

laws and the road rules.

Among all vehicles v ∈ V vehicles, a portion Pv of them is active (i.e. requesting

for service) and equipped with C-V2X devices. Further, the application require-

ments are set to be coherent with the 3GPP documentation [B56] on the extended

sensing use case, which defines a range of data rates between 10 Mbps to 1 Gbps.

The focus of this activity is on the downlink only, by setting requirements of either

25 Mb/s or 50 Mb/s. This choice has been made because the downlink becomes a

bottleneck for the network when the same sensing information collected from one

vehicle has to be forwarded in broadcast to all the interested neighbors.
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Figure 6.3: Reference scenario for C-V2X services: dots represent vehicles in a

given simulation snapshot [P7].

As far as the radio interface is concerned, an LTE scenario is considered (via

using OFDMA for downlink, as per Table 5.2) where vehicles are using C-V2X

technology. If different from the settings in Table 5.1, Table 6.2 shows the param-

eters related to this C-V2X scenario. Both the TBSs and the UAB operate within

the same carrier of 2600 MHz and have the same RBs availability. Propagation in

both terrestrial and aerial tiers is computed as detailed in Chapter 4.

The terrestrial and aerial components compute the SNR and SIR of the different

links to take decisions on RRM. In order to achieve a satisfactory quality of service,

SNR and SIR for the single vehicle u have to overcome a minimum threshold of

γmin = 10 dB and gammaI
min = 2 dB, respectively.

As before, the intervention of one UAB is due to an insufficient service quality

from the terrestrial network, resulting in a low number of served vehicles. There-

fore, the system model, channel modelling, RRM and trajectory design follows the

algorithm and findings of [P6, P5], reported in Sec. 4.1 and 5.1.

The RRM is performed by a high level entity that jointly supervises both the

TBSs and UAB (namely, the MANO as introduced in Ch. 3). For any vehicle

that can be served by both the TBSs and the UAB, the one providing the high-

est throughput is chosen, and Algorithm 5 is reported for simplicity (taken from

Algorithm 3).

At first, the values of SNR and SIR of a vehicle towards its closest TBS are

computed; the same computation is repeated for the link of the vehicle with the
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Algorithm 5: Radio resource scheduling applied to C-V2X applica-

tions [P7].

Data: UAB and TBSs positions, vehicle positions and data-rate demand,

channel modelling (Sec.4.1), γmin, γI
min, TBSs and UAV resource

pool capacity

Result: Set of served and set of unserved vehicles

for each RRM interval do

for each vehicle u in the scenario do

compute SNR and SIR of u to closest TBS, γu,b and γI
u,b;

compute SNR and SIR of u to the UAV if in the coverage range,

γu,a and γI
u,a;

if γu,a > γmin AND γI
u,a > γI

min AND RBs required < pool capacity

then

if γu,b > γu,a AND γI
u,b > γI

min then

γu = γu,b and γI
u = γI

u,b (u is served by the TBS);

else

γu = γu,a and γI
u = γI

u,a (u is served by the UAB);

end

else

if γu,b > γmin AND γI
u,b > γI

min AND RBs required < pool

capacity then

γu = γu,b and γI
u = γI

u,b (u is served by the TBS);

else

u is not served;

end

end

end

compute Round Robin algorithm for scheduling at the TBSs;

compute Round Robin and Proportional Fair algorithm for scheduling

at the UAB;

end
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Table 6.2: Mobile network parameters adapted to C-V2X application considera-

tion [P7].

Parameter Notation Value

Rectangular service area A 1.8 × 1.6 m2

Average number of vehicles in the scenario |V| 600

Number of TBSs in the area |B| 16

TBSs equivalent radiated power EIRPtx,TBS 43 dBm

UAV transmit power Ptx,UAB 20 dBm

Single carrier UAV and TBS fc,TBS = fc,UAB 2600 MHz

Bandwidth of TBSs Bw [5–20] MHz

UAB speed s 20 m/s

UAB altitude h 120 m

UAB antenna aperture angle α 120 deg

UAB. If both values of SNR and SIR are above the corresponding threshold, the

interested base station checks if the vehicle request does not exceed the RBs re-

maining capacity. Then, when these three requirements are satisfied, a vehicle can

be considered served. If the vehicle is also in the coverage range of the UAB, it

will be served by the station providing the higher SNR value between the TBS and

the UAB. In this way, the UAB both serves vehicles unsatisfied by the terrestrial

network, and improves the QoS of the others. Via the interference avoidance, the

co-channel interference that the UAB can cause to the vehicles served by a TBS

can be neglected and it does not influence the TBS normal operation.

As part of the applications related to previous studies, the design of the UAB

trajectory follows a number of rules to ensure an efficient operation, and is de-

termined by approaches of [P1, P5], and re-adapted to the vehicular scenario. In

particular, the path planning was defined according to a number of factors: the

position of vehicles, their application requirements, the traffic density and the sum

throughput estimation based on the resource pool capacity. Therefore, Algorithm 2

already presented the procedure applied for the UAB trajectory. Also, the cluster

cardinality |K| has been properly adapted to the scenario; the hierarchical UP-

GMC algorithm selects a number |K| = Pv · 100 (e.g., 10 clusters for 10% of active

vehicles, 20 clusters for 20%, etc.).

Now, to pursue system efficiency, the cost function design should include pa-

rameters such as the UAB energy consumption, its RB availability and the number

of users that could be served in one spot. For these reasons, the travel distance,
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the estimation of network throughput and the density of vehicles are the factors

affecting the cost function, which is defined as

Ci =
di
dth

· δmin

δi
· S

(cl)
min

S
(cl)
i

(6.5)

where the parameters have been already defined for Eq. (6.1). The rationale behind

the cost function is to jointly give priority to a region near to where the UAB is

present, to a cluster with a large number of vehicles, and to enhance throughput.

Results are presented with two different KPIs, being the throughput gain, G,

(see Eq. 5.7) and the actual percentage of vehicles served either by the terrestrial

or aerial network. Then, the system is tested under the application requirements

of 25 and 50 Mb/s of data rate, in compliance with extended sensing. Figure 6.4

shows the gain, G, while increasing the percentage of active vehicles, Pv. A number

of curves were introduced having different bandwidth values, which means a RB

pool was changing in size. The bandwidth dedicated to the vehicular service is of

5, 10, 15 or 20 MHz. Figure 6.4a,b refer to 25 Mb/s and 50 Mb/s, respectively.

In each curve of Figure 6.4 the gain, G, has a decreasing trend while increas-

ing the number of active vehicles in the scenario. This can be easily explained by

the fact that the TBSs are using a higher number of RBs as the traffic demand

increased; due to the common resource pool, the UAB has consequently a lower

number of RBs still left available. The network response to an increased offered

traffic, sees the bandwidth (i.e., RB pool capacity) reserved for vehicular applica-

tions increase, and the UAB capability decrease. A larger system bandwidth allows

the UAB to keep the gain close to 10%, yet serving a higher number of active vehi-

cles. Therefore, the overall bandwidth should be kept larger if willing to keep the

UAB service sustainable. Moreover, the values of the gain G in Figure 6.4a differ

from the corresponding ones in Figure 6.4b. In the former plot, the values of G for

the 10% of active vehicles range from a 20% to almost 120%, whereas half of such

values can be observed in the latter. This can be explained in terms of availability

of resources, too. In Figure 6.4b the application demand from vehicles is doubled

w.r.t. Figure 6.4a, requiring then double the number of resources from TBSs and

the UAV to serve each vehicle. This means that, not only the TBSs employ more

resources subtracting them from the UAV pool, but also a lower number of vehi-

cles will be served (see also Figure 5.18). Furthermore, note that, when considering

the transitory in which a few of the travelling vehicles are equipped with C-V2X

devices, these results are relevant. In fact, a single UAB is capable of providing up

to 100% gain with the proposed approach, even with reuse factor of one. When

a larger number of vehicles is equipped with C-V2X services, the probability that
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(a) Traffic demand for C-V2X services set to 25 Mb/s.

(b) Traffic demand for C-V2X services set to 50 Mb/s.

Figure 6.4: Obtained gain for different bands while varying the number of active

C-V2X vehicles, |V| · Pv, in the network [P7].
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two vehicles are close enough to each other and can share useful nearby information

with the short range dedicated communication in the 5.9 GHz band increases. For

this reason, it is still acceptable that the gain in network throughput offered by the

drone remains at 5% to 2% (i.e., in absolute numbers, it is in the order of hundreds

of Mb/s).

For the second set, Figure 6.5 shows the number of vehicles served by the

entire network while increasing the number of active users. Two plots are shown

when the traffic demand has 25 Mb/s (Figure 6.5a) and 50 Mb/s (Figure 6.5b)

throughput requirement. Different curves for three different bandwidth sizes of 5,

10 and 20 MHz are shown. For each dedicated band, two curves differentiate the

network behaviour with or without the presence of one UAB. A similar trend can

be seen for both Figure 6.5a,b: when the number of vehicles asking the network

service increases, it becomes more probable that TBSs or the UAB have not enough

RBs to serve them. If the percentage of satisfied vehicles does not reach 100%, this

is due either to SNR or SIR under the respective thresholds. As happened with

the gain, G, the larger is the number of active vehicles, the larger is the probability

that RBs available are not sufficient. The UAB, in average, becomes especially

effective when the active vehicles are below 50%. Being interested in supporting

the network in the initial phase when few vehicles are able to communicate, these

results are promising. In particular, with a bandwidth size as large as 20 MHz,

the advantage of including one UAB reusing the same RBs as TBSs proves to be

an interesting choice even at a later stage. As expected, the different needs of

resources in the two cases make the network serve 68% of vehicles in Figure 6.5a

and 50% of vehicles in Figure 6.5b in the best case (i.e., 20 MHz band) when 100%

of them is active. For developing the novel concept of UABs working alonside the

terrestrial network to serve vehicles by using the C-V2X technology, a number of

key concepts have been introduced. To this aim, this work: (1) defines vehicular

applications requirements compliant to 3GPP documents; (2) applies an RRM

technique that ensures network efficiency; and (3) adapts the trajectory design to

the specific vehicular use case. Simulation results show that, in particular for the

initial phase in which few vehicles are equipped with C-V2X devices and should

interface with the LTE network, the proposed system model is promising. A single

UAB increases the number of satisfied users of up to 10%. The scenario becomes

critical when the number of vehicles asking for service is significantly larger w.r.t.

RBs availability and interference avoidance does not allow the UAB to leverage

on a sufficient number of resources. Nonetheless, in the considered scenario, if the

bandwidth reserved for vehicular applications is above 10 MHz and the throughput

requirement is not much larger than 25 Mb/s, one UAB can efficiently enhance
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(a) Traffic demand for C-V2X services set to 25 Mb/s.

(b) Traffic demand for C-V2X services set to 50 Mb/s.

Figure 6.5: Percentage of served vehicles for different bandwidths and varying the

number of active C-V2X vehicles, |V| · Pv, in the network [P7].
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network performance even when 100% of vehicles are active. When this is not

the case, for example when small bandwidths such as 5 to 10 MHz are analyzed

and the number of active vehicles grows above 50%, it happens that the resource

availability at the UAB becomes rather scarce (being it shared with TBSs) to cope

with the traffic demand. Thus, the UAB should be employed when the bandwidth

and resources are enough to sustain the local RBs reuse proposed by this approach.

As a final remark, UAVs employed with C-V2X capabilities can be considered as

vehicles themselves employing short-range communications. In this way, especially

for extended sensing applications, one may envision communications from a vehicle

to the UAB to another vehicle in the dedicated 5.9 GHz band, then back to the

network (if needed) through LTE.

6.3 UAV-Aided NB-IoT Networks

Statistical reports1 demonstrate the steady increase of the number of the machine-

type connectivity links happening every year, and predict the further increase of

its pace. However, not only an increase of the IoT device numbers and their

traffic represents a major challenge for the future. Another key challenge still to

be addressed is the increase of the requirements for communication performance -

the demand - imposed by the various applications and use cases (including, e.g.,

autonomous vehicles, Industry 4.0, and wearables). Both these trends call for a new

paradigm to networks design. One possibility will be to apply densification, that

dramatically increases the number of TBSs deployed. However, this will inquire

substantial investments and will introduce extra energy consumption, which is

already huge2.

As discussed thoroughly, one possible alternative is to use mobile BSs, denoted

in the thesis as UABs, providing service where and when needed to cope with

peaks of traffic demand. UABs are particularly interesting since they are not tied

to roads, not affected by traffic congestion and can feature good connectivity with

both, on-ground users, and TBSs (i.e., backhaul), thanks to the large probability

of being in LoS.

Differently from the other applications discussed in this thesis, the work intro-

1See, e.g., https://www.statista.com/statistics/802690/worldwide-connected-devices-

by-access-technology/ or https://www.ericsson.com/en/mobility-report/reports/november-

2019/iot-connections-outlook .
2https://www.gsma.com/futurenetworks/wiki/energy-efficiency-2/,

https://www.ericsson.com/en/blog/2019/9/energy-consumption-5g-nr,

https://www.mdpi.com/2071-1050/10/7/2494/pdf.
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duced in this section involves highly predictable and usually fixed in given positions

UEs, being machine-type nodes of the IoT world.

Being the IoT devices, which are usually programmed to monitor or collect data,

static, their position does not change in time. Hence, their location is known, or

can be made known easily through learning or discovery. Moreover, the traffic they

generate can usually be predicted (e.g, due to its periodic nature). The knowledge

of these two basic inputs allows the UAB to make decisions in advance on the

trajectory to follow to serve as many IoT devices as possible.

One of the key mobile technologies that will be used in the coming years with

the advent of 5G is Narrowband IoT (NB-IoT). NB-IoT takes the same numerology

as 4G (and, possibly, 5G), and therefore perfectly fits with a UAB implementing

Evolved/Next Generation Node B (eNB/gNB) functionalities. However, the NB-

IoT technology, adapted specifically for the IoT requirements, substantially differs

from conventional LTE.

For this reason, this activity studies the network performance of a UAB flying

over groups of NB-IoT nodes, taking into account the access mechanism, the time

frame structure and the resource allocation schemes as they are specified by 3GPP.

In particular, the network performance is tested on the following parameters:

– NB-IoT frame structure in the uplink (UL),

– Transmitted packet size,

– NB-IoT nodes density and distribution,

– UAB speed while completing its trajectory.

Differently from the many literature works reported in Chapter 2, this activity

conforms to specific protocol constraints, practicalities and signalling structure as

it is in 3GPP standards.

Furthermore, the impact of nodes having a given activation time (randomly

distributed) and a given expiration time, that imposes a maximum delay within

which they have to be served, are considered. On the contrary, the above cited

works assume users are active for the entire flight and no activation and expiration

times are addressed.

6.3.1 NB-IoT overview

The initial version of NB-IoT technology addressing the needs of the massive

machine-type communication (mMTC) applications has been standardized by 3GPP

as a part of release 13 in 2016 with new functionalities introduced in the subsequent
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releases. The NB-IoT technical solution originates from the LTE technology, which

has been substantially simplified and re-worked to reduce the overheads, minimize

complexity, cost and consumption, and maximize the possible communication link

length. The NB-IoT technology features substantial flexibility allowing to deploy

the NB-IoT cell by rolling a software update on top of an already existing LTE

cell. An NB-IoT cell may be deployed standalone in a dedicated frequency band,

use the LTE guard bands or even operate in-band with LTE or LTE-M.

The conventional media access procedure of a NB-IoT User Equipment (UE)

operation is composed of a number of steps. First, a UE scans the channels for

the synchronization signals. Once synchronized to the cell base station (i.e., the

eNB), the UE obtains first the Master and then a set of Secondary Information

Blocks (MIB and SIBs, respectively), containing all the relevant information about

the network, the cell, and its resource allocations. To connect to the cell, the

UE has to go through the procedure of random access (RA), the initial phase of

which is the transmission of an access preamble during one of the periodic random

access windows. In this activity, the UE randomly selects the preamble to be used.

Following the transmission of the random access preamble, the resources for the UL

and downlink (DL) transmissions are scheduled by the cell eNB with data integrity

insured through the Hybrid Automatic Repeat Request (HARQ) processes.

Before Release 15 introducing time division duplex (TDD) operation mode,

the frequency division duplex (FDD) mode was the only option for NB-IoT. In

this activity the latter is considered, since it is the primary mode used in most

commercial networks and enables the maximum performance. The FDD mode

implies different frequency bands to be used for UL and DL transmissions. In

UL resource grid the subcarrier spacing of either 15 or 3.75 kHz are possible,

providing either 12 or 48 possible subcarriers within a 180 kHz resource block. The

15 kHz spacing allows transmission of either single and multicarrier (over up to 12

carriers) signals, while only single-carrier transmissions are possible for 3.75 kHz

grid. In DL the 15 kHz resource grid is used. Importantly, to increase the maximum

communication range, the eNB may configure several coverage extension classes

featuring different number of packet/symbols repetitions, and may even specify

the number of repetitions to be used in UL and DL (can reach 2048 in DL and 128

in UL) by a specific UE.

Only two channels are defined in the UL, the narrowband physical random

access channel (NPRACH) and the narrowband physical uplink shared channel

(NPUSCH). The NPRACH is used to trigger the RA procedure. It is composed of

a contiguous set of either 12, 24, 36, or 48 subcarriers with 3.75 kHz spacing, which

are repeated with a predefined periodicity, that may take several discrete values
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between 40 ms and 2560 ms. The RA procedure starts with the transmission of a

preamble, with a duration of either 5.6 ms or 6.4 ms (Format 0 and 1, respectively)

depending on the size of the cell, and can be repeated up to 128 times to improve

coverage. A preamble is composed of four symbol groups, each transmitted on a

different subcarrier. The initial subcarrier is chosen randomly, while the following

ones are determined according to a specific sequence depending on the first one.

Two UEs selecting the same initial subcarrier will thus collide for the entire se-

quence. A special mechanism can help resolving the collisions and thus the access

probability of a node can be approximated as Eq. (6.6):

Pacc = e
− U
NRU (6.6)

where U is the number of nodes entering RA and NRU are the total available

subcarriers.

In case of standalone deployment the NPUSCH occupies all the UL resources

left available after the allocation of the NPRACH. NPUSCH is used for UL data and

UL control information. Only Binary or Quadrature Phase-Shift Keying (BPSK

or QPSK) modulations are used, and the code rate is 1/3 for data transmission

and 1/16 for HARQ Acknowledgement (ACK). The eNB decides how many re-

sources to allocate to the UEs depending on the amount of data to be sent, the

modulation-coding scheme (MCS) used and the number of repetitions needed to

correctly receive the data. The minimum resource block which can be allocated,

referred to as a resource unit (RU), depends on the UE capabilities and the con-

figured numerology. Specifically, in the case of 3.75 kHz subcarrier spacing and

single-tone operation, the RU is 32 ms long. In the case of multi-tone-enabled UE

and 15 kHz spacing, an RU can be composed of 12 subcarriers and 2 time slots

featuring QPSK modulation and have the total cumulative duration of 1 ms. The

number of the RUs (ranging from one to ten) to be allocated depends on the size of

the transport block size (up to 1000 bits in Rel. 13) and the MCS chosen to meet

the required success probability. In addition, the eNB specifies the desired number

of repetitions.

Without the loss of generality, in what follows 3.75 kHz subcarrier spacing

is assumed with 48 carriers allocated for RACH. Furthermore, since the UAB is

expected to be close and in, primarily, line-of-sight conditions, only single coverage

class with one repetition is implied. This implication also allows to minimize the

potential interference experienced by the TBS, and to simplify the design and

reduce the consumption of the eNB on the UAV. Furthermore, it is implied that

the NPUSCH setting for MCS is defined by ITBS = IMCS = 6 and the size of

the sensor data is either 500 or 1000 bits. Table 6.3 shows the packet size (or
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Transport Block Size as for NB-IoT terminology) in bits for the selected scheme

for the different possible number of RUs (for clarity, only the selected cases are

reported).

Table 6.3: NB-IoT UL Transport Block Size in bits [P9].

RUs number 2 4 5 6 8 10

Max. packet size for
176 392 504 600 808 1000

IMCS = 6 [bits]

6.3.2 Reference NB-IoT Scenario

The service area is an urban environment, where IoT devices are deployed at smart

traffic junctions, in city parks, at waste collection points, in the parking lots, or into

buildings, to name just a few examples. Thus, in this realistic scenario IoT devices

are clustered and each group is characterized by close vicinity and distributed in

different areas of a city.

A realistic modelling of this scenario follows a Poisson Cluster Process, namely

the Thomas cluster process (TCP) [B73], as conventionally done in the literature

(see, e.g., [B74]). The TCP is a stationary and isotropic Poisson cluster process

generated by a set of offspring points independently and identically distributed

(i.i.d.) around each point of a parent Poisson Point Process (PPP) [B73]. In

particular, the locations of parent points are modeled as a homogenous PPP, with

intensity λp, around which offspring points are distributed according to a symmetric

normal distribution with variance σ2 and mean value n. therefore, the intensity of

the offspring points is λ = λp · n. In the scenario, both parent and offspring points

represent the IoT nodes, without any difference in the type and role of the physical

device. However, as it will be clarified later, parent points will be used as reference

2D points to define the UAB trajectory.

A square area of size L x L m2 is considered, where parent points and offspring

points are deployed according to the description above. A snapshot of the simulated

scenario is depicted in Fig. 6.6. A single UAB is considered to save expenses. It

starts its flight from a fixed position, denoted as Home, and coincident with one

of the parent points. It has then to come back there at the end of the trajectory.

In this way, it can recharge or change its battery for the next flight. Note that, in

this study, the processes of take-off and landing are not simulated. Moreover, the

consumption of the UAB is not modelled, but the capacity of the UAB battery is
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assumed sufficient to enable a full round trip over any trajectory in the area under

consideration. This is reasonable, since the total flight times considered do not

exceed half an hour. The UAB is assumed to fly at a constant altitude from the

ground of 100 m (not violating the regulations in EU - [B75]).

Figure 6.6: NB-IoT. Node deployment illustration and TSP example [P9].

Each user u is characterized by three parameters related to traffic demand: i)

the size of data demand, Du, that is the number of bits the user wants to send

in uplink, ii) the activation time, au, that is the instant in which the demand is

generated; iii) the expiration time, eu, that is the maximum amount of time user u

can wait before the service is satisfied completely. So, the deadline for completion

of data download is at instant au+eu for user u. Also, each node generates only one

packet to transmit and au is assumed to be randomly and uniformly distributed.

Once more, the propagation model affects the UAB-ground node link as the

probabilistic model for drones in urban environment provided in [B5] and reported

in Sec. 4.1. An additional penetration loss, ηiot, is added to PL computation to

account for indoor nodes monitoring or basement applications.

If the received power is above the receiver sensitivity Prmin, then the node is

in connectivity range of the UAB. At this moment, it can attempt to access the

channel through the NB-IoT NPRACH (see Sec. 6.3.1), so that, if succeeded, it

may be given resources to transmit its data. The number of resources assigned

determines the packet size that the device is able to transmit in the assigned time

slot (see Sec. 6.3.1 and Table 6.3 for scheduling details). Note that, since the IoT
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nodes are the devices more limited in their available resources (especially including

the maximum transmit power), i) the connectivity range is defined by the uplink,

ii) the downlink control communication is error-less.

In this activity, the UAB is flying over clusters of ground nodes following a

predefined path. Given the cluster-based nature of devices distribution, a simple

approach for the UAB trajectory design has been used. Since the UAB has to serve

clusters of fixed nodes, the locations of the parent points is to be considered also

as reference points to model a Traveling Salesman Problem (TSP) [B76]. The TSP

addresses the task to find, for a finite set of points whose pairwise distances are

known, the shortest route connecting all points. Therefore, to reduce both energy

consumption and service delays, the UAB trajectory follows the TSP solution for

cluster reference points. Despite the fact users have activation and expiration

times, their high number in the area allows the TSP to be an effective method (see

Sec. 6.3.3). An example is depicted in Fig. 6.6.

Table 6.4: NB-IoT Radio and Network Parameters [P9].

Parameter Notation Value

UL transmit power Ptx 14 dBm

Antennas loss AL 2.5 dBi

Penetration loss ηiot 40 dB

Noise power PN 30 10−17 W

Receiver sensitivity Prx,min -121 dBm

Channel bandwidth Bc 180 KHz

Subcarrier spacing ∆f 3.75 kHz

Available subcarriers NRU 48

Carrier frequency fc,UAB 1747.5 MHz

RU duration - 32 ms

MCS index IMCS 6

Activation Time au Uniform[0; 120] s

Expiration Time eu 10 s for all u

As one can easily see, the performance of the considered network depends both

on the UAB mobility pattern and the UAB NB-IoT cell configuration.
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6.3.3 NB-IoT Final Remarks

In the simulations performed, the radio and network parameters are set as summa-

rized in Table 6.4. The simulations are performed for a UAB altitude of 100 m in

an area with side L = 500 m. Therefore, due to the finite area size, a number Nu

of IoT devices is present in each simulation. The numerical results are obtained by

averaging over 1000 iterations, characterised by different nodes distributions and

values of Nu. The simulations were carried out in a MATLAB environment using a

specifically-developed script for nodes deployment. Then, a NB-IoT simulator was

developed in a Java environment, including the IBM CPLEX v. 12.7.1 framework

to solve the TSP.

The performance is evaluated in terms of the number of served users, to which

the UAB has assigned enough radio resources for the full transmission of their data,

and network throughput, SN, defined as:

SN =
Nu∑
u=1

Su (6.7)

where Su is the u-th user throughput, given by: Su = Du/Tu, where Tu is the

service delay.

To study the performance of the proposed UAV-aided NB-IoT network, the

percentage of served NB-IoT nodes is analyzed in different cases, by varying:

– the density of parent points, λp,

– the mean number of nodes in one cluster, n.

The value of σ2 is fixed to 100 m. In addition, results by varying the NPRACH

periodicity are shown, which affects the number of occasions a node may try re-

questing access to the UAB. Note that, this in turns affects the NPUSCH duration.

Frequent NPRACH occurrences lead to shorter NPUSCH, thus reduce resources

available for UL user data transfer.

Figure 6.7 reveals the effect of the nodes distribution on the cumulative through-

put of the network. The demand of each node is either 500 or 1000 bit, and the

UAB speed is fixed at 20 m/s. Two sets of curves can be easily distinguished: 1)

with dashed lines, and 2) without dashed lines. The former set is obtained with

1000 bit of node demand, and the latter with 500 bit. Interestingly, curves in the

same set show a similar behaviour, that is an increased network throughput as the

average number of nodes increases, and a maximum for the same value of NPUSCH

duration (320 ms and 160 ms). One can deduce that, despite the diverse distri-

bution of nodes, there is one value for the NPUSCH duration (or, equally, timing
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Figure 6.7: NB-IoT. Effect of nodes distribution on network throughput [P9].

of NPRACH occurrences) that is optimal for the specific user demand. Moreover,

it has to be noted that the position of this maximum differs from 500 to 1000 bit

demand because the number of resources to be assigned changes.

From Table 6.3 one can infer that 5 RUs are needed in the first case, and 10

in the second. Then, if one RU lasts 32 ms, 160 ms perfectly fit 500 bit, while

320 ms the case of 1000 bit. Then, for both sets, the maximum lays in the value of

NPUSCH duration guaranteeing to each node no additional overhead (i.e., extra

NPRACH occurrences) nor additional delays.

Figures 6.8a and 6.8b show the percentage of served nodes while varying their

distribution and the UAB speed. Node’s demand is fixed at 500 bit. Again in

these plots, there is often a maximum at 160 ms. This shows that, given the

number of nodes in the service area, an optimal choice on the timing of NPRACH

occurrences has to be planned. When designing an NB-IoT network with UABs,

a good trade-off between the access occasions, availability of RUs in the NPUSCH

and the number of active devices is to be considered. Furthermore, these curves

show that the UAB speed strongly impacts the system performance. If the average

number of nodes is low, the trajectory is shorter and a lower speed (e.g. 10 m/s)

increases the node’s chance to connect to the UAB and transmit its packet. On

the other hand, if the number of nodes increases, a higher speed (e.g. 20 m/s)

allows to visit and serve more nodes in the given expiration time. Note that the

percentage of served nodes is in almost all considered cases above 90%. Therefore,

one can deduce that a TSP trajectory may be a good solution to achieve both an
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acceptable performance and algorithm simplicity.

To summarize, this IoT scenario shows that UAB and network parameters

should be properly tuned depending on the scenario, and that in the considered

case even a well-known TSP approach provides a good balance between achieved

performance and algorithm simplicity.

This activity shows an insight of the NPRACH periodicity and user demand

impact, where results still demonstrate that the use of UABs in the IoT scenario

is promising.
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Chapter 7

Conclusions

The main scope of this thesis is to validate and thoroughly discuss the many aspects

and possible future roles of UAV-aided mobile radio networks for B5G. To this aim,

novel network nodes, denoted as UABs acting as flying BSs, are introduced in a

new heterogeneous network paradigm. Terrestrial and aerial network components

represent thus two integrated tiers that need to jointly cooperate to improve both

the system coverage and capacity and to sustain network costs. Trajectory de-

sign schemes and algorithms have been proposed in two different frameworks, for

a scalable heuristic and optimal planning. All these together resulted in good per-

formance improvement. Along with path planning, an accurate AtG propagation

model has been considered, and a proper architecture for the system management

has been proposed.

The efficiency, flexibility, scalability and convenience of these additional UAB

nodes have been investigated throughout the thesis.

Efficiency lies in a proper trajectory design, that allows the UABs to be directed

where is needed for the due time. If a TBS suffers temporarily from overload

for excessive demand or in the event of maintenance or an unusual blackout (for

example a disaster event), UABs can fly in the interested area and provide service

during the required time interval. Furthermore, it may happen that, for TBS

deployment difficulties (e.g. terrain conformance, low population density, and so

on), some cell borders are not covered sufficiently. Even in this case, UABs can be

deployed when the demand arise, like a TBS extended arm. Efficiency has been

investigated in all its facets in Chapter 5.

Scalability and flexibility come when dealing with different scenarios and use

cases. For their inherent features of being able to fly on-demand, UABs can be

adapted on purpose for the specific case, as discussed in Chapter 6.

Convenience is tightly combined with both efficiency, scalability, plus low CAPEX

107



and possibly OPEX costs. This concept has been considered in the architecture of

Chapter 3, which has been validated throughout the thesis.

From each different activity, a number of key concepts can be extracted as

lessons learned. To start with, clusterization algorithms allow a UAB to target mul-

tiple users instead of one at a time, increasing significantly the network throughput.

Then, it is shown that the UAB can re-use the spectrum resource, therefore saving

expenses, while achieving a noticeable performance improvement with respect to

a system architecture without UABs. In this case, a good trade-off on the UAB

altitude or coverage range must be achieved. Moreover, when the UAB is dynami-

cally driven by a cost function, a database storing PL samples would both allow to

i) estimate the achievable sum throughput, ii) adjust the UAB route accordingly.

Another important factor that improves the network performance to a relevant

extent is the joint RRM. Through this technique, aerial and terrestrial tiers can

identify the users and agree on who will serve them best.

In conclusion, for each scenario investigated in the activities of this thesis,

UAB nodes have proven to enhance network connectivity and capacity. Therefore,

UAV-aided wireless networking has the potential to play a significant if not crucial

role in future B5G mobile systems. The throughput gain introduced by a single

node of this kind can be of few percent based on the deployment choice, and

proportionally increases with multiple UABs. Even if it appears modest, in absolute

terms, when referring to a capacity of hundreds of Gbps or more, it becomes a

relevant improvement from the MNO perspective.
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