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Abstract

In this thesis we aim to provide a general topological and geometrical frame-
work for group equivariance in the machine learning context. A crucial part of this
framework is a synergy between persistent homology and the theory of group ac-
tions. In our approach, instead of focusing on data, we focus on suitable operators
defined on the functions that represent the data. In particular, we define group
equivariant non-expansive operators (GENEOs), which are maps between function
spaces endowed with the actions of groups of transformations. We investigate the
topological, geometric and metric properties of the space of GENEOs. We begin by
defining suitable pseudo-metrics for the function spaces, the equivariance groups,
and the set of GENEOs and proving some results about our model. Basing on these
pseudo-metrics, we prove that the space of GENEOs is compact and convex, under
the assumption that the function spaces are compact and convex. These results
provide fundamental guarantees in a machine learning perspective. We show some
new methods to build different classes of GENEOs in order to populate and approx-
imate the space of GENEOs. Moreover, we define a suitable Riemannian structure
on manifolds of GENEOs making available the use of gradient descent methods.
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Introduction

The main aim of this thesis is to start building a bridge between Topological
Data Analysis (TDA) and a new possible geometric approach to the theory of deep
neural networks. In particular, we provide a general mathematical framework for
group equivariance in the machine learning context.

In the last years the problem of data analysis has assumed a more and more
relevant role in science, and many researchers have started to become interested in
it from several different points of view. In many applications of the real world, data
sets are represented by Rm-valued continuous functions defined on a topological
space X. As simple examples among many others, these functions can describe
the coloring of 3D objects, the coordinates of the points in a planar curve, or the
grey-levels in X-ray CT images. However, for the sake of simplicity, in this work we
will focus on real-valued functions. Topological data analysis (TDA) has revealed
important in managing the huge amount of data that surrounds us in the most
varied contexts [11]. Persistent topology and homology are relevant mathematical
tools in TDA, and many researchers have investigated these concepts both from
a theoretical and an applicative point of view (see, e.g., [8, 13, 15, 17, 18, 21, 23,
28, 35, 38, 42, 45, 46]). In addition to this, other topological techniques have been
introduced in TDA (cf., e.g., [24]). The continuity of the functions we consider
enables us to apply persistent homology. In its one-parameter topological setting,
this theory studies the birth and the death of k-dimensional holes when we move
along the filtration defined by the sublevel sets of a continuous function ϕ from a
topological space X to the real numbers. In particular, persistent homology has
proven itself quite efficient both for qualitative and topological comparison of data.
Interestingly, this procedure is invariant with respect to all homeomorphisms of
X, that is if g ∈ Homeo(X), then ϕ and ϕg induce on X two filtrations which
have exactly the same topological properties under the point of view of persistent
homology. For further and more detailed information about persistent homology,
we refer the reader to [27].

Deep learning-based algorithms reached human or superhuman performance in
many real-world tasks. Beyond the extreme effectiveness of deep learning, one of
the main reasons for its success is that raw data are sufficient—if not even more
suitable than hand-crafted features—for these algorithms to learn a specific task.
However, only few attempts have been made to create formal theories allowing for
the creation of a controllable and interpretable framework, in which deep neural
networks can be formally defined and studied. Furthermore, if learning directly
from raw data allows one to outclass human feature engineering, the architectures
of deep networks are growing more and more complex, and often are as task-specific
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viii INTRODUCTION

as hand-crafted features used to be. Topology and TDA can play an important role
in deep learning because they are able to give qualitative and concise descriptions
of the data (ref. [7, 12]).

We aim at providing a general mathematical framework, where any agent cap-
able of acting on a certain dataset (e.g., deep neural networks) can be formally
described as a collection of operators acting on the data. To motivate our model,
we assume that data cannot be studied directly, but only through the action of
agents that measure and transform them. Consequently, our model stems from
a functional viewpoint. By interpreting data as points of a function space, it is
possible to learn and optimise operators defined on the data. In other words, we
are interested in the space of transformations of the data, rather than the data
themselves.

Albeit unformalised, this idea is not new in deep learning. For instance, one
of the main features of convolutional neural networks [37] is the election of con-
volution as the operator of choice to act on the data. The convolutional kernels
learned by optimising a loss function are operators that map an image to a new one
that, for instance, is more easily classifiable. Moreover, convolutions are operators
equivariant with respect to translations (at least in the ideal continuous case). An
operator is called equivariant with respect to a group if the action of the group
commutes with the operator. However, when working with images, volumes or even
time series, oftentimes invariance with respect to transformations such as rotations,
reflexions, or other deformations is fundamental to speed up the learning process,
or even to reach satisfying accuracy. Currently, data augmentation, or heavy pre-
processing (e.g., accurate image alignment) are the most common strategies used
to produce networks resistant to even simple data transformations. We believe that
the restriction to a specific family of operators and the equivariance with respect
to interpretable transformations are key aspects of the success of this architecture.
In our theory, operators are thought of as instruments allowing an agent to provide
a measure of the world, as the kernels learned by a convolutional neural network
allow a classifier to spot essential features to recognise objects belonging to the same
category. The importance of group equivariance in machine learning is well-known
(cf., e.g., [2, 20, 40, 41]). The reason is twofold. On one hand, the use of operators
equivariant with respect to specific transformations allows one to inject pre-existing
knowledge in the system, thus gaining control of the nature of the learned operators
[4]. On the other hand, equivariance with respect to the action of a group (or a set)
of transformations corresponds to the introduction of symmetries in the data space,
hence drastically reducing the dimensionality of the space to be explored during
optimisation, and opening the way to alternative kinds of abstract representation.
Indeed, it is well known that incorporating prior domain knowledge helps machine
learning.

We make use of topological data analysis to describe spaces of group equivariant
non-expansive operators (GENEOs). GENEOs are maps between function spaces
associated with groups of transformations. We study the topological and metric
properties of the space of GENEOs to evaluate their approximating power and set
the basis for general strategies to initialise, compose operators and eventually con-
nect them hierarchically to form operator networks. Moreover, the use of GENEOs
allows to formalize the role of the observer in data analysis and data comparison.
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The research concerning the approximation and representation of observers could be
crucial in understanding the role of conflicts and contradiction in the development
of intelligence [30]. Our first contribution is to define suitable pseudo-metrics for the
function spaces, the equivariance groups, and the set of non-expansive operators.
Basing on these pseudo-metrics, we prove that the space of GENEOs is compact
and convex, under the assumption that the function spaces are compact and con-
vex. These results provide fundamental and provable guarantees for the goodness
of this operator-based approach in a machine learning perspective: Compactness,
for instance, guarantees that any operator belonging to a certain space can be ap-
proximated by a finite number of operators sampled in the same space. In order to
proceed along this line of research we need general methods to build and populate
the space of GENEOs. According to the goal of realizing those methods, we prove
some new results about the algebra of GENEOs. We underline that, in some cases,
in our methods we can treat the group of invariance as a variable. This is important
because the change of the observer generally corresponds to a change of the invari-
ance we want to analyze. This focus on spaces of group equivariant non-expansive
operators stresses the need for a study of the topological and geometric structure
of these spaces, in order to simplify their exploration and use. In particular, in this
paper we show how a space of GENEOs can be endowed with the structure of a
Riemannian manifold, making available the use of gradient descent methods for the
minimization of cost functions. We hope that these results about the geometry and
topology of the space of GENEOs can be of help in the construction of new kinds
of explainable neural networks. Finally, we observe that GENEOs can be also seen
as different ways of looking at data and producing new filtrations. In this sense,
their study is related to the concept of filtration functor. For more details about
this concept we refer the interested reader to [19].

The structure of the dissertation is the following one. Since most of the contents
have been already published in some papers, we cite the corresponding references.

Chapter 1 is devoted to illustrating a new model for TDA. First, we start from
a set Φ of suitable real-valued functions on a set X, endowed with the uniform con-
vergence distance. This set Φ represents our data set. Then, we consider particular
sets of bijections on X, which model symmetries in our framework. Finally, we
define some suitable pseudo-metrics and prove some general results, most of which
can be found in [5, 16].

In Chapter 2 we introduce the concept of Group Equivariant Non-Expansive
Operator (GENEO). Then we prove, under suitable assumptions, compactness and
convexity of the space of GENEOs. In the last part of the chapter we combine
GENEOs and persistent homology to define a new strongly invariant pseudo-metric
between data. Moreover, by means of persistent homology we define faster to com-
pute and stable approximations of the pseudo-metrics defined in Chapter 1. Most
of the contents of Chapter 2 can be found in [5].

In Chapter 3 we present some methods to build classes of GENEOs. In partic-
ular, we illustrate methods that combine a finite or infinite set of given GENEOs
in order to produce a new one. Then, we construct an important class of lin-
ear GENEOs via permutants and permutant measures. Finally, we prove a result
about representations of linear GENEOs. The majority of the results of this chapter
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appeared in [6, 10, 33, 44].
In Chapter 4 we start from defining a new slightly different framework which

heavily involves measure and probability theory. Then we define a natural Hilbert
space where GENEOs live. This enables us to induce a Riemannian structure on
manifolds of GENEOs. The contents of this chapter are a joint work with Pasquale
Cascarano, Patrizio Frosini and Amir Saki. Most of the contents of Chapter 4 can
be found in [14].

We conclude the dissertation with some final remarks and a short list of open
problems in our line of research.

Epistemological assumptions

Our mathematical model is justified by an epistemological background which
revolves around the following assumptions:

1. Data are represented as functions defined on topological spaces, since only
data that are stable with respect to a certain criterion (e.g., with respect to
some kind of measurement) can be considered for applications, and stability
requires a topological structure.

2. Data cannot be studied in a direct and absolute way. They are only knowable
through acts of transformation made by an agent. From the point of view of
data analysis, only the pair (data, agent) matters. In general terms, agents
are not endowed with purposes or goals: they are just ways and methods
to transform data. Acts of measurement are a particular class of acts of
transformation.

3. Agents are described by the way they transform data while respecting some
kind of invariance. In other words, any agent can be seen as a group equivari-
ant operator acting on a function space.

4. Data similarity depends on the output of the considered agent.

In other words, in our framework we assume that the analysis of data is re-
placed by the analysis of the pair (data, agent). Since an agent can be seen as a
group equivariant operator, from the mathematical viewpoint our purpose consists
of presenting a good topological theory of suitable operators of this kind, represent-
ing agents. For more details, we refer the interested reader to [31].



Chapter 1

A new mathematical model for
TDA

This chapter is devoted to illustrating our new model for topological data ana-
lysis and prove some results about the topology and geometry of the introduced
concepts. First, for us a data set is given by a set of bounded real-valued measure-
ments on some set X:

Φ = {ϕ : X → R} ⊆ RXb ,

where RXb is the set of all bounded real-valued functions on X. We can think of
X as the space where one makes measurements, and of Φ as the set of admissible
measurements. For example, an image can be represented as a function ϕ from the
real plane X to the real numbers. Furthermore, the set X is called the domain of
the data set Φ and is denoted by dom(Φ).

1.1 Transformations on data and actions

In our model, agents transform data preserving important invariances and sym-
metries. In order to describe those symmetries of a data set Φ, we consider opera-
tions on X that convert measurements into measurements.

Definition 1.1.1. A Φ-operation is a function g : X → X such that, for every
measurement ϕ in Φ, the composition ϕg also belongs to Φ.

If g : X → X is such an operation, then, for all ϕ and ψ in Φ:

‖ϕ− ψ‖∞ = maxx∈X |ϕ(x)− ψ(x)| ≥ maxx∈im(g)|ϕ(x)− ψ(x)| = ‖ϕg − ψg‖∞.

Thus the function Rg : Φ→ Φ that maps ϕ to ϕg is non-expansive. If g is bijective,
Rg : Φ→ Φ is an isometry. The composition of Φ-operations is again a Φ-operation,
and the identity function idX is always a Φ-operation.

A Φ-operation g is invertible if there is a Φ-operation h such that gh = hg =
idX . Moreover, we can consider the collection of all invertible Φ-operations that is
denoted by

AutΦ(X) = {g : X → X | g is a bijection, and ϕg, ϕg−1 ∈ Φ for every ϕ ∈ Φ}.

1



2 CHAPTER 1. A NEW MATHEMATICAL MODEL FOR TDA

With the composition operation, AutΦ(X) becomes a group.
A data set Φ is naturally equipped with an associative right action:

ρ : Φ×AutΦ(X)→ Φ, (ϕ, g) 7→ ϕg (1.1)

where ϕg is the usual function composition. Thus Φ is not just a set, but a set with
an action of the group AutΦ(X). In other words, Φ is a AutΦ(X)-set. To encode
the symmetries of Φ induced by this action, we consider its perception pairs.

Definition 1.1.2. A perception pair is a couple (Φ, G) with Φ ⊆ RXb and G ⊆
AutΦ(X).

The choice of G encodes certain symmetries of Φ. The pair (Φ,AutΦ(X)) is an
example of a perception pair, and we call it universal.

Example 1.1.3. Let X = S1 be the unit circle and Φ be the set of all non-expansive
functions from S1 to the unit interval [0, 1], where both S1 and [0, 1] are endowed
with the Euclidean metric. Consider the group G of all rotations of S1. One could
easily check that G ⊆ AutΦ(X). Then (Φ, G) is a perception pair.

Example 1.1.4. Let us consider X = {1, . . . , n} and the space RX of real-valued
functions on X. We observe that AutRX (X) = Sn, where Sn is the set of permuta-
tions of X. Then (RX , Sn) is a perception pair.

1.2 Topologies on data sets

In our mathematical model, data are represented as function spaces, that is, as
sets Φ of bounded real-valued functions ϕ : X → R, with X a set. A natural choice
for the topology on Φ is the topology of uniform convergence that is induced by the
distance

DΦ(ϕ1, ϕ2) := ‖ϕ1 − ϕ2‖∞ . (1.2)

The topological structure of the set X is inherited by the extended pseudo-metric
DX defined as follows:

DX(x1, x2) = sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| (1.3)

for every x1, x2 ∈ X.

Proposition 1.2.1 DX is an extended pseudo-metric.

Proof. DX is obviously symmetrical. The definition of DX immediately implies
that DX(x, x) = 0 for any x ∈ X. The triangle inequality holds, since

DX(x1, x2) = sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)|

≤ sup
ϕ∈Φ

(|ϕ(x1)− ϕ(x3)|+ |ϕ(x3)− ϕ(x2)|)

≤ sup
ϕ∈Φ
|ϕ(x1)− ϕ(x3)|+ sup

ϕ∈Φ
|ϕ(x3)− ϕ(x2)|

= DX(x1, x3) +DX(x3, x2) (1.4)

for any x1, x2, x3 ∈ X.
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Remark 1.2.2. The assumption behind the definition of DX is that two points can
be distinguished only if they are mapped to different values for some measurements.
As an example, if Φ contains only constant functions and X contains at least two
points, no discrimination can be made between points in X and hence DX(x1, x2)
vanishes for every x1, x2 ∈ X. Note that in this case X is not even a T0-space.

The extended pseudo-metric space (X,DX) can be considered as a topological
space by choosing as a base BDX the collection of all the sets

BX(x, ε) = {x′ ∈ X : DX(x, x′) < ε} (1.5)

where 0 < ε < ∞, and x ∈ X (see [34]). We recall that a pseudo-metric is just
a distance d without the property that d(a, b) = 0 implies a = b. An extended
pseudo-metric is simply a pseudo-metric that could take an infinite value.

Remark 1.2.3. If Φ is bounded, then the value DX(x1, x2) is finite for every x1, x2 ∈
X. Indeed, a finite constant L exists such that ‖ϕ‖∞ ≤ L for every ϕ ∈ Φ. Hence,

|ϕ(x1)− ϕ(x2)| ≤ ‖ϕ‖∞ + ‖ϕ‖∞ ≤ 2L (1.6)

for any ϕ ∈ Φ and any x1, x2 ∈ X. This implies that DX(x1, x2) ≤ 2L for every
x1, x2 ∈ X. Thus, if Φ is bounded, DX is a pseudo-metric.

Remark 1.2.4. Suppose that X is a subspace of R endowed with the Euclidean
topology. The reason to consider a topological space X rather than considering
just a set follows from the need of formalising the assumption that data are stable.
Note that our choice of topology allows to deal with non-continuous functions, with
respect to the Euclidean topology.

Remark 1.2.5. In general X is not compact with respect to the topology induced
by DX , even if Φ is compact. For example, if X is the open interval ]0, 1[ and Φ
contains only the identity from ]0, 1[ to ]0, 1[, the topology induced by DX is simply
the Euclidean topology and hence X is not compact.

Before proceeding, we would like to recall the following Lemma (see [34]):

Lemma 1.2.6 Let (P, d) be a pseudo-metric space. The following conditions are
equivalent:

1. P is totally bounded;

2. every sequence in P admits a Cauchy subsequence.

We have seen that X can be non-compact. However, the following statement
holds.

Theorem 1 If Φ is totally bounded, then (X,DX) is totally bounded.

Proof. First of all we want to prove that every sequence (xi)i∈N in X admits a
Cauchy subsequence in X. Let us consider an arbitrary sequence (xi)i∈N in X and
an arbitrarily small ε > 0. Since Φ is totally bounded, we can find a finite subset
Φε = {ϕ1, . . . , ϕn} such that Φ =

⋃n
i=1BΦ(ϕi, ε), where BΦ(ϕ, ε) = {ϕ′ ∈ Φ :

DΦ(ϕ′, ϕ) < ε}. In particular, we can say that for any ϕ ∈ Φ there exists ϕk̄ ∈ Φε

such that ‖ϕ − ϕk̄‖∞ < ε. Now, we consider the real sequence (ϕ1(xi))i∈N that
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is bounded because all the functions in Φ are bounded. From Bolzano-Weierstrass
Theorem it follows that we can extract a convergent subsequence (ϕ1(xih))h∈N.
Then we consider the sequence (ϕ2(xih))h∈N. Since ϕ2 is bounded, we can extract
a convergent subsequence (ϕ2(xiht ))t∈N. We can repeat the same argument for any
ϕk ∈ Φε. Thus, we obtain a subsequence (xpj )j∈N of (xi)i∈N, such that (ϕk(xpj ))j∈N
is a real convergent sequence for any k ∈ {1, . . . , n}, and hence a Cauchy sequence
in R. Moreover, since Φε is a finite set, there exists an index ̄ such that for any
k ∈ {1, . . . , n} we have that

|ϕk(xpr)− ϕk(xps)| < ε, for all r, s ≥ ̄. (1.7)

We observe that ̄ does not depend on k, but only on ε and Φε.

In order to prove that (xpj )j∈N is a Cauchy sequence in X, we observe that for
any r, s ∈ N and any ϕ ∈ Φ, by choosing a k such that ‖ϕ− ϕk‖∞ < ε we have:

|ϕ(xpr)− ϕ(xps)| = |ϕ(xpr)− ϕk(xpr) + ϕk(xpr)− ϕk(xps) + ϕk(xps)− ϕ(xps)|
≤ |ϕ(xpr)− ϕk(xpr)|+ |ϕk(xpr)− ϕk(xps)|+ |ϕk(xps)− ϕ(xps)|
≤ ‖ϕ− ϕk‖∞ + |ϕk(xpr)− ϕk(xps)|+ ‖ϕk − ϕ‖∞. (1.8)

It follows that |ϕ(xpr)− ϕ(xps)| < 3ε for every ϕ ∈ Φ and every r, s ≥ ̄. Thus,
supϕ∈Φ |ϕ(xpr) − ϕ(xps)| = DX(xpr , xps) ≤ 3ε. Hence, the sequence (xpj )j∈N is a
Cauchy sequence in X. By Lemma 1.2.6, the statement of Theorem 1 is true.

Corollary 1.2.7 If Φ is totally bounded and (X,DX) is complete, then (X,DX)
is compact.

Example 1.2.8. Let Φ be the set containing all the non-expansive functions from

X = {(cos 2πp, sin 2πp) ∈ R2 : p ∈ Q}

to [0, 1], and G be the group of all rotations ρ2πq of 2πq radians with q ∈ Q. While
Φ is compact, the topological space X is neither complete nor compact.

It is interesting to stress the link between the topology τDX associated with DX

and the initial topology τin on X with respect to Φ, when we take the Euclidean
topology τe on R. We recall that τin is the coarsest topology on X such that each
function ϕ ∈ Φ is continuous. Before proceeding, we need to prove a technical
lemma about the approximation of the pseudo-distance DX .

Lemma 1.2.9 If Φ is totally bounded, then for any δ > 0 there exists a finite
subset Φδ of Φ such that∣∣∣∣∣sup

ϕ∈Φ
|ϕ(x1)− ϕ(x2)| − max

ϕ∈Φδ
|ϕ(x1)− ϕ(x2)|

∣∣∣∣∣ ≤ 2δ (1.9)

for every x1, x2 ∈ X.

Proof. Since Φ is totally bounded, we can find a finite subset Φδ = {ϕ1, . . . , ϕn}
such that for each ϕ ∈ Φ there exists ϕi ∈ Φδ, for which ‖ϕ− ϕi‖∞ < δ. It follows
that for any x ∈ X, |ϕ(x) − ϕi(x)| < δ. Without loss of generality, let us fix
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x1, x2 ∈ X. Because of the definition of supremum of a subset of the set R+ of all
positive real numbers, for any ε > 0 we can choose a ϕε ∈ Φ such that

sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| − |ϕε(x1)− ϕε(x2)| ≤ ε. (1.10)

For any ϕ ∈ Φ, if we take an index i, for which ‖ϕ− ϕi‖∞ < δ, we have that:

|ϕ(x1)− ϕ(x2)| = |ϕ(x1)− ϕi(x1) + ϕi(x1)− ϕi(x2) + ϕi(x2)− ϕ(x2)|
≤ |ϕ(x1)− ϕi(x1)|+ |ϕi(x1)− ϕi(x2)|+ |ϕi(x2)− ϕ(x2)|
< |ϕi(x1)− ϕi(x2)|+ 2δ

≤ max
ϕj∈Φδ

|ϕj(x1)− ϕj(x2)|+ 2δ. (1.11)

We note that the above inequality

|ϕ(x1)− ϕ(x2)| < max
ϕj∈Φδ

|ϕj(x1)− ϕj(x2)|+ 2δ

does not depend on the choice of the index i. Hence,

sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| − ε ≤ |ϕε(x1)− ϕε(x2)| < max

ϕj∈Φδ
|ϕj(x1)− ϕj(x2)|+ 2δ. (1.12)

Finally, as ε goes to zero, we have that

sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| ≤ max

ϕj∈Φδ
|ϕj(x1)− ϕj(x2)|+ 2δ. (1.13)

On the other hand, since Φδ ⊆ Φ:

sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| > max

ϕj∈Φδ
|ϕj(x1)− ϕj(x2)| − 2δ. (1.14)

Therefore we proved the statement.

The choice of the topology on X induced by DX naturally makes our signals
continuous.

Proposition 1.2.10 Each element ϕ of Φ is a non-expansive map, and hence it
is continuous with respect to DX .

Proof. Let us fix two point x1, x2 in X. For any ϕ ∈ Φ we have that

|ϕ(x1)− ϕ(x2)| ≤ sup
ϕ∈Φ
|ϕ(x1)− ϕ(x2)| = DX(x1, x2). (1.15)

Hence the statement is proved.

We denote with τin the initial topology with rispect to Φ. By definition, τin is
the coarsest topology on X such that each function ϕ ∈ Φ is continuous.

Theorem 2 If Φ is totally bounded, then the topology τDX coincides with τin.
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Proof. We recall each element ϕ of Φ is a continuous function with respect to
τDX . Thus we can immediately state that τDX is finer than τin. We know that
the set BDX = {BX(x, ε) : x ∈ X, ε > 0} is a base for the topology τDX and the
set Bin =

{⋂
i∈I ϕ

−1
i (Ui) : |I| <∞, Ui ∈ τe, ϕi ∈ Φ for every i ∈ I

}
is a base for the

topology τin.

If Φ is totally bounded, Lemma 1.2.9 guarantees that for every δ > 0 a finite
subset Φδ of Φ exists such that∣∣∣∣∣sup

ϕ∈Φ
|ϕ(x1)− ϕ(x2)| − max

ϕ∈Φδ
|ϕ(x1)− ϕ(x2)|

∣∣∣∣∣ ≤ 2δ (1.16)

for every x1, x2 ∈ X. Let us now set

Bδ(x, r) :=

{
x′ ∈ X

∣∣∣ max
ϕi∈Φδ

|ϕi(x)− ϕi(x′)| < r

}
(1.17)

for every x ∈ X and every r > 0. We have to prove that the initial topology τin

is finer than the topology τDX . In order to do this, it will be sufficient to show
that for every y ∈ BX(x, ε) ∈ BDX a set

⋂
i∈I ϕ

−1
i (Ui) ∈ Bin exists, such that

y ∈
⋂
i∈I ϕ

−1
i (Ui) ⊆ BX(x, ε).

Let us choose a positive δ such that 2δ < ε. Inequality (1.16) implies that
Bδ(y, ε− 2δ) ⊆ BX(y, ε). We now set Ui :=]ϕi(y)− ε+ 2δ, ϕi(y) + ε− 2δ[ for i ∈ I.
Obviously, y ∈

⋂
ϕi∈Φδ

ϕ−1
i (Ui). If z ∈

⋂
ϕi∈Φδ

ϕ−1
i (Ui), then |ϕi(z)−ϕi(y)| < ε−2δ

for every ϕi ∈ Φδ. Hence, z ∈ Bδ(y, ε − 2δ). It follows that
⋂
ϕi∈Φδ

ϕ−1
i (Ui) ⊆

Bδ(y, ε − 2δ). Therefore, y ∈
⋂
ϕi∈Φδ

ϕ−1
i (Ui) ⊆ BX(x, ε) because of the inclusion

Bδ(y, ε − 2δ) ⊆ BX(y, ε). This means that τin is finer than τDX . Since we already
know that τDX is finer than τin, it follows that τDX coincides with τin.

Remark 1.2.11. The statement of Theorem 2 becomes false if Φ is not totally
bounded. For example, assume Φ equal to the set of all functions from X = [0, 1]
to R that are continuous with respect to the Euclidean topologies on [0, 1] and R.
Indeed, it is easy to check that in this case τDX is the discrete topology, while the
initial topology τin is the Euclidean topology on [0, 1].

1.2.1 Transformations on data and topological actions

We recall that the definition of isometry between extended pseudo-metric spaces
can be derived by generalising the concept of isometry between metric spaces. Let
(X1, d1) and (X2, d2) be two extended pseudo-metric spaces. It is easy to check
that if f : X1 → X2 is a function verifying the equality d1(x, y) = d2(f(x), f(y))
for every x, y ∈ X1, then f is continuous with respect to the topologies induced by
d1 and d2. If f verifies the previous equality and is bijective, we say that it is an
isometry between the considered pseudo-metric spaces. Let Iso(X) the set of all
isometries from X to itself. The following Proposition 1.2.12 implies that AutΦ(X)
is exactly the set of all isometries g : X → X that are also invertible Φ-operations.

Proposition 1.2.12 AutΦ(X) ⊆ Iso(X).
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Proof. Let us fix two arbitrary points x, x′ in X. We know that if g is in AutΦ(X),
then Rg : Φ→ Φ is a bijection. Therefore, g preserves the extended pseudo-distance
DX :

DX(g(x), g(x′)) = sup
ϕ∈Φ
|ϕ(g(x))− ϕ(g(x′))|

= sup
ϕ∈Φ
|(ϕg)(x)− (ϕg)(x′)| (1.18)

= sup
ϕ∈Φg

|ϕ(x)− ϕ(x′)| (1.19)

= sup
ϕ∈Φ
|ϕ(x)− ϕ(x′)| = DX(x, x′).

Since g is bijective, it follows that g is an isometry with respect to DX .

Corollary 1.2.13 The invertible Φ-operations are exactly the isometries of X that
preserve Φ by composition on the right.

Remark 1.2.14. In general, AutΦ(X) 6= Iso(X). As an example, take X = [−1, 1]
and Φ = {idX}. In this case DX(x1, x2) = |x1 − x2| and AutΦ(X) = {idX}, while
Iso(X) = {idX , r : x 7→ −x}.

Now we are ready to put more structure on AutΦ(X). In our model every
comparison must be based on the max-norm distance between admissible acts of
measurement. As a consequence, we define the distance between two invertible Φ-
operations as the difference of their actions on the set Φ of possible measurements.
Hence, we consider the pseudo-distance DAut on AutΦ(X), i.e.

DAut(g1, g2) := sup
ϕ∈Φ

DΦ(ϕg1, ϕg2).

for any g1, g2 in AutΦ(X). We observe that

DAut(g1, g2) := sup
ϕ∈Φ

DΦ(ϕg1, ϕg2)

= sup
x∈X

sup
ϕ∈Φ
|ϕ(g1(x))− ϕ(g2(x))|

= sup
x∈X

DX(g1(x), g2(x)) (1.20)

for any g1, g2 in AutΦ(X). Thus, DAut coincides with the pseudo-metric induced
by the uniform convergence on AutΦ(X).

In our model every comparison must be based on the max-norm distance between
admissible acts of measurement. As a consequence, we define the distance between
two homeomorphisms as the difference of their actions on the set Φ of possible
measurements.

Lemma 1.2.15 Let f, g, h ∈ AutΦ(X). It holds that

DAut(f, g) = DAut(hf, hg) = DAut(fh, gh).
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Proof. Consider f, g, h ∈ AutΦ(X). Since Rh is an isometry, we have that:

DAut(fh, gh) := sup
ϕ∈Φ
‖ϕfh− ϕgh‖∞

= sup
ϕ∈Φ
‖ϕf − ϕg‖∞

= DAut(f, g).

Since h is an isometry, it follows that:

DAut(hf, hg) = sup
x∈X

DX(h(f(x)), h(g(x))

= sup
x∈X

DX(f(x), g(x))

= DAut(hf, hg).

Hence, the claim immediately follows.

We can now state the following theorem:

Theorem 3 The following statements hold:

� AutΦ(X) is a topological group with respect to the topology induced by DAut;

� the action of AutΦ(X) on Φ is continuous.

Proof. First we will prove that the binary operation is continuous. We consider the
sum pseudo-distance on AutΦ(X)×AutΦ(X), which induces the product topology.
Consider (g1, g2), (g′1, g

′
2) ∈ AutΦ(X) × AutΦ(X). Using Lemma 1.2.15, we have

that

DAut(g1g2, g
′
1g
′
2) = DAut(g1, g

′
1g
′
2g
−1
2 )

≤ DAut(g1, g
′
1) +DAut(g

′
1, g
′
1g
′
2g
−1
2 )

= DAut(g1, g
′
1) +DAut(idX , g

′
2g
−1
2 )

= DAut(g1, g
′
1) +DAut(g2, g

′
2). (1.21)

It follows that the binary operation in AutΦ(X) is non-expansive, and hence it
is continuous. We also have to prove that the inverse operation is continuous.
Note that the inverse operation is a bijection from AutΦ(X) to itself. Consider
h1, h2 ∈ AutΦ(X). Because of Lemma 1.2.15, we obtain that

DAut(h
−1
1 , h−1

2 ) = DAut(h
−1
1 h2, h

−1
2 h2)

= DAut(h
−1
1 h2, idX)

= DAut(h
−1
1 h2, h

−1
1 h1)

= DAut(h1, h2). (1.22)

Thus, the function mapping the elements of AutΦ(X) to their respective inverses
is an isometry. We have now to prove that the action of G on Φ through right
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composition is continuous. We have that

DΦ(ϕf, ψg) ≤ DΦ(ϕf, ϕg) +DΦ(ϕg, ψg)

= DΦ(ϕf, ϕg) +DΦ(ϕ,ψ)

≤ DAut(f, g) +DΦ(ϕ,ψ) (1.23)

This proves that the action of G on Φ through right composition is continuous.

We can now give a result about the compactness of a group G ⊆ AutΦ(X) by
means of a suitable hypothesis on the space Φ.

Theorem 4 If Φ is totally bounded, then (G,DAut) is totally bounded.

Proof. Let (gi)i∈N be a sequence in G and take a real number ε > 0. Given that
Φ is totally bounded, we can find a finite subset Φε = {ϕ1, . . . , ϕn} such that for
every ϕ ∈ Φ there exists ϕh ∈ Φε for which DΦ(ϕh, ϕ) < ε.

Let us consider the sequence (ϕ1gi)i∈N in Φ. Since Φ is totally bounded, from
Lemma 1.2.6 it follows that we can extract a Cauchy subsequence (ϕ1gih)h∈N. Then
we consider the sequence (ϕ2gih)h∈N. Again, we can extract a Cauchy subsequence
(ϕ2giht )t∈N. We can repeat the same argument for any ϕk ∈ Φε. Thus, we are
able to extract a subsequence (gij )j∈N of (gi)i∈N such that (ϕkgij )j∈N is a Cauchy
sequence for any k ∈ {1, . . . , n}. For the finiteness of set Φε, we can find an index
̄ such that for any k ∈ {1, . . . , n}

DΦ(ϕkgir , ϕkgis) < ε, for every s, r ≥ ̄. (1.24)

In order to prove that (gij )j∈N is a Cauchy sequence, we observe that for any
ϕ ∈ Φ, any ϕk ∈ Φε, and any r, s ∈ N we have

DΦ(ϕgir , ϕgis) ≤ DΦ(ϕgir , ϕkgir) +DΦ(ϕkgir , ϕkgis) +DΦ(ϕkgis , ϕgis)

= DΦ(ϕ,ϕk) +DΦ(ϕkgir , ϕkgis) +DΦ(ϕk, ϕ). (1.25)

We observe that ̄ does not depend on ϕ, but only on ε and Φε. By choosing a
ϕk ∈ Φε such that DΦ(ϕk, ϕ) < ε, we get DΦ(ϕgir , ϕgis) < 3ε for every ϕ ∈ Φ and
every r, s ≥ ̄. Thus, DAut(gir , gis) ≤ 3ε. Hence, the sequence (gij )j∈N is a Cauchy
sequence. Therefore, by Lemma 1.2.6, G is totally bounded.

Corollary 1.2.16 If Φ is totally bounded and (G,DAut) is complete, then (G,DAut)
is compact.

Remark 1.2.17. Let Φ be the set containing all the non-expansive functions from
X = S1 = {(x, y) ∈ R2 : x2 + y2 = 1} to [0, 1], and G be the group of all rotations
ρ2πq of X of 2πq radians with q rational number. The space (G,DAut) is neither
complete nor compact.

For the rest of the section, we set a compact space Φ ⊆ RXb . We also assume
that (X,DX) is a complete metric space. By Corollary 1.2.7, X is compact. With
these assumptions we can say something more about the compactness of AutΦ(X).
Consider the group Iso(X) of all isometries from X to itself. Before stating the
compactness of Iso(X), we have to recall the following lemma about isometries in
metric spaces:
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Lemma 1.2.18 Let (X,DX) be a compact metric space. Consider a function
f : X → X. f preserves distances if and only if f is an isometry.

Proof. Preserving distances directly implies that f is continuous and injective. It
will suffice to prove that f is surjective. Let x0 be a point in X. Consider the
sequence (xn)n∈N given by xn+1 = f(xn). By compactness of f(X), there exists a
subsequence (xni)i∈N that is convergent and, hence, it is a Cauchy sequence.

Let ε be a positive real number. There exists a natural number N such that
DX(xni , xnj ) < ε for every i, j greater than N . If nj ≥ ni, then DX(xni , xnj ) =
DX(x0, xnj−ni), since f preserves distances. Then

DX(x0, f(X)) := inf
x∈f(X)

DX(x0, x) ≤ DX(x0, xnj−ni) = DX(xni , xnj ) < ε.

Since ε was arbitrary, we conclude DX(x0, f(X)) = 0. Since f(X) is closed, then
x0 belongs to f(X).

Consider the group Iso(X) of isometries from (X,DX) to itself. On Iso(X) we
consider the metric structure induced by d∞ defined as

d∞(f, g) := sup
x∈X

DX (f(x), g(x)) ,

for any f and g belonging to Iso(X). We recall that on AutΦ(X) the metric d∞
coincides with DAut.

Remark 1.2.19. Let (X,DX) be a compact metric space. Assume (fi)i∈N is a se-
quence in the space C(X,X) of all continuous functions from X to itself. If (fi)i∈N
converges to f with respect to d∞, then for any x in X, f(x) = limi→∞ fi(x) with
respect to DX . Indeed, we have that

DX

(
f(x), lim

i→∞
(fi(x))

)
= lim

i→∞
DX(f(x), fi(x)) ≤ lim

i→∞
d∞(f, fi) = 0.

Proposition 1.2.20 Let (X,DX) be a compact metric space. Then Iso(X) is
compact with respect to the topology induced by the uniform distance d∞.

Proof. Ascoli-Arzelà Theorem (see [39]) implies that Iso(X) is a relatively compact
set. In order to state compactness it will suffice to show that Iso(X) is a closed
subset of C(X,X). Let be (fi)i∈N a convergent sequence of isometries. Assume that
the limit point is f ∈ C(X,X). It will suffice to show that f preserves distances.
For any x and y in X, by recalling Remark 1.2.19, we have that:

DX(f(x), f(y)) = DX( lim
i→∞

fi(x), lim
i→∞

fi(y))

= lim
i→∞

DX(fi(x), fi(y))

= lim
i→∞

DX(x, y)

= DX(x, y).
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Let us consider the setH of all non-empty compact subsets of the space NE(X,R)
of all real-valued non-expansive functions on (X,DX). We have that (H, dH) is a
metric space, where dH is the usual Hausdorff distance [29].

Remark 1.2.21. Take g ∈ Iso(X). Since Rg : ϕ 7→ ϕg is continuous, we have that, if
Ω ∈ H, then Ωg := {ϕg, ϕ ∈ Ω} ∈ H. Hence, the function Rg : H → H, such that
Rg(Ω) := Ωg for any Ω ∈ H, is well defined. Since Rg : ϕ 7→ ϕg and g : X → X are
bijective, Rg is an isometry:

dH(Rg(Ω),Rg(Ψ)) := max

{
sup

ϕ∈Rg(Ω)
inf

ψ∈Rg(Ψ)
‖ϕ− ψ‖∞, sup

ψ∈Rg(Ψ)
inf

ϕ∈Rg(Ω)
‖ϕ− ψ‖∞

}

= max

{
sup
ϕ∈Ωg

inf
ψ∈Ψg

‖ϕ− ψ‖∞, sup
ψ∈Ψg

inf
ϕ∈Ωg

‖ϕ− ψ‖∞

}

= max

{
sup
ϕ∈Ω

inf
ψ∈Ψ
‖ϕg − ψg‖∞, sup

ψ∈Ψ
inf
ϕ∈Ω
‖ϕg − ψg‖∞

}

= max

{
sup
ϕ∈Ω

inf
ψ∈Ψ
‖ϕ− ψ‖∞, sup

ψ∈Ψ
inf
ϕ∈Ω
‖ϕ− ψ‖∞

}
= dH(Ω,Ψ)

for any Ω,Ψ ∈ H.

Let us consider the action ρH of Iso(X) on H, defined as follows:

ρH :
H × Iso(X) → H
Ω , g 7→ Ωg.

Remark 1.2.22. Consider Ω ∈ H and g, h ∈ Iso(X). We have that:

dH(Ωg,Ωh) := max

{
sup
ϕ∈Ωg

inf
ψ∈Ωh

‖ϕ− ψ‖∞, sup
ψ∈Ωh

inf
ϕ∈Ωg

‖ϕ− ψ‖∞

}

= max

{
sup
ϕ∈Ω

inf
ψ∈Ω
‖ϕg − ψh‖∞, sup

ψ∈Ω
inf
ϕ∈Ω
‖ϕg − ψh‖∞

}

≤ max

{
sup
ϕ∈Ω
‖ϕg − ϕh‖∞, sup

ψ∈Ω
‖ψg − ψh‖∞

}
= sup

ϕ∈Ω
‖ϕg − ϕh‖∞

= sup
ϕ∈Ω

sup
x∈X
|ϕg(x)− ϕh(x)|

≤ sup
ϕ∈Ω

sup
x∈X

DX(g(x), h(x))

= d∞(g, h).

Proposition 1.2.23 ρH is a topological action.

Proof. It will suffice to prove that ρH is continuous.We consider the sum pseudo-
distance on H × Iso(X), which induces the product topology. By Remark 1.2.22
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and the isometry property of Rg for any g ∈ Iso(X), we have that:

dH(ρH(Ω, g), ρH(Ψ, h)) = dH(Ωg,Ψh)

≤ dH(Ωg,Ωh) + dH(Ωh,Ψh)

= dH(Ωg,Ωh) + dH(Ω,Ψ)

≤ d∞(g, h) + dH(Ω,Ψ)

for any Ω,Ψ ∈ H and any g, h ∈ Iso(X). Non-expansiveness of ρH ensures us that
it is continuous.

We note that AutΦ(X) is exactly the isotropy group at Φ with respect to the
action ρH.

Theorem 5 Consider a compact subspace Φ ⊆ RXb . Assume that (X,DX) is
a compact metric space. Then AutΦ(X) is a closed subgroup of Iso(X). Hence,
AutΦ(X) is compact.

Proof. First, we consider the map ρH,Φ : Iso(X) → H, such that ρH,Φ(g) := Φg for
any g ∈ Iso(X). Remark 1.2.22 implies non-expansivity, and hence continuity, of
ρH,Φ:

dH(ρH,Φ(g), ρH,Φ(h)) = dH(Φg,Φh) ≤ d∞(g, h)

for any g, h ∈ Iso(X). It would be easy to check that ρ−1
H,Φ(Φ) = AutΦ(X). Since

AutΦ(X) is the preimage of a closed set by a continuous function, AutΦ(X) is closed.
The compactness of Iso(X) implies that AutΦ(X) is compact.

After Corollary 1.2.7 and Corollary 1.2.16, it seems that compactness of X and
compactness of a group G of invertible Φ-operations are not correlated. However,
Theorem 5 tells us that completeness, and hence compactness, of X implies at least
the compactness of the largest group that preserves Φ.

1.3 The natural pseudo-distance.

In addition to the pseudo-metric DΦ, we define another pseudo-distance dG on
the space Φ (see also [32]). It represents the ground truth in our model. Indeed, it
allows for comparison between functions and it vanishes for pairs of functions that
are equivalent with respect to the action of our group of isometries G ⊆ AutΦ(X),
which expresses the data equivalences relevant for the observer.

Definition 1.3.1. The pseudo-distance dG on Φ is defined by setting

dG(ϕ1, ϕ2) := inf
g∈G

DΦ(ϕ1, ϕ2g).

It is called the natural pseudo-distance associated with the group G acting on
Φ.

In other terms, the natural pseudo-distance dG between two signals ϕ1 and ϕ2

can be seen as the distance between the orbits ϕ1G and ϕ2G with respect to the
action of G on Φ (cf. [9]). If G = {Id : x 7→ x}, then dG equals the sup-norm
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distance DΦ on Φ. If G1 and G2 are subgroups of AutΦ(X) and G1 ⊆ G2, then the
definition of dG implies that

dAutΦ(X)(ϕ1, ϕ2) ≤ dG2(ϕ1, ϕ2) ≤ dG1(ϕ1, ϕ2) ≤ DΦ(ϕ1, ϕ2) (1.26)

for every ϕ1, ϕ2 ∈ Φ.
Though dG represents the ground truth for data similarity in our model, unfor-

tunately it is difficult to compute. This is also a consequence of the fact that we can
easily find subgroups G of AutΦ(X) that cannot be approximated with arbitrary
precision by smaller finite subgroups of G (e.g., when G is the group of rigid motions
of X = R3; see, e.g., Section 3.1 in [32]).

In the following sections, we will also show how dG can be approximated with
arbitrary precision by means of a dual approach based on group equivariant non-
expansive operators (GENEOs) and persistent homology.
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Chapter 2

The space of GENEOs

This chapter is devoted to introducing the concept of Group Equivariant Non-
Expansive Operator (GENEO) and illustrate some results about its topological
structure. GENEOs enable us to transform data sets (or perception pairs), pre-
serving symmetries and distances. In other words, we can say that in our frame-
work agents are modelled as sets of GENEOs. Moreover, we define a new strongly-
invariant pseudo-distance on Φ that involves both persistent homology (cf. Ap-
pendix A) and GENEOs. This pseudo-metric will be of use to approximate the
natural pseudo-distance.

Definition 2.0.1. Consider two perception pairs (Φ, G), (Ψ, H). Each map (F, T ) :
(Φ, G) → (Ψ, H) such that F is a continuous map, T is an homomorphism and F
is T -equivariant (i.e., F (ϕg) = F (ϕ)T (g) for every ϕ ∈ Φ, g ∈ G) is said to be a
Group Equivariant Operator (GEO) from (Φ, G) to (Ψ, H).

We observe that the functions in Φ and the functions in Ψ are defined on spaces
that are generally different from each other, and the groups of invariance can be
different as well. This is important, as it allows one to compose operators hierarch-
ically.

Definition 2.0.2. Assume that (Φ, G), (Ψ, H) are two perception pairs. If (F, T )
is a GEO from (Φ, G) to (Ψ, H) and F is non-expansive, then F is called a Group
Equivariant Non-Expansive Operator (GENEO).

In many situations it could be important to fix the homomorphism T . In this
case we call GENEO (or GEO) with respect to T a map F : Φ→ Ψ such that (F, T )
is a GENEO (or GEO).

2.1 Compactness and convexity of the space of GENEOs

Let us consider two perception pairs (Φ, G) and (Ψ, H). Under suitable as-
sumptions on the data sets, we can prove two important properties of the space of
GENEOs from (Φ, G) to (Ψ, H) with respect to a fixed homomorphism T : G→ H:
compactness and convexity. The compactness guarantees that the space of GENEOs
can be approximated by a finite set. The convexity implies that new GENEOs can
be obtained by convex combinations of pre-existing GENEOs. If Fall

T denotes the

15
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set of GENEOs between two perception pairs (Φ, G), (Ψ, H) associated with the
homomorphism T : G→ H, then the following theorem holds:

Theorem 6 If Φ and Ψ are compact with respect to DΦ and DΨ, respectively, then
Fall
T is compact with respect to the uniform convergence distance set by

DGENEO (F1, F2) := sup
ϕ∈Φ

DΨ (F1(ϕ), F2(ϕ))

for any F1, F2 ∈ Fall
T .

Proof. It is easy to check that the space NE(Φ,Ψ) of non-expansive maps from
Φ to Ψ is uniformly equicontinuous. The compactness of Φ and Ψ implies the
compactness of the space NE(Φ,Ψ) by Arzelà-Ascoli Theorem (see [39]). To prove
our statement it will suffice to show that Fall

T is closed as a subset of NE(Φ,Ψ). Let
us consider a sequence (Fi)i∈N of GENEOs convergent to a non-expansive operator
F . Since the action of the groups G and H are continuous and Fi is equivariant for
every i, we have that for any g ∈ G and any ϕ ∈ Φ:

F (ϕg) = lim
i→∞

Fi(ϕg) = lim
i→∞

Fi(ϕ)T (g) = F (ϕ)T (g).

This proves that F is a GENEO, and Fall
T is closed.

Now let F1, F2, . . . , Fn ∈ Fall
T . Consider an n-tuple Σ = (a1, a2, . . . , an) of real

numbers with
∑n

i=1 |ai| ≤ 1 and assume Ψ is convex. We can define an operator
FΣ : Φ→ Ψ:

FΣ(ϕ) :=
n∑
i=1

aiFi(ϕ) (2.1)

for any ϕ ∈ Φ. Note that the convexity of Ψ ensures us that FΣ is well defined.

Lemma 2.1.1 Under the above assumptions, FΣ belongs to Fall
T .

Proof. First we prove that FΣ is a GEO with respect to T . Since every Fi is T -
equivariant, we have that:

FΣ(ϕg) =
n∑
i=1

aiFi(ϕg) =
n∑
i=1

ai(Fi(ϕ)T (g)) =

(
n∑
i=1

aiFi(ϕ)

)
T (g) = FΣ(ϕ)T (g).

Since every Fi is non-expansive, FΣ is non-expansive:

DΨ (FΣ(ϕ1), FΣ(ϕ2)) =

∥∥∥∥∥
n∑
i=1

aiFi(ϕ1)−
n∑
i=1

aiFi(ϕ2)

∥∥∥∥∥
∞

=

∥∥∥∥∥
n∑
i=1

ai(Fi(ϕ1)− Fi(ϕ2))

∥∥∥∥∥
∞

≤
n∑
i=1

|ai| ‖(Fi(ϕ1)− Fi(ϕ2))‖∞

≤
n∑
i=1

|ai| ‖ϕ1 − ϕ2‖∞ ≤ DΦ (ϕ1, ϕ2) .

Therefore FΣ is a GENEO.
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Therefore, the following theorem holds:

Theorem 7 If Ψ is convex, then the set Fall
T is convex.

Proof. It is sufficient to apply Lemma 2.1.1 for n = 2, by setting a1 = t, a2 = 1− t
for 0 ≤ t ≤ 1.

2.2 A strongly invariant pseudo-metric induced by Per-
sistent Homology

Let us consider two perception pairs (Φ, G) and (Ψ, H). To compare data under
the action of a set F of GENEOs from (Φ, G) to (Ψ, H) with respect to T , one
could simply define, for any ϕ1, ϕ2 ∈ Φ,

DF ,Φ(ϕ1, ϕ2) := sup
F∈F
‖F (ϕ1)− F (ϕ2)‖∞.

Though, the computation of DF ,Φ(ϕ1, ϕ2) for every pair (ϕ1, ϕ2) of admissible
functions is computationally expensive. Persistent homology allows us to replace
DF ,Φ with a pseudo-metric DF ,kmatch computationally more efficient, but still stable

and strongly invariant. Where, a pseudo-metric d̂ on Φ is strongly G-invariant
if it is invariant under the action of G with respect to each variable, that is, if

d̂(ϕ1, ϕ2) = d̂(ϕ1g, ϕ2) = d̂(ϕ1, ϕ2g) = d̂(ϕ1g, ϕ2g)

for every ϕ1, ϕ2 ∈ ϕ and every g ∈ G.

Remark 2.2.1. It is easily seen that the natural pseudo-distance dG is strongly G-
invariant.

From now on we will freely use persistent homology theory. The interested
reader can find more information about persistence in Appendix A.

Remark 2.2.2. In our setting, Persistent Betti numbers functions (PBNs) are not
necessarily finite. For example, let us consider the set X = {0}∪{ 1

n , with n ∈ N+}
and Φ = {i : X ↪→ R}, where i is the natural inclusion. Even if X is compact,
every sublevel set Xu = {x ∈ X : x ≤ u} with u > 0 has infinitely many connected
components, and hence the 0th persistent Betti numbers function takes infinite
value at every point (u, v) with 0 < u < v.

We add the assumption that the persistent Betti numbers function of every
element ϕ of the considered perception pairs takes a finite value at each point
(u, v) ∈ ∆+ to get stability and preclude pathological cases (for example the case
that the set ϕ of admissible functions is the set of all maps from X to R).

Remark 2.2.3. Since the PBNs of the pseudo-metric space (X,DX) coincide with
the persistent Betti numbers functions of its Kolmogorov quotient X̄, the finite-
ness of the persistent Betti numbers functions can be obtained when X̄ is finitely
triangulable (cf. [15]).



18 CHAPTER 2. THE SPACE OF GENEOS

Before proceeding, we recall the stability of the classical pseudo-distance dmatch

between persistent Betti numbers functions (cf. definitions in Appendix A) with
respect to the pseudo-metrics DΦ and dAutΦ(X). In other terms, the distance dmatch

can be used as an efficient proxy for the max-norm distance between real-valued
functions.

Theorem 8 If k is a natural number, G ⊆ AutΦ(X) and ϕ1, ϕ2 ∈ Φ, then

dmatch(rk(ϕ1), rk(ϕ2)) ≤ dAutΦ(X)(ϕ1, ϕ2) ≤ dG(ϕ1, ϕ2) ≤ DΦ(ϕ1, ϕ2),

where rk(ϕi) is the persistent Betti numbers function of ϕi for i = 1, 2.

The proof of the first inequality dmatch(rk(ϕ1), rk(ϕ2)) ≤ dAutΦ(X)(ϕ1, ϕ2) in
Theorem 8 is based on the stability of dmatch with respect to DΦ and can be found in
[15]. The other inequalities follow from the definition of the natural pseudo-distance.
that the distance dmatch can be used as an efficient proxy for the max-norm distance
between real-valued functions.

Let us consider a non-empty subset F of Fall
T . For every fixed k, we can consider

the following extended pseudo-metric DF ,kmatch on Φ:

DF ,kmatch(ϕ1, ϕ2) := sup
F∈F

dmatch(rk(F (ϕ1)), rk(F (ϕ2))) (2.2)

for every ϕ1, ϕ2 ∈ Φ, where rk(ϕ) denotes the kth persistent Betti numbers function
with respect to the function ϕ : X → R.

Proposition 2.2.4 DF ,kmatch is a strongly G-invariant pseudo-metric on Φ.

Proof. Theorem 8 and the non-expansivity of every F ∈ F imply that

dmatch(rk(F (ϕ1)), rk(F (ϕ2))) ≤ DΨ (F (ϕ1), F (ϕ2))

≤ DΦ (ϕ1, ϕ2) .

Therefore DF ,kmatch is a pseudo-metric, since it is the supremum of a family of pseudo-
metrics that are bounded at each pair (ϕ1, ϕ2). Moreover, for every ϕ1, ϕ2 ∈ Φ and
every g ∈ G

DF ,kmatch(ϕ1, ϕ2g) := sup
F∈F

dmatch(rk(F (ϕ1)), rk(F (ϕ2g)))

= sup
F∈F

dmatch(rk(F (ϕ1)), rk(F (ϕ2)T (g)))

= sup
F∈F

dmatch(rk(F (ϕ1)), rk(F (ϕ2))

= DF ,kmatch(ϕ1, ϕ2)

because of the equality F (ϕg) = F (ϕ)T (g) for every ϕ ∈ Φ and every g ∈ G and
the invariance of persistent homology under the action of the homeomorphisms.
Since the function DF ,kmatch is symmetric, this is sufficient to guarantee that DF ,kmatch

is strongly G-invariant.
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2.2.1 Some theoretical results on the pseudo-metric DF ,kmatch

On one hand, we prove that the pseudo-metric DF ,kmatch is stable with respect
to both the natural pseudo-distance dG associated with the group G and the dis-
tance DΦ. On the other hand, we will also show that by means of DF ,Φ we could
approximate the natural pseudo-distance dG, under suitable assumptions.

Theorem 9 Let Fall the space of all GENEOs from (Φ, G) to (Ψ, H). If F is a
non-empty subset of Fall, then

DF ,kmatch ≤ dG ≤ DΦ. (2.3)

Proof. For every (F, T ) ∈ F , every g ∈ G and every ϕ1, ϕ2 ∈ Φ, we have that

dmatch(rk(F (ϕ1)), rk(F (ϕ2))) = dmatch(rk(F (ϕ1)), rk(F (ϕ2)T (g)))

= dmatch(rk(F (ϕ1)), rk(F (ϕ2g)))

≤ DΨ (F (ϕ1), F (ϕ2g)) ≤ DΦ (ϕ1, ϕ2g) .

The first equality follows from the invariance of persistent homology under action of
the group Homeo(X) of all homeomorphisms from X to itself (see Remark A.0.2),
and the second equality follows from the fact F is T -equivariant. The first inequality
follows from the stability of persistent homology (Theorem 8), while the second
inequality follows from the non-expansivity of F . It follows that, if F ⊆ Fall, then
for every g ∈ G and every ϕ1, ϕ2 ∈ Φ

DF ,kmatch(ϕ1, ϕ2) ≤ DΦ (ϕ1, ϕ2g) . (2.4)

Hence, the inequality DF ,kmatch ≤ dG follows, while dG ≤ DΦ is stated in Theorem 8.

The definitions of the natural pseudo-distance dG and the pseudo-distanceDF ,kmatch

come from different theoretical concepts. The former relies on finding a homeo-
morphism in G that minimizes the L∞-distance between data, while the latter refers
only to a comparison of persistent homologies depending on a family of GENEOs.
Given those comments, the next result may appear unexpected.

Theorem 10 Let Fall the space of all GENEOs from (Φ, G) to itself. Let us
assume that every function in ϕ is non-negative, the kth Betti number of X does
not vanish, and Φ contains each constant function c for which a function ϕ ∈ Φ

exists such that 0 ≤ c ≤ ‖ϕ‖∞. Then DF
all,k

match = dG.

Proof. For every ϕ′ ∈ Φ let us consider the operator (Fϕ′ , idG) : (Φ, G) → (Φ, G)
defined by setting Fϕ′(ϕ) equal to the constant function taking everywhere the
value dG(ϕ,ϕ′) for every ϕ ∈ Φ (i.e., Fϕ′(ϕ)(x) = dG(ϕ,ϕ′) for any x ∈ X). Our
assumptions guarantee that such a constant function belongs to Φ.

We observe that

1. Fϕ′ is a GEO on Φ, because the strong invariance of the natural pseudo-
distance dG with respect to the group G (Remark 2.2.1) implies that if ϕ ∈ ϕ
and g ∈ G, then Fϕ′(ϕg)(x) = dG(ϕg, ϕ′) = Fϕ′(ϕ)(g(x)) = (Fϕ′(ϕ)g)(x) =
(Fϕ′(ϕ)idG(g))(x), for every x ∈ X.
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2. Fϕ′ is non-expansive on ϕ, because for every ϕ1, ϕ2 ∈ ϕ

DΨ

(
Fϕ′(ϕ1), Fϕ′(ϕ2)

)
= |dG(ϕ1, ϕ

′)− dG(ϕ2, ϕ
′)|

≤ dG(ϕ1, ϕ2) ≤ DΦ (ϕ1, ϕ2) .

Therefore, (Fϕ′ , idG) is a GENEO.
For every ϕ1, ϕ2, ϕ

′ ∈ Φ we have that

dmatch(rk(Fϕ′(ϕ1)), rk(Fϕ′(ϕ2))) = |dG(ϕ1, ϕ
′)− dG(ϕ2, ϕ

′)|. (2.5)

Indeed, apart from the trivial points on the line {(u, v) ∈ R2 : u = v}, the persist-
ence diagram associated with rk(Fϕ′(ϕ1)) contains only the point (dG(ϕ1, ϕ

′),∞),
while the persistence diagram associated with rk(Fϕ′(ϕ2)) contains only the point
(dG(ϕ2, ϕ

′),∞). Both the points have the same multiplicity, which equals the (non-
null) k-th Betti number of X.

Setting ϕ′ = ϕ2, we have that

dmatch(rk(Fϕ′(ϕ1)), rk(Fϕ′(ϕ2))) = dG(ϕ1, ϕ2). (2.6)

As a consequence, we have that

DF
all,k

match(ϕ1, ϕ2) ≥ dG(ϕ1, ϕ2). (2.7)

By applying Theorem 9, we get

DF
all,k

match(ϕ1, ϕ2) = dG(ϕ1, ϕ2) (2.8)

for every ϕ1, ϕ2.

Remark 2.2.5. We observe that if Φ is bounded, the assumption that every function
in Φ is non-negative is not quite restrictive. Indeed, we can obtain it by adding a
suitable constant value to every admissible function.

The next result will be of use for the approximation of DF ,kmatch. Before proceeding
we have to define a new pseudo-distance of the space of GENEOs, based on the
natural pseudo-distance dH , as follows: we set

DGENEO,H(F1, F2) := sup
ϕ∈Φ

dH(F1(ϕ), F2(ϕ))

for any F1 and F2 be two GENEOs from (Φ, G) to (Ψ, H). We note thatDGENEO,H ≤
DGENEO.

Proposition 2.2.6 Let Fall the space of all GENEOs from (Φ, G) to (Ψ, H).
Assume that F ,F ′ ⊆ Fall. If the Hausdorff distance

HD(F ,F ′) := max

{
sup
F∈F

inf
F ′∈F ′

DGENEO,H(F, F ′), sup
F ′∈F ′

inf
F∈F

DGENEO,H(F, F ′)

}
is not larger than ε, then∣∣∣DF ,kmatch(ϕ1, ϕ2)−DF

′,k
match(ϕ1, ϕ2)

∣∣∣ ≤ 2ε (2.9)

for every ϕ1, ϕ2 ∈ Φ.
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Proof. Since HD(F ,F ′) ≤ ε, for every F ∈ F a F ′ ∈ F ′ and an η > 0 exist
such that DGENEO,H(F, F ′) ≤ ε + η. The definition of DGENEO,H implies that
dH(F (ϕ), F ′(ϕ)) ≤ ε+ η for every ϕ ∈ ϕ. From Theorem 8 it follows that

dmatch(rk(F (ϕ1)), rk(F
′(ϕ1)) ≤ ε+ η (2.10)

and

dmatch(rk(F (ϕ2)), rk(F
′(ϕ2)) ≤ ε+ η (2.11)

for every ϕ1, ϕ2 ∈ Φ.

Therefore,∣∣dmatch(rk(F (ϕ1)), rk(F (ϕ2))− dmatch(rk(F
′(ϕ1)), rk(F

′(ϕ2))
∣∣ ≤ 2(ε+ η). (2.12)

As a consequence, DF ,kmatch(ϕ1, ϕ2) ≤ DF
′,k

match(ϕ1, ϕ2) + 2(ε + η). We can show

analogously that DF
′,k

match(ϕ1, ϕ2) ≤ DF ,kmatch(ϕ1, ϕ2) + 2(ε+ η). Since η can be chosen
arbitrarily small, from the previous two inequalities the proof of our statement
follows.

Since the compactness of the space Fall
T ⊆ Fall guarantees we can cover F by

a finite set of balls in Fall
T of radius ε, centered at points of a finite set F ′ ⊆ F ,

the following proposition states that the approximation of DF ,kmatch(ϕ1, ϕ2) can be

reduced to the computation of DF
′,k

match(ϕ1, ϕ2), i.e. the maximum of a finite set
of bottleneck distances between persistence diagrams, which are well-known to be
computable by means of efficient algorithms.

Proposition 2.2.7 Let F be a non-empty subset of Fall
T . For every ε > 0, a finite

subset F∗ of F exists, such that

|DF
∗,k

match(ϕ1, ϕ2)−DF ,kmatch(ϕ1, ϕ2)| ≤ ε (2.13)

for every ϕ1, ϕ2 ∈ Φ.

Proof. Let us consider the closure F̄ of F in Fall
T . Let us also consider the covering

U of F̄ obtained by taking all the open balls of radius ε
2 centered at points of F ,

with respect to DGENEO. Theorem 6 guarantees that Fall
T is compact, hence also F̄

is compact. Therefore we can extract a finite covering {B1, . . . , Bm} of F̄ from U .
We can set F∗ equal to the set of centers of the balls B1, . . . , Bm. The statement
of the proposition immediately follows from Proposition 2.2.6, by recalling that
DGENEO,H ≤ DGENEO and hence HD

(
F̄ ,F∗

)
≤ ε/2.

2.3 Other pseudo-metrics induced by persistent homo-
logy

Persistent homology can be seen as a topological method to build new and easily
computable pseudo-metrics for the sets Φ, AutΦ(X) and Fall

T . These new pseudo-
metrics DΦ, DAut, DGENEO can be used as proxies for dAutΦ(X) (and hence DΦ),
DAut, DGENEO, respectively:
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� If ϕ1, ϕ2 ∈ Φ, we can set DΦ(ϕ1, ϕ2) := dmatch(rk(ϕ1), rk(ϕ2)). The stability
theorem for persistence diagrams (Theorem 8) can be reformulated as the
inequalities DΦ ≤ dAutΦ(X) ≤ DΦ.

� If g1, g2 ∈ AutΦ(X), we can set

DAut(g1, g2) := sup
ϕ∈Φ

dmatch(rk(ϕg1), rk(ϕg2)).

From Theorem 8 the inequality DAut ≤ DAut follows.

� If F1, F2 ∈ Fall
T , we can set

DGENEO (F1, F2) := sup
ϕ∈Φ

dmatch(rk(F1(ϕ)), rk(F2(ϕ))).

From Theorem 8 the inequality DGENEO ≤ DGENEO follows.

Remark 2.3.1. Theorem 6 and the inequality DGENEO ≤ DGENEO immediately
imply that Fall

T is compact also with respect to the topologies induced by DGENEO.

We underline that the use of persistent homology is a key tool in our approach:
it allows for a fast comparison between functions and between GENEOs. Without
persistent homology, this comparison would be much more computationally expens-
ive.



Chapter 3

Methods for building GENEOs

In Theorem 6 it has been proved that Fall
T is compact, if we assume that Φ is

compact. This guarantees that, in principle, Fall
T can be approximated by a finite

subset. In order to proceed along this line of research we need general methods for
building GENEOs. According to the goal of realizing those methods, this chapter
is devoted to proving some new results about the construction of GENEOs.

3.1 Building GENEOs by means of a finite set of known
GENEOs

A first simple method to build new GENEOs is simply the composition of two
GENEOs.

Proposition 3.1.1 If (F1, T1) : (Φ, G) → (Ψ, H) and (F2, T2) : (Ψ, H) → (Ω,M)
are GENEOs, then (F, T ) := (F2 ◦ F1, T2 ◦ T1) : (Φ, G)→ (Ω,M) is a GENEO.

Proof. It will suffice to verify that (F, T ) := (F2 ◦ F1, T2 ◦ T1) is a GENEO.

1. Since F1 is T1-equivariant and F2 is T2-equivariant, F is (T2 ◦T1)-equivariant:

F (ϕg) = (F2 ◦ F1)(ϕg) = F2(F1(ϕg))

= F2(F1(ϕ)T1(g)) = F2(F1(ϕ))T2(T1(g))

= F (ϕ)T (g) (3.1)

for every ϕ ∈ Φ and every g ∈ G.

2. Since F1, F2 are non-expansive, F is non-expansive:

‖F (ϕ1)− F (ϕ2)‖∞ = ‖(F2 ◦ F1)(ϕ1)− (F2 ◦ F1)(ϕ2)‖∞
= ‖F2(F1(ϕ1))− F2(F1(ϕ2))‖∞
≤ ‖F1(ϕ1)− F1(ϕ2)‖∞
≤ ‖ϕ1 − ϕ2‖∞ (3.2)

for any ϕ1, ϕ2 ∈ Φ.

23
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In general, we are often interested in building GENEOs with respect to a fixed
group homomorphism. In the sequel, we present a method that combines a given
finite set of GENEOs in order to produce a new operator.

Let F1, . . . , Fn be GENEOs from (Φ, G) to (Ψ, H) with respect to T : G → H,
where dom(Ψ) = Y . Assume that L : Rn → R is a non-expansive map, where Rn
is endowed with the usual norm ‖(x1, . . . , xn)‖∞ = max1≤i≤n |xi|. Now we consider
the function

L∗(F1, . . . , Fn)(ϕ) := [L(F1(ϕ), . . . , Fn(ϕ))]

from Φ to the space C0(Y,R) of real-valued continuous functions on Y , where
[L(F1(ϕ), . . . , Fn(ϕ))] is defined by setting

L(F1(ϕ), . . . , Fn(ϕ))](x) := L(F1(ϕ)(x), . . . , Fn(ϕ)(x))

for any x ∈ X.

Proposition 3.1.2 Assume that F1, . . . , Fn are GENEOs from (Φ, G) to (Ψ, H)
with respect to T : G → H and L is a non-expansive map from Rn to R. If
L∗(F1, . . . , Fn)(Φ) ⊆ Ψ, then L∗(F1, . . . , Fn) is a GENEO from (Φ, G) to (Ψ, H)
with respect to T .

Proof. 1. The T -equivariance of F1, . . . , Fn implies that L∗(F1, . . . , Fn) is T -
equivariant:

L∗(F1, . . . , Fn)(ϕg) = [L(F1(ϕg), . . . , Fn(ϕg))]

= [L(F1(ϕ)T (g), . . . , Fn(ϕ)T (g))]

= [L(F1(ϕ), . . . , Fn(ϕ))]T (g)

= L∗(F1, . . . , Fn)(ϕ)T (g) (3.3)

for every ϕ ∈ Φ and every g ∈ G.

2. Since F1, . . . , Fn are non-expansive and L is non-expansive, for every x ∈ X
and every ϕ1, ϕ2 ∈ Φ we have that

|L(F1(ϕ1)(x), . . . , Fn(ϕ1)(x))− L(F1(ϕ2)(x), . . . , Fn(ϕ2)(x))|
≤ ‖(F1(ϕ1(x))− F1(ϕ2(x)), . . . , Fn(ϕ1(x))− Fn(ϕ2(x)))‖∞
= max

1≤i≤n
|Fi(ϕ1(x))− Fi(ϕ2(x))|

≤ max
1≤i≤n

‖Fi(ϕ1)− Fi(ϕ2)‖∞

≤ ‖ϕ1 − ϕ2‖∞. (3.4)

In conclusion,

‖L∗(F1, . . . , Fn)(ϕ1)− L∗(F1, . . . , Fn)(ϕ2)‖∞ ≤ ‖ϕ1 − ϕ2‖∞.

Therefore L∗(F1, . . . , Fn) is non-expansive.

The above proposition exposes a quite general method to build news GENEOs
from a finite set of known GENEOs. In the following, we show some examples.
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Maximum operator Let F1, . . . , Fn be GENEOs from (Φ, G) to (Ψ, H) with
respect to T : G→ H, where dom(Ψ) = Y . Consider the function

max(F1, . . . , Fn)(ϕ) := [max(F1(ϕ), . . . , Fn(ϕ))]

from Φ to C0(Y,R), where [max(F1(ϕ), . . . , Fn(ϕ))] is defined by setting

[max(F1(ϕ), . . . , Fn(ϕ))](x) := max{F1(ϕ)(x), . . . , Fn(ϕ)(x)}.

Proposition 3.1.3 If max(F1, . . . , Fn)(Φ) ⊆ Ψ, then max(F1, . . . , Fn) is a GENEO
from (Φ, G) to (Ψ, H) with respect to T .

In order to proceed, we recall the proof of the following lemma:

Lemma 3.1.4 For every u1, . . . , un, v1, . . . , vn ∈ R it holds that

|max{u1, . . . , un} −max{v1, . . . , vn}| ≤ max{|u1 − v1|, . . . , |un − vn|}.

Proof. Without loss of generality we can suppose that max{u1, . . . , un} = u1. If
max{v1, . . . , vn} = v1 the claim trivially follows. It only remains to check the case
max{v1, . . . , vn} = vi, i 6= 1. We have that

max{u1, . . . , un} −max{v1, . . . , vn} = u1 − vi
≤ u1 − v1

≤ |u1 − v1|
≤ max{|u1 − v1|, . . . , |un − vn|}.

Similarly, we obtain

max{v1, . . . , vn} −max{u1, . . . , un} = vi − u1

≤ vi − ui
≤ |ui − vi|
≤ max{|u1 − v1|, . . . , |un − vn|}.

This proves the statement.

Proof. Because of Proposition 3.1.2, it will suffice to prove that the maximum
function max : Rn → R, that maps x = (x1, . . . , xn) to max{x1, . . . , xn}, is
a non-expansive function. Let us consider two n-tuples x = (x1, . . . , xn) and
y = (x1, . . . , xn) of real numbers. Lemma 3.1.4 implies that:

|max(x)−max(y)|| = |max{x1, . . . , xn} −max{y1, . . . , yn}|
≤ max |x1 − y1|, . . . , |xn − yn|
= ‖x− y‖∞.

Hence, the maximum function is a non-expansive function.
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Translation operator Let F be a GENEO from (Φ, G) to (Ψ, H) with respect
to T : G→ H and b ∈ R. Assume that dom(Ψ) = Y . We can consider the function

Fb(ϕ) := F (ϕ)− b

from Φ to C0(Y,R).

Proposition 3.1.5 If Fb(Φ) ⊆ Ψ then the operator Fb is a GENEO from (Φ, G)
to (Ψ, H) with respect to T .

Proof. One could easily check that the function Sb : R→ R, such that Sb(x) := x−b,
is an isometry. Then, because of Proposition 3.1.2, Fb is a GENEO from (Φ, G) to
(Ψ, H) with respect to T .

Affine combination operator We can restate Lemma 2.1.1 as a corollary of
Proposition 3.1.2. Let F1, . . . , Fn be GENEOs from (Φ, G) to (Ψ, H) with respect
to T : G→ H, where dom(Ψ) = Y . Consider (a1, . . . , an) ∈ Rn with

∑n
i=1 |ai| ≤ 1.

We can consider the function

FΣ(ϕ) :=
n∑
i=1

aiFi(ϕ)

from Φ to C0(Y,R).

Proposition 3.1.6 If FΣ(Φ) ⊆ Ψ, then FΣ is a GENEO from (Φ, G) to (Ψ, H)
with respect to T .

Proof. Fix (a1, . . . , an) ∈ Rn with
∑n

i=1 |ai| ≤ 1. Because of Proposition 3.1.2, it
will suffice to prove that the function Σ : Rn → R, that maps x = (x1, . . . , xn)
to
∑n

i=1 aixi, is a non-expansive function. Let us consider two n-tuples x =
(x1, . . . , xn) and y = (x1, . . . , xn) of real numbers. We have that:

|Σ(x)− Σ(y)| =

∣∣∣∣∣
n∑
i=1

aixi −
n∑
i=1

aiyi

∣∣∣∣∣
=

∣∣∣∣∣
n∑
i=1

ai(xi − yi)

∣∣∣∣∣
≤

n∑
i=1

|ai||xi − yi|

≤
n∑
i=1

|ai|‖x− y‖∞

≤ ‖x− y‖∞.

Hence, Σ is a non-expansive function.
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Power mean operator In order to apply Proposition 3.1.2, we recall some defin-
itions and properties about power means and p-norms. Let us consider a sample of
real numbers x1, . . . , xn and a real number p > 0. As well known, the power mean
Mp(x1, . . . , xn) of x1, . . . , xn is defined by setting

Mp(x1, . . . , xn) :=

(
1

n

n∑
i=1

|xi|p
) 1

p

.

In order to proceed, we consider the function ‖ ·‖p : Rn −→ R defined by setting

‖x‖p = (|x1|p + |x2|p + · · ·+ |xn|p)
1
p

where x = (x1, . . . , xn) is a point of Rn. It is well know that, for p ≥ 1, ‖ · ‖p is a
norm and that for any x ∈ Rn, we have limp→∞ ‖x‖p = ‖x‖∞. Finally, it is easy to
check that if x ∈ Rn and 0 < p < q <∞, it holds that

‖x‖q ≤ ‖x‖p ≤ n
1
p
− 1
q ‖x‖q. (3.5)

For q tending to infinity, we obtain a similar inequality:

‖x‖∞ ≤ ‖x‖p ≤ n
1
p ‖x‖∞. (3.6)

Now we can define a new class of GENEOs. Let us consider F1, . . . , Fn GENEOs
from (Φ, G) to (Ψ, H) with respect to T : G→ H, where dom(Ψ) = Y . Consider also
a real number p > 0. Let us define the operator Mp(F1, . . . , Fn) : Φ −→ C0

b (Y,R)
by setting

Mp(F1, . . . , Fn)(ϕ)(x) := Mp(F1(ϕ)(x), . . . , Fn(ϕ)(x)).

Proposition 3.1.7 If p ≥ 1 and Mp(F1, . . . , Fn)(Φ) ⊆ Ψ, Mp(F1, . . . , Fn) is a
GENEO from (Φ, G) to (Ψ, H) with respect to T .

Proof. If we show that Mp is a non-expansive function for p ≥ 1, Proposition 3.1.2
will ensure us that Mp(F1, . . . , Fn) is a GENEO.

Let p ≥ 1 and x, y ∈ Rn. Since ‖ · ‖p is a norm, the reverse triangle inequality
holds. Therefore, because of inequality (3.6) we have that:∣∣∣∣∣∣

(
1

n

n∑
i=1

|xi|p
) 1

p

−

(
1

n

n∑
i=1

|yi|p
) 1

p

∣∣∣∣∣∣ =

(
1

n

) 1
p

∣∣∣∣∣∣
(

n∑
i=1

|xi|p
) 1

p

−

(
n∑
i=1

|yi|p
) 1

p

∣∣∣∣∣∣
=

(
1

n

) 1
p

|‖x‖p − ‖y‖p|

≤
(

1

n

) 1
p

‖x− y‖p

≤
(

1

n

) 1
p

n
1
p ‖x− y‖∞ = ‖x− y‖∞.

Hence, for p ≥ 1 Mp is non-expansive and the statement of our theorem is proved.
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Remark 3.1.8. If 0 < p < 1 and n > 1, Mp is not a 1-Lipschitz function. This can

be easily proved by showing that for x2 = x3 = · · · = xn = 1 the derivative
∂Mp

∂x1
is

not bounded.

3.2 Series of GENEOs

In this subsection we will investigate a method to build GENEOs starting from
an infinite set of known GENEOs. A first natural approach to this problem is to
study series of GENEOs. First we recall some well-known results about series of
functions.

Theorem 11 Let (ak) be a positive real sequence such that (ak) is decreasing and
limk→∞ ak = 0. Let (gk) be a sequence of bounded functions from the topological
space X to C. If there exists a real number M > 0 such that∣∣∣∣∣

n∑
k=1

gk(x)

∣∣∣∣∣ ≤M (3.7)

for every x ∈ X and every n ∈ N, then the series
∑∞

k=1 akgk is uniformly convergent
on X.

The second result ensures us that a uniformly convergent series of continuous
functions is a continuous function.

Theorem 12 Let (fn) be a sequence of continuous function from a compact topo-
logical space X to R. If the series

∑∞
k=1 fk is uniformly convergent, then

∑∞
k=1 fk

is continuous from X to R.

Now we can define a series of GENEOs. Consider two perception pairs (Φ, G)
and (Ψ, H). Assume that the domain (Y,DY ) of (Ψ, H) is a compact pseudo-
metric space. Let (ak) be a positive real sequence such that (ak) is decreasing and∑∞

k=1 ak ≤ 1. Suppose that a sequence (Fk) of GENEOs from (Φ, G) to (Ψ, H)
with respect to T : G → H is given and that for any ϕ ∈ Φ there exists M(ϕ) > 0
such that ∣∣∣∣∣

n∑
k=1

Fk(ϕ)(x)

∣∣∣∣∣ ≤M(ϕ) (3.8)

for every x ∈ X and every n ∈ N. These assumptions fulfill the hypotheses of the
previous theorems and ensure that the following operator is well-defined. Let us
consider the operator F : Φ −→ C0

b (Y,R) defined by setting

F (ϕ) :=

∞∑
k=1

akFk(ϕ). (3.9)

Proposition 3.2.1 If F (Φ) ⊆ Ψ, then F is a GENEO from (Φ, G) to (Ψ, H) with
respect to T .
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Proof. Let g ∈ G. Since Fk is T -equivariant for any k and g is uniformly continuous
(because it is an isometry), F is T -equivariant:

F (ϕg) =

∞∑
k=1

akFk(ϕg)

=

∞∑
k=1

ak(Fk(ϕ)g)

=

( ∞∑
k=1

akFk(ϕ)

)
g

= F (ϕ)g

for any ϕ ∈ Φ. Since Fk is non-expansive for any k and
∑∞

k=1 ak ≤ 1, F is non-
expansive:

‖F (ϕ1)− F (ϕ2)‖∞ =

∥∥∥∥∥
∞∑
k=1

akFk(ϕ1)−
∞∑
k=1

akFk(ϕ2)

∥∥∥∥∥
∞

=

∥∥∥∥∥ lim
n→∞

(
n∑
k=1

akFk(ϕ1)−
n∑
k=1

akFk(ϕ2)

)∥∥∥∥∥
∞

= lim
n→∞

∥∥∥∥∥
n∑
k=1

ak(Fk(ϕ1)− Fk(ϕ2))

∥∥∥∥∥
∞

≤ lim
n→∞

n∑
k=1

(ak‖Fk(ϕ1)− Fk(ϕ2)‖∞)

≤ lim
n→∞

n∑
k=1

(ak‖ϕ1 − ϕ2‖∞)

=
∞∑
k=1

ak‖ϕ1 − ϕ2‖∞

≤ ‖ϕ1 − ϕ2‖∞

for any ϕ1, ϕ2 ∈ Φ.

3.3 Building GENEOs via Permutants and Permutant
Measures

This section is devoted to introducing a new method to construct GENEOs by
means of particular subsets of AutΦ(X), called permutants, and their natural gen-
eralisation, the concept of permutant measure. We underline that in those methods
we can treat the group of invariance as a variable of the problem. This is import-
ant because the change of the observer generally corresponds to a change of the
invariance we want to analyze. In this section, for the sake of simplicity we fix a
perception pair (Φ, G), where Φ ⊆ RXb and G ⊆ AutΦ(X).
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3.3.1 Permutants

In this subsection we introduce a new method for the construction of GENEOs,
exploiting the concept of permutant. Consider the conjugation action of G on
AutΦ(X):

α : G×AutΦ(X)→ AutΦ(X)

(g, f) 7→ gfg−1.

Fixing a conjugating element g ∈ G, we can also consider the inner automorph-
ism αg:

αg : AutΦ(X)→ AutΦ(X)

f 7→ gfg−1.

Definition 3.3.1. We say that a subset H ⊆ AutΦ(X) is a permutant for G if
either H = ∅ or gHg−1 = H for every g ∈ G.

Note that a subset H of AutΦ(X) is a permutant for G if and only if H is a union
of orbits for the conjugation action of G on AutΦ(X). Let us denote by Perm(G)
the set of all permutants for G.

Example 3.3.2. Let X = R and Φ = RR
b . Obviously, AutΦ(R) = Aut(R), where

Aut(R) is the set of all bijections from R to itself. Consider the set G of all Euclidean
isometries of the real line, i.e. the maps from R to itself of the form g(x) = ax +
b, a, b ∈ R, a = ±1. Fix a real number t. Take the translation h(x) = x+ t and its
inverse h−1 = x − t. One could easily check that H = {h, h−1} is a permutant for
G.

Example 3.3.3. Let us consider the unit circle S1 := {(x, y) ∈ R2 : x2 + y2 = 1}.
We also assume that Φ is the set of non-expansive functions from S1 to R, where
S1 and R are endowed with the Euclidean distance. Let G be the group generated
by the reflection with respect to the line x = 0. We consider H = {idS1 , ρ, ρ2, ρ3},
where ρ is the rotation of π/2 around the origin (0, 0). It would be easily to check
that H is a permutant for G.

In the sequel, we will use the cycle notation to represent permutations.

Example 3.3.4. Consider X = {1, 2, 3, 4, 5, 6, 7} and the space [0, 1]X of all func-
tions from X to the unit interval [0, 1]. Note that Aut[0,1]X (X) coincides with the
symmetric group S7 over X, endowed with the discrete topology. Moreover, G1,2,3

denotes the subset of S7 that contains the non-trivial permutations that fix the last
four elements. Namely,

G1,2,3 = {(1 2), (1 3), (2 3), (1 2 3), (1 3 2)} .

Similarly, G4,5,6 denotes the subset of S7 that contains the non-trivial permutations
that fix the last four elements. Namely,

G4,5,6 = {(4 5), (4 6), (5 6), (4 5 6), (4 6 5)} .

Finally, let G = G1,2,3∪G4,5,6∪{idX}. One could easily check that G1,2,3 and G4,5,6

are permutant for G.
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Example 3.3.5. Consider the sphere S2 := {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}
and the space [0, 1]S

2
of all functions from S2 to the unit interval [0, 1]. Note that

Aut
[0,1]S2 (S2) = Aut(S2). Take the group G of all Euclidean isometries of S2 as

invariance group. Assume that θ is a real number in [0, 2π]. Since any two rotations
through the same angle around two oriented axes are conjugate with respect to the
action of G, the set H(θ) of all rotations through the angle θ is a permutant.

If H = {h1, . . . , hn} is a finite permutant for G, we can define a GENEOs
associated with H in the following way. Let ā be a real number with n|ā| 6 1, we
can consider the operator Fā,H : RXb → RXb defined by setting

Fā,H(ϕ) := ā
n∑
i=1

ϕhi.

The following statement holds.

Proposition 3.3.6 Assume that H is a finite permutant. If Fā,H(Φ) ⊆ Φ then
Fā,H is a GENEO from (Φ, G) to itself with respect to the identity idG : G→ G.

Proof. First of all, we prove that Fā,H is idG-equivariant. Let α̃g : {1, . . . , n} →
{1, . . . , n} be an index permutation such that α̃g(i) is the index of the image of hi
through the conjugacy action of g, i.e.

αg(hi) = ghig
−1 = hα̃g(i), ∀ i ∈ {1, . . . , n}.

We obtain that
ghi = hα̃g(i)g.

Exploiting this relation we obtain that

Fā,H(ϕg) =ā(ϕgh1 + · · ·+ ϕghn)

=ā(ϕhα̃g(1)g + · · ·+ ϕhα̃g(n)g).

Since
{
hα̃g(1), . . . , hα̃g(n)

}
= {h1, . . . , hn}, we get

Fā,H(ϕg) = Fā,H(ϕ)g, ∀ ϕ ∈ Φ, ∀ g ∈ G.
It remains to show that Fā,H is non-expansive:

‖Fā,H(ϕ1)− Fā,H(ϕ2)‖∞ =

∥∥∥∥∥ā
n∑
i=1

(ϕ1hi)− ā
n∑
i=1

(ϕ2hi)

∥∥∥∥∥
∞

= |ā|

∥∥∥∥∥
n∑
i=1

(ϕ1hi − ϕ2hi)

∥∥∥∥∥
∞

6 |ā|
n∑
i=1

‖ϕ1hi − ϕ2hi‖∞

= |ā|
n∑
i=1

‖ϕ1 − ϕ2‖∞

= n|ā|‖ϕ1 − ϕ2‖∞
6 ‖ϕ1 − ϕ2‖∞
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for any ϕ1, ϕ2 ∈ Φ.

Remark 3.3.7. Obviously H = {idX : X → X} ⊆ AutΦ(X) is a permutant for every
subgroup G of AutΦ(X), but the use of Proposition 3.3.6 for this trivial permutant
leads to the trivial operator given by a multiple of the identity operator on Φ.

Remark 3.3.8. If the group G is Abelian, every finite subset of G is a permutant
for G, since the conjugacy action is just the identity. Hence in this setting, for
any chosen finite subset H = {g1, . . . , gn} of G and any real number ā, such that
n|ā| 6 1, Fā,H(ϕ) = ā(ϕg1 + · · ·+ ϕgn) is a GENEO from (Φ, G) to itself, provided
that Fā,H preserves Φ.

Remark 3.3.9. The operator Fā,H : Φ → Φ introduced in Proposition 3.3.6 is lin-
ear, provided that Φ is linearly closed. Indeed, assume that a permutant H =
{h1, . . . , hn} for G and a real number ā such that n|ā| 6 1 are given. Let us consider
the associated operator Fā,H(ϕ) = ā

∑n
i=1(ϕhi), and assume that Fā,H(Φ) ⊆ Φ. If

λ1, λ2 ∈ R and ϕ1, ϕ2 ∈ Φ, we have

Fā,H(λ1ϕ1 + λ2ϕ2) =ā
n∑
i=1

((λ1ϕ1 + λ2ϕ2)hi)

=ā
n∑
i=1

(λ1(ϕ1hi) + λ2(ϕ2hi))

=ā
n∑
i=1

λ1(ϕ1hi) + ā
n∑
i=1

λ2(ϕ2hi)

=λ1

[
ā

n∑
i=1

(ϕ1hi)

]
+ λ2

[
ā

n∑
i=1

(ϕ2hi)

]
=λ1Fā,H(ϕ1) + λ2Fā,H(ϕ2).

3.3.2 Some results concerning permutants

When H contains only the identical homeomorphism, the operator Fā,H is
trivial, since it is the multiple by the constant ā of the identical operator. This
section highlights that in some cases this situation cannot be avoided, since non-
trivial finite permutants for G are not available. In order to illustrate this problem,
we need to introduce the concept of versatile group.

Definition 3.3.10. Let G be a group that acts on a set X. We say that G is
versatile if for every triple (x, y, z) ∈ X3, with x 6= z, and for every finite subset S
of X, at least one element g ∈ G exists such that (1) g(x) = y and (2) g(z) /∈ S.

Proposition 3.3.11 Assume that H = {h1, . . . , hn} is a permutant for a subgroup
G of AutΦ(X). If G is versatile, then H = {idX}.

Proof. It is sufficient to prove that if H contains an element h 6= idX , then G is
not versatile. We can assume that h ≡ h1. Since h1 is different from the identity, a
point x̄ ∈ X exists such that h1(x̄) 6= x̄. Let us consider the triple (h1(x̄), x̄, x̄) and
the set S = {h−1

1 (x̄), . . . , h−1
n (x̄)}. Suppose that g ∈ G satisfies Property (1) with

respect to the previous triple, that is g(h1(x̄)) = x̄. Since the conjugacy action of
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g on H is a permutation, we can find an element h2 ∈ H such that h2 = gh1g
−1,

so that h2(g(x̄)) = g(h1(x̄)) = x̄ and hence g(x̄) = h−1
2 (x̄) ∈ S. Therefore, g does

not satisfy Property (2), for z = x̄. Hence we can conclude that no g ∈ G exists
verifying both Properties (1) and (2), i.e. G is not versatile.

Remark 3.3.12. Definition 3.3.10 immediately implies that if G,G′ are two sub-
groups of AutΦ(X), G ⊆ G′ and G is versatile, then also the group G′ is versatile.
For example, it is easy to prove that the group G of the isometries of the real plane
is versatile. It follows that every group G′ of self-homeomorphisms of R2 containing
the isometries of the real plane is versatile. As a consequence of Proposition 3.3.11,
every permutant for G′ is trivial.

The following definition extends the one of versatile group and is of use in
studying permutants. Let Aut(X) be the set of all bijections from X to itself.

Definition 3.3.13. If k is a positive integer, we say that the group G ⊆ Aut(X)
is k-weakly versatile if for every pair (x, z) ∈ X ×X with x 6= z and every subset S
of X with |S| ≤ k, a g ∈ G exists such that g(x) = x and g(z) /∈ S.

The previous definition allows us to highlight an interesting property of per-
mutants.

Lemma 3.3.14 If G is k-weakly versatile, then every permutant H 6= ∅, {idX} has
cardinality strictly greater than k.

Proof. By contradiction, assume that a non-empty permutant H = {h1, . . . , hr} 6=
{idX} exists, with 1 ≤ r ≤ k. Since H 6= {idX}, we can assume that h1 is not
the identity. Let us take a point x ∈ X such that h1(x) 6= x and set z := h1(x),
S := {h1(x), . . . , hr(x)}. G is k-weakly versatile and hence a g ∈ G exists, such that
g(x) = x and g(z) /∈ S. Since gHg−1 = H, an index i exists such that gh1 = hig. It
follows that g(z) = g(h1(x)) = hi(g(x)) = hi(x) ∈ S, against the assumption that
g(z) /∈ S.

3.3.3 Permutant measures

In Proposition 3.3.6 only finite permutants are involved. The aim of this sub-
section is to generalize the concept of permutant in order to be able to consider also
infinite permutants in the construction of new GENEOs.

Definition 3.3.15. A finite Borel signed measure µ on (AutΦ(X), DAut) is called a
permutant measure with respect to G if µ is invariant under the conjugation action
of G (i.e., µ(H) = µ(gHg−1) for every g ∈ G and every Borel set H in AutΦ(X)).

Example 3.3.16. If AutΦ(X) is a compact group, then the Haar measure on
AutΦ(X) is a permutant measure.

However, there exist permutant measures that are not Haar measures, as you
can see in the next example.

Example 3.3.17. Let X be the set of the vertices of a cube in R3. Let us consider
Φ = RX , and the group G of the orientation-preserving isometries of R3 that take
X to X. We note that DX induces the discrete topology on X. Let π1, π2, π3 be
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the three planes that contain the center of mass of X and are parallel to a face of
the cube. Let hi : X → X be the orthogonal symmetry with respect to πi, for i ∈
{1, 2, 3}. We have that the set {h1, h2, h3} is an orbit under the conjugation action
of G. We can now define a permutant measure µ2 on the group AutΦ(X) by setting
µ2(h1) = µ2(h2) = µ2(h3) = c, where c is a positive real number, and µ2(h) = 0 for
any h ∈ AutΦ(X) with h /∈ {h1, h2, h3}. We also observe that while the cardinality
of G is 24, the cardinality of the support supp(µ2) := {h ∈ AutΦ(X) : µ2(h) 6= 0}
of the signed measure µ2 is 3.

Now, we would like recall that (RXb , ‖ · ‖∞) is a Banach space. Consider the
function Lϕ : AutΦ(X) → Φ defined as Lϕ(g) := ϕg for each g ∈ G. Note that Lϕ
is non-expansive. For Bochner integral and related concepts, we refer the interested
reader to Appendix B. In particular, we can state that, if Φ is contained in a linear
separable space, Lϕ is strongly µ-measurable, since it is continuous. This condition
on Φ is fulfilled in interesting and imporant examples: when Φ is finite dimensional
or when Φ is compact. This is due to the following Lemma. Before proceeding, let
us recall that spanK(S) is the vector space generated by S with coefficients in the
field K.

Lemma 3.3.18 Let (X, ‖ · ‖) be a normed linear space. X is separable if and only
if there exists a compact subset K such that spanR(K) = X.

Proof. First, assume that X is a separable normed linear space. Note that if (pi)i∈N
is a sequence converging to p in X, then the set D = {pi : i ∈ N} ∪ {p} ⊆ X
is compact. Let X∗ = {yi : i ∈ N} be a countable dense subset of X. Now, set
xi = 1

1+(i+1)‖yi‖yi for i ∈ N. Then we have ‖xi‖ < 1
i+1 , and xi → 0. Consider

the compact set K = {xi : i ∈ N} ∪ {0}. Since yi ∈ spanR(K), it follows that
spanR(K) ⊇ D = X.

Now, in order to complete the proof it will suffice to show that if K is compact,
then spanR(K) is a separable linear space. Since K is compact, we can take a
countable dense subset K∗ of K. Let us consider the space spanQ(K∗), which is
the finite linear combinations of elements in K∗ with rational coefficients. One
could easily check that spanQ(K∗) is a countable set. Let us consider an element
x ∈ spanR(K). By definition spanR(K), we can write x =

∑n
i=1 αiki, where αi ∈ R

and ki ∈ K. Let us fix a positive real number ε. Since K∗ is dense in K and Q is
dense R, for every ki and αi, there exist k̃i ∈ K∗ and α̃i ∈ Q such that ‖ki− k̃i‖ < ε
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and |αi − α̃i| < ε. We have that:∥∥∥∥∥
n∑
i=1

αiki −
n∑
i=1

α̃ik̃i

∥∥∥∥∥ =

∥∥∥∥∥
n∑
i=1

(αiki − α̃iki + α̃iki − α̃ik̃i)

∥∥∥∥∥
≤

n∑
i=1

|αi − α̃i|‖ki‖+
n∑
i=1

|α̃i|‖ki − k̃i‖

≤ ε
n∑
i=1

‖ki‖+ ε
n∑
i=1

|α̃i − αi + αi|

≤ ε
n∑
i=1

‖ki‖+ ε

n∑
i=1

|α̃i − αi|+ ε

n∑
i=1

|αi|

≤ ε
n∑
i=1

‖ki‖+ nε2 + ε

n∑
i=1

|αi|

Since ε can be arbitrarily small, we can say that spanR(K) ⊆ spanQ(K∗). Hence,

spanR(K) = spanQ(K∗). This implies that spanR(K) contains the countable set
spanQ(K∗), and the statement is proved.

Moreover, when Φ is compact or Φ = RX , whereX is finite set, Proposition B.0.5
implies Lϕ is µ-Bochner integrable, since Lϕ(AutΦ(X)) is bounded for Theorem 4
and uniform continuity of Lϕ. Assume Φ is contained in a linear separable space
and Lϕ is µ-Bochner integrable. Let H be µ-measurable permutant for G with µ
is a permutant measure, and µ(H) 6= 0. We consider the operator FH : Φ → RXb
defined as

FH(ϕ)(x) :=
1

µ(H)

∫
H
Lϕ(h) dµ(h).

Since Lϕ is strongly µ-measurable and µ is finite, FH is well defined for every ϕ ∈ Φ.

Proposition 3.3.19 (FH , idG) is a GENEO from (Φ, G) to (RXb , G).

Proof. It will suffice to prove that FH is idG-equivariant and non-expansive. For
any ϕ ∈ Φ and g ∈ G, we have that:

FH(ϕg) =
1

µ(H)

∫
H
Lϕg(h) dµ(h)

=
1

µ(H)

∫
H
ϕgh dµ(h)

=
1

µ(H)

∫
H
ϕgg−1h′g dµ(g−1h′g)

=
1

µ(H)

∫
H
ϕh′g dµ(h′)

=

(
1

µ(H)

∫
H
ϕh′ dµ(h′)

)
g

= FH(ϕ)g.

Hence, FH is idG-equivariant. Moreover, for any ϕ1, ϕ2 ∈ Φ:
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‖FH(ϕ1)− FH(ϕ2)‖∞ =

∥∥∥∥ 1

µ(H)

∫
H
Lϕ1 dµ−

1

µ(H)

∫
H
Lϕ2 dµ

∥∥∥∥
∞

=

∥∥∥∥ 1

µ(H)

∫
H
Lϕ1 − Lϕ2 dµ

∥∥∥∥
∞

≤ 1

µ(H)

∫
H
‖Lϕ1 − Lϕ2‖∞ dµ

≤ 1

µ(H)

∫
H
‖ϕ1h− ϕ2h‖∞ dµ(h)

= ‖ϕ1 − ϕ2‖∞
1

µ(H)

∫
H
dµ(h)

= ‖ϕ1 − ϕ2‖∞.

Thus, FH is non-expansive and the statement is proved.

3.4 Representation of linear GENEOs via permutant
measures

A natural question arises from Proposition 3.3.19: Which linear GENEOs can
be represented as GENEOs associated with a permutant measure? In this section
we will see that, under suitable assumption, it is possible to represent every linear
GENEO (and GEO) by means of permutant measures.

Let RX ∼= Rn be the vector space of all functions from a finite set X =
{x1, . . . , xn} to R. We would like to recall that RX has the canonical basis {1xj}j ,
where 1x : X → R is the function taking the value 1 at x and the value 0 at every
point y with y 6= x. We also consider the group Aut(X) of all permutations on X
and a subgroup G of Aut(X). Note that Aut(X) = AutRX (X). We recall that RX
is endowed with the L∞-norm.

Remark 3.4.1. In this case, DX induces the discrete topology on X. If we endow
X with the discrete topology, RX coincides with C0(X,R).

For the sake of simplicity, in the following we give another definition of per-
mutant measure that, under our assumptions, is equivalent to the Definition 3.3.15:

Definition 3.4.2. A finite signed measure µ on Aut(X) is called a permutant
measure with respect to G if each subset H of Aut(X) is measurable and µ is
invariant under the conjugation action of G (i.e., µ(H) = µ(gHg−1) for every g ∈
G). Equivalently, we can say that a signed measure µ on Aut(X) is a permutant
measure with respect to G if each singleton {h} ⊆ Aut(X) is measurable and
µ({h}) = µ({ghg−1}) for every g ∈ G.

With a slight abuse of notation, we will denote by µ(h) the signed measure of
the singleton {h} for each h ∈ Aut(X).

Example 3.4.3. Let us consider a positive integer number n and the finite set

X :=

{(
cos

2πk

n
, sin

2πk

n

)
∈ R2 : k ∈ N, 0 ≤ k ≤ n− 1

}
.
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Let G be the group of all rotations of X of an angle α around the point (0, 0), with α
multiple of 2π

n . After fixing an integer number m, consider the map h̄ ∈ Aut(X) that

takes each point
(
cos 2πk

n , sin 2πk
n

)
to the point

(
cos 2π(k+m)

n , sin 2π(k+m)
n

)
. Moreover,

we define the function µ1 : P(Aut(X))→ R that takes each subset C of Aut(X) to
1 if h̄ ∈ C and to 0 if h̄ /∈ C, where P(Aut(X)) is the power set of Aut(X). Since
the orbit of h̄ under the conjugation action of G is the singleton {h̄}, the function
µ1 is a permutant measure. We also observe that while the cardinality of G is n,
the cardinality of the support supp(µ1) := {h ∈ Aut(X) : µ1(h) 6= 0} of the signed
measure µ1 is 1.

Permutant measures give a simple method to build GEOs. Moreover, the fol-
lowing result can be seen as a particular case of Proposition 3.3.19.

Proposition 3.4.4 If µ is a permutant measure with respect to G, then the map
Fµ : RX → RX defined by setting Fµ(ϕ) :=

∑
h∈Aut(X) ϕh

−1 µ(h) is a linear GEO.

Proof. Since Aut(X) linearly acts on RX by composition on the right, Fµ is linear.
Moreover, for every ϕ ∈ RX and every g ∈ G

Fµ(ϕg) =
∑

h∈Aut(X)

ϕgh−1 µ(h) (3.10)

=
∑

h∈Aut(X)

ϕgh−1g−1g µ(ghg−1)

=
∑

f∈Aut(X)

ϕf−1g µ(f)

= Fµ(ϕ)g,

since µ(h) = µ(ghg−1) and the map h 7→ f := ghg−1 is a bijection from Aut(X) to
Aut(X).

Obviously, we have that Fµ(ϕ) =
∑

h∈Aut(X) ϕh
−1 µ(h) =

∑
h∈supp(µ) ϕh

−1 µ(h),
where supp(µ) := {h ∈ Aut(X) : µ(h) 6= 0}. In Examples 3.4.3 and 3.3.17
|supp(µi)| � |G| for i = 1, 2, and hence in those cases summations on supp(µi)
are simpler than summations on the group G. The condition |supp(µ)| � |G| is
not rare in examples and is the main reason to build GEOs by means of permutant
measures, instead of using the representation of GEOs as G-convolutions.

Example 3.4.5. The GEOs associated with the permutant measures defined in
Examples 3.4.3 and 3.3.17 are respectively Fµ1(ϕ) = ϕh̄−1 and Fµ2(ϕ) = cϕh−1

1 +
cϕh−1

2 + cϕh−1
3 .

It is interesting to observe that the set PM(G) of permutant measures with
respect to G is a lattice. Indeed, if µ1, µ2 ∈ PM(G), then the measures µ′, µ′′ on
Aut(X), respectively defined by setting µ′(h) := min{µ1(h), µ2(h)} and µ′′(h) :=
max{µ1(h), µ2(h)}, still belong to PM(G). Moreover, if µ ∈ PM(G) then |µ| ∈
PM(G). Furthermore, PM(G) is closed under linear combination. Therefore,
PM(G) has a natural structure of real vector space. We can compute the dimension
of PM(G) by considering the conjugation action of G on Aut(X).
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Proposition 3.4.6 dim PM(G) = |Aut(X)/G|.

Proof. Consider a permutant measure µ on Aut(X). Now, we define the function
fµ : Aut(X)/G → R by setting fµ(O) = µ(h), where h ∈ O. Since µ is invariant
under the conjugation action of G, fµ is well defined. One could easily check that
the map µ 7→ fµ is an isomorphism between PM(G) and the space RAut(X)/G of
all real-valued functions on Aut(X)/G. Since {1O}O∈Aut(X)/G is a basis for RAut(X)/G,

dimRAut(X)/G = |Aut(X)/G|. Hence, the statement is proved.

Proposition 3.4.6 and the well-known Burnside’s Lemma imply that dim PM(G) =
1
|G|
∑

g∈G |Aut(X)g|. We recall that Aut(X)g denotes the set of elements fixed by

the action of g, i.e., Aut(X)g := {h ∈ Aut(X)|ghg−1 = h}.
From Proposition 3.4.6 the next corollary immediately follows.

Corollary 3.4.7 dim PM(G) = log2 |Perm(G)|.
We stress that when the group G becomes larger and larger the lattice PM(G)

becomes smaller and smaller. This duality implies that the method described by
Proposition 3.4.4 is particularly interesting when G is large. In some sense, this
duality is analogous to the one described in [32, Subsection 3.1].

We can prove the following result.

Theorem 13 If G transitively acts on X, then for every linear group equivariant
operator F for (RX , G) a permutant measure µ exists such that

F (ϕ) = Fµ(ϕ) :=
∑

h∈Aut(X)

ϕh−1 µ(h)

for every ϕ ∈ RX , and
∑

h∈Aut(X) |µ(h)| = maxϕ∈RX\{0}
‖F (ϕ)‖∞
‖ϕ‖∞ .

In order to prove this statement, let us consider the matrix B = (bij) associated
with F with respect to the basis {1x1 , . . . ,1xn}.

Remark 3.4.8. We observe that 1xh
−1 = 1h(x) for every h ∈ Aut(X) and every

x ∈ X.

In the following, for every g ∈ G we will denote by σg : {1, . . . , n} → {1, . . . , n}
the function defined by setting σg(j) = i if and only if g(xj) = xi. We observe that
σg−1 = σ−1

g .

We need the following lemmas.

Lemma 3.4.9 An n-tuple of real numbers α = (α1, . . . , αn) exists such that each
row and each column of B can be obtained by permuting α.

Proof. Let us choose a function 1xj and a permutation g ∈ G. By equivariance we
have that

F (1xjg) = F (1xj )g.

The left-hand side of the equation can be rewritten as:

F (1xjg) = F (1g−1(xj)) =

n∑
i=1

biσ−1
g (j)1xi .
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On the right-hand side we get

F (1xj )g =

(
n∑
i=1

bij1xi

)
g =

n∑
i=1

bij(1xig) =
n∑
i=1

bij(1g−1(xi)) =
n∑
s=1

bσg(s)j1xs

by setting xs = g−1(xi). Therefore, we obtain the following equation:

n∑
i=1

biσ−1
g (j)1xi =

n∑
s=1

bσg(s)j1xs .

This immediately implies that biσ−1
g (j) = bσg(i)j , for any i ∈ {1, . . . , n}. Since this

equality holds for any j ∈ {1, . . . , n} and any g ∈ G, we have that bij = bσg(i)σg(j)

for every i, j ∈ {1, . . . , n} and every g ∈ G.

Now we are ready to show that all the rows of B are permutations of the first
row, and all the columns are permutations of the first column. Since G is transitive,
for every p, q ∈ {1, . . . , n} there exists gpq ∈ G such that gpq(xp) = xq. Consider the
ı̄-th row of B. We know that bı̄j = bσgı̄1 (ı̄)σgı̄1 (j) = b1σgı̄1 (j), for any j ∈ {1, . . . , n}.
Since σgı̄1 is a permutation, the ı̄-th row is a permutation of the first row. By the
same arguments, we can assert that every column of B is a permutation of the first
column of B.

Let us now consider a real number y, and denote by r(y) (respectively s(y)) the
number of times y occurs in each row (respectively column) of B. Both nr(y) and
ns(y) represent the number of times y appears in B. Since nr(y) = ns(y), each
row and column contains the same elements (counted with multiplicity). Hence,
the statement of our lemma is proved.

The following result is well known [26].

Lemma 3.4.10 Birkhoff–von Neumann decomposition Let M be a n×n real matrix
with non-negative entries, such that both the sum of the elements of each row and
the sum of the elements of each column is equal to c̄. Then for every h ∈ Aut(X)
a non-negative real number c(h) exists such that

∑
h∈Aut(X) c(h) = c̄ and M =∑

h∈Aut(X) c(h)P (h), where P (h) is the permutation matrix associated with h.

We recall that the permutation matrix associated with the permutation h :
X → X is the n× n real matrix (pij(h)) defined by setting pij(h) = 1 if h(xj) = xi
and pij(h) = 0 if h(xj) 6= xi. Equivalently, we can define the permutation matrix
associated with the permutation h : X → X as the n × n real matrix P (h) such
that P (h)ej = eσh(j) for every column vector ej := t(0, . . . , 1, . . . , 0) ∈ Rn (where 1
is in the j-th position).

We observe that P
(
h−1

)
= P (h)−1 and P (h1h2) = P (h1)P (h2) for every

h, h1, h2 ∈ Aut(X).

Remark 3.4.11. In general, the representation M =
∑

h∈Aut(X) c(h)P (h), stated in
Lemma 3.4.10, is not unique. As an example, consider the set X = {1, 2, 3} and
the group G = Aut(X). Let F : RX → RX be the linear application that maps
1j to

∑
i∈X 1i, for any j ∈ X. One could easily check that F is a linear GEO for

(RX , G). Indeed, we have that F (1jh) = F (1j) = F (1j)h for any j ∈ X and any
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h ∈ Aut(X). The matrix B associated with F with respect to the basis {1j}j is:

B =

1 1 1
1 1 1
1 1 1

 .

One could represent B at least in two different ways:

B =

1 0 0
0 1 0
0 0 1

+

0 1 0
0 0 1
1 0 0

+

0 0 1
1 0 0
0 1 0


and

B =

0 0 1
0 1 0
1 0 0

+

0 1 0
1 0 0
0 0 1

+

1 0 0
0 0 1
0 1 0

 .

We proceed in our proof of Theorem 13 by taking the linear maps F⊕, F	 :
RX → RX defined by setting F⊕(1xj ) :=

∑n
i=1 max{bij , 0}1xi and F	(1xj ) :=∑n

i=1 max{−bij , 0}1xi for every index j ∈ {1, . . . , n}. We can easily check that

1. F⊕, F	 are linear GEOs;

2. The matrices associated with F⊕ and F	 with respect to the basis {1x1 , . . . ,1xn}
of RX are B⊕ =

(
b⊕ij

)
= (max{bij , 0}) and B	 =

(
b	ij

)
= (max{−bij , 0}), re-

spectively (in particular, B⊕, B	 are non-negative matrices);

3. F = F⊕ − F	 and B = B⊕ −B	;

4. Lemma 3.4.9 and the definitions of B⊕, B	 imply that two n-tuples of real
numbers α⊕ = (α⊕1 , . . . , α

⊕
n ), α	 = (α	1 , . . . , α

	
n ) exist such that each row and

each column of B⊕ can be obtained by permuting α⊕, and each row and each
column of B	 can be obtained by permuting α	.

From Property (4) and Lemma 3.4.10 this result follows:

Corollary 3.4.12 For every h ∈ Aut(X) two non-negative real numbers c⊕(h), c	(h)
exist, such that F⊕(ϕ) =

∑
h∈Aut(X) c

⊕(h)ϕh−1 and F	(ϕ) =
∑

h∈Aut(X) c
	(h)ϕh−1

for every ϕ ∈ RX .

Proof. Let us start by considering the statement concerning c⊕(h) and F⊕(h).
Without loss of generality, since F⊕ is linear, it will suffice to prove the existence of a
suitable non-negative function c⊕(h), such that F⊕(1xj ) =

∑
h∈Aut(X) c

⊕(h)1xjh
−1,

for any j ∈ {1, . . . , n}. The column coordinate vector of the function F⊕(1xj ) re-
lative to the basis {1x1 , . . . ,1xn} is B⊕ej . Property (4) and Lemma 3.4.10 imply
that for every h ∈ Aut(X) a non-negative real number c⊕(h) exists, such that

B⊕ej =
∑

h∈Aut(X)

c⊕(h)P (h)ej =
∑

h∈Aut(X)

c⊕(h)eσh(j).
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Since the column vector eσh(j) represents the column coordinate vector of the func-
tion 1h(xj) relative to the basis {1x1 , . . . ,1xn}, we can conclude that

F⊕(1xj ) =
∑

h∈Aut(X)

c⊕(h)1h(xj) =
∑

h∈Aut(X)

c⊕(h)1xjh
−1.

The proof of the statement concerning c	 and F	 is analogous.

Remark 3.4.13. In general, the function c : Aut(X) → R associated with the Birk-
hoff–von Neumann decomposition does not induce a permutant measure, i.e., the
function µc that takes each subset H of Aut(X) to the value µc(H) :=

∑
h∈H c(h) is

not a permutant measure. For example, let us consider the set X = {1, 2, 3, 4} and
the group S4 of all permutations of X. Let us define a linear GEO F : RX → RX
for (RX , S4) by setting F (1j) =

∑
i∈X 1i, for every index j. After fixing the basis

{1j}j , the matrix B associated with F has the following form:

B =


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

 .

As guaranteed by Lemma 3.4.10, B can be decomposed as follows:

B = P (idX) + P (σ) + P (σ2) + P (σ3),

where σ = (1 2 3 4) ∈ S4, in cycle notation. Let 〈σ〉 be the cyclic group generated
by σ. The function c : Aut(X)→ R associated with the previous decomposition of
B is defined as follows: c(h) = 1 if h ∈ 〈σ〉, otherwise c(h) = 0. Let us now consider
the permutation g = (1 2) ∈ S4, in cycle notation. Since σ2 = (1 3)(2 4), we have
that:

c(gσ2g−1) = c((1 2)(1 3)(2 4)(1 2)) = c((1 4)(2 3)) = 0.

Since c(σ2) = 1, c is not invariant under the conjugation action of S4, and hence µc
is not a permutant measure.

Let us now go back to the proof of Theorem 13 and consider the functions c⊕, c	 :
Aut(X) → R introduced in Corollary 3.4.12. In order to define the permutant
measure µ on Aut(X) we will need the next lemma.

Lemma 3.4.14 If g ∈ G then B⊕P (g) = P (g)B⊕.

Proof. Let us consider a permutation g ∈ G. The function Rg−1 : RX → RX , which
maps ϕ to ϕg−1, is a linear application. Furthermore, Rg−1(1xj ) = 1xjg

−1 = 1g(xj)
for every index j. Hence, the matrix N associated to Rg−1 with respect to the
basis {1x1 , . . . ,1xn} verifies the equality Nej = eσg(j), so that N = P (g) (we

set ej := t(0, . . . , 1, . . . , 0) ∈ Rn, where 1 is in the j-th position). Since F⊕ is
a GEO, the equality F⊕Rg−1 = Rg−1F⊕ holds. This immediately implies that
B⊕P (g) = P (g)B⊕.

An analogous lemma holds for the matrix B	.
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Lemma 3.4.14 guarantees that P (g)B⊕P (g)−1 = B⊕ for every g ∈ G. From this
equality and Lemma 3.4.10 it follows that

B⊕ =

|G| summands︷ ︸︸ ︷
1

|G|
B⊕ + . . .+

1

|G|
B⊕ (3.11)

=
1

|G|
∑
g∈G

P (g)B⊕P (g)−1

=
1

|G|
∑
g∈G

P (g)

 ∑
h∈Aut(X)

c⊕(h)P (h)

P (g)−1

=
∑

h∈Aut(X)

∑
g∈G

c⊕(h)

|G|
P (g)P (h)P (g)−1

=
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

P (ghg−1).

Therefore, for every index j we have that

B⊕ej =
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

P (ghg−1)ej (3.12)

=
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

eσghg−1 (j).

This means that

F⊕(1xj ) =
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

1ghg−1(xj) (3.13)

=
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

1xjgh
−1g−1.

Since F⊕ is linear, it follows that

F⊕(ϕ) =
∑

h∈Aut(X)

c⊕(h)

|G|
∑
g∈G

ϕgh−1g−1 (3.14)

for every ϕ ∈ RX .
We observe that the permutations gh−1g−1 in the previous summation are not

guaranteed to be different from each other, for g varying in G and h varying in
Aut(X).

For each h ∈ Aut(X), let us consider the orbit O(h) of h under the conjugation
action of G on Aut(X), and set

µ⊕(h) :=
∑

f∈O(h)

c⊕(f)

|O(f)|
=

∑
f∈O(h)

c⊕(f)

|O(h)|

µ	(h) :=
∑

f∈O(h)

c	(f)

|O(f)|
=

∑
f∈O(h)

c	(f)

|O(h)|
.
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In other words, we define the measures µ⊕(h), µ	(h) of each permutation h as
the averages of the functions c⊕, c	 along the orbit of h under the conjugation action
of G. Let Gh be the stabilizer subgroup of G with respect to h, i.e., the subgroup of
G containing the elements that fix h by conjugation. We recall that by conjugating
h with respect to every element of G we obtain each element of the orbit O(h)
exactly |Gh| times, and the well-known relation |Gh||O(h)| = |G| (cf. [3]). Let us
now set δ(f, h) = 1 if f and h belong to the same orbit under the conjugation action
of G, and δ(f, h) = 0 otherwise.

We observe that the following properties hold for f, h ∈ Aut(X):

1. Gh−1 = Gh;

2. if f ∈ O(h) then Gf is isomorphic to Gh;

3. f−1 ∈ O(h−1) ⇐⇒ f ∈ O(h) ⇐⇒ h ∈ O(f).

Therefore, equality (3.14) implies

F⊕(ϕ) =
∑

h∈Aut(X)

c⊕(h)

|G|
|Gh−1 |

∑
f−1∈O(h−1)

ϕf−1 (3.15)

=
∑

h∈Aut(X)

c⊕(h)

|G|
|Gh|

∑
f∈O(h)

ϕf−1

=
∑

h∈Aut(X)

c⊕(h)

|G|
|Gh|

∑
f∈Aut(X)

δ(f, h)ϕf−1

=
∑

f∈Aut(X)

 ∑
h∈Aut(X)

c⊕(h)

|G|
|Gh|δ(f, h)

ϕf−1

=
∑

f∈Aut(X)

 ∑
h∈Aut(X)

c⊕(h)

|O(h)|
δ(f, h)

ϕf−1

=
∑

f∈Aut(X)

 ∑
h∈O(f)

c⊕(h)

|O(h)|

ϕf−1

=
∑

f∈Aut(X)

ϕf−1 µ⊕(f).

The definition of µ⊕ immediately implies that µ⊕(H) = µ⊕(gHg−1) for every
g ∈ G and every subset H of Aut(X). In other words, µ⊕ is a non-negative per-
mutant measure with respect to G. Quite analogously, we can prove the equality
F	(ϕ) =

∑
f∈Aut(X) ϕf

−1 µ	(f), and that µ	 is a non-negative permutant measure

with respect to G. As a result, the function µ := µ⊕ − µ	 is a permutant measure
and the equality F (ϕ) =

∑
f∈Aut(X) ϕf

−1 µ(f) holds, since F = F⊕ − F	.

It remains to prove that
∑

h∈Aut(X) |µ(h)| = maxϕ∈RX\{0}
‖F (ϕ)‖∞
‖ϕ‖∞ .

This statement is trivial if F ≡ 0, since in this case µ is the null measure. Hence
we can assume that F is not the null map and B is not the null matrix. In order
to proceed, we need the next statement.
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Proposition 3.4.15 If f1, f2 ∈ Aut(X) and an index s ∈ {1, . . . , n} exists, such
that f1(xs) = f2(xs) (i.e., σf1(s) = σf2(s)), then either c⊕(f1) = 0, or c	(f2) = 0,
or both.

Proof. By applying the equality F⊕(ϕ) =
∑

h∈Aut(X) c
⊕(h)ϕh−1 for ϕ = 1x1 , we

obtain that

b⊕σf1 (s)s =

(
n∑
i=1

b⊕is1xi

)
(xσf1 (s)) (3.16)

= F⊕(1xs)(xσf1 (s))

= F⊕(1xs)(f1(xs))

=
∑

h∈Aut(X)

c⊕(h)1xsh
−1(f1(xs))

≥ c⊕(f1)1xsf1
−1(f1(xs))

= c⊕(f1)1xs(xs)

= c⊕(f1).

Analogously, the inequality b	σf2 (s)s ≥ c
	(f2) holds. Therefore,

c⊕(f1) > 0 =⇒ b⊕σf1 (s)s > 0 =⇒ b	σf1 (s)s = 0 =⇒ b	σf2 (s)s = 0 =⇒ c	(f2) =

0.

It follows that either c⊕(f1) = 0, or c	(f2) = 0, or both.

Corollary 3.4.16 For every f ∈ Aut(X) either c⊕(f) = 0, or c	(f) = 0, or both.

Proof. Set f1 = f2 in Proposition 3.4.15.

Let us now set c := c⊕−c	. Corollary 3.4.16 implies that |c(h)| = c⊕(h)+c	(h)
for every h ∈ Aut(X). The definitions of µ⊕ and µ	 immediately imply that∑

f∈O(h) µ
⊕(f) =

∑
f∈O(h) c

⊕(f) and
∑

f∈O(h) µ
	(f) =

∑
f∈O(h) c

	(f) for each

h ∈ Aut(X). It follows that
∑

f∈O(h) |µ(f)| ≤
∑

f∈O(h) µ
⊕(f) +

∑
f∈O(h) µ

	(f) =∑
f∈O(h) c

⊕(f) +
∑

f∈O(h) c
	(f) =

∑
f∈O(h) |c(f)| for each h ∈ Aut(X), and hence∑

h∈Aut(X)

|µ(h)| ≤
∑

h∈Aut(X)

|c(h)|.

By setting 1X :=
∑n

j=1 1xj and recalling Corollary 3.4.12, we obtain F⊕(1X) =(∑
h∈Aut(X) c

⊕(h)
)
1X and F	(1X) =

(∑
h∈Aut(X) c

	(h)
)
1X . Since any line in

B is a permutation of the first row of B, we get F⊕(1X) =
(∑n

j=1 b
⊕
1j

)
1X and

F	(1X) =
(∑n

j=1 b
	
1j

)
1X . As a consequence, the equalities

∑
h∈Aut(X) c

⊕(h) =∑n
j=1 b

⊕
1j and

∑
h∈Aut(X) c

	(h) =
∑n

j=1 b
	
1j hold, and therefore

∑
h∈Aut(X) |c(h)| =∑

h∈Aut(X) c
⊕(h) +

∑
h∈Aut(X) c

	(h) =
∑n

j=1 b
⊕
1j +

∑n
j=1 b

	
1j =

∑n
j=1 |b1j |.

Let us now consider the function ϕ̄ :=
∑n

j=1 sgn(b1j)1xj ∈ RX\{0}. By recalling
that any line in B is a permutation of the first row of B, we have that

∑n
j=1 |b1j | =
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|
∑n

j=1 b1jsgn (b1j) | ≥ |
∑n

j=1 bijsgn (b1j) | for every index i. It follows that

‖F (ϕ̄)‖∞ =

∥∥∥∥∥∥
n∑
i=1

 n∑
j=1

bijsgn (b1j)

1xi

∥∥∥∥∥∥
∞

=

n∑
j=1

|b1j |

=
∑

h∈Aut(X)

|c(h)|

≥
∑

h∈Aut(X)

|µ(h)|.

Since ‖ϕ̄‖∞ = 1, ‖F (ϕ̄)‖∞
‖ϕ̄‖∞ ≥

∑
h∈Aut(X) |µ(h)|.

For every function ϕ ∈ RX we have that F (ϕ) = Fµ(ϕ) :=
∑

h∈Aut(X) ϕh
−1 µ(h).

Hence, ‖F (ϕ)‖∞ ≤
∑

h∈Aut(X) ‖ϕh−1‖∞ |µ(h)| = ‖ϕ‖∞
∑

h∈Aut(X) |µ(h)|. There-

fore, ‖F (ϕ)‖∞
‖ϕ‖∞ ≤

∑
h∈Aut(X) |µ(h)| for every ϕ ∈ RX \ {0}.

In conclusion,
∑

h∈Aut(X) |µ(h)| = maxϕ∈RX\{0}
‖F (ϕ)‖∞
‖ϕ‖∞ .

Example 3.4.17. The simplest non-trivial example concerning the statement of
Theorem 13 can be described as follows. Let X = {1, 2} and G = Aut(X) =
{idX , (1 2)}. Let us consider the linear GEO F : RX → RX defined by set-
ting F (11) := 11 − 12 and F (12) := 12 − 11. By defining µ(idX) := 1 and
µ((1 2)) := −1, we get that µ is a permutant measure with respect to G and
F (ϕ) =

∑
h∈Aut(X) ϕh

−1 µ(h) for every ϕ ∈ RX . Furthermore,
∑

h∈Aut(X) |µ(h)| =
2 = ‖F (11−12)‖∞

‖11−12‖∞ = maxϕ∈RX\{0}
‖F (ϕ)‖∞
‖ϕ‖∞ .

We now observe that the assumption that G transitively acts on X cannot be
removed from Theorem 13.

Example 3.4.18. Let us consider the set X = {1, 2} and the group G = {idX} ⊆
Aut(X) = {idX , (1 2)}. Take the operator F : RX → RX defined by setting F (1i) =
11 for any i ∈ X. Although F is a linear GEO, there does not exist a permutant
measure µ on Aut(X), such that F (ϕ) = Fµ(ϕ) :=

∑
h∈Aut(X) ϕh

−1 µ(h) for every

ϕ ∈ RX .

By contradiction, let us assume that such a permutant measure µ exists. Then,

11 = F (11) = 11idXµ(idX) + 11(1 2)µ((1 2)) = 11µ(idX) + 12µ((1 2)).

Since {11,12} is a basis for RX , the equalities µ(idX) = 1 and µ((1 2)) = 0 must
hold.

It follows that

F (12) = 12idXµ(idX) + 11(1 2)µ((1 2)) = 12.

This contradicts the assumption that F (12) = 11.
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Example 3.4.19. Let us set X = {1, 2, 3, 4} and G = Aut(X). Let F be a linear
GEO with respect to G. Let B = (bij) be the matrix associated with F with
respect to the basis {1x1 , . . . ,1xn}. In the proof of Lemma 3.4.9 we have seen that
bij = bσg(i)σg(j) for any g ∈ G. It follows that two values α, β ∈ R exist, such
that bij = α if i = j and bij = β if i 6= j. By using the cycle notation, let us set
σ = (1 2 3 4) ∈ Aut(X) and 〈σ〉 = {idX , σ, σ2 = (1 3)(2 4), σ3 = (1 4 3 2)}, i.e., the
cyclic group generated by σ. We have that B = αP (idX)+βP (σ)+βP (σ2)+βP (σ3).
Therefore, by setting c(idX) := α, c(σ) := c(σ2) := c(σ3) := β, and c(h) := 0 for
every h 6∈ 〈σ〉, we get F (ϕ) =

∑
h∈Aut(X) ϕh

−1 c(h).

However, the signed measure c is not a permutant measure, since the orbits
under the conjugation action of G are the sets

O(idX) = {idX}
O(σ) = {σ = (1 2 3 4), (1 2 4 3), (1 3 2 4), (1 3 4 2), (1 4 2 3), σ3 = (1 4 3 2)}
O(σ2) = {(1 2)(3 4), σ2 = (1 3)(2 4), (1 4)(2 3)}
O((1 2)) = {(1 2), (1 3), (1 4), (2 3), (2 4), (3 4)}
O((1 2 3)) = {(1 2 3), (1 2 4), (1 3 2), (1 3 4), (1 4 2), (1 4 3), (2 3 4), (2 4 3)}

and, according to our definition, c is not constant on the orbits O(σ) and O(σ2).

Following the proof of Theorem 13, we can get a permutant measure µ by
computing an average on the orbits. In other words, we can set

µ(h) :=


c(idX) = α, if h = idX∑

h∈O(σ)
c(h)
|O(σ)| =

∑
h∈O(σ2)

c(h)
|O(σ2)| = β

3 , if h ∈ O(σ) ∪ O(σ2)

0, otherwise.

By making this choice, the equality F (ϕ) =
∑

g∈Aut(X) ϕh
−1 µ(h) holds for every

ϕ ∈ RX , i.e., F is the linear GEO associated with the permutant measure µ.

Proposition 3.4.4 and Theorem 13 immediately imply the following statement.

Theorem 14 Assume that G ⊆ Aut(X) transitively acts on the finite set X
and F is a map from RX to RX . The map F is a linear group equivariant op-
erator for (RX , G) if and only if a permutant measure µ exists such that F (ϕ) =∑

h∈Aut(X) ϕh
−1 µ(h) for every ϕ ∈ RX .

Our main result about the representation of linear GEOs can be adapted to
GENEOs.

Theorem 15 Assume that G ⊆ Aut(X) transitively acts on the finite set X
and F is a map from RX to RX . The map F is a linear group equivariant non-
expansive operator for (RX , G) if and only if a permutant measure µ exists such
that F (ϕ) =

∑
h∈Aut(X) ϕh

−1 µ(h) for every ϕ ∈ RX , and
∑

h∈Aut(X) |µ(h)| ≤ 1.

Proof. If F is a linear GENEO for (RX , G), then Theorem 13 guarantees that in
PM(G) a permutant measure µ exists, such that F (ϕ) =

∑
h∈Aut(X) ϕh

−1 µ(h)

for every ϕ ∈ RX , and
∑

h∈Aut(X) |µ(h)| = maxϕ∈RX\{0}
‖F (ϕ)‖∞
‖ϕ‖∞ . Since F is non-

expansive, the inequality
∑

h∈Aut(X) |µ(h)| ≤ 1 follows. This proves the first implic-
ation in our statement.
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Let us now assume that a permutant measure µ exists such that

F (ϕ) =
∑

h∈Aut(X)

ϕh−1 µ(h)

for every ϕ ∈ RX , with
∑

h∈Aut(X) |µ(h)| ≤ 1. Then Proposition 3.4.4 states that

F is a linear group equivariant operator for (RX , G). Moreover,

‖F (ϕ)‖∞ =

∥∥∥∥∥∥
∑

h∈Aut(X)

ϕh−1 µ(h)

∥∥∥∥∥∥
∞

≤
∑

h∈Aut(X)

∥∥ϕh−1
∥∥
∞ |µ(h)|

=
∑

h∈Aut(X)

‖ϕ‖∞ |µ(h)|

= ‖ϕ‖∞

 ∑
h∈Aut(X)

|µ(h)|


≤ ‖ϕ‖∞.

This proves that F is non-expansive, and concludes the proof of the second implic-
ation in our statement.
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Chapter 4

Hilbert spaces and Riemannian
manifolds of GENEOs

The focus on spaces of GENEOs stresses the need for a study of the topological
and geometric structure of these spaces, in order to simplify their exploration and
use. In particular, in this capter we show how we can endow a space of GENEOs
with the structure of a Riemannian manifold, so making available the use of gradient
descent methods for the minimization of cost functions. The Riemannian structure
we propose is based on the comparison of the action of GENEOs on data, according
to the model described in [31]. This comparison is made by taking into account the
probability distribution on the set of admissible signals we are considering. As an
application of this approach, we also describe a procedure to select a finite set of
representative GENEOs in the considered manifold.

4.1 New mathematical setting

Let X be a set and (V, 〈·, ·〉V ) be a finite dimensional inner product space whose
elements belong to the space RXb of bounded functions from X to R. Then, V
and Rn are isomorphic as vector spaces, where n is the dimension of V . Denote
the norm arising from 〈·, ·〉V by ‖·‖V . For any ϕ ∈ V , let us consider its L∞-
norm ‖ϕ‖∞ = supx∈X |ϕ(x)|. Note that ‖·‖V and ‖·‖∞ are equivalent, since V
is finite dimensional. Hence, there exist two real numbers α, β > 0 such that
α‖·‖∞ ≤ ‖·‖V ≤ β‖·‖∞. This implies that ‖·‖V and ‖·‖∞ induce the same topology
τV on V .

Let us now choose a Borel measure λ on V and an integrable function f : V → R
such that

∫
V fdλ = 1. Let us define a probability Borel measure µ on V by setting

µ(A) =
∫
A fdλ for any Borel set A in V . Finally, let us assume that the essential

support of µ (i.e. the smallest closed subset C of V such that f = 0 µ-almost
everywhere outside C) is a compact subspace Φ of V . We will call Φ the space
of admissible signals in probability. Let us choose a subgroup G of AutΦ(X). We
assume that the following conditions are satisfied:

1. 〈·, ·〉V is invariant under the action of G (i.e., 〈ϕ1g, ϕ2g〉V = 〈ϕ1, ϕ2〉V for any
ϕ1, ϕ2 ∈ V and g ∈ G).

49
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2. f , λ (and hence µ) are invariant under the action of G (i.e., if g ∈ G then
f(ϕg) = f(ϕ) for any ϕ ∈ V , and λ(A) = λ(g(A)) for every Borel set A in V ).

Condition (1) immediately implies that ‖·‖V is invariant under the action of G.

Under the previous assumptions, we will say that V is a (finite dimensional)
probability inner product space with equivariance group G.

4.2 The pseudo-distance on X induced by admissible
signals

In this subsection, we show that the distance on Φ, induced by ‖·‖V , can be
pulled back to a pseudo-distance on X.

The following lemma prepares us to define a new pseudo-distance on X.

Lemma 4.2.1 Let x1, x2 ∈ X. Then, the map ξx1,x2 : Φ → R defined by
ξx1,x2(ϕ) = |ϕ(x1)−ϕ(x2)| for any ϕ ∈ Φ, is continuous with respect to the topology
induced by the norm ‖·‖V on Φ, and hence it is an integrable random variable with
respect to λ.

Proof. Let ϕ1, ϕ2 ∈ Φ. Then,

|ξx1,x2(ϕ1)− ξx1,x2(ϕ2)| =
∣∣ |ϕ1(x1)− ϕ1(x2)| − |ϕ2(x1)− ϕ2(x2)|

∣∣
≤ |(ϕ1(x1)− ϕ1(x2))− (ϕ2(x1)− ϕ2(x2))|
= |(ϕ1(x1)− ϕ2(x1))− (ϕ1(x2)− ϕ2(x2))|
≤ |ϕ1(x1)− ϕ2(x1)|+ |ϕ1(x2)− ϕ2(x2)|

≤ 2‖ϕ1 − ϕ2‖∞ ≤
2

α
‖ϕ1 − ϕ2‖V .

Therefore, ξx1,x2 is continuous with respect to ‖·‖V .

Now, we define a pseudo-distance ∆X on X as follows:

∆X(x1, x2) =

∫
Φ
|ϕ(x1)− ϕ(x2)|f(ϕ) dλ, ∀x1, x2 ∈ X.

In plain words, the distance between two points x1, x2 is set to be the expected
value of the function ξx1,x2 . We observe that ∆X ≤ DX , so that the topology τDX
induced by DX is finer than the topology τ∆X

induced by ∆X .

In the sequel, whenever not differently specified, we assume that X is equipped
with the topology arising from ∆X .

Proposition 4.2.2 Each function ϕ0 ∈ Φ is continuous with respect to ∆X .

Proof. After choosing an ε > 0, let us consider the ball Bε = BΦ

(
ϕ0,

εα
4

)
={

ϕ ∈ Φ : ‖ϕ0 − ϕ‖V ≤ εα
4

}
. Since ϕ0 is in the essential support of f , µ(Bε) is pos-

itive. For any ϕ ∈ Bε, we have that ‖ϕ0 − ϕ‖∞ ≤ 1
α‖ϕ0 − ϕ‖V ≤ ε

4 , and hence for
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every x ∈ X

|ϕ(x)− ϕ(x0)| = |(ϕ0(x)− ϕ0(x0)) + (ϕ(x)− ϕ0(x)) + (ϕ0(x0)− ϕ(x0))|
≥ |ϕ0(x)− ϕ0(x0)| − |ϕ(x)− ϕ0(x)| − |ϕ0(x0)− ϕ(x0)|
≥ |ϕ0(x)− ϕ0(x0)| − 2‖ϕ0 − ϕ‖∞

≥ |ϕ0(x)− ϕ0(x0)| − 2

α
‖ϕ0 − ϕ‖V

≥ |ϕ0(x)− ϕ0(x0)| − ε/2.

This implies that

∆X(x, x0) =

∫
Φ
|ϕ(x)− ϕ(x0)|f(ϕ) dλ

≥
∫
Bε

|ϕ(x)− ϕ(x0)|f(ϕ) dλ

≥ µ(Bε)(|ϕ0(x)− ϕ0(x0)| − ε/2).

It follows that |ϕ0(x)−ϕ0(x)| ≤ ∆X(x,x0)
µ(Bε)

+ε/2. Therefore, if ∆X(x, x0) ≤ (ε/2)µ(Bε),

then |ϕ0(x)− ϕ0(x0)| ≤ ε.

We now recall that the initial topology τin on X with respect to Φ is the coarsest
topology on X such that each function ϕ in Φ is continuous. From Proposition 4.2.2
and the definition of τin, it follows that τin ⊆ τ∆X

. The definition of the pseudo-
metric ∆X immediately implies that ∆X ≤ DX , and hence τ∆X

⊆ τDX . Since
Φ is compact, we know that τin and τDX are the same (see Theorem 2). Hence,
τDX = τ∆X

= τin.

The definition of the pseudo-metric ∆X on X relies on Φ. Thus, properties on Φ
naturally induce properties on X, as shown in the proof of the following statement.

Proposition 4.2.3 Since Φ is totally bounded, (X,∆X) is totally bounded.

Proof. Theorem 1 proves that X is totally bounded with respect to DX . Since
∆X ≤ DX , X is also totally bounded with respect to ∆X .

Corollary 4.2.4 If (X,∆X) is complete, then (X,∆X) is compact.

Proof. It follows from Proposition 4.2.3, by recalling that in pseudo-metric spaces
a set is compact if and only if it is complete and totally bounded [34].

4.3 The group G of Φ-preserving isometries

We know that the elements of AutΦ(X) are isometries with respect to DX . In
the following, we show that each element of G is also an isometry with respect to
∆X .

Proposition 4.3.1 Each g ∈ G is an isometry with respect to ∆X .

Proof. Let λg be the Borel measure on V defined by setting λg(A) = λ(g(A)) for
any Borel set A in Φ. From the invariance of λ under the action of G, λg = λ. By
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applying a change of variable, the invariance of f under the action of each g ∈ G
implies that

∆X(g(x1), g(x2)) =

∫
Φ
|ϕg(x1)− ϕg(x2)|f(ϕ) dλ

=

∫
Φ
|ϕg(x1)− ϕg(x2)|f(ϕg) dλg

=

∫
Φ
|ϕ(x1)− ϕ(x2)|f(ϕ) dλ = ∆X(x1, x2)

for any x1, x2 ∈ X.

Now, we turn G into a pseudo-distance space by using the measure and the
norm on Φ. To do this, we need the following lemma.

Lemma 4.3.2 Let g1, g2 ∈ G. Then, the map ξg1,g2 : Φ → R sending each ϕ to
‖ϕg1 − ϕg2‖V is a continuous map with respect to ‖·‖V , and hence an integrable
random variable with respect to λ.

Proof. Let ϕ1, ϕ2 ∈ Φ. Since ‖·‖V is invariant with respect to G, we have that

|ξg1,g2(ϕ1)− ξg1,g2(ϕ2)| = |‖ϕ1g1 − ϕ1g2‖V − ‖ϕ2g1 − ϕ2g2‖V |
≤ ‖(ϕ1g1 − ϕ1g2)− (ϕ2g1 − ϕ2g2)‖V
= ‖(ϕ1g1 − ϕ2g1)− (ϕ1g2 − ϕ2g2)‖V
≤ ‖ϕ1g1 − ϕ2g1‖V + ‖ϕ1g2 − ϕ2g2)‖V = 2‖ϕ1 − ϕ2‖V .

Therefore, ξg1,g2 is continuous with respect to ‖·‖V .

Now, we can define the following pseudo-distance on G:

∆G(g1, g2) =

∫
Φ
‖ϕg1 − ϕg2‖V f(ϕ) dλ, (4.1)

for any g1, g2 ∈ G. We observe that

∆G(g1, g2) =

∫
Φ
‖ϕg1 − ϕg2‖V f(ϕ) dλ

≤
∫

Φ
β‖ϕg1 − ϕg2‖∞f(ϕ) dλ

≤
∫

Φ
βDG(g1, g2)f(ϕ) dλ

= βDG(g1, g2)

∫
Φ
f(ϕ) dλ

= βDG(g1, g2)

for every g1, g2 ∈ G. The inequality ∆G ≤ βDG, implies that the topology τ∆G

induced by ∆G cannot be strictly finer than the topology τDG induced by DG.
In the sequel, whenever not differently specified, we consider G as a pseudo-

distance space (and hence a topological space) with respect to ∆G.



4.3. THE GROUP G OF Φ-PRESERVING ISOMETRIES 53

Lemma 4.3.3 Let f, g, h ∈ G. We have that

∆G(f, g) = ∆G(fh, gh) = ∆G(hf, hg). (4.2)

Proof. The first equality follows directly from the invariance of the norm ‖·‖V with
respect to G. Now we show that ∆G(f, g) = ∆G(hf, hg). By applying a change of
variable, the invariance of λ and f under the action of G implies that

∆G(hf, hg) =

∫
Φ
‖ϕhf − ϕhg‖V f(ϕ) dλ

=

∫
Φ
‖ϕhf − ϕhg‖V f(ϕh) dλh

=

∫
Φ
‖ϕf − ϕg‖V f(ϕ) dλ

= ∆G(f, g).

where λh is the Borel measure on V defined by setting λh(A) = λ(h(A)) for any
Borel set A in Φ.

Proposition 4.3.4 The group G is a topological group. Further, the action of G
on Φ by composition on the right is continuous.

Proof. First, we show that G is a topological group. Let σ : G × G → G and
ι : G→ G be the composition and the inverse maps, respectively. We consider the
product topology on G×G. We must show that σ and ι are continuous. To show
that σ is continuous, let (g1, g2), (g′1, g

′
2) ∈ G × G. Using Lemma 1.2.15, we have

that

∆G(g1g2, g
′
1g
′
2) = ∆G(g1, g

′
1g
′
2g
−1
2 )

≤ ∆G(g1, g
′
1) + ∆G(g′1, g

′
1g
′
2g
−1
2 )

= ∆G(g1, g
′
1) + ∆G(idX , g

′
2g
−1
2 )

= ∆G(g1, g
′
1) + ∆G(g2, g

′
2).

It follows that the composition map σ is continuous. Now, we show that ι is con-
tinuous. Consider h1, h2 ∈ G. We have that

∆G(h−1
1 , h−1

2 ) = ∆G(h−1
1 h2, h

−1
2 h2)

= ∆G(h−1
1 h2, idX)

= ∆G(h−1
1 h2, h

−1
1 h1)

= ∆G(h2, h1)

= ∆G(h1, h2).

This proves that ι is an isometry, and hence it is continuous.

Therefore, G is a topological group.

Let us now assume that ρ : Φ × G → Φ is the natural action of G on Φ (i.e.
ρ(ϕ, g) = ϕg for any ϕ ∈ Φ and g ∈ G). We have to prove that ρ is continuous,
when Φ×G is endowed with the product topology. Let (ϕ1, g1), (ϕ2, g2) ∈ Φ×G and
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ε > 0. Let us define Bε as the ball BΦ(ϕ2,
ε
4) in Φ with respect to ‖·‖V . Since ϕ2 is

in the essential support of f , µ(Bε) is positive. We will show that if ‖ϕ1−ϕ2‖V ≤ ε
4

and ∆G(g1, g2) ≤ ε
4µ(Bε), then ‖ρ(ϕ1, g1) − ρ(ϕ2, g2)‖ ≤ ε. Since ‖ϕ − ϕ2‖V ≤ ε

4
for every ϕ ∈ Bε, we have that

∆G(g1, g2) =

∫
Φ
‖ϕg1 − ϕg2‖V f(ϕ) dλ

≥
∫
Bε

‖ϕg1 − ϕg2‖V f(ϕ) dλ

=

∫
Bε

‖(ϕg1 − ϕ2g1) + (ϕ2g1 − ϕ2g2) + (ϕ2g2 − ϕg2)‖V f(ϕ) dλ

≥
∫
Bε

(‖ϕ2g1 − ϕ2g2‖V − ‖ϕg1 − ϕ2g1‖V − ‖ϕ2g2 − ϕg2‖V ) f(ϕ) dλ

=

∫
Bε

(‖ϕ2g1 − ϕ2g2‖V − 2‖ϕ− ϕ2‖V ) f(ϕ) dλ

≥ µ(Bε)
(
‖ϕ2g1 − ϕ2g2‖V −

ε

2

)
.

It follows that ‖ϕ2g1 − ϕ2g2‖V ≤ ∆G(g1,g2)
µ(Bε)

+ ε
2 . Therefore,

‖ρ(ϕ1, g1)− ρ(ϕ2, g2)‖V = ‖ϕ1g1 − ϕ2g2‖V
≤ ‖ϕ1g1 − ϕ2g1‖V + ‖ϕ2g1 − ϕ2g2‖V

≤ ‖ϕ1 − ϕ2‖V +
∆G(g1, g2)

µ(Bε)
+
ε

2

≤ ε

4
+
ε

4
+
ε

2
= ε.

Consequently, ρ is continuous.

In order to study the compactness of G, we need the following result.

Proposition 4.3.5 Since Φ is totally bounded, (G,∆G) is totally bounded.

Proof. By Theorem 4, G is totally bounded with respect to DG. Since ∆G ≤ βDG,
G is also totally bounded with respect to ∆G.

Therefore, the following statement holds, by recalling that in pseudo-metric
spaces a set is compact if and only if it is complete and totally bounded [34].

Corollary 4.3.6 If (G,∆G) is complete, then (G,∆G) is compact.

4.4 Hilbert space of GEOs

Let V1 ⊆ RX1
b and V2 ⊆ RX2

b be two finite dimensional probability inner product
spaces with equivariance groups G1 and G2, respectively. Let 〈·, ·〉Vi , ‖ · ‖Vi , λVi ,
fVi be the inner product, the norm, the Borel measure and the probability density
function considered on Vi, for i = 1, 2 (all of them are Gi-invariant). Moreover, we
define a probability Borel measure µi on Vi by setting µi(A) =

∫
A fVidλVi for any

Borel set A in Vi, for i = 1, 2. We will assume that the essential supports Φ1 and
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Φ2 of f1 and f2 are respectively compact. Moreover, we recall that since ‖·‖Vi and
‖·‖∞ are equivalent in Vi, there exist two real numbers βi, αi > 0 such that

αi‖·‖∞ ≤ ‖·‖Vi ≤ βi‖·‖∞ (4.3)

for i = 1, 2.

Let us consider the Lebesgue-Bochner space L2(Φ1, V2) of all square integrable
maps from Φ1 to V2. Explicitly:

L2(Φ1, V2) :=

{
F : Φ1 → V2 :

(∫
Φ1

‖F (ϕ)‖2V2
fV1(ϕ) dλV1

) 1
2

<∞

}

Now, we define an inner product on L2(Φ1, V2) as follows:

〈F1, F2〉 =

∫
Φ1

〈F1(ϕ), F2(ϕ)〉V2fV1(ϕ) dλV1 ∀F1, F2 ∈ L2(Φ1, V2).

It is well known that the space L2(Φ1, V2) is a Hilbert space.

Let us select a homomorphism T : G1 → G2. For the rest of the chapter, we
will consider only GEOs (or GENEOs) from Φ1 to Φ2 with respect to T . With an
abuse of notation, in this chapter the term GEO will refer to a continuous function
F : (Φ1, ‖·‖V1) → (Φ2, ‖·‖V2) such that F is T -equivariant. The following remark
ensures us that the two definitions of GEO we have given are equivalent:

Remark 4.4.1. Since ‖·‖V1 and ‖·‖∞ are equivalent in V1, and ‖·‖V2 and ‖·‖∞ are
equivalent in V2, a GEO F : (Φ1, ‖·‖V1)→ (Φ2, ‖·‖V2) is continuous (and hence Borel
measurable) also with respect to the L∞-norm defined on Φ1 and Φ2.

We define the following norms on the space of GEOs from Φ1 to Φ2:

1. |||F |||∞ := supϕ∈Φ1
‖F (ϕ)‖∞

2. |||F |||V2
:= supϕ∈Φ1

‖F (ϕ)‖V2

3. |||F |||L2
:=
(∫

Φ1
‖F (ϕ)‖2V2

fV1(ϕ) dλV1

) 1
2
.

Lemma 4.4.2 |||·|||∞ and |||·|||V2
induce the same topology on the space of GEOs

from Φ1 to Φ2.

Proof. We already know that for any ϕ in Φ1:

α2‖F (ϕ)‖∞ ≤ ‖F (ϕ)‖V2 ≤ β2‖F (ϕ)‖∞.

Hence, we have that:

α2 sup
ϕ∈Φ1

‖F (ϕ)‖∞ ≤ sup
ϕ∈Φ1

‖F (ϕ)‖V2 ≤ β2 sup
ϕ∈Φ1

‖F (ϕ)‖∞.

Therefore, |||·|||∞ and |||·|||V2
are equivalent norms, and hence they induce the same

topology on the space of GEOs from Φ1 to Φ2.
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Lemma 4.4.3 The topology induced by |||·|||V2
on the space of GEOs from Φ1 to

Φ2 is finer that the one induced by |||·|||L2
.

Proof. Let us consider a GEO F from Φ1 to Φ2. We have that

|||F |||L2
=

(∫
Φ1

‖F (ϕ)‖2V2
fV1(ϕ) dλV1

) 1
2

≤

(∫
Φ1

(
sup
ϕ∈Φ1

‖F (ϕ)‖2V2

)
fV1(ϕ) dλV1

) 1
2

= |||F |||V2

(∫
Φ1

fV1(ϕ) dλV1

) 1
2

= |||F |||V2
.

The above inequality implies directly the statement of the lemma.

In general, the space of GEOs from Φ1 to Φ2 is a subspace of L2(Φ1, V2), but
it is not a Hilbert space. An interesting question immediately arises: Which is a
natural Hilbert space where the space of GEOs lives in? Before proceeding, we have
to give some definitions and results. First we recall some notions on convergence.

Definition 4.4.4. Consider F ∈ L2(Φ1, V2) and a sequence (Fi)i∈N in L2(Φ1, V2).

1. We say that Fi → F in L2(Φ1, V2) if and only if |||Fi − F |||L2
→ 0 as i→∞.

2. We say that Fi → F in measure if and only if for every ε > 0, µ1({ϕ ∈
Φ1 : ‖Fi(ϕ)− F (ϕ)‖V2 ≥ ε})→ 0 as i→∞.

3. We say that Fi is Cauchy in measure if and only if for every ε > 0, µ1({ϕ ∈
Φ1 : ‖Fr(ϕ)− Fs(ϕ)‖V2 ≥ ε})→ 0 as r, s→∞.

Proposition 4.4.5 If Fi → F in L2(Φ1, V2), then Fi → F in measure.

Proof. Let us consider the set Ei,ε = {ϕ ∈ Φ1 : ‖Fi(ϕ) − F (ϕ)‖V2 ≥ ε}. Then we
have that:(∫

Φ1

‖Fi(ϕ)− F (ϕ)‖2V2
fV1(ϕ) dλV1

) 1
2

≥

(∫
Ei,ε

‖Fi(ϕ)− F (ϕ)‖2V2
fV1(ϕ) dλV1

) 1
2

≥ εµ1(Ei,ε)
1
2 .

Hence,

µ1(Ei,ε)
1
2 ≤ ε−1|||Fi − F |||L2

→ 0, for i→∞.

Theorem 16 Suppose that the sequence (Fi)i∈N in L2(Φ1, V2) is Cauchy in meas-
ure. Then there exists a measurable function F : Φ1 → V2 such that Fi → F in
measure, and there exists a subsequence (Fij )j∈N that converges to F almost every-
where. Moreover, if there is a measurable function F̄ : Φ1 → V2 such that Fi → F̄
in measure, then F̄ = F almost everywhere.
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Proof. Let us choose a subsequence (Fij )j∈N of (Fi)i∈N in L2(Φ1, V2), such that if
Ej = {ϕ ∈ Φ1 : ‖Fij (ϕ)− Fij+1(ϕ)‖V2 ≥ 2−j}, then µ1(Ej) ≤ 2−j .

Now, let us consider Ek =
⋃∞
j=k Ej . Then µ1(Ek) ≤

∑∞
j=k 2−j = 21−k. Moreover,

if ϕ 6∈ Ek, for r ≥ s ≥ k we have

‖Fir(ϕ)− Fis(ϕ)‖V2 ≤
r−1∑
t=s

‖Fit+1(ϕ)− Fit(ϕ)‖V2 ≤
r−1∑
t=s

2−t = 21−s. (4.4)

Take E =
⋂∞
k=1 Ek = lim supEj . By definition of E , µ1(E) = 0. We note that the

sequence (Fij )j∈N is pointwise Cauchy on Ec (which is the complement of E). Let
us define a function F : Φ1 → V2 as follows: F (ϕ) is the zero function on X1 for any
ϕ ∈ E , and F (ϕ) := limj→∞ Fij (ϕ) on Ec (such a limit exists since V2 is complete).
Then Fij → F almost everywhere and F is measurable. Also, (4.4) implies that
‖Fij (ϕ) − F (ϕ)‖V2 ≤ 21−j for ϕ 6∈ Ek and j ≥ k. Since µ1(Ek) → 0 as k → ∞,
Fij → F in measure. Now, for every index i we can write

{ϕ ∈ Φ1 : ‖Fi(ϕ)− F (ϕ)‖V2 ≥ ε} ⊆{
ϕ ∈ Φ1 : ‖Fi(ϕ)− Fij (ϕ)‖V2 ≥

ε

2

}
∪
{
ϕ ∈ Φ1 : ‖Fij (ϕ)− F (ϕ)‖V2 ≥

ε

2

}
.

Note that the sets on the right hand side both have small measure when i and j are
large. Hence, Fi → F in measure. Likewise, if Fi → F̄ in measure, we have that

{
ϕ ∈ Φ1 : ‖F (ϕ)− F̄ (ϕ)‖V2 ≥ ε

}
⊆{

ϕ ∈ Φ1 : ‖Fi(ϕ)− F (ϕ)‖V2 ≥
ε

2

}
∪
{
ϕ ∈ Φ1 : ‖Fi(ϕ)− F̄ (ϕ)‖V2 ≥

ε

2

}
for all i, hence µ1({ϕ ∈ Φ1 : ‖F (ϕ)− F̄ (ϕ)‖V2 ≥ ε}) = 0 for all ε. Letting ε tend to
zero, we conclude that F = F̄ almost everywhere.

Corollary 4.4.6 If Fi → F in L2(Φ1, V2), there is a subsequence (Fij )j∈N such
that Fij → F almost everywhere.

Proof. Combining Proposition 4.4.5 and Theorem 16, we can immediately state the
result.

Furthermore, in order to consider a Hilbert space of operators we need a a weaker
definition of GEO:

Definition 4.4.7. An operator F in L2(Φ1, V2) is called µ-GEO if it is T -equivariant
almost everywhere, i.e. for any g ∈ G and almost any ϕ ∈ Φ, F (ϕg) = F (ϕ)T (g).

Proposition 4.4.8 The space of µ-GEOs from Φ1 to Φ2 is a Hilbert space.

Proof. It will suffice to show that the space of µ-GEOs is a closed subspace of
L2(Φ1, V2). Assume that the sequence (Fi)i∈N of µ-GEOs converges to F in L2(Φ1, V2).
It will suffice to prove that F is a µ-GEO. Since (Fi)i∈N converges in L2(Φ1, V2), by
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Corollary 4.4.6 there is a subsequence (Fij )j∈N such that (Fij )j∈N converges to F
almost everywhere. Since T -equivariance is a pointwise property, we have that

F (ϕg) = lim
j→∞

Fij (ϕg) = lim
j→∞

Fij (ϕ)T (g) = F (ϕ)T (g)

for any g ∈ G and almost any ϕ ∈ Φ.

In this context, we will now consider a slightly different definition of GENEO.
A GENEO from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2) is a GEO F from Φ1 to Φ2 such that

‖F (ϕ)− F (ϕ′)‖V2 ≤ ‖ϕ− ϕ′‖V1

for every ϕ,ϕ′ ∈ Φ1.

Remark 4.4.9. Assume (Fi) is a sequence of GENEOs from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2)
with respect to T : G1 → G2. If (Fi) converges to F : Φ1 → Φ2 with respect to the
norm |||·|||V2

, then F (ϕ) = limi→∞ Fi(ϕ) with respect to the norm ‖·‖V2 for every
ϕ ∈ Φ. Indeed, we have that ‖F (ϕ)− Fi(ϕ)‖V2 ≤ |||F − Fi|||V2

for every index i.

Lemma 4.4.10 If (Fi) is a sequence of GENEOs from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2)
with respect to T converging to a function F from Φ1 to Φ2 with respect to |||·|||V2

,
then F is a GENEO from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2).

Proof. First we prove that F is non-expansive. For any pair ϕ1, ϕ2 in Φ1, we have
that:

‖F (ϕ1)− F (ϕ2)‖V2 =

∥∥∥∥ lim
i→∞

Fi(ϕ1)− lim
i→∞

Fi(ϕ2)

∥∥∥∥
V2

= lim
i→∞
‖Fi(ϕ1)− Fi(ϕ2)‖V2

≤ lim
i→∞
‖ϕ1 − ϕ2‖V1

= ‖ϕ1 − ϕ2‖V1 .

Now we show that F is equivariant. For any ϕ in Φ1 and any g in G1, we have that:

F (ϕg) = lim
i→∞

Fi(ϕg)

= lim
i→∞

(Fi(ϕ)T (g))

=

(
lim
i→∞

Fi(ϕ)

)
T (g)

= F (ϕ)T (g).

Theorem 17 The space of GENEOs from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2) with respect
to T is compact with respect to the norm |||·|||L2

.

Proof. Let (Fi) be a sequence of GENEOs from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2). Because
of Lemma 4.4.2, it will suffice to prove that there exists a subsequence (Fij ) of
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(Fi) that converges in the |||·|||∞-topology. If F is a GENEO from (Φ1, ‖·‖V1) to
(Φ2, ‖·‖V2), from (4.3) it follows:

α2‖F (ϕ)− F (ϕ′)‖∞ ≤ ‖F (ϕ)− F (ϕ′)‖V2 ≤ ‖ϕ− ϕ′‖V1 ≤ β1‖ϕ− ϕ′‖∞

and hence

‖F (ϕ)− F (ϕ′)‖∞ ≤
β1

α2
‖ϕ− ϕ′‖∞.

If we scale F by α2
β1

, we obtain a GENEO from (Φ1, ‖·‖∞) to (Φ2, ‖·‖∞). We can
consider the associated sequence (α2

β1
Fi) of GENEOs from (Φ1, ‖·‖∞) to (Φ2, ‖·‖∞).

Since the space of GENEOs from (Φ1, ‖·‖∞) to (Φ2, ‖·‖∞) is compact with respect
to |||·|||∞, we can extract a subsequence (α2

β1
Fij ) that converges with respect to |||·|||∞

to a GENEO F̄ from (Φ1, ‖·‖∞) to (Φ2, ‖·‖∞) (see [5]). This immediately implies
that (Fij ) converges to α2

β1
F̄ with respect to |||·|||V2

. Lemma 4.4.10 ensures us that
α2
β1
F̄ is a GENEO from (Φ1, ‖·‖V1) to (Φ2, ‖·‖V2). Because of Lemma 4.4.3, we have

that (Fij ) converges to α2
β1
F̄ with respect to |||·|||L2

.

4.5 Submanifolds of GENEOs

In this subsection we discuss how it is possible to define a Riemannian structure
on a manifold of GENEOs. We also briefly recall some basic definitions and results
about Hilbert manifolds and Riemannian manifolds. For further details and the
general theory, see [1, 36].

Since L2(Φ, V2) is a Hilbert space, it has a natural structure of Hilbert manifold
with a single global chart given by the identity function on L2(Φ, V2). Each tangent
space TpL

2(Φ, V2) at any point p ∈ L2(Φ, V2) is canonically isomorphic to L2(Φ, V2)
itself. We can give a Riemannian structure on L2(Φ, V2) by defining a metric g as
g(v, w)(p) = 〈v, w〉 for every v, w ∈ TpL

2(Φ, V2), where 〈·, ·〉 is the inner product
on L2(Φ, V2). Now, let M be a Ck-submanifold of L2(Φ, V2), such that each ele-
ment of M is a GENEO. Hence, M naturally inherits a Riemannian structure from
L2(Φ, V2).

4.5.1 An example

Let us consider X equal to the torus S1×S1, endowed with the metric induced
by the usual embedding in R4 (implied by the usual embedding of S1 in R2). We
assume that χ : R+ → R is a continuous function whose support is contained in the
interval [0, π]. As usual, parameterize S1 by θ ∈ [0, 2π]. We set V1 = V2 equal to
the 2n-dimensional vector space whose elements are the functions ϕ : X → R that
can be expressed as

ϕ(α, β) =

n−1∑
i=0

n−1∑
j=0

ajiχ

√(α− 2πi

n

)2

+

(
β − 2πj

n

)2


with aji ∈ R for every i, j ∈ {0, . . . , n − 1}. Moreover, we take Φ1 = Φ2 equal to

the compact subset of V1 whose elements are the functions ϕ ∈ V1 with |aji | ≤ 1 for
every i, j ∈ {0, . . . , n− 1}.
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Set G equal to the finite group whose elements are the isometries that preserve

the set Y =
{(

2πi
n ,

2πj
n

)
: i, j ∈ {0, . . . , n− 1}

}
⊆ S1 × S1. It would be easy to

check that every g ∈ G is a Φ1-operation.
In this example, our manifold of GENEOs is the one containing all GENEOs F

defined by taking T equal to the identical homomorphism and setting

F (ϕ)(α, β) :=
1√
m

 m∑
t=1

∑
r,s∈{−1,1}

utϕ

(
α+ r

ktπ

n
, β + s

ktπ

n

)
for any ϕ ∈ Φ1, with ut ∈ R and kt ∈ N for every t ∈ {1, . . . ,m}, such that∑m

t=1 u
2
t = 1.

Note that the manifold M is an (m− 1)-dimensional sphere.



Chapter 5

Conclusions

The first contribution of this dissertation consists of giving a novel, formal and
mathematical framework for machine learning, based on the study of metric, topo-
logical and geometric properties of operator spaces acting on function spaces. This
approach is dual to the classical one: instead of focusing on data, our approach
concentrates on suitable operators defined on the functions that represent the data.
We focus on the study of the space of group equivariant non-expansive operators
(GENEOs). From the mathematical point of view, equivariance means that our
observer wants to respect some intrinsic symmetries of the set of admissible signals.
In applications, choosing to work on a space of operators equivariant with respect
to specific transformations allows us to inject in the system pre-existing knowledge.
Indeed, the operators will be blind to the action of the group on the data, hence
reducing the dimensionality of the space to be explored during optimisation. The
choice of working with non-expansive operators is justified both by the possibil-
ity of proving the compactness of the spaces of GENEOs (under the assumption
of compactness of the spaces of measurements), and by the fact that in practical
applications we are usually interested in operators that compress the information
we have as an input. The rationale of our approach is based on the assumption
that the main interest in machine learning does not consist of the analysis and the
approximation of data, but in the analysis and the approximation of the observers
looking at the data. A simple example can make this idea clearer: if we consider
images representing skin lesions, we are not mainly interested in the images per
se but rather in approximating the judgement given by the physicians about such
images.

Presenting our mathematical model, we have shown how the space of GENEOs
is suitable for machine learning. By using pseudo-metrics, we defined a topology
on the space of GENEOs which is induced by the one we defined on the function
space of data. We built the necessary machinery to define maps between GENEOs
whose groups of equivariance are different from each other. This definition is fun-
damental, because it allows one to compose operators hierarchically, in the same
fashion as computational units are linked in an artificial neural network. There-
after, by taking advantage of known and novel results in persistent homology, we
proved compactness and convexity of the space of GENEOs under suitable hypo-
theses. These results guarantee that any operator can always be approximated by
a finite number of operators belonging to the same space. It is important to stress
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the use of persistent homology in our model: the metric comparison of GENEOs is
a key point in our approach and persistent homology allows for a fast comparison
of functions, so allowing for a fast comparison of GENEOs. In order to enable us
to populate and investigate better and better the space of GENEOs, we introduced
various methods to build new classes of operators. Finally, in the application is
often crucial to navigate in the space of operators following the gradient. For this
reason we defined a Riemannian structure on a manifold of GENEOs, starting from
studying a natural Hilbert space where GENEOs live in.

We would like to conclude by mentioning some interesting problems and new
lines of research that naturally arise in our mathematical model. Given a dataset
and an equivariance group, building equivariant operators could be, in general, a
difficult task. We have already introduced some methods for constructing GENEOs
in Chapter 3. Nevertheless, new methods should be developed, in order to get good
approximations of the spaces of GENEOs. For example, we are able to define a
class of GENEOs by means of permutant measures (see Section 3.3). Basically, this
technique is grounded in using a symmetric weighted average to build new GENEOs.
As a next step in this direction, we could generalize our approach through the use
of other suitable symmetric functions. Furthermore, in many applications group
actions may not be enough. As an example, we can take a dataset that contains
digit images and the group of planar rotations as the invariance group. If we take an
image of a “6” and rotate it through an angle of π, we obtain something that could
be seen as an image of a “9” by an agent. But, for its own purposes, that agent
might not admit that this could happen. This represents a significant limitation
of our theory. In some sense, we need less algebraic structure in order to have a
suitable mathematical model. Hence, a fundamental advancement in our research
could be to generalize and adapt our framework to equivariance with respect to sets
of transformations, instead of groups. A first step in this direction is made in [16].
We plan to devote further research to these issues.



Appendix A

Persistent Homology

In persistent homology, data are modelled in metric spaces. The usual first step
is to filter the data so to obtain a family of nested topological spaces that captures
the topological information at multiple scales. A common way to obtain a filtration
is by considering the sublevel sets of a continuous function, hence the name sublevel
set persistence. Let ϕ be a real-valued continuous function on a topological space X.
Persistent homology represents the changes of the homology groups of the sublevel
set Xt = ϕ−1((−∞, t]) varying t in R. We can see the parameter t as an increasing
time, whose changes produce the birth and the death of k-dimensional holes in the
sublevel set Xt. We observe that the number of independent 0-dimensional holes
of Xt equals the number of connected components of Xt minus one, 1-dimensional
holes refer to tunnels and 2-dimensional holes to voids.

If u, v ∈ R and u < v, we can consider the inclusion i of Xu into Xv. If Ȟ denotes
the singular or Čech homology functor, such an inclusion induces a homomorphism
ik : Ȟk(Xu)→ Ȟk(Xv) between the homology groups of Xu and Xv in degree k.

Definition A.0.1. The group PHϕ
k (u, v) := ik(Ȟk(Xu)) is called the kth persist-

ent homology group with respect to the function ϕ : X → R, computed at the
point (u, v). The rank rk(ϕ)(u, v) of PHϕ

k (u, v) is called the kth persistent Betti
numbers function (PBN) with respect to the function ϕ : X → R, computed at
the point (u, v).

Remark A.0.2. Let X and Y be two homeomorphic spaces and let h : Y → X be a
homeomorphism. Then the persistent homology group with respect to the function
ϕ : X → R and the persistent homology group with respect to the function ϕh : Y →
R are isomorphic at each point (u, v) in the domain. More precisely, the isomorphism
is the one that maps each singular homology class [c =

∑r
i=1 ai · σi] ∈ PH

ϕ
k (u, v)

to the homology class [c′ =
∑r

i=1 ai · (h−1σi)] ∈ PHϕh
k (u, v), where each σi is a

singular simplex involved in the representation of the cycle c. Therefore we can say
that the persistent homology groups and the persistent Betti numbers functions are
invariant under the action of the group Homeo(X) of all homeomorphisms from X
to itself.

Persistent Betti numbers functions can be completely described by multisets
called persistence diagrams. Another equivalent description is given by barcodes
(cf. [13]).
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Definition A.0.3. The kth persistence diagram is the multiset of all the pairs pj =
(bj , dj), where bj and dj are the times of birth and death of the jth k-dimensional
hole. When a hole never dies, we set its time of death equal to ∞.

The multiplicity m(pj) says how many holes share both the time of birth bj and
the time of death dj . For technical reasons, the points (t, t) on the diagonal are
added to each persistence diagram, each one with infinite multiplicity.

Each persistence diagram D can contain an infinite number of points. For every
q ∈ ∆∗ := {(x, y) ∈ R2 : x < y} ∪ {(x,∞) : x ∈ R}, the equality m(q) = 0 means
that q does not belong to the persistence diagram D. We define on ∆̄∗ := {(x, y) ∈
R2 : x ≤ y} ∪ {(x,∞) : x ∈ R} a pseudo-metric as follows

d∗((x, y), (x′, y′)) := min

{
max{|x− x′|, |y − y′|},max

{
y − x

2
,
y′ − x′

2

}}
(A.1)

by agreeing that ∞ − y = ∞, y − ∞ = −∞ for y 6= ∞, ∞ − ∞ = 0, ∞2 =
∞, | ±∞| =∞, min{∞, c} = c, max{∞, c} =∞.

The pseudo-metric d∗ between two points p and p′ takes the smaller value
between the cost of moving p to p′ and the cost of moving p′ and p onto ∆ :=
{(x, y) ∈ R2 : x = y}. Obviously, d∗(p, p′) = 0 for every p, p′ ∈ ∆. If
p ∈ ∆+ := {(x, y) ∈ R2 : x < y} and p′ ∈ ∆, then d∗(p, p′) equals the dis-
tance, induced by the max-norm, between p and ∆. Points at infinity have a finite
distance only to the other points at infinity, and their distance equals the Euclidean
distance between abscissas.

We can compare persistence diagrams by means of the bottleneck distance
(also called matching distance) δmatch.

Definition A.0.4. Let D, D′ be two persistence diagrams. We define the bottleneck
distance δmatch between D and D′ by setting

δmatch

(
D,D′

)
:= inf

σ
sup
p∈D

d∗ (p, σ (p)) , (A.2)

where σ varies in the set of all bijections from the multiset D to the multiset D′.

For further information about persistence diagrams and the bottleneck distance,
we refer the reader to [27, 22]. Each persistent Betti numbers function is associated
with exactly one persistence diagram, and (if we use Čech homology) every per-
sistence diagram is associated with exactly one persistent Betti numbers function.
Then the metric δmatch induces a pseudo-metric dmatch on the sets of the persistent
Betti numbers functions [15].



Appendix B

Bochner integral

Now we have to recall some concept and basic results from the Bochner integral
Theory (for further details, see [25, 43]).

Definition B.0.1. Let (E, ‖ ·‖) be a Banach space and (A,A, µ) a σ-finite (signed)
measure space. A function s : A→ E is called µ-simple function if it is of the form

s =
N∑
n=1

1Anxn,

where for any 1 ≤ n ≤ N , An ∈ A and xn ∈ E. The symbol 1An denotes the
indicator function of the set An, that is 1An(a) = 1 if a ∈ An and 1An(a) = 0 if
a 6∈ An.

Definition B.0.2. A function f : A → E is strongly µ-measurable if there ex-
ists a sequence (fn)n∈N of µ-simple functions pointwise converging to f µ-almost
everywhere.

Remark B.0.3. Let (A,A, µ) be a σ-finite (signed) Borel measure space. By Pettis’s
measurability Theorem (see [25]), if (E, ‖ · ‖) is separable, f : A → E is Borel
measurable with respect to the norm topology of E implies that f is strongly µ-
measurable. Hence, every continuous function f : A→ E is strongly µ-measurable.

Definition B.0.4. A function f : A → E is µ-Bochner integrable if f is strongly
µ-measurable and there exists a sequence of µ-simple functions sn : A → E such
that limn→∞

∫
A ‖sn − f‖ dµ = 0.

It follows that every µ-simple function is µ-Bochner integrable. Now, take f =∑N
n=1 1Anxn. We set ∫

A
f dµ :=

N∑
n=1

µ(An)xn.

One could easily check that this definition is independent of the representation of
f . If f is µ-Bochner integrable, the limit∫

A
f dµ := lim

n→∞

∫
A
sn dµ

exists in E and is called the Bocher integral of f with respect to µ. It is routine to
check that this definition is independent of the approximating sequence (sn)n∈N.
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Proposition B.0.5 A strongly µ-measurable function f : A → E is µ-Bochner
integrable if and only if

∫
A ‖f‖ dµ <∞. Moreover we have that∥∥∥∥∫

A
f dµ

∥∥∥∥ ≤ ∫
A
‖f‖ dµ.
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[12] G. Carlsson and R. Brüel Gabrielsson, Topological approaches to deep learning,
Topological Data Analysis (Cham) (Nils A. Baas, Gunnar E. Carlsson, Gereon
Quick, Markus Szymik, and Marius Thaule, eds.), Springer International Pub-
lishing, 2020, pp. 119–146.

[13] G. Carlsson and A. Zomorodian, The theory of multidimensional persistence,
Discrete Comput. Geom. 42 (2009), no. 1, 71–93.

[14] P. Cascarano, P. Frosini, N. Quercioli, and A. Saki, On the geometric and
Riemannian structure of the spaces of group equivariant non-expansive operat-
ors, arXiv preprint arXiv:2103.02543 (2021).

[15] A. Cerri, B. Di Fabio, M. Ferri, P. Frosini, and C. Landi, Betti numbers in mul-
tidimensional persistent homology are stable functions, Math. Methods Appl.
Sci. 36 (2013), no. 12, 1543–1557.

[16] W. Chachólski, A. De Gregorio, N. Quercioli, and F. Tombari, Land-
scapes of data sets and functoriality of persistent homology, arXiv preprint
arXiv:2002.05972 (2020).

[17] F. Chazal, D. Cohen-Steiner, M. Glisse, L. J. Guibas, and S. Y. Oudot, Proxim-
ity of persistence modules and their diagrams, Proceedings of the Twenty-Fifth
Annual Symposium on Computational Geometry (New York, NY, USA), SCG
’09, Association for Computing Machinery, 2009, p. 237–246.

[18] F. Chazal, D. Cohen-Steiner, L. J. Guibas, F. Mémoli, and S. Y. Oudot,
Gromov-hausdorff stable signatures for shapes using persistence, Computer
Graphics Forum, vol. 28, Wiley Online Library, 2009, pp. 1393–1403.

[19] S. Chowdhury, N. Clause, F. Mémoli, J. A. Sánchez, and Z. Wellner, New
families of stable simplicial filtration functors, Topology and its Applications
279 (2020), 107254.

[20] T. S. Cohen and M. Welling, Group equivariant convolutional networks, Pro-
ceedings of the 33rd International Conference on International Conference on
Machine Learning - Volume 48, ICML’16, JMLR.org, 2016, p. 2990–2999.

[21] D. Cohen-Steiner, H. Edelsbrunner, and J. Harer, Stability of persistence dia-
grams, vol. 37, 01 2007, pp. 263–271.

[22] , Stability of persistence diagrams, Discrete Comput. Geom. 37 (2007),
no. 1, 103–120.

[23] T. K. Dey, F. Fan, and Y. Wang, Computing topological persistence for simpli-
cial maps, Proceedings of the Thirtieth Annual Symposium on Computational
Geometry (New York, NY, USA), SOCG’14, Association for Computing Ma-
chinery, 2014, p. 345–354.



BIBLIOGRAPHY 69

[24] T. K. Dey, F. Mémoli, and Y. Wang, Multiscale mapper: Topological sum-
marization via codomain covers, Proceedings of the Twenty-Seventh Annual
ACM-SIAM Symposium on Discrete Algorithms (USA), SODA ’16, Society
for Industrial and Applied Mathematics, 2016, p. 997–1013.

[25] J. Diestel and J. J. Uhl, Jr., Vector measures, American Mathematical Society,
Providence, R.I., 1977, With a foreword by B. J. Pettis, Mathematical Surveys,
No. 15.
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