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ABSTRACT 

 

The main obstacles to HIV-1 eradication are linked to the viral ability to evade immune system and integrate 

into the host genome thus establishing a reservoir where virus is transcriptionally latent but able to replicate. 

The introduction of a combined antiretroviral therapy (ART) determined a major control of viral infection and 

spread in HIV-1 infected patients. Nevertheless, it cannot reach and eradicate the viral reservoirs. IFN action 

and RFs expression, dominant proteins that target multiple steps of the HIV-1 lifecycle, represent an early line 

of defence during HIV-1 infection. It is known that these proteins can interfere with viral replication by acting 

on different steps of viral cycle such as cellular entry and uncoating, reverse transcription, nuclear import, 

integration, budding and viral spread.  Because of their interplay with viral replication, and in particular with 

reverse transcription and integration which are essential steps for the onset of latency, we would like to study 

the relationship between restriction factors and the viral amount in latently infected cells. 

The first part of this project investigates the variations of the RFs expression levels in HIV-1 patients during 

the course of infection before and after ART administration by using Real Time qPCR. The immunological 

and virological (plasma HIV-RNA load and total HIV-DNA) parameters were analyzed on PBMCs from two 

cohorts of HIV-1 patients: 14 HIV ART naïve patients enrolled at diagnosis (T0) and followed at 4 (T1) and 

8 (T2) months after ART administration; 14 HIV treated patients with undetectable viral load. We observed a 

restoration of immunological conditions in all patients during ART.  HIV RNA load reached undetectable 

levels at 8 months (T2) as constantly observed in Group 1 during all follow-up period, while total HIV-DNA 

showed a decreased amount, but always detectable, after therapy in both groups of patients. Among the selected 

RFs (APOBEC3G, BST2, TRIM5α, MX2, SAMHD1, SERINC3/5, IFI16 and STING), APOBEC3G, MX2, 

SAMHD1, SERINC3 expression showed higher values in naïve patients and decreased levels after therapy 

(Group 1 at T2) and in TND patients. On the other hand, BST2, IFI16, SERINC5, STING and TRIM5α 

expression appeared to be reduced only after 8 months of antiviral treatment. 

Plasma levels of HIV-RNA showed a positive correlation between several RFs (APOBEC3G, SAMHD1, 

MX2, BST2, SERINC3, IFI-16).   

The second part of this study deals with the role of IFNs, in particular IFNα and IFNγ, and their role in the 

immune system disfunction that has been described during chronic inflammation associated to cancer, viral 

infection such as HIV-1, and autoimmune-disease. During the IFNs induction, RFs gene expression is induced 

as well as those of a second category of host proteins defined as Immune Check Point proteins (ICPs). ICPs 

are a group of inhibitory receptors expressed on the cellular surface of immune cells and trigger 

immunosuppressive signaling pathways leading to T-cell exhaustion an immune cells state of reduced effector 

function, sustained expression of immune checkpoint molecules (such as PD-1 and its ligand the PD-L1, 

TIGIT, LILRB2), poor recall responses. The major aim of this project is to assess the clinical meaning of ICPs 

expression in HIV-1 chronically infected patients to better characterized their involvement in immune system 



disfunction. We performed immunofluorescences tests on Total CD4+, CD8+ T-lymphocytes, Myeloid cells, 

derived from PBMCs of healthy donors, and their respective different population subsets in order to analyze 

the expression of markers associated to cellular activation and exhaustion (PD1, PD-L1, TIGIT and LILRB2) 

after 24 hours of IFNs stimulation. Despite stimulated T-cells did not show any significant differences 

compared to unstimulated one, myeloid cells and its different subsets appeared more susceptible to IFN 

stimulation as indicated by a percentage increment of cells that are positive for PD-L1 and LILRB2 compered 

to control. Moreover, PD-L1 MFI analysis showed that under IFN stimulation, the expression pattern of PD-

L1 on cellular surface is different between cells and the PD-L1 enhancement appeared mostly evident after 

IFN stimulation.  

RFs play pivotal roles during the early phases of infection, in absence of antiviral treatment and therapy might 

drive downregulation of RFs. Moreover, the role of ICPs during immune activation is relevant in the 

determination of chronic infection as HIV-1. Deeper understanding of the molecular mechanisms of regulation 

by these factors are necessary to assess their utility as a therapeutic strategy. Acting on IFN pathway, for 

example by administration of JAK-STAT inhibitors, could lead toward new therapeutic strategies that 

associate to ART, could be represent new approaches in HIV-1 cure. 
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Introduction 

The human immunodeficiency virus (HIV) type-1 is an RNA reverse transcribing virus belonging to the 

Retroviridae family, Orthoretrovirinae subfamily, genus Lentivirus. It was first described in the early 1980s 

when the first cases of acquired immunodeficiency syndrome (AIDS) were observed. Initially the infection 

was associated with men who have sex with men, then with drug users, people who received blood transfusions 

and finally the general population. The epidemic was rapidly spreading as one of the most devastating 

infectious diseases. The first clinical observations began in 1981 in the United States but only in 1983 that the 

HIV-1 was firstly isolated from patients with AIDS. Since its discovery, decades of intense research on the 

virus itself allowed its characterization, its interplay with the host, its pathogenesis and the development of 

approaches to test, treat and prevent HIV infection spread.  

The genomic analysis permitted the identification of HIV origins, diversity and evolution as the result of cross 

species transmission of Simian-Immunodeficiency virus (SIV). Soon after the isolation of HIV-1, the 

identification of CD4 molecule on T-cells surface , as the main receptor for HIV provided evidence that the 

main target of this virus is the immune system, in particular immune cells that express on the cellular surface 

the CD4 receptor and one (or both) of the two coreceptors, the CCR5 and the CXCR4, which allowed the viral 

internalization into the host and defined the viral tropism.  

The outcome of HIV infection in the last decades has been revolutionized by progress in the therapeutic 

strategies, which have transformed HIV infection from acute and fatal to a chronic disease: the introduction of 

a combined antiretroviral therapy (cART) has offered an increment of adult life expectancy and a prevention 

in the mother to child transmission of HIV.  Despite the introduction of cART, HIV remains a persistent 

infection that it is still difficult to eradicate and it is associated to chronic inflammation and immune activation 

that lead to the immune system disfunction. The continuing evolution of drug resistance among circulating 

HIV variants leads to the global challenge of viral eradication with the development of new therapeutically 

strategies.  

The latest data collected by UNAIDS revealed that 1.7 million of people were newly infected with HIV in 

2018 and 37.9 million are people living with infection. 770 thousand are people who died of AIDS related 

illness. Despite the new UNAIDS statistics, the new HIV infections have been reduced by 40% since 1997 and 

the AIDS related deaths have been reduced by more 56% since the peak in 2004 (https://www.unaids.org/en).  

The scientific progresses and the increasing access to therapeutic treatment are still going on and there is still 

lot of work to do to achieve total viral eradication.  

 

https://www.unaids.org/en
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Classification 

Epidemiological end genetic studies performed soon after HIV isolation, led to the classification of HIV into 

two types, HIV-1 and HIV-2, both associated with AIDS. Type1 and type 2 are genetically different in the 

30% of viral antigen expression. Moreover, while HIV-1 evolved to SIV isolated from Chimpanzee (SIVcpz) 

in the central African continent, the HIV-2 derived from an evolution of SIV isolated from Sooty Mangabey 

monkeys SIV infected (SIVsm) in the western African side where HIV-2 is largely represented between HIV 

infected population. Small percentages of HIV-2 infection are also registered in Portugal, France, Spain and 

South America. However, little is still known about HIV-2 infection. It is well characterized to be less virulent 

than HIV-1 with a longer asymptomatic stage and lower transmission rate (1).   

According to the HIV sequence database (https://www.hiv.lanl.gov/) different HIV subtypes were genetically 

described. In particular, HIV-1 includes 4 groups named respectively M-N-O-P.  

Group M is the “main” group of viruses in the HIV-1 global pandemic and the genetic clustering pattern of 

HIV-1 M group includes different subtypes and sub-subtypes that are labeled as A1-A2-A3-A4-A6-B-C-D-

F1-F2-G-H-J and K, each one representing different lineage of HIV and geographically distributed. M group 

contains also multiple circulating recombinant forms (CRF), deal with recombinant HIV-1 genomes that have 

infected more than three persons who are not epidemiologically related.  

Group N has only been identified in a few individuals in Cameroon and very few isolates have been identified 

and sequenced. N is sometime referred to different meanings as Not-M or Not-O as well as “new” group. 

HIV-1 group O is the “outlier” group and it contains very diverse viruses even if it is still rarely found. It is 

originated in a transmission to human from gorilla. Subtypes within the HIV-1 O group are not yet defined, 

although the diversity of sequences within the HIV-1 O group is nearly as great as those in the HIV-1 M group. 

Group P is a human isolate closely related to SIVgor.  

The existence of a subtype L in HIV-1 classification has been further described even if this isolate is not 

typically included in reference sequence alignments used to classify HIV sequences. Despite that, it remains 

possible that others L-strains might be circulating (2). 

HIV-2 is very distinct from HIV-1 and it includes group A-B-C-D-E-F and it appears that each group of HIV-

2 represent at least one separate transmission event from SIVsm to human. HIV-2 recombinants are rare and 

in 2010 a HIV-2 CRF was described (3).  

 

 

 

https://www.hiv.lanl.gov/
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Structure 

Viral genome 

 

 

Figure 1: HIV-1 genome organization (https://viralzone.expasy.org/) 

HIV genome is around 10 kb long and consists of two identical single-stranded RNA molecules that are 

enclosed within the core of the virus particle. The genome of the HIV provirus, also known as proviral DNA, 

is generated by the reverse transcription of the viral RNA genome into DNA, degradation of the RNA and 

integration of the double-stranded HIV DNA into the human genome. The DNA genome is flanked at both 

ends by LTR (long terminal repeat) sequences. The 5' LTR acts as the promotor region for transcription of  

viral genes and it encodes sequences for multiple transcription factors like NFkB, Sp1 and others. It further 

contains the Tat binding trans activating response (TAR) elements, relevant for the transcription of integrated 

HIV proviral DNA. In the direction 5' to 3' the reading frame of the gag gene follows, encoding the proteins 

of the outer core membrane, or matrix (MA, p17), the capsid protein (CA, p24), the nucleocapsid (NC, p7) and 

a smaller, nucleic acid-stabilising protein (p6). The gag reading frame is followed by the pol reading frame 

coding for the protease (PR, p12), reverse transcriptase (RT, p51) with RNase H (p15) and integrase (IN, p32). 

Adjacent to the pol gene, there is the env reading frame that the two envelope glycoproteins [ the gp120 (surface 

protein, SU) and the gp41 (transmembrane protein, TM)] are derived. In addition to the structural proteins, the 

HIV genome codes for several regulatory proteins: Tat (transactivator protein) and Rev (RNA splicing-

regulator) are necessary for the initiation of HIV replication, while the other regulatory proteins Nef (negative 

regulating factor), Vif (viral infectivity factor), Vpr (virus protein r) and Vpu (virus protein unique) have an 

https://viralzone.expasy.org/
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impact on viral replication, virus budding and pathogenesis. HIV-2 codes for Vpx (virus protein x) instead of 

Vpu, which is partially responsible for the reduced pathogenicity of HIV-2 (Figure 1).  

 

Particle structure 

 

 

Figure 2: HIV-1 virion structure and organization (https://viralzone.expasy.org/). 

The electronic microscopy was useful in order to characterize the viral structure of HIV-1. The virus appeared 

as enveloped, spherical to pleomorphic in shape, approximately 100 nm in diameter. Moving from the outsider 

to the inner part of the mature viral particle, the main elements that characterized its structure are the envelope, 

the matrix and the capsid forming the core shell that contains the viral core (Figure 2). 

The envelope is a lipid bilayer deriving from the membrane of infected cell when immature viral particle are 

budding from the surface. The envelope contains 72 knobs, the trimers of Env proteins composed by gp120 

and gp41, the surface and the transmembrane proteins, respectively. Other proteins are present and belong to 

the lipidic bilayer of infected cell.  

The envelop itself covers the capsid membrane which is formed by the matrix protein (MA, p17) that sustains 

the viral structure. During the HIV-1 lifecycle, the p17 localizes at the level of host membrane thanks to its N-

terminal portion where the presence of a myristic acid residue and the electrostatic interaction with the lipid 

elements of the bilayer.  

The viral core is composed by the viral capsid protein (CA, p24). The capsid itself surrounds the nucleocapsid 

made of viral genome associated with  other viral proteins, as the NC (p7 and p9), and different enzymes 

required during viral replication: two molecules of viral tRNA that triggers the viral reverse transcription, the 

protease, the integrase and polymerase reverse transcribing the two molecules of RNA into viral DNA.  

 

https://viralzone.expasy.org/
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Viral proteins  

 

Figure 3:  HIV-1 genome organization and gene coding viral proteins localization (4). 

HIV-1 genome encodes for several proteins that can be grouped into three categories based on their relevant 

roles: structural, regulatory and accessory (Figure 3 and Table 1). While structural and regulatory proteins are 

essential for HIV replication irrespective of the cellular context, accessory genes encode for proteins that can 

be dispensable for HIV-1 spread in ex vivo cell line cultures as they, among other functions, mediate the 

interaction of infected cells with the host immune system. Gag Env and Pol code for the main structural 

proteins including viral enzymes required during replicative lifecycle. Tat (transactivator protein) and Rev 

(RNA-splicing regulator) are necessary for the initiation of HIV replication and they are considered the two 

main regulatory proteins of HIV-1. The main accessory proteins are Nef (negative regulating factor), Vif (viral 

infectivity factor), Vpr (virus protein r) and Vpu (virus protein unique) have an impact on viral replication, 

virus budding and pathogenesis. They also have distinct patterns of temporal expression (5).  In the past decade 

it has become increasingly clear that the function of these non-enzymatic viral proteins is to modulate the 

cellular environment within infected cells to promote efficient viral replication, transmission and evasion from 

innate and acquired immunity as well as the counteraction of host cell barriers against retroviral replication 

(6–8). 
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Table 1. Overview of HIV-1 proteins and their function (9). 

Structural Proteins 

Gag proteins derives from the proteolytic cleavage of a common precursor, the Pr55Gag polyprotein that 

during the final step of viral lifecycle move towards the inner part of cellular membrane where it is cleaved in 

the two structural protein Matrix, the p17 (MA), p24 (CA) and the nucleocapsid (NC)  proteins p7 and p6. 

These events lead to important changes for the final steps of assembly and maturation of new viral particle. It 

was described that while MA proteins remain anchored at the inner layer of viral membrane, the CA proteins 

associate to form a shell surrounding the RNA/NC complex. Other two small peptides derive from the Pr55Gag 

proteolytic cleavage. Their roles in the viral biology is still unclear but it has been supposed that their presence 

in the Pr55Gag allow the proteolytic cut on the precursor polypeptide. They may also influence the correct 

assembly and morphogenesis in the viral particle.   

p17 protein drives the targeting of Gag protein towards the membrane as well as the Env glycoprotein 

incorporation and the first earlier events of viral internalization in the host. P17 presents also a nuclear 

localization sequence (NLS) whose deletion impair the viral replicative ability and the pre-integration complex 

(PIC) carriage into the host nucleus.  

p24 protein encloses the viral genomic RNA associated with the core proteins. It also plays a pivotal role in 

the viral assembly and maturation and during the first steps of viral lifecycle.  
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p7 proteins structure is characterized by the presence of CysX2-Cys-X4-His-X4-Cys (CCHC) that act as the 

zinc fingers domains which bind the DNA. As NC proteins it localizes in the core associated with viral RNA 

whom it drives the dimerization, reverse transcription and PIC stabilization. 

Finally, but still not well described, there is the p6 protein. Probably its role is associated with new viral particle 

budding and release as it was suggested the p6 truncation leads to an accumulation of virions at the level of 

cellular membrane.  

Viral enzyme 

Pol gene that lacks of the start codon, partially overlap Gag gene. The result is the synthesis of a 160 kDa 

polyprotein (Gag-Pol) derived from the fusion of Pol and Gag proteins (Pr160-Gag-Pol). Pol gene codes for 

the main viral enzymes: the protease (PR), the reverse transcriptase (RT) and the integrase (IN). 

The PR plays a pivotal role in the assembly and maturation of new virions whom events must be coordinated 

in order to produce viral particles highly infectious and thus a productive infection. An overproduction of PR 

proteins may be deleterious for the onset of a productive infection because a big amount of truncated products 

result by the proteolytic activity of this viral protein with consequently impaired of infectivity.  

The RT is fundamental for the onset of a reverse transcription reaction which allow the synthesis of proviral 

DNA starting from viral RNA. Indeed, RT acts as a polymerase RNA dependent. The molecular structure of 

this enzyme is represented by a heterodimer composed by two main subunits: the p51 (440-aminoacid residues) 

and the p66 subunit (560 aminoacid residues). p66 contains the main domain with RNase activity by which 

viral RNA of the complex RNA-DNA is degraded during the RT activity. 

Once the pro-virus entries within the nucleus, the third viral enzyme, IN, allows the integration of reverse 

transcription product into the host genome. The viral integration is an essential step for the onset of viral 

reservoir, a pool of latently infected cells ready to produce new virus, and it involves a series of controlled and 

well-defined mechanisms which can be summarized in three steps: first the IN-exonuclease activity acts by 

cutting the double strand of HIV-DNA; subsequently a cut is also performed on the genome of the infected 

cell creating a site for the insertion of the viral genome. Finally, the IN-ligase activity allows the formation of 

covalent bonds at the ends of the proviral DNA allowing integration of the virus into the host genome (10,11). 

This integration seems to be strictly determined by the state of the chromatin rather than by specific sequences: 

open and transcriptionally active regions seem to be a preferential target for the integration of the provirus  

within the nucleus (12).  

The envelope proteins  

Env proteins are coded by Env gene and they are the only surface proteins that constitute the envelope. Env is 

a heavily glycosylated trimer of 160 kDa glycoprotein (gp160) that is pivotal for viral binding and entry into 

the host cell. Once after its synthesis, gp160 move towards the Golgi apparatus where it is cleaved by a host 
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protease in to the two mains glycoproteins, the gp120 and gp41 heterodimers that form the spikes which are 

present on virion surface and triggers the interaction between host and virus. 

gp120 subunit is responsible for receptor binding and its structure contains two domains: the inner formed by 

five conserved regions (C1-C2-C3-C4-C5) and an external domain characterized by five variable loops (V1-

V2-V3-V4-V5). Among the conserved regions, the C1 and C5 bind the gp41, while C2-C3-C4 forms a 

hydrophobic core within the molecule structure. Variable regions are so called referring to its relative genetic 

heterogeneity. Each of the variable regions is comprised of a loop structure formed by a disulfide bond at its 

base, with the exception of V5. The variable loops lies predominantly at the surface of gp120 and plays critical 

roles in immune evasion and coreceptor binding, particularly the V3 loop which binds the coreceptor  

triggering the fusion membranes process. 

gp41 subunit is a membrane protein characterized by a cytoplasmic-transmembrane and an extracellular 

domain which drives the conformational changes relevant for the viral membrane fusion with cell membrane. 

The transmembrane portion anchors Env to host membrane while the N-terminal portion of gp41, thanks to a 

glycin-rich domain, triggers the fusion step between membranes. During the fusion mechanism, the central 

region of gp41 assumes an helicoidal structure, defined as TM-core, that it is not present in the native structure 

of this domain before viral binding and fusion.  

Regulatory proteins 

Tat protein is a small protein of 14kDa of 86 to 103 amino acids residues. Tat is encoded by two exons spliced 

together but while the first is conserved, the second exon is not as well conserved as the first one and it contains 

the arginine-glycine-aspartic acid sequence (RGD) that allows Tat interaction with surface proteins such as 

integrins. Tat is a protein with several domains. Among them, the hydrophobic core motif is pivotal for Tat 

transactivating activity through its binding to transactivation response RNA element (TAR) of new HIV 

genomic RNAs. By using other domains, Tat localizes to the nucleus, binding of Tat to TAR element, and the 

internalization of Tat protein into bystander cells by its interaction with surface proteins such as heparan sulfate 

proteoglycans (13).  

During viral replication, after viral DNA integration and transcription, Tat controls HIV transcription. In 

particular once transcription starts, the first transcription events triggered by RNA Polymerase II leads to the 

production of short transcripts that are translocated to the cytoplasm where they are translated into Tat and 

Rev proteins. Newly translated Tat enters the nucleus to activate RNA Polymerase II and drives transcription 

elongation by binding to P-TEFb, a complex made up of CDK-9 and Cyclin T1. Thus, Tat proteins complexed 

with P-TEFb bind the TAR element and increase processivity of RNA Polymerase II. Tat can be released from 

infected cells and taken up by both uninfected and HIV-infected cells mimicking the transcriptional and 

cytotoxic effects of the protein. The current cART prevents the transcription and/or synthesis of Tat protein. 

Tat uptake has been shown to activate transcription factors like Sp1, NF-kB, modulate the expression of both 

HIV and host genes as well as different pro-inflammatory cytokines (like TNF-a, CCL2, IL-2, IL-6, and IL-
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8), adhesion molecules and sometimes, pro- and anti-apoptotic factors upregulated by these transcription 

factors via Tat activities. Soluble Tat, in the absence of the virus, has been shown to cause: induction of 

apoptosis, release of neurotransmitters, oxidative stress, and inflammation (13). 

 

Rev is a small regulatory protein of 16 kDa, with 116 aminoacids. As Tat, Rev plays a pivotal role during 

productive infection: it binds a specific sequence, the Rev Response Element (RRE), on neosynthesized viral 

transcripts and the RRE-Rev complex itself binds to Crm1 cellular factors to induce the transport of viral 

transcripts from the nucleus to the cytoplasm. Thanks to a specific arginine-rich region as NLS and a leucine-

rich portion that act as a NES (nuclear export sequence) Rev acts as a shuttle for new viral transcripts: NLS 

associated with the importin-B and other factors, allow the re-internalization of Rev in the nucleus, while NES 

triggers its release by interacting with CRM1 protein.   

Accessory proteins 

Vpu is a small accessory protein of 16 kDa and it is a 77-86 amino-acids membrane associated protein. Vpu 

was initially identified as the product of an open reading frame (ORF), referred as the U ORF located between 

the first exon of the tat and env genes of HIV-1. Its expression is coordinated with the translation of Env.  

As a membrane protein, Vpu is characterize by a short luminal N-Terminal domain, a single transmembrane 

(TM) spanning domain and a charged C-Terminal hydrophilic domain that extends into the cytoplasm. Vpu is 

largely expressed on intracellular membranes, which correspond to the ER, the trans Golgi as well as 

endosomal compartments. This small accessory protein exerts two relevant roles during HIV-1 replication. 

First, Vpu induces a rapid degradation of newly synthesized CD4 receptor molecules in the ER via the 

ubiquitin-proteasome system. In addition to its effect on CD4 catabolism, Vpu promotes the release of progeny 

virions from HIV-1- infected human cells by counteracting Tetherin, a host restriction factor that strongly 

inhibits the release of virions from the host cell surface (14). It is well established that Vpu, which is expressed 

late during the virus life cycle, acts on newly synthesized CD4 molecules in the ER (15). Besides its role in 

CD4 ubiquitination and dislocation across the ER membrane so that receptor molecules can be accessible to 

the cytosolic proteasome, there are further evidence that Vpu retains CD4 in the ER (16). It was initially found 

that Vpu was targeting CD4 molecules that were retained in the ER through formation of a complex with Env. 

In a recent study the role of HIV-1 infection in loss of peroxisomes in macrophages and brain tissue has been 

described. It has been shown that Vpu is necessary and sufficient for the induction of microRNAs that target 

peroxisome biogenesis factors. The ability of Vpu to downregulate peroxisome formation depends on the 

Wnt/_-catenin pathway. Thus, in addition to  revealing a novel mechanism by which HIV-1 uses intracellular 

signaling pathways to target antiviral signaling platforms (peroxisomes), we have uncovered a previously 

unknown link between the Wnt/_-catenin pathway and peroxisome homeostasis (17). 

Nef is a small protein of 27 kDa acts as protein adaptor without enzymatic activity to hijack central host cell 

transport and signal transduction pathways and to optimize virus spread in the infected host. An important 

aspect of these activities is the re-routing of transmembrane receptors (such as the HIV entry receptor CD4 or 
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major histocompatibility complex (MHC)-I molecules) as well as peripheral membrane proteins (such as Src 

family kinases) from the plasma membrane to intracellular membrane compartments . In addition, Nef also 

impairs host cell actin dynamics and motility, drives the release of extracellular vesicles, and has been 

implicated in the regulation of cell survival. Nef elevates the infectivity of virus particles, an activity that 

provided an intuitive link to the observation that the viral protein elevates viral titers in infected host by several 

orders of magnitude. The effect of Nef on virion infectivity was detected in single round infection assays in 

which wild-type HIV-1 was two-to-tenfold more infectious than the HIV-1Dnef counterpart. This effect 

required the presence of Nef in the producer but not the target cell or the virion itself and was due to an effect 

on the infectivity of HIV-1 particles and not the amount of particles released from the producer cells. Which 

step in the viral life cycle is facilitated by Nef remained somewhat controversial: most studies detected a 

positive effect of Nef on early post entry events without enhancement of fusion, other studies reported a mild 

effect of Nef on the fusion of HIV-1 particles with target cells. A caveat for the relevance of the Nef effect on 

infectivity was that it was relatively mild (two-to-tenfold fold depending on the producer cell used). This 

changed when Pizzato and Göttlinger described a clone of Jurkat E6.1 cell that, when used for virus production, 

revealed an up to 100-fold enhancement of virion infectivity by Nef. In this system, the effect of Nef on virion 

infectivity depended on the GTPase dynamin 2, clathrin and the AP-2 adaptor complex, indicating that Nef 

may affect virion infectivity by modulating host cell endocytic trafficking (6). 

Vpr is a 14 kDa protein that is necessary for optimal replication in macrophages where it enhances infection 

and increase viral burden in tissue where macrophages reside, but it also facilitates viral replication in CD4+ 

T-cells. Vpr is packaged into the virion in large quantity by interacting with the P6 region of viral Gag precursor 

(18,19), localizes to the nucleus (20) and it was observed that it may enhance early viral replication events and 

its role continues into late stages in the HIV replication cycle (21). Vpr is known to play multiple roles at 

different stages of HIV-1 viral life cycle such as arresting the cell cycle at the G2/M phase, increasing the 

activity by regulating apoptosis (22) by hijacking E3 ubiquitin ligases. Thus, Vpr targets multiple cellular 

proteins to proteasomal degradation and in consequence causes global remodeling of the cellular proteome 

(23). In this context, recently was further described that Vpr blocks autophagy earlier after HIV-1 entry. In 

infected CD4+ T cells, autophagy is an anti-HIV -1 process and its block allows HIV-1 replication. Vpr coming 

from the viruses decreases autophagy triggered during viral entry. Interestingly, Vpr decreases the expression 

of three ATGs, LC3, Beclin-1 and BNIP3, at their transcriptional level. Furthermore, Vpr induces the 

degradation of the transcription factor FOXO3a (21). 

Vif is a small accessory protein of 23 kDa and its role is strictly associated to the host restriction factors 

APOBEC3 (A3). Indeed, Vif role is relevant in the production of mature virions highly infectious as well as it 

promotes degradation of the antiviral A3 proteins through the host ubiquitin proteasome pathway to enable 

viral immune evasion. It was infact observed that in the absence of Vif, A3 family members are encapsidated 

into HIV virions and inhibit viral replication primarily by deamination of cytidines to uridines in the viral 

complementary DNA during reverse transcription (24,25). The resulting hypermutation renders the viral 

infection nonproductive. It was further observed that the correct recruitment of A3 by Vif required the Vif 
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interaction with the specific cellular cofactor core binding factor (CBF)-β (26). Recently, proteomic analysis 

have been obtained in order to perform a comprehensive time course analysis of viral and cellular proteins 

during HIV infection and clusters of proteins have been identified according to their patterns of temporal 

expression regulated by HIV, including candidate resistance/restriction factors and HIV accessory protein 

targets. It was observed that other proteins as A3 would be Vif targets and demonstrated Vif-dependent 

remodelling of the cellular phosphoproteome during HIV infection (5). 

Hiv-1 replication cycle 

HIV-1 life cycle consists of several steps that occur sequentially and require the presence and the activity of 

both viral and cellular factors to be completed. Similarly to other viruses, HIV-1 replication can be divided 

into two phases: an early phase, including entry, uncoating, reverse transcription and integration into host 

genome, and a late phase, which includes the events leading to viral particle production, namely transcription, 

and production and release of new virions (27–29) (Figure 4).  

 

 

Figure 4 : Diagram showing the replication cycle of HIV-1 (30) 

 

Early phase  

Entry and uncoating 

HIV-1 entry in the host cell is a complex mechanism that starts with the contact between the viral receptor Env 

and cellular membrane to culminates with the release of the virus nucleocapsid into the cytoplasm. The first 
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contact between the viral and the cellular membranes is mediated by electrostatic forces, resulting from the 

interaction between Env and various cell attachment molecules such as the negatively charged heparin sulphate 

proteoglicans and the α4β7 integrins (31–33). The fusion between viral and cellular membranes occurs in two 

steps: initially, the gp120 molecule binds to the cellular receptor CD4 inducing a conformational change that 

exposes the domains responsible for the interaction with the co-receptor molecule. Subsequently, the 

engagement of the co-receptor exposes the gp41 fusion peptide, which is finally responsible for the apposition 

and fusion of the membranes. 

In addition to cell-free virus infection, cell-to-cell transfer of virions represent an alternative mechanism for 

viral spread. Cell-to-cell transmission requires close proximity between the cells harboring the virus and the 

uninfected target cell. Physical connection between donor and target cells occurs via the formation of an 

organized membrane structure, referred as virological synapse, as well as via the establishment of membrane 

protrusions, or via generation of cell syncytia. This route of entry is more rapid and efficient than fusion of 

cell-free virions, because it avoids the early steps of attachment, and, importantly, it allows evasion of humoral 

immune response (34). Although cell-to-cell spread of HIV-1 was initially described in CD4+ T cells, infected 

macrophages have been also shown to efficiently transmit virions to T cells via the same mechanism (35). 

Furthermore, trans-infection of T cells has been observed following the contact with dendritic cells, which are 

able to capture the virions and transfer them to target cells through cell-to-cell contact, despite being resistant 

to HIV-1 infection (35,36). 

Irrespectively of the route, the entry process results in the release of the viral capsid into the cytoplasm. An  

efficient infection requires the correct dissociation of the capsid protein (CA) from the HIV-1 core (37). While 

initial observations suggested that uncoating was a passive process taking place immediately after entry 

(38,39), it is now known that the organized lattice made by CA plays a pivotal role in the trafficking of the 

particles to the nucleus. Several reports have shown that CA is essential for reverse transcription as well as for 

integration of viral genome, supporting the notion that disassembly of the capsid does not occur immediately 

after membrane fusion (40,41). Currently, there are two models that describe the uncoating stage: according 

to the first, the intact capsid docks at the nuclear pore where reverse transcribed genome is translocated inside 

the nucleus (40); according to the second, the capsid loses integrity during the trafficking from the cellular 

membrane to the nuclear pore and only some CA molecules that are associated with the viral ribonucleoprotein 

are retained. The cytoplasmic uncoating is supported by dependence of the process on microtubule stability 

(42–44) and by recent observations, made using live-cell imaging approach in combination with fluorescently 

tagged markers, showing that uncoating takes place in the cytoplasm in the first thirty minutes after entry (45).  

Reverse transcription  

Following entry, the establishment of a productive infection requires the conversion of the single stranded (ss) 

RNA genome into a double-stranded (ds) DNA. This reaction occurs within the reverse transcription complex 

(RTC) and is catalysed by the viral reverse transcriptase (RT). RT is a heterodimer composed by two subunits: 



17 
 

p51 and p66, containing the two catalytic domains responsible for the polymerase and the RNase H activity of 

the enzyme.  

Reverse transcription proceeds through three main steps: synthesis of the (-) strand cDNA, digestion of the 

RNA template, and synthesis of the (+) strand DNA. Synthesis of the (-) cDNA starts from a tRNA associated 

to the viral RNA, which acts as a primer for RT, and proceeds towards the 5’ end. The ends of the ssRNA 

genome are characterized by the presence of a specific motif made of a repetitive region (R), which is identical 

for the 5’ and the 3’ end, and a unique region, which differs between the 5’ end (U5) and the 3’ end (U3). By 

annealing to the R sequence at the opposite end of the template RNA, the newly synthetized cDNA is 

transferred from the 5’ end to the 3’ end, where synthesis of (-) strand is resumed. Once (-) strand DNA is 

completed, the RNAse H domain of RT removes the RNA template from the hybrid duplex. The RNA 

molecule is not degraded in correspondence of two purine rich tracts of the genome (Polypurine tracts, PPTs), 

which are resistant to RNAse H activity. This PPTs serve as primers for the synthesis of the (+) strand RNA 

and are removed subsequently. Following the degradation of the tRNA primer at the 3’ end of the (-) strand 

DNA, a second strand transfer occurs which transfers the incomplete (+) DNA from the 3’ to the 5’ of the 

DNA template, allowing to complete the synthesis of the ds molecule (46–48). 

Because of the two strand transfers, the motifs flanking the DNA produced by reverse transcription are longer 

than the ones of the RNA template, each one containing the U5, R, and U3 tracts. These regions, called long 

terminal repeats (LTRs), include the elements that will be required for viral transcription once the viral DNA 

is integrated, such as the viral promoter and polyadenylation tract (49). 

Reverse transcription is crucial for the spread of the disease as it is responsible for sequence variation, one the 

key mechanisms that allow the virus to escape to immune response and antiretroviral therapy. HIV-1 variability 

mainly results from the error-prone nature of reverse transcription. Indeed, RT lacks proofreading activity, and 

thus dsDNA generated by reverse transcription is highly mutated compared to the RNA template (46,50). 

Furthermore, since the strand transfers can occur also between two different RNA templates, the process can 

generate recombinant ds molecules (51–54).  

The late steps of the reverse transcription process are characterized by the transitions of the RTC into the 

preintegration complex (PIC) (46), the nucleoprotein complex which is responsible for the translocation of the 

dsDNA viral genome to the nucleus and for its integration. RTC already includes integrase (IN), the viral 

enzyme that catalyses integration of the viral DNA into the host genome. Interestingly, it is has been recently 

demonstrated that the presence of IN within the RTC is required to complete reverse transcription. Tekeste et 

al showed that mutations affecting the RT-binding site of IN prevent HIV-1 replication by blocking the early 

stages of reverse transcription, indicating that the RT-IN interaction is functionally relevant for RT activity 

(55). 

Integration  

The hallmark of retrovirus replication is the integration reaction, which consists in the insertion of the viral 

DNA into the host genome. The first step of this process is the translocation into the nucleus of the PIC, the 



18 
 

ribonucleoprotein complex containing the newly generated viral dsDNA (56,57) bound to a variety of viral 

and cellular factors, which are responsible as whole for viral genome stabilization and translocation, as well 

as for the integration reaction (58,59). 

Because of their size, PICs cannot cross the nuclear membrane by diffusion, instead they are actively driven 

through the nuclear pores via the interaction with multiple components of the nuclear pore complex (NPC) 

(64,68).Several authors have identified the binding site of factors required for nuclear import in a pocket 

formed by the juxtaposition of the N-term and C-term domains of CA (62,67,68). 

Integration starts within the PIC while the complex is translocated from the cytoplasm to the nucleoplasm. A 

tetramer of four IN molecules binds the viral DNA and removes several nucleotides from the 3’ of each end 

of the strands. In order for the reaction to proceed further, the 3’ ends must be processed to generate CAOH 

overhangs, which serve as nucleophiles for the subsequent steps of the reaction. Within the nucleus, the CAOH 

overhangs invade the target host DNA producing a hybrid duplex molecule. Integration is then completed 

through the action of cellular repair enzymes, which fill the single strand gaps at the 5’ ends of the viral DNA 

to the phosphates of the target genome, generating the HIV-1 provirus (69,70). Linear DNA is the only 

substrate allowing proper formation of the provirus; however, integration can generate defective byproducts 

such as the circular forms 1-LTR and 2-LTR. 2-LTR circles are generated by the activity of the cellular repair 

system, whereas 1-LTR circles can result from defective reverse transcription, auto-integration from the 

rearrangement of circular forms, or homologous recombination between 2-LTR circles. 

Unintegrated circular forms of HIV-1 are present prominently in the nucleus and can be considered as markers 

of the active transport of the PIC into the nucleus (61,71,72).  

Late phase 

Transcription and translation  

Once the genetic material of the virus is integrated, the viral cycle proceeds to the late phase, which includes 

transcription and translation of the viral proteins, and assembly and release of new virions. Transcription from 

the provirus depends on the concerted action of viral and cellular factors and co-factors which regulate the 

activity of the 5’ LTR, the viral promoter. Sufficient levels of activating transcription factors and the presence 

of a permissive chromatin landscape are both critical for transcription initiation (73). Even in presence of an 

environment favoring transcription initiation, initially only short messengers are produced, because of the rapid 

dissociation of the RNA polymerase from the DNA template (74). Production of the full length viral 

messengers occurs only after successful translation of the viral transactivating factor, the regulatory protein 

Tat. Tat binds to a stem loop on the nascent transcripts and recruits a group of cellular factors ad cofactors, 

known as the Super Elongation Complex that enhances RNA pol II processivity allowing completion of 

transcription. This mechanism allows the production of unspliced (9 kb) and partially spliced (5 kb) RNAs, 

which encode the polyprotein precursors and are packaged in the newly generated capsids as genomic RNA.  
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Large intron-containing transcripts such as the ones generated by HIV-1 transcription are not translocated to 

the cytoplasm by the cellular systems, which instead tend to process them further leading to their degradation. 

To overcome this problem and export unspliced and partially spliced RNAs, HIV-1 encodes an additional 

regulatory protein, Rev. Rev binds a cis-acting structure present on viral transcripts, the Rev Response Element 

(RRE) and guides their translocation to the cytoplasm through its nuclear export sequence. In the cytoplasm, 

the unspliced mRNAs are translated to produce the polyproteins Gag and Gag-Pol, which eventually will give 

rise to the structural and enzymatic components of the virion, whereas translation of the partially spliced 

mRNAs will result in the production of the virus envelope. The viral enzymes RT and IN are packaged as 

domains within the Gag-Pol polyprotein, which is generated when translating ribosomes shift into the −1 

reading frame at a site near the 3′ end of the gag open reading frame, and then go on to translate the pol gene. 

While high-level HIV-1 transcription results in productive infection, the virus may also exist in a latent state, 

in which the provirus is present in a transcriptional inactive state. After integration, viral transcription depends 

on the balance between the cellular mechanisms that regulate gene expression. Position of integration has been 

considered a major player in the establishment and maintenance of HIV-1 latency. Nevertheless the diverse 

nature of the mechanism regulating gene expression has prevented the identification of a unique chromatin 

signature for latent integrants (75,76). Indeed, several authors have shown that silent proviruses are mapped in 

inactive regions, such as centromeres and heterochromatic regions, while productive integration events 

generally tend to occur in transcriptionally active regions of the genome (77–82). On the other hand, integration 

into highly transcriptionally active regions has also been associated with latency through a mechanism referred 

as transcriptional collision, by which ongoing RNA pol II activity on the host gene prevents the assembly of 

the transcriptional machinery at the 5’ LTR thus blocking production of viral messengers (83–85).  

Binding sites for a number of transcription factors have been found along the 5’ LTR (86), including NF-B, 

AP-1, and Sp-1 which have been shown to be crucial for viral replication (87,88). Segregation of these 

transcriptional regulators in the cytoplasm frequently occurs in metabolically inactive cell populations such as 

CD4+ T cells (89), which represent the most clinically relevant population harbouring latent proviruses 

(90,91). Likely, the lack of transcriptional activators in the nucleus of these cells contributes to shift the balance 

towards latency at the 5’ LTR (92–94). 

Virus assembly, budding and maturation  

Assembly, budding and maturation are the last three phases of HIV-1 life cycle that lead to the release of 

infectious viral progeny.  

During assembly, the components of the viral particle, including genomic viral RNA, Gag and Gag-Pol 

polyproteins as well as Env trimers, are packaged at the plasma membrane. Assembly constitutes a highly 

coordinated process through which Gag, Gag-Pol, Env, and viral RNA all come together on a concentrated 

location on the plasma membrane in order to form the new infectious particles. Assembly may take place in 

specialized membrane domains, known as detergent resistant domains (DRMs) (95–97). Recruitment of viral 
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components at these sites is mediated by the myristylated N-terminal domain of Gag and Gag-Pol polyproteins 

which binds the phosphatidyl inositol (4,5) bisphosphate (PIP2). Viral genomic RNA associates to Gag in the 

cytoplasm, via the interaction between the NC domain of Gag polyprotein and the RNA encapsidation signal 

sequence ()(98–100). Besides binding to NC, viral RNA interacts also with a highly basic region of the MA 

domain, determining an increase in the affinity of Gag for lipid rafts (101). This latter interaction is lost at 

plasma membrane, where the conformational changes induced by binding of PIP2 and Gag multimerization 

displace the RNA from the MA region, allowing a tighten interaction between the myristic acid and the 

membrane phospholipids (102,103).  

Contrary to the other components of the virion, Env is assembled in trimers into the plasma membrane in a 

Gag-independent fashion. Env transcripts are translated as a 160-kDa membrane glycoprotein precursor 

(gp160) by ribosomes associated to the ER, resulting in the incorporation of the protein in the membranes of 

the secretory pathway. While travelling from the ER to the membrane, gp160 undergoes several post-

translational modifications including cleavage into its two functional domains and assembly in trimeric 

complexes. The Env trimers on the plasma membrane are subsequently internalized and directed to the 

endosomal recycling compartment, where Rab11-FIP1C and Rab14 subsequently direct their outward 

movement to the particle budding site.  

Progression to virion budding starts with the arrangement of Gag in spherically shaped immature particles 

underneath the regions of the plasma membrane harbouring Env trimers. Subsequently, the cellular endosomal 

sorting complexes required for transport (ESCRT) machinery promotes the membrane remodelling required 

for to fission and release of newly synthetized virions.  

Budding virions are released in an immature form and require proteolysis of their components to achieve 

infectivity. Cleavage of the polyproteins in their mature constituents is mediated by the protease domain of 

Pol, which initially cleaves itself out from the Gag-Pol precursor through an autocatalytic reaction. Activation 

of the protease domain requires its dimerization and depends on the correct stoichiometry of Gag-Pol 

precursor, being induced by the increasing concentration of Pol within the developing virion but inhibited by 

its overexpression (104). Sequential proteolysis of Gag then releases the single structural components of the 

virion and triggers a number of conformational changes resulting in the condensation of the viral genome and 

reorganization of the capsid in a conical shaped particles, ultimately converting the virion into a particle that 

can enter and replicate in a new host cell.  

Pathogenesis  

The pathogenesis of HIV-1 infection is the result of a highly dynamic interplay between virus life cycle, host 

cellular environment and the immune responses via the cell-mediated and immune-mediated reactions 

(28,105,106). 

The evolution of HIV-1 infection is characterized in almost 95% of cases by a marked reduction of T-cells 

thus leading to death. Infection can be divided in two main phases: primary acute infection and late infection.  
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Transmission occurs generally across mucosal surfaces or by direct inoculation and primary HIV-1 infection 

starts when the host is infected for the first time and culminate in the seroconversion, when non neutralizing 

antibodies are produced. This first phase is characterized by a viremic peak associated with a relevant decline 

in CD4+ T-cells and there are evidences that HIV-specific cytotoxic CD8+ T-lymphocytes limit the viraemia 

(107–109). Viral replication leads to loss of CD4+ T-cells, which could be due either to increased cell death, 

or to reduced production, or both. The increased turnover of both CD4+ and CD8+ T cells in HIV-1 infected 

subjects compared to controls supports the killing of virally infected cells by HIV-specific CTL as a leading 

hypothesis for CD4+ T-cell decline in HIV infection. However, the direct relationship between plasma viral 

load and rate of CD4 decline suggests that viral replication also contributes, directly or indirectly, to CD4 loss. 

The balance between viral replication and the antibody response pinpoints the late stage of HIV-1 infection 

where an increased rate of CD4 loss and expansion or broadening of the viral tropism (by a switch in co-

receptor usage from CCR5 to CXCR4) occur. Thus, the absence of an efficient antiretroviral therapy leads the 

HIV-1 infected individuals to death by the development of a series of opportunistic infections that immune 

system is unable to control and eradicate because deeply compromised. 

 

In the following graph (Figure 5) is depicted the trend of plasmatic viraemia and T-cells count during the cours 

of infection. 

 

Figure 5: Natural history of untreated HIV infection and changes after antiretroviral therapy (105). 

 

When a virion infects its target cell, unrestrained viral replication occurs during the first two weeks and new 

virions disseminate in all tissues and organs. During this phase, called window period, viraemia is still not 

detectable, immune response occurs, and the infected subject appears asymptomatic.  

The acute phase arises between the second and the fourth weeks of primary infection and it occurs when the 

plasmatic viraemia significantly increases (around 107 copies of viral RNA/ml) and the number of infected 

CD4+ T-lymphocytes grow in blood and lymphnodes. Symptoms like fever could occurs and the onset of 



22 
 

immune response appears during the peak of viraemia. At this time the immune activation leads to the 

production of antibodies against viral proteins and the cytotoxic CD8+ T-lymphocytes response against 

antigens expressed in infected cells. Probably the viraemia peak depend on the combination of different factors: 

the absence of an early immune response and the existence of an higher number of CD4+ T-lymphocytes 

activated after pathogen recognition resulting, however, deleterious for infected individuals because activated 

T-cells are the main target during HIV-1 pathogenesis.  

The acute phase is followed by an intense reduction of viraemia thanks to both immune system, which partially 

controls the infection, and to T-lymphocytes reduction, as the main target of HIV-1. As far as concern the 

CD4+ T cells, there is a rapid reduction of this T-cells subtype that ends when the viraemia reaches its peak. 

After that, there is a partial CD4+ T-cells recovery. 

Chronic infection, also defined as clinical latency that lasts from one to 20 years, starts with the mild recovery 

of CD4+ T-lymphocytes followed by a slow and constant decline associated to the increased plasmatic 

viraemia. During this stage of infection, patients are still able to prevent other opportunistic infection as well 

as the immune system is still able to block or limit the onset of infections by other pathogens.  

Neutralizing antibodies production starts after three months from the infection onset. However, one of the 

hallmarks of HIV-1 is its ability to evade immune system and to be a fast-evolving virus. Thus, antibodies are 

not able to protect the host in the long term. (105,110). 

When the CD4+ T cells count drastically reduces below the 200 cells/µl, infected individuals enter in the final 

phases of HIV-1 infection where the reduced cell-mediated immunity leads to a wide range of opportunistic 

infections and cancers. This coincides with the onset of AIDS, acquired immunodeficiency syndromes (111). 

It has been hypothesized and demonstrated that the first target infected by HIV-1 is a memory CD4+T 

lymphocytes that express the CCR5 coreceptor. These cells are the main viral target because the most 

abundant, especially in the mucosal lamina propria. Viral replication in mucosa is crucial for the infection 

transmission and spread towards other body districts. In the mucosal district where virus firstly replicate and 

disseminate, the majority part of CD4+ T cells are memory subtypes which expresses high levels of CCR5 

coreceptor than the CXCR4, mostly expressed by the naïve lymphocyte subpopulation. It has been further 

described that CCR5 coreceptor expression appeared increased during HIV-1 infection and immune system 

activation meanwhile the CXCR4 decreases. Moreover, CD4+T cells that do not express markers of activation, 

are able to support high levels of viral replication in the GALT (Gut Associated Lymphoid tissue).  

CD4+ T lymphocytes are not the only viral target. The CD8+ T-cells, Natural Killer (NK) and Dendritic Cells 

(DCs) have been described as other cellular targets as well as the main cells that play a pivotal role in the viral 

dissemination through the “immunologic synapsis”, a strategy of infection spread by which new viral particles 

infect new cells without budding from cellular surface. Monocytes infection has been also described. In 

particular, the infected monocytes migrate to body district and differentiate into macrophages. This strategy, 
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well known as the “trojan horse” is a way by which HIV-1 reach the nervous system and onsets a reservoir. It 

has been described the existence of HIV-1 different macrophages-tropic strains in the nervous system able to 

infect microglia and the perivascular macrophages, the trojan horse (112,113).  

Diagnosis  

Several tests have been developed for the diagnosis and monitoring of HIV-1 infection. In particular the Italian 

guidelines (http://www.salute.gov.it/portale/hiv/dettaglioContenutiHIV) adopt two diagnostic strategies to 

detect virus in plasma samples. The first one, defined as first level tests or tests of screening, are based on the 

immune-assay technology by which viral antigens and antibodies are detected. Currently, the test of fourth 

generation are used in several laboratories qualified in the HIV-1 diagnosis. The combination of antigens and 

antibodies in the same test has the advantage of detecting the infection even when no antibodies have been 

produced, as occurs during the window period, when there is still no antibody response, or in some cases of 

immunosuppressive patients. A positive or uncertain result must be confirmed by a second test, usually  

western blot followed by an additional test based on molecular assay such as the Real Time RT-qPCR, as 

mentioned in the Italian guidelines. Moreover, a further test could be included to verify the time of infection. 

This test, defined as avidity test, allowed to distinguish between recent infection (less than 6 months after the 

estimated time of infection) and previous infection (more than 6 months after the estimated time of infection) 

with the aim to start promptly the antiretroviral therapy, reduce the plasmatic viraemia and prevent the risk of 

viral spread and infection in healthy population. Meanwhile, sequencing analysis are further performed on 

viral strain isolated from blood sample of the infected individual to identify the existence of genetic variants 

on HIV-1 genome that lead to the development of drug resistance at the antiretroviral therapy. 

Immunological diagnosis is based instead on the lymphocytes counts. In particular, the amount of CD4+ T-

cells is considered a marker of prognosis associated to the clinical progression of HIV-1 infection (a too low 

CD4+ T-lymphocytes percentage is associated to a faster disease progression) and to therapy efficacy. The 

CD4+ T-cells recovery after the antiretroviral therapy beginning has been associated to their nadir value, aging 

and coinfections (114–116).  

Another relevant parameter followed during the follow up of HIV-1 infected patients under antiretroviral 

therapy administration, is the CD4+/CD8+ ratio because considered as an index of immune system restoring. 

Before therapy administration, patients are characterized by an inverse ratio that only in few cases of infected 

individuals appeared to be restored (117,118) . 

Based on immunological and virologic parameters, two different categories of patients have been described as 

individuals with an atypical pattern of infection: the elite controllers (ECs) and the post-treatment controllers 

(PTCs). These patients are described as individuals able to control the viral infection although the viral and 

host mechanisms involved are still unclear. ECs are able to maintain viral replication and viraemia under 

undetectable levels for prolonged period in the absence of antiretroviral therapy (119). They are 1% of infected 

http://www.salute.gov.it/portale/hiv/dettaglioContenutiHIV
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population and are characterized by an higher number of CD4+ T lymphocytes and a slower progress of HIV 

infection. Viraemia is under detection limit with available tests validated for the diagnostic routine, but it 

appears detectable by using a cell associate RNA and proviral-DNA assays. Despite the huge variability 

between patients, genetic and immunologic parameters have been described to well characterize this group of 

patients. Among the genetic variants, the existence of HLA protective alleles, such as the HLA-B*57, HLA-

B*27 and HLA-B*5801, has been analyzed in elite controllers. The immunologic determinants are represented 

by the presence of polyfunctional CD8+ T-cells with a superior HIV-1 inhibition (120). On the contrary, PTCs 

differ from ECs firstly because the HIV-1 infection has been diagnosed when the acute phase was still 

detectable and, furthermore, these patients assumed the antiretroviral therapy for a prolonged period (around 

4 years). Once therapy has been stopped, these infected individuals can maintain the plasmatic viremia under 

the detectable limit of detection with commercially available test for a long period before a viral rebound. 

These patients have high level of viraemia and the onset of symptoms associated to acute infection allow in 

the early diagnosis.  Protective HLA- class I alleles variants are not determinant in PTCs, except for the HLA 

-B*35 variant associated to a faster disease progression. CD8 T-lymphocytes ability to successfully inhibit 

HIV-1 replication is smaller than ECs. Moreover, the expression of a selected group of immunoglobulin-like 

receptors, called KIR, on NK-cells surface, appears to limit the viral replication. Among them, the KIR3DL1 

expression has been associated to a slower disease progression and IFNγ production by NK-cells is higher in 

this group of patients thus conferring a major control on virus (121). 

Antiretroviral therapy  

The introduction of an efficient antiretroviral therapy (ART) can effectively control viral replication and spread  

maintaining the viraemia under undetectable levels (⩽20 copies/ml), further allowing the control of infection 

spread towards healthy population (https://www.unaids.org/en/topic/prevention). However, ART can not reach 

the viral reservoir and latently infected cells persist over the time. So, latency represents one of the major 

obstacle to infection eradication and the main goal for research activities is the modeling of new molecules of 

strategies that, in addition to current therapy, can purge viral reservoir and eradicate HIV-1 infection. Thanks 

to ART, viral infection shifts from an acute to a chronic one and life expectancy increased for HIV-1 infected 

individuals, improving the immune system abilities, reducing chronic inflammation and reducing the risk of 

AIDS evolution (122). However, it is well known that ART interruption leads to a rebound of viraemia within 

few weeks. Some patients following regularly ART can enter in a state of ART resistance 

(https://hivdb.stanford.edu/DR/) caused by the ability of this virus to be genetically fast evolving, a strategy 

by which it prevents not only the immune system control, but also the therapeutic properties of ART to block 

some steps viral lifecycle. ART presents some side effects, too. Comorbidity associated to HIV-1 infection 

and treatment are largely described and they are one of the main research topics. For example, cardiovascular 

and neurological complications as well as kidneys, bones, liver disease and the onset of diabetes mellitus are 

extensively described (123,124).  

https://www.unaids.org/en/topic/prevention
https://hivdb.stanford.edu/DR/
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ART includes different drugs that could be grouped into six classes on the basis of what step of the replication 

lifecycle or viral target they interfere with. The therapeutic regimen provides a cocktail of three drugs, two of 

them belonging to the same class while the third is part of a different group. Italian guidelines 

(http://www.salute.gov.it/imgs/C_17_pubblicazioni_2696_allegato.pdf)  and Temprano studies (125) revealed 

that ART beginning is important both in patients in acute infection and ECs in order to prompty reduce the 

disease progression and the impact on the size of the HIV reservoir in infected patients. Moreover, a recent 

study confirmed that an early beginning of ART administration guarantees a rapid clearance of that pool of 

cells that are the early targets during acute infection (126).  

Nucleoside RT inhibitors (NRTIs) are molecules of drug that work by targeting the viral RT enzyme. Once the 

RT converts the viral RNA into DNA, the NRTIs disrupt the construction of a new piece of proviral DNA, 

thereby stopping the reverse transcription process and halting HIV replication. This class of molecules is 

sometimes referred to as the ‘backbone’ of a first-line HIV treatment combination. The ability of these 

molecules to block the reverse transcription activity, is associated to their molecular structure mimicking a 

nucleotide or nucleoside. Thus, they act as nucleoside/nucleotide analogs that interfere with the natural 

substrate at the active site of viral enzyme. Among the several drugs belonging to this group, Tenofovir 

Disoproxil Fumarate (TDF) has been largely described as one of the first drug administered after the first 

diagnosis of acute infection because of its high genetic barrier. However,  association between TDF assumption 

and toxicity leading to kidneys disfunction with Fanconi syndrome outbreak and bone tissue compliances have 

been observed (127). Good clinical practices have recently approved the use of Tenofovir alafenamide (TAF), 

instead of TDF, that maintain a high genetic barrier as TDF but shows reduced side effects on kidney and 

bones thanks to its major tissue penetration compared to TDF. Abacavir (ABC) side effects are associated to 

a severe allergic reaction and it has been observed its correlation with the existence of HLA-B*5701 allele. It 

means that before ABC administration, patients must be tested for HLA-B*5701 allele. Moreover, a further 

association between ABC and cardiovascular risk increment have been analyzed, especially in patients with 

other factors risk. Another NRTIs is the zidovudine (AZT) whose severe side effects led to its interruption in 

the clinical practice, except in Sub-Saharan area and other regions of African continent where AZT is included 

in the second lines of therapeutic protocols. Together with AZT, stavudine is another NRTIs whose 

administration have been limited because of its severe hepatic toxicity with the onset of liver steatosis, lactic 

acidosis and lipoatrophy. Moreover, while AZT assumption is further associate to anemia, stavudine affects 

mostly brain wit the development of neuropathies (128). 

Non-nucleoside reverse transcriptase inhibitors (NNRTIs) also target the viral reverse transcriptase, but in a 

different way compared to NRTIs. They interfere with the reverse transcriptase enzyme by binding a site that 

is different to that of active site. The binding leads to several conformation changes of enzyme structure 

altering its functionality and block the reverse transcription process. Generally, this is a class of powerful and 

safe drugs, except for efavirenez that presents high toxicity at the nervous system level with an increment of 

depression and suicide. Nevirapine, on the contrary, causes liver failure in patients characterized by a high 

http://www.salute.gov.it/imgs/C_17_pubblicazioni_2696_allegato.pdf
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number of CD4+ T-cells. Finally, rilpivirina is the safest between the NNRTIs even if it is the less powerful. 

For this reason its administration is recommended in patients with viraemia under 100000 RNA copies/ml and 

CD4+4 T-lymphocytes count more than 200 cell/µl 

(http://www.salute.gov.it/imgs/C_17_pubblicazioni_2696_allegato.pdf). 

Protease inhibitors (PIs) block the activity of the protease enzyme, which HIV uses to break up large 

polyproteins into the smaller pieces required for assembly of new viral particles. While HIV can still replicate 

in the presence of protease inhibitors, the resulting virions are immature and unable to infect new cells. This 

group of drugs are administered in combination with NRTIs and with inhibitors of hepatic metabolism 

(ritonavir o cobicistat, defined as booster) because PIs drugs required a step at the liver level to be metabolized. 

The main side effects described in patients treated with PIs are mild gastrointestinal symptoms, dyslipidemia 

and cardiovascular disturbs as well as the iperbilirubin in concomitance with atazanavir use (128).   

Integrase inhibitors (INSTIs) target the viral enzyme integrase which is essential for viral replication and 

integration of viral DNA into the host genome, an essential step of viral lifecycle for the onset of latency. 

Integrase inhibitors stop the virus from inserting itself into the DNA of human cells. This class of drugs is 

well tolerated and safe, with a high genetic barrier. Raltegravir (RTG) and Dolutagravir (DTG) are the most 

used while Elvitegravir, because of its hepatic metabolism, required to be administered with a booster of 

cobicistat (COBI) to prevent hepatic clearance. This therapeutic combination increases the serum creatinine 

that required an ongoing monitoring of patients with kidney disfunction (129).  

Entry inhibitors stop HIV from entering human cells. There are two types: CCR5 inhibitors and fusion 

inhibitors. Maraviroc, a CCR5 inhibitors, prevents the CCR5- tropic strains to enter by binding to it. Thus, 

before administration, a sequencing analysis is required for the identification of virus-tropism and the exclusion 

of a CXCR4 tropism. This is the reason why this class of drugs are very rarely used for first-line treatment. 

Enfuvirtide on the contrary, binds directly to the virus to prevent the fusion of the HIV-1 envelope protein with 

the CD4 cell. As a fusion inhibitor, it is used only for people who have no other treatment options. Moreover 

it requires more than one administration per day by injection (128).  Finally, a new drug in experimental clinical 

phase 3 is the Fostemsavir. This drug inhibits the viral entry by blocking the conformational changes of gp120,  

an essential step for the onset of a new viral lifecycle in the host. Preliminary results revealed a good safety 

and efficacy for both virus tropism in patients with repeated events of therapeutic failure and with limited or 

poor therapeutic options (130). However, it has been observed that polymorphisms on gp120 sequence, most 

frequent in non-M group, could lead to the onset of drug resistance (131). 

  

http://www.salute.gov.it/imgs/C_17_pubblicazioni_2696_allegato.pdf


27 
 

HIV-1 and inflammation 

The IFN response  

IFNs are cytokines that constitute one of the first-line of innate defense mechanisms against pathogens. Three 

main classes of IFNs have been described: type I, type II and type III, based on their structural homology, 

chromosomal location, and interaction with their various receptor chains (132). Type I IFNs are encoded by 

numerous genes that cluster on chromosome 9 (133), and include IFN-α (which comprises 13 human subtypes), 

IFN-β, IFN-ε, IFN-κ and IFN-ω. All type I IFNs bind to the same receptor, an heterodimeric complex 

consisting of two subunits: IFN-α/β receptor chain (IFNΑ R)1 and IFNΑ R2 (134). IFN I signalling induces a 

state of refractoriness to infections through the activation of multiple mechanisms of protection, such as the 

upregulation of proinflammatory genes and the activation of adaptive immunity (50,105,135–137) (Figure 6). 

 

 

Figure 6: Persistent type I IFN exposure in chronic infection induces immunosuppressive pathways. 

 

Binding of type I IFNs to their receptor triggers the JAK-STAT signalling pathway, eventually leading to the 

transcription of IFN stimulated genes (ISGs). ISGs include RFs as well as others mediators of innate and 

adaptive immune response, which act as the final effectors of IFN I activity (50,105,134,136). Notably, among 

the three IFN groups, type I IFNs, and in particular IFN-α, are the most involved in the antiviral defense against 

HIV-1 (50,105,135–137). 

IFN, encoded by a group of genes localized on chromosome 12, is the only member of the Type II IFN group 

and is produce by T cells, NK-cell, monocytes, macrophages, and dendritic cells (138). IFNγ has 

immunoregulatory and inflammatory properties and it is known to enhance type I IFN production (139). 

Finally, type III IFN family comprises IFN λ1, λ2 and λ3 (also known as IL29, IL28A, and IL28B, 

respectively), whose genes are located on chromosomes 19. They all bind to IFNλR1 (or IL-28RA) and IL-

10R2 receptors (140). Type III IFNs share a similar activity with type I IFNs (141); however their action 

appears to be restricted to the epithelial-mucosal surfaces (142).  

Generally, the activation of IFN response is triggered by detection of pathogen-associated molecular patterns 

(PAMPs), structurally conserved motifs of proteins and nucleic acids derived from invading organisms. 

PAMPs expression is restricted to pathogens, allowing the cells to distinguish between self and non-self 

antigens, thus avoiding unspecific activation of IFN response. PAMPs are recognized by specific cellular 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/interleukin-28b
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molecules, known as pattern recognition receptors (PRR). PAMP-PRR binding induces a downstream cascade 

culminating in transcription of IFNs, which, once secreted, reprogram the host cellular landscape via autocrine 

and paracrine signaling. Furthermore, IFN signaling starts a positive feedback loop that potentiates secretion 

of type I and type III IFNs, as well as of proinflammatory cytokines and chemokines that recruit and activate 

innate immune cells, including macrophages, NK cells and dendritic cells (143). In the case of HIV-1 infection, 

PAMPs are mainly constituted by the viral nucleic acids, which are recognized by the toll-like receptors (TLRs) 

and the retinoic acid inducible gene 1 (RIG-1)-like receptors, or by dsDNA cytosolic sensors such as the 

interferon inducible protein 16 (IFI16) and the cyclic GMP-AMP synthase (cGAS) (144). 

TLRs are a group of PAMPs belonging to the endosomal compartment that are able to recognize a variety of 

microbial antigens, such as ssRNA, and to sense the presence of RNA-DNA heteroduplexes and dsDNA 

outside the nucleus. TLR7, which is activated by the binding to ssRNA, has been shown to trigger IFN response 

in dendritic cells after HIV-1 exposure (145). TLR9, which responds to the presence of unmethylated CpG 

DNA, has been also linked to IFN response activation following HIV-1 infection, although the mechanisms 

by which viral DNA would reach the endosomal compartment to induce activation is still debated (146,147) .  

While TLR mediated recognition of HIV-1 PAMPs is restricted to endosomes, other sensors are involved in 

the detection of viral components that have reached the cytoplasm, such as the RIG-I-like receptor and the 

melanoma differentiation-associated gene 5 (MDA5). Although both proteins are ubiquitously expressed, only 

RIG-I-like receptor has been implicated in the detection of cytosolic HIV-1 RNA. Specificity of RIG-I-like 

receptor for viral RNAs results from its ability to recognize secondary and tertiary RNA conformations, such 

as the stem loops formed by the A-U rich sequence of the HIV-1 untranslated region (148). 

 

 

Figure 7: IFNs pathway activation (134) 

 

Presence of both single and double strand DNA in the cytosol of infected cells is also a strong activator of IFN 

signaling (149–152). The host protein cGAS can bind dsDNA through its amino terminal domain, generating 
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a dinucleotide product, the cyclic GMP-AMP (c-GMP), that acts as a second messenger in the activation of 

innate immune response (153). In addition, IFI16 senses ssDNA, which is present in the cytoplasm as an 

intermediate product of reverse transcription (150). Engagement of DNA sensors in the cytoplasm triggers a 

downstream transduction cascade involving the adaptor molecule stimulator of interferon genes (STING) 

(154). Interaction between STING and TBK1 mediates the activation of the interferon regulatory transcription 

factor 3 (IRF3) and its translocation to the nucleus where it promotes the transcription of type I IFN and ISG 

genes (155,156).  
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Restriction factors 
Restriction factors target all phases of HIV-1 life cycle 

 

 

 

Figure 8:  Overview of the impact of RFs on HIV-1 replication. 

 

RFs preventing entry and uncoating: SERINC3/5 and TRIM5α  

SERINC3 and SERIC5: The serine incorporator (SERINC) protein family is a class of transmembrane carrier 

proteins that play a pivotal role in lipid metabolism, regulating the incorporation of the polar amino acid serine 

in cell membranes, thus facilitating the biosynthesis of phosphatidylserine and sphingolipids (157). Among 

the five members of the SERINC family, SERINC3 (SER3) and SERINC5 (SER5) have both been identified 

as host restriction factors that are able to reduce HIV-1 infectivity of Nef-defective strains (158,159). The HIV-

1 accessory protein Nef stimulates viral replication via different mechanisms, including downregulation of 

CD4 receptor and class II MHC, modulation of cell activation status and cytokine networks, and enhancement 

of virion infectivity. The latter effect depends on the presence of Nef in virus producing cells, suggesting that 

Nef could counteract the activity of some cellular factor (160). Using complementary approaches, two 

independent groups have identified SER3 and SER5 as the restriction factors targeted by Nef. Performing 

immunoprecipitation experiments comparing virion composition after infection with WT or Nef defective 

HIV-1 strains, Umami et al. found that SER3, and to lesser extent SER5, could be consistently identified in 

virions produced in absence of Nef (158). On the other hand, a transcriptomic analysis of cells showing 

different susceptibility to Nef+ strains performed by Rosa et al., identified SER5 as the gene whose expression 

better correlated with the requirement of Nef for HIV entry (159). Consistent with these observations, 

knockdown of SER3 and SER5 in T cell lines increased virus infectivity (158). 

Although the discovery of these two restriction factors is strictly linked to Nef antagonism and their ability to 

restrict HIV-1 infection in vivo is still unclear, some recent insights have defined the possible mechanism 
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responsible for viral restriction. Rosa et al. have shown that SER5 overexpression in virus producing cells 

resulted in impaired release of the capsid content, without completely abrogating membrane fusion (159). 

Following this observation, it was hypothesized that SER5 prevented the release of the nucleocapsid from the 

virion by affecting the expansion of the fusion pore formed at the interface between cellular and viral 

membrane. However, subsequent data have shown that not only expansion, but also formation of the fusion 

pore is affected by SER5, and that this effect is the result of the reduced fusogenic activity of the Env 

glycoprotein (161–163). Consistent with the notion that SER5 may affect fusion, viruses harboring Env 

variants with strong fusogenic capacity may display resistance to SER5 irrespectively of Nef activity (162). 

Furthermore, HIV-1 virions pseudotyped with VSV-G or Ebola virus envelopes are not sensitive to SER5 

activity. 

Despite the lack of evidences of a direct interaction between SER5 and Env, colocalization of Env and SER5 

in specific membrane districts has been shown to be crucial for restriction (163). Once localized at the cellular 

membrane, SER5 could either act as a physical barrier for functional Env clustering (161,162) or, alternatively, 

impair Env activity by triggering its conformational changes (163). Given the role of SER5 in lipid 

biosynthesis, perturbations of membrane fluidity have also been advocated as a possible mechanism of action 

of SER5; however, the observation that changes in lipid membrane composition do not correlate with Nef 

presence and activity does not support this hypothesis (164). 

TRIM5α is a member of the tripartite motif (TRIM) protein family, which includes proteins that share an N-

terminal domain consisting of a combination of a RING domain that functions as an E3 ubiquitin ligase, one 

or two B-boxes, and a coiled-coil domain. The C-terminal domain of TRIM5α is the SPRY-PRY domain, in 

which the RING/SPRY and coiled-coil/SPRY domains are separated by two linker regions, termed L1 and L2, 

respectively (165). Pull down and two-hybrid experiments using CA demonstrated that TRIM5α binds to the 

viral capsid (166–168), and that the SPRY-PRY domain governs the ability of TRIM5α to bind CA (169). 

However, this interaction is weak due to the millimolar affinity of the CA-TRIM5α binding (170,171), and 

higher order assembly is required to generate sufficient avidity to allow efficient capsid recognition. 

Dimerization of TRIM5α proteins was initially suggested by the observation that expression of a dominant 

negative defective TRIM5α harbouring only the SPRY-PRY domain results in the abrogation of the restriction 

factor activity (171,172). More recently, using a mutagenesis approach, Roganowicz et al. identified an α-

helical segment that is responsible for the packing of the SPRY domain against the coiled-coil scaffold. This 

packing allows for a formation of a more precise supramolecular structure, by limiting the number of possible 

conformations that the SPRY domains can adopt relative to each other (171). Electron microscopy and 

biochemical studies have further confirmed this hypothesis showing that TRIM5α forms dimers, which in turn 

assembly into a hexagonal lattice which coats the viral capsid (168,173,174). The dependence of TRIM5α 

activity to the ability of the molecule to assembly in higher order structures is confirmed also by the 

observations made using the TRIM5α-CypA isoform. TRIM5α-CypA, expressed in owl monkeys, cynomolgus 

monkeys and rhesus monkeys, is a fusion protein resulting from the insertion of the coding region of 

Cyclophillin A (CypA) within the TRIM5α gene. The CypA domain, which replaces the SPRY domain in the 
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fusion protein, is known to bind CA (67) with high affinity and thus TRIM5α-CypA could potentially exert its 

effect without the need of forming a higher ordered structure. Nevertheless, as recently shown by Wagner et 

al., TRIM5α and TRIM5α-CypA are both characterized by self-assembly properties and share the same 

mechanisms for viral capsid binding (175).  

The binding of TRIM5 to the viral capsid promotes premature disassembly of the viral CA lattice, thus 

preventing reverse transcription and integration (168,170). While the SPRY domain is responsible for the 

recognition of the viral capsid, TRIM5α effector function depends on the presence of the RING domain (176), 

which mediates the E3 ubiquitin ligase activity. Consistent with involvement of proteasome in TRIM5α 

activity, inhibition of proteasome prevents the premature disassembly of the capsid and restores HIV-1 reverse 

transcription (177,178). Autophagy pathway has been also implicated in TRIM5α activity based on the 

observation that TRIM5α associates with the autophagic adaptor protein p62, and that depletion of p62 

improved infection efficiency in presence of TRIM5α (179).  

An alternative mechanism through which TRIM5α exerts antiviral activity is the enhancement of IFN pathway 

activation. Crucial to TRIM5 α-mediated IFN activation is the synthesis of free K63-linked ubiquitin chains 

that bind to the transforming growth factor beta-activated kinase 1 (TAK1) kinase complex, promoting the 

translocation of restriction factors NF-kB and AP-1 to the nucleus and leading to the upregulation of type I 

IFN and other proinflammatory cytokines. The synthesis free K63-linked ubiquitin has been shown to depend 

on the presence of a SUMOylation domain (180,181), which modulates the activity of E3 ubiquitin ligase, 

promoting K63-linked ubiquitin chains at the expense of auto-ubiquitylation (180). Interestingly, in dendritic 

cells, where SUMOylation activity prevails over auto-ubiquitylation, TRIM5α lacks restriction activity but 

triggers the innate sensing of viral DNA by cGAS and robust IFN I production (182). 

Restriction factors halting reverse transcription: SAMHD1 and APOBEC3G/F.  

SAMHD1: Sterile alpha motif (SAM) histidine-aspartic (HD) domain protein 1 is a restriction factor that targets 

reverse transcription by reducing the pool of nucleotides available for RT. SAMHD1 converts dNTPs to the 

corresponding deoxynucleoside and inorganic triphosphate (183). Nucleotides bind to two allosteric sites 

present in each subunit of SAMDH1, inducing a conformation change and the multimerization of the protein 

into the active tetramer (184,185). 

The role of SAMDH1 in determining the size of the dNTP pool within the cell has been identified in patients 

affected by Aicardi-Goutières Syndrome, a neurological disorder characterized by over expression of type I 

IFN and IFN-associated genes (135). In these patients, homozygous mutations in SAMHD1 gene, as well as 

in other genes involved in dNTPs metabolism, lead to the accumulation of free nucleotides in the cytoplasm, 

which, in turn, triggers IFN production (186).  

The restriction activity of SAMHD1 against retroviruses was suggested by its isolation in pull down 

experiments targeting VpX, an HIV-2 protein which allows infection of non-dividing cells (187). Nucleotide 

availability is essential for completion of reverse transcription and HIV infection is more efficient in cycling 

cells, which are characterized by higher levels of free nucleotides in the cytoplasm. (188). Exogenous 

expression of SAMHD1 in U937 cells causes a drop in the size of dNTP pool, which is associated to resistance 
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to infection. In these experimental conditions, infection efficiency can be restored by supplementation of 

dNTPS to the culture media (189).  

Although SAMHD1 expression is ubiquitous, HIV-1 restriction is observed only in monocyte derived 

macrophages, dendritic cells and resting CD4 T cells, indicating that the activity of the protein is regulated by 

a post-translational mechanism likely linked to cell cycle progression (190,191). Several lines of evidence 

suggest that modulation of SAMHD1 activity results from the interaction with the cyclin-dependent kinases 

(CDK) CDK1, CDK2, and CDK6, which are active only in dividing cells (192–195). CDK mediated 

phosphorylation of SAMHD1 C-terminal domain induces the inactivation of the protein resulting in the 

increase in intracellular dNTPs levels necessary for completing the S-phase (192). Phosphorylation of the 

threonine residue at position 592 has been specifically associated with SAMHD1 restriction activity. 

Consistent with a role in modulating susceptibility to HIV-1, stimulation of resting CD4+ T cells strongly 

induces T592 phosphorylation and a phosphorylation–defective mutant of SAMHD1 retains the restriction 

activity also in cycling cells (196,197).  

Although clearly associated with the ability of SAMHD1 to limit HIV-1 infection, the effect of T592 

phosphorylation on nucleotide metabolism is controversial. While some authors have described a substantial 

increase of the dNTP pool following T592 phosphorylation (195,196,198); others have reported that it does 

not affect triphospohydrolase activity of enzyme (199,200). The latter scenario would indicate an alternative 

mechanism responsible for the restriction effect of SAMHD1, independent of its dNTPase activity (191,200–

202). Interestingly, SAMHD1 also binds single-stranded DNA and RNA and is reported to have nuclease 

activity against different substrates (203). Using SAMHD1 mutants that retain only one of the two enzymatic 

activities, Ryoo et al. have provided evidence that the restriction imposed by SAMHD1 to viral replication is 

the result of the viral RNA degradation rather than dNTP depletion. According to this model, switch between 

RNAse and dNTPase activity would be the consequence of increased dGTP levels, as dGTP is responsible for 

the tetramerization of the enzyme required for hydrolase activity (203). High dNTPs levels would also inhibit 

RNAse activity, explaining why addition of exogenous dNTPs can overcome the block to HIV-1 replication 

imposed by SAMHD1 (Figure 2A). Furthermore, the low-level of dNTPs in resting cells would slow down 

reverse transcription, allowing a sufficient time frame for the degradation of viral RNA by SAMHD1 (202). 

APOBEC3G: Apolipoprotein mRNA editing catalytic polypeptide-like (APOBEC)-3 is a family of cytidine 

deaminases showing antiviral activity against HIV-1 and other retroviruses (204), as well as retrotransposons 

(205) and hepatitis B virus (206). The family includes seven members (A, B, C, D, F, G, and H), of which 

APOBEC3G (A3G) has been characterized as restriction factors. 

Due to their ability to interact with the nucleocapsid protein and with viral nuclei acids (207,208), APOBEC-

3 deaminases are incorporated into HIV-1 virions (209,210) and exert their antiviral activity in newly infected 

cells (211,212). HIV-1 has evolved to encode an additional protein, called Viral Infectivity Factor (VIF), to 

counteract this restriction activity. VIF decreases the amount of APOBEC-3 available for encapsidation by 

inducing its ubiquitylation and subsequent degradation by the proteasome (213).  
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In infected cells, A3G inhibits viral replication through three mechanisms: lethal mutagenesis, degradation of 

deaminated viral cDNA, and deamination independent block of reverse transcription (Figure 2C). Lethal 

mutagenesis occurs during reverse transcription and results from the deaminase activity of the enzyme, which 

converts the dCs to dUs in the (-) strand DNA thus determining a massive G-to-A mutation of the nascent viral 

DNA genome (214–217). The resulting viral DNA is correctly integrated in the host genome, however the 

high frequency of premature stop codons introduced by the massive hypermutation prevents the translation of 

viral messengers thereby terminating viral infection. Besides introducing stop mutations within the coding 

regions of the genome, A-to-G hypermutation can also target the regulatory portions of viral DNA; such as the 

trans-activation response (TAR) element, imposing an early block to viral gene expression and further affecting 

the transcriptional activity of the virus (218).  

Degradation of deaminated viral DNA by the uracil base excision repair (BER) pathway has been proposed as 

an additional antiviral mechanism resulting from A3G activity. Under physiological conditions, the BER 

pathway is responsible for removing the uracil from DNA molecules, as their presence indicates DNA damage. 

Uracil is recognized and excised by the uracil–DNA glycosylases (UDGs), and the resulting DNA molecules 

harboring missing bases are then processed by the DNA repair enzymes. In the case of A3G mediated 

deamination, it has been hypothesized that the generation of abasic sites by UDGs would promote the 

degradation of viral DNA. The relevance of BER for the antiviral activity of A3G is controversial and 

contrasting observations have been made following knock down of UDGs in vitro (219–222). A recent work 

by Pollpeter et al. reported that, although excision of dUTPs from deaminated viral DNA takes place, it does 

not lead to the endonucleolytic cleavage of viral DNA, as shown by the substantial proportions of edited DNAs 

which remain detectable (222). However, inefficient UBER recognition of edited cDNA could still play a role 

in the interplay between HIV-1 and infected cells, for instance through sensing of aberrant cDNA fragments 

as a pathogen-associated molecular pattern. 

Finally, A3G prevents the establishment of a productive infection by blocking RT elongation in a deaminase 

independent manner. Evidences for this mechanism of action derive from the observation that deaminase 

deficient A3G mutants are still able to affect cDNA production (223,224). Mechanistically, it has been shown 

that, within the virion, A3G initially binds the ssDNA strand in a monomeric form which is responsible for the 

deaminase activity. A3G monomers slide along the ssDNA and perform multiple cycles of 

association/dissociation leading to the editing of the (-) strand DNA. In a subsequent phase, A3G monomers 

associate in dimers, which have a slow dissociation rate and reduced mobility. Although the dimers lack the 

enzymatic function, they act as roadblocks for RT, preventing the elongation of the nascent DNA (225). 

Restriction factors preventing integration: MX2  

MX2: Myxovirus resistance protein 2 is a highly conserved protein belonging to the dynamin superfamily of 

large guanosine triphosphatases (GTPases) (226), whose expression is strongly induced by type I and type III 

IFN (227,228). It was identified as a lentivirus restriction factor in a screening comparing gene expression 

profiles in cell lines showing different susceptibility to HIV-1 infection (229,230). MX2 it is able to bind CA 

directly (231) or via the interaction with CypA (232) and thus is thought to act in the early phases of replication. 
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Similarly to TRIM5α, the interaction of MX2 with the viral capsid requires the formation of high-ordered 

structures (233,234), and loss of multimerization capacity is associated with the inability to block HIV-1 

infection (235). Consistently, Alvarez et al., using cryo-electron microscopy, have shown that oligomerization 

is a GTP-dependent process and that GTPase activity is essential for MX2 antiviral activity. GTP binding 

triggers conformational changes in MX2, causing a disruption in the oligomer assembly, while GTP hydrolysis 

leads MX2 to reverts back and assembly into competent conformation (236). 

Blocking of uncoating and inhibition of nuclear import have both been implicated in the activity of MX2 

against HIV-1. Stable expression of MX2 increases the amount of pelletable capsid obtained after infection 

suggesting that MX2 is able to prevent or delay uncoating (234). On the other hand, the observation that, in 

presence of MX2, the levels of integrated DNA and 2-LTR circles are increased despite stable levels of first 

strand cDNA synthesis suggests that MX2 impairs the nuclear entry of the viral genome (229,230). Exogenous 

expression of MX2 does not affect the functionality of PICs, supporting the notion that MX2 restriction activity 

occurs at the level of nuclear import rather than of reverse transcription (237). DNA destabilization was also 

hypothesized as a mechanism for MX2-mediated inhibition, based on the observation that the protein harbors 

a nuclear localization domain and could possibly exert its activity within the nucleus. However, mutagenesis 

experiments have shown that its antiviral activity is independent from nuclear translocation, and that the amino 

acid string containing the NLS instead plays a role in the oligomerization process (231). 

Restriction factor preventing viral spread: BST2  

BST2: Bone marrow stromal cell antigen-2 also known as Tetherin, is a restriction factor that impairs the 

release of many enveloped viruses, such as retroviruses, herpesviruses, filoviruses, rhabdoviruses, 

paramyxoviruses and arenaviruses. In HIV-1 infection, BST2 was initially identified as dominant factor whose 

activity was blocked by the viral accessory protein Vpu. Mature, fully formed particles are produced after 

infection with Vpu defective strains, however virions are trapped within intracellular vacuoles at cellular 

surface and cannot be released (238,239). The presence of Vpu is dispensable for infection in some cell lines, 

whereas others require it only after treatment with type I IFN, suggesting that the restriction factor is cell type 

specific and regulated by the IFN system.  

Virions generated following infection with a Vpu defective strain accumulate on cell surface as wells as in 

intracellular compartments, suggesting the involvement of the endocytic pathway in BST2 mediated restriction 

(240), thus allowing the visualization of rod-like bodies which connect the virions with the plasma membrane. 

(241). Consistent with the identification of BST2 as the target of Vpu activity, it has been shown that the Vpu 

leads to BST2 degradation through the proteasome and the lysosomal compartments (209,242,243), as well as 

through a non-canonical autophagic pathway involving the recruitment of LC3 (244). 

BST2 is a transmembrane protein whose two membrane anchors, one at N-terminus and one at C-terminus, 

act as hinges for a coiled-coil domain that protrudes on the outer side of the plasma membrane (245). Both 

membrane anchors are essential for restriction activity and either of them can interact with the membrane of 

the virions (246). Synthetic proteins made by combining domains structurally similar to the ones of BST2, but 

taken from unrelated proteins, retain their antiviral properties, suggesting that structural motifs, rather than 
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specific amino acid signatures, are required for the activity of this restriction factor (246). BST2 molecules act 

as a bridge between budding virions and cellular membranes causing the retention of the nascent viral particles 

at the surface of infected cells (247). Clusters of BST2 proteins have been visualized at the interface between 

the plasma membrane and the retained viruses as extended filamentous electron dense structures, which are 

specifically recognized by antibodies against BST2 (247,248). 
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The immune checkpoint proteins (ICPs) 

ICPs are proteins that play pivotal roles in the immune disfunction and T-cells exhaustion. They have been 

described as inhibitory receptors expressed by immune cells during inflammation or chronic infection in order 

to activate the immunosuppressive signaling pathways  that are crucial for maintaining self-tolerance, for 

modulating the length and magnitude of effector immune responses in peripheral tissues and minimize 

collateral tissue damage. Signaling via these molecules leads effector immune cells (especially T-cells) into a 

state known as “exhaustion”. T-cell exhaustion is defined by reduced effector function, sustained expression 

of immune checkpoint molecules (such as TIM-3, LAG3, CTLA4, the PD- 1/PD-L1 axis or TIGIT), poor recall 

responses and a transcriptional state distinct from that of functional effector or memory T-cells. There are 

several types of activating and inhibitory interactions that occur between APCs and T cells that are relevant 

for immune responses. It is now established that pathogens and cancers promote inhibitory interactions 

between immune cells via ICPs to escape immune control. During untreated HIV-1 infection, an up-regulation 

of multiple immune checkpoint proteins, including PD-1 and PD-L1, have been observed on both CD4+ and 

CD8+ T cells. Following ART, the expression of ICPs declines but remains elevated compared to healthy 

subjects. Whether ART is started early (within 6 months of infection) or late (within 2 years of infection), 

similar levels of expression of immune checkpoint proteins persist (249). During the HIV-1 infection, this 

expression varies on different T-cell subsets (250). Therefore, it might be assumed that the expression profile 

of ICPs reflect the immune condition and activation.  As ICPs are relevant in the changed environment built 

by pathogens, various studies have been done with the purpose to find good strategies to block the process of 

T-cells exhaustion and the absence of an immune response. Recently, Benci and colleagues observed that 

cancer cells chronically exposed to IFNγ showed an increment expression of ISGs and inhibitory receptors on 

T-cells such as PD-L1 with consequently T-cells exhaustion and tumor progression (251).  They further 

observed a change in the ICPs profile, a restoration of immune cells and then an anti-tumor response after the 

introduction of therapeutically strategies based on the use of antibodies anti-ICPs and JAK-STAT inhibitors 

of IFNα signaling pathway.  Moreover, in a different study on HIV-1 infection, Hoffmann and colleagues 

described the existence of a correlation between the expression of specific ICPs and the activation ability of 

CD8+ T-cells with HIV-RNA (copies/ml) in plasma sample. In particular, they showed a linear correlation 

between CD8+ T-cells activation (CD8+CD38+) and exhaustion (CD8+PD-1+) status. A similar correlation 

was further observed between the amount of HIV-RNA (copies/ml) and the percentage of CD8+ T-lymhocytes 

expressing both PD-1+ and CD38+PD-1+. Thus, during viral replication, an increment of T cells activation 

and exhaustion (referred to PD-1 expression) is crucial (252). 

The balance between co-stimulatory and co-inhibitory signals is pivotal for the activation of immune response. 

During chronic HIV-1 infection, viral replication and the persistence of viral antigen exposition impairs 

immune functions. It has been observed that a prolonged antigen exposure during chronic infections give rise 

to T-cell exhaustion with a loss of proliferative capacity and effector function (253). Naïve T cells become 
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activated and an additional co-stimulatory signal promotes T-cell differentiation and effector functions. TCR 

signaling in the absence of co-stimulation induces T-cell anergy and weak co-stimulatory signals or a 

preferential engagement of co-inhibitory pathways during T-cell priming in vivo can lead to T-cell tolerance 

(254). The co stimulatory molecule CD28 and the co-inhibitory molecules cytotoxic T lymphocyte antigen-4 

(CTLA-4; CD152) and programmed death 1 (PD-1; CD279) are particularly important for regulating T-cell 

responses (255). The co-inhibitory molecule PD-1 gained much attention in viral immunology as it plays a 

significant role in establishment of virus-specific CD8+ T-cell exhaustion. 

 

Figure 9: expression pattern of ICPs on immune cells surface (250). 

Among the ICPs, this project gains much attention on TIGIT, PD-1, its ligand the PD-L1 and LILRB2 as 

molecules playing pivotal role in the immune cells disfunction (Figure 9). 

TIGIT (T-cell Immunoreceptor with Ig and ITIM domains)  is a coinhibitory receptor widely expressed on 

T and NK cells, as well memory T cells, follicular Th cells and Tregs (256,257). Two strategies have been 

described by which TIGIT can inhibit T-cell response: indirectly, by binding the CD155 (or PVR) and CD112 

(or PVRL2) express on DCs, thereby inducing the production of IL-10 and preventing DC maturation, or 

directly through the recruitment of the phosphatases SHIP1 and SHP2. TIGIT counterpart is represented by 

the co-stimulatory molecule, the CD226, thus when PVR binds to TIGIT, it mediates inhibitory signals to T 

cells but transmits stimulatory signals while binds to CD226. Additionally, TIGIT-PVR ligation  leads to a NK 

cytotoxicity reduction, granule polarization, and cytokine release (258). Recent studies revealed that 

TIGIT/PVR signaling had also been implicated in inhibiting the metabolism of CD8+ T cells, and therefore 

suppressing the effector function (259).  Studies performed on cancer and inflammatory cells have shown high 

variability of TIGIT expression levels and frequent co-expression with PD-1 suggesting that the distinct 

function are involved   most likely to prevent excessive immune responses (256,257). Moreover, higher 

expression of TIGIT and PD-1 in lymphocytes associated to areas of inflammatory diseases compared to areas 
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exploited for immune evasion by pathogens suggests that  

their blockade could be used for the prevention and treat-

ment of infectious diseases, in either the acute or chronic 

phases of infection. Currently, checkpoint blockade is 

being evaluated for reversing T cell exhaustion that follows 

from chronic infectious disease, but there is potential for 

also treating acute infections to generate long-term immu-

nity9. The development of vaccines for a range of infec-

tious diseases, including malaria, hepatitis B virus (HBV) 

and HIV could also potentially be improved through 

immune checkpoint blockade. Given that drug resistance 

in malaria10 and many other infections is increasing and 

that control of both HIV and HBV requires lifelong treat-

ment, new strategies for potentially curing these infections 

are being considered. Furthermore, parallel searches for 

biomarkers that will provide information on the best 

therapy choice as well as indicate if there is a time frame 

when immunotherapy would be most efficacious are also 

required. In this Review, we describe in detail the impact 

of immune checkpoint signalling during malaria, HIV 

and HBV infections, as well as in tuber culosis (TB), and 

we discuss the potential for therapeutically targeting these 

pathways in these settings.

Immune checkpoint  proteins in malaria

Malar ia is a mosquito-borne infectious disease 

of humans caused by parasitic protozoans of the 

genus Plasmodium. The majority of malaria infec-

tions are caused by Plasmodium  falciparum and 

Plasmodium vivax, and in 2015, there were 212 million 

new cases of malaria worldwide, with 429,000 deaths due 

to P. falciparum alone11. These parasites have a complex 

Figure 1 | Antigen-presenting cells (APCs), 

maintain self-  
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Antibody symbols represent pathways being tested in current clinical trials. The green antibodies indicate pathways 

undergoing clinical trials for cancer, and the dark blue antibodies indicate those already in clinical use.
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that are less populated by T-cells (such as connective tissues, intraepithelial areas) proves that downregulation 

of excessive inflammatory reactions through immune checkpoint upregulation (260). 

PD—1 (Programmed Cell Death 1) has potent inhibitory effects on immunity and it is expressed on T, B, NK 

cells as well as on DCs and activated monocytes. It binds to PDL-1 and PDL-2 both mostly expressed on T-

cells. PD-1 was identified as a gene up-regulated in a T-cell hybridoma undergoing apoptotic cell death, and 

was thus named programmed death 1 (261,262). PD-1 is inductively expressed on CD4+, CD8+, NK T-cell 

subsets, B cells and monocytic cell types upon activation. In close similarity to other CD28 family members, 

PD-1 transduces a signal when engaged along with TCR ligation. The cytoplasmic domain of PD-1 receptor 

contains two tyrosine signaling motifs, both of which may be phosphorylated upon receptor engagement. 

Phosphorylation of the second tyrosine, the immuno-receptor tyrosine–based switch motif, recruits the tyrosine 

phosphatase, SHP-2 and to a lesser extent SHP-1 to the PD-1 cytoplasmic domain. Recruitment of these 

phosphatases leads to dephosphorylation of TCR proximal signaling molecules including ZAP70, PKCθ, and 

CD3ζ, leading to attenuation of the TCR/CD28 signal (263). PD-1 signaling prevents CD28 mediated 

activation of phosphatidylinositol 3-kinase, resulting in reduced Akt phosphorylation and glucose metabolism. 

The PD-1 ligands have distinct patterns of expression.  

 

PD-L1 (Programmed cell Death Ligand 1) is broadly expressed on both professional and non-professional 

APCs, whereas PD-L2 (B7-DC; CD273) is expressed in an inducible manner only on dendritic cells (DCs) 

and macrophages. PD-L1 is constitutively expressed on B cells, DCs, macrophages and T cells, and is 

upregulated upon activation. PD-L1 is also expressed on a wide variety of non-hematopoietic cell types, 

including vascular endothelial cells, kidney tubular epithelial cells, cardiac myocardium, pancreatic islet cells, 

glial cells in the brain, inflamed muscle, and keratinocytes and also immune privilege sites such as the placenta 

and eye. Interferon α, β, and γ are powerful enhancers of PD-L1 expression on APCs, endothelial cells, and 

epithelial cells. During pro-inflammatory immune responses, such as infection or transplant rejection, PD-L1 

expression is intense and extensive. PD-L1 expression is found in many solid tumors, and high expression is 

associated with poor disease prognosis. Several recent studies suggested that PD-1– PD-L pathway plays an 

important role in exhaustion of antitumor as well as anti-viral CD8+ T cells during chronic infections 

(264,265). 

HIV-1 chronic infection is characterized by a prolonged antigen exposure leading to T-cell exhaustion and 

towards a loss of proliferative capacity and effector function. Evidence show that pathogens successfully evade 

immunity by activating negative regulatory pathways that play an important role in maintaining peripheral 

tolerance and avoiding excessive immune activation under physiologic conditions. Complex mechanisms are 

involved in this T-cell dysfunction and PD-1 has been identified as a major regulator of T-cell exhaustion 

during chronic HIV/SIV infection. Blockade of the PD-1 pathway in non-human primate model of HIV 

infection can reinvigorate exhausted T cells, resulting in enhanced viral control during chronic SIV infection 

(249,253,266). 



40 
 

The presence of IFNα then leads to various effects: the induction of ISGs in infected and neighboring cells, 

the enhancement of the process of antigen presentation and chemokine production in innate immune cells, the 

boosting in the production of virus-specific antibodies and the increasing of effector T-cells responses. As the 

production and exposure of cells to IFNα becomes chronic, the scenario changes. In fact, it can be seen an 

induction of immunosuppressive pathways involving IL-10 and probably PDL1 (Programmed cell Death 

Ligand 1), which suppress the function of T-cells and feed back to also suppress innate immune cells. It can 

be assumed then that as the exposure to IFNα becomes chronic, there is evidence of immune dysfunction and 

T-cells decline. 

LILRB2 (Leukocyte immunoglobulin-like receptors B2), also known as Immunoglobulin-like transcript 4 

(ILT4), is an inhibitory receptor specifically expressed on myeloid cells that plays an important role in the 

regulation of DC functions. The inhibitory activity of this receptor is structurally and functionally related to 

their long cytoplasmic tail containing immunoreceptor tyrosine-based inhibitory motifs (ITIMs)  and to killer 

cell inhibitory receptors (KIRs)  (267). Because these receptors mediate the inhibition of T-cell activation they 

have been proposed as a new group of immune checkpoint molecule (268,269).   The potency of the 

LILRB2/MHC-I inhibitory axis can be modulated by genetic polymorphisms of MHC-I haplotypes. In fact, it 

has been observed as the natural progression of HIV-1 infection depends on genetic variation in the MHC-I, 

and the CD8+ T cell response is thought to be a primary mechanism of this effect.  

Moreover, antigen presenting function of monocytes and DC is modulated by the expression level of  LILRB2 

that appeared upregulated  in monocytes and DCs upon their interaction with antigen-specific CD8+ CD28− T 

suppressor cells, or upon exposure to inhibitory cytokines, such as IL-10. In fact, sera derived from HIV-1 

infected patients induce the upregulation of LILRB2 on uninfected monocytes because of the elevated levels 

of serum IL-10 (270). Recently it has been analyzed tha LILRB2-HLA class I interactions influence viral load 

in HIV-1 infection.  This effect appears to be driven by variations in LILRB2 binding affinities to HLA-B and 

is independent of individual class I allelic effects that are not related to the LILRB2 function (271). More 

recently, Aloui et al performed in vitro studies with the aim to investigate the strengthened interaction of 

LILRB2 with its MHC-I ligands induces the dysregulation of cDCs which is characterized by an altered 

capacity to stimulate CD4+ T cells and produce cytokines and consequently the rate of disease progression in 

HIV-infected patients (272). Moreover, the upregulation of both LILRB2 and MHC-I could be advantageous 

for HIV-1 to dysregulate cDC functions in early infection, a critical stage for the onset of a productive immune 

responses against viruses. The simultaneous expression of LILRB2 and its MHC-I ligands transiently increases 

at the surface of cDCs from blood and lymph nodes during the first days of infection. Early dysregulation of 

cDC functions hinders the initiation of an efficient host immune response to control viral infection and the 

enhancement of LILRB2 and MHC-I expression on cDCs during the acute phase of infection suggest a major 

role of the LILRB2/MHC-I inhibitory in the efficiency of immune responses attenuation and result in viral 

persistence (272).  
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Aim of the study 

HIV-1 establishes latent infection in resting memory CD4+ T cells and macrophages. Latency occurs when 

the HIV-1 proviral DNA integrates into host chromosomal DNA but fails to express viral RNA and proteins 

(273). With currently available cART, most HIV-infected patients are able to achieve and maintain HIV viral 

suppression, nevertheless a latent form of HIV infection persists as integrated provirus in anatomical and 

cellular reservoirs. The elimination of the latent reservoir is critical to achieving HIV eradication (274). 

One of the first lines of defense against HIV are Plasmacytoid Dendritic cells (pDCs) and Natural Killer (NK) 

cells: these cells can influence HIV pathogenesis as they are the major producers of type I Interferon (IFN-I), 

which regulates the expression of correlated genes that have antiviral activity, mediate cytolysis and produce 

numerous cytokines. Moreover, they can control the virus during the first stages of infection and shape the 

adaptive immune responses that will act later. As the infection occurs, it is registered an expansion of NK cells 

followed by a dysregulation partially driven by HIV, meaning that it can evade this defense mechanism.  

The adaptive cellular response involves the action of CD4+ and CD8+ T cells. In particular, CD8+ T cells play 

a pivotal role in the control of infection during the course of acute phase. This leads to a decrease of viremia 

but also to viral escape mutants selection. In addition, CD8+ action is targeted against HIV epitopes by a 

mechanism that can be either non-lytic (secretion of soluble factors such as β-chemokines) or lytic (cytolysis 

of infected cells). However, this action is efficient only during the acute phase of HIV infection as its 

continuous replication provokes the progressive exhaustion of CD8+ T cells associated with the surface 

expression of negative regulatory molecules as PD-1 (265). 

When HIV infects host cells, the production of IFNα is mainly due to myeloid cells and pDCs and triggers the 

transcription of  ISGs in infected and neighboring cells, the enhancement of the process of antigen presentation 

and chemokine production in innate immune cells, the boosting in the production of virus-specific antibodies 

and the increasing of effector T-cells responses.  

Among ISGs induction there are the production of Restriction Factors (RF), cellular proteins described as part 

of immune system and that are able to interfere with viral lifecycle by acting on different steps of viral lifecycle 

such as cellular entry and uncoating, reverse transcription, nuclear import, integration, budding and viral 

spread. Because of their interplay with viral replication, and in particular with reverse transcription and 

integration which are essential steps for the onset of latency, it is assumed a pivotal relationship between RF 

inductions and the viral amount in latently infected cells (209). 

As part of my PhD project, on the basis of scientific data suggesting the crucial role of RFs in HIV infection , 

replication and latency, a group of RFs has been selected for this study: APOBEC3G, SAMHD1, MX2, 

SERINC3 and SERINC5, TRIM5, BST2) as well as the cellular sensor IFI16 associated to STING activation 

in the pathway that leads to ISGs induction.  



42 
 

The main aim of this study was the analysis of RFs expression levels during the course of infection in patients 

that are naïve to cART  (characterized by high viral load and slow CD4+ T cells count) followed during the 

first year of follow up (4 and 8 months from the first diagnosis) and patients with undetectable levels of viral 

load from at least two years and under cART administration. By the end, correlation analysis between viral 

and immunological parameters was further performed in order to identify a link between the expression levels 

of one or more RFs and the size of viral reservoir.   

 

The second part of this study was performed in Paris, at the INSERM laboratory where according to the notion 

that type I IFN production begins in the acute phase and its role changes during the course of infection, the 

induction of immunosuppressive pathways involving IL-10 and probably PD-L1 (Programmed cell Death 

Ligand 1) are further involved (275). It can be assumed then that as the exposure to IFNα becomes chronic, 

there is evidence of immune dysfunction and T-cells decline.  

In this scenario, other cellular proteins are involved: in particular the immune checkpoint molecules (ICPs) are 

inhibitory receptors expressed on immune cells (mostly extracellularly) that trigger immunosuppressive 

signaling pathways, maintain self-tolerance and modulate the length and magnitude of effector immune 

responses in peripheral tissues, in order to minimize tissue damage (251).  

In untreated HIV infection, ICPs appear up-regulated, including PD-1, CTLA4, TIM3 and LAG3 on both 

CD4+ and CD8+ T cells. Following ART, their expression declines but remain elevated compared to 

uninfected controls. Whether ART is started early (within 6 months of infection) or late (within 2 years of 

infection), similar levels of expression of immune checkpoint proteins persist (276). 

Therefore, it might be assumed that the expression profile of ICPs reflect the immune condition and activation 

as well as the expression pattern of RF during the early phase of infection, before the beginning of ART, could 

influence the reservoir size.  

The major aim of this project is to assess the clinical meaning of ICPs expression in HIV-1 chronically infected 

patients to better characterized their involvement in immune system disfunction.  
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Materials and methods 

Chapter 1: RFs analysis 

Sample collection 

HIV-1 positive subjects were enrolled by the Infectious Disease unit and blood samples were collected by 

Retrovirus laboratory, Microbiology section of Sant’Orsola Malpighi hospital of Bologna, Italy. Buffy coat 

samples of healthy donors were collected by the Transfusion unit of Maggiore hospital of Bologna. This study 

was approved by the local Ethical Committees of Area Vasta Emilia Centro of Emilia-Romagna (CE-AVEC) 

and all subjects included in this study provided written informed consent.  

Peripheral blood mononuclear cells (PBMCs) and nucleic acids extraction. 

PBMCs from healthy donors (n=14) and HIV-1 positive patients at each time of collection (n=14) were isolated 

from fresh whole blood using density gradient centrifugation with Ficoll (Ficoll-Paque PLUS Pharmacia, 

Uppsala, Sweden). Cell samples where then stored at -80°C for the next nucleic acids extraction.  

RNA was extracted from each cell samples by using the Quick-𝑅𝑁𝐴𝑇𝑀 Miniprep Kit (Zymo Research Corp.) 

according with the manufacturer’s protocol. This kit provided a double column filter system to perform a first 

separation phase between RNA and DNA from the same sample. Furthermore, a DNasi treatment is 

recommended to prevent the genomic contamination that could be present during data analysis. DNA 

extraction was carried out with Quick DNA™ Microprep Kit (Zymo Research Corp.) according with the 

manufacturer’s protocol. DNA and RNA were both eluted in 50 µl of nuclease free water supplied by kits and 

stored at -80°C until the molecular analysis. 

Real Time PCR for RF 

Total RNA concentration and purity were measured using a NanoDrop2000 spectrophotometer (ThermoFisher 

Scientific) and 500 µg was reverse transcribed into cDNA using cDNA Synthesis Kit (Biotechrabbit) according 

with the manufacturer’s protocol. A negative control of reverse transcription was included for each primer 

pairs to exclude nontranscribed genomic DNA contamination and to tests the efficiency of the reverse 

transcription reaction. 

cDNA was diluted to a final concentration of 5 ng/µl and 25 ng were used in a 20 µl real time PCR reaction 

mix. The reaction mix includes 10 µl of 2X buffer (QuantiFast SYBR Green PCR kit, Primerdesign), 0.3 µM 

of forward and reverse primer. Real time PCR were performed on Rotor-Gene Q (Qiagen) at the following 

conditions: 95°C for 10 minutes, 40 amplifications cycles of 95°C for 15 seconds, 60°C for 30 seconds and 

72°C for 30 seconds. The melting curve for the assay specificity was set up from 60°C to 95°C. The reference 

genes included for the normalization analysis were the β-actin (ACTB) and the glyceraldehyde-3-phosphate 
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dehydrogenase (GAPDH), according with previous studies where ACTB and GAPDH have been validated as 

the most stable reference genes in many species (277)(278)(279)(280). However, our preliminary studies 

revealed that the ACTB was the most stable and so it was selected to determine the effectiveness of extraction 

and purification of nucleic acids. Relative gene expression values of RF were calculated according to the 

2ΔΔCt method. 

Primers for RF were designed manually using SnapGene Viewer 4.1.8 and to test their specificity each primer 

was blasted and ordered at ThermoFisher Scientific. Primer sequences are listed in table 1.  

 

GENE NAME GenBank ID PRIMER SEQUENCE (5’ TO 3’) Position 

cDNA 

APOBEC3G  NM_021822  

 

FP: TAGCCGGCCAAGGATGAAGC 

RP: TCCGACGAGAAAGGATGGGTC 

345-364 

428-448 

MX2  NM_002463  

 

FP: AACACCGAGCTAGAGCTTCAGG 

RP: AGGTCAATGATGGTCAGGTCTGGAAC 

627-648 

756-781 

SAMHD1  NM_015474   

 

FP: AGGTGTGCTCCTTCCTCAGG 

RP: AAGGCAGTAATGCGCCTGTG 

346-365 

419-438 

SERINC3  NM_006811   

 

FP: ACCACCGTGTTAGAAAGCAGC 

RP: AGCAACTACACAGCAAACATGAGG 

111-131 

227-250 

IFI16  NM_005531  

 

FP: AAGGAGCAGAGGCAACTCCTG 

RP: CACCTTACTCCCTTTGGGTCCAG 

643-663 

700-722 

BST2  NM_004335  

 

FP: CAGAAGGGCTTTCAGGATGTGG 

RP: TTGTCCTTGGGCCTTCTCTGC 

313-334 

391-411 

SERINC5  NM_001174071 

 

FP: AGCACCCGCTTCATGTACG 

RP: CAGGTGTCACCAGCTTTAATGCC 

260-278 

383-405 

STING  NM_001301738 

 

FP: TGAACATCCTCCTGGGCCTCAAGG 

RP: GGATCAGCCGCAGATATCCGATG 

482-505 

585-607 

TRIM5α  NM_033034    

 

FP:GGGCAGAAGTAGGAAGTCTTTGGG 

RP: AGGAGTTCCAGGCAGATGGG 

199-222 

349-368 

TRIM11  NM_145214   

 

FP: CCGGAAGCAGATGCAGGATG 

RP: TCGAACTCACCCAGCACGTTC 

693-712 

783-803 

ACTB NM_001101 

 

FP: GAC AGG ATG CAG AAG GAG ATT ACT 

RP: TGA TCC ACA TCT GCT GGA AGG T 
 

1015-1038 

1135-1156 

Table 1: RFs primers sequences 
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Total HIV DNA analysis 

Total DNA concentration was quantified with NanoDrop2000 spectrophotometer (ThermoFisher Scientific) 

and the HIV-1 reservoir was analyzed by quantifying the Total HIV-1 DNA. Total HIV-1 DNA was quantified 

by using a commercially available kit, the HIV-1 DNA test (Diatheva) a kit based on the amplification of a 

specific sequence with the use of a fluorescent-labelled probe. According to the manufacturer’s protocol, 1 µg 

of purified DNA (the equivalent of 1.5 x105 PBMCs) was used for this analysis in 50 µl of reaction mix. The 

reaction was performed on Versant kPCR (Siemens) at the following conditions of temperature and cycles:  

95°C for 3 minutes, 50 amplifications cycles of 95°C for 20 seconds, 60°C for 60 seconds. According to the 

manufacturer’s protocol, the kit provides a 5-points calibration curve useful for the quantitative analysis and 

the HIV-1 detection is based on the fluorescent acquisition on green channel. The results were expressed as 

HIV-DNA/106 PBMCs copy number.  

Statistical Analysis 

For statistical analyses, the non-parametric unpaired analysis was selected. The intergroup comparisons were 

assessed using Kruskal-Wallis test and the Dunn’s correction was performed. The threshold for statistical 

significance was set to p < 0.05. Correlation analyses were performed with the non-parametric Spearman test, 

two-tailed with a confidence interval of 95%. The Spearman’s rank correlation coefficient (r)   0,05 was 

considered. Data were analyzed using GraphPad PRISM5 software. 

Chapter 2: ICPs analysis 

Blood sample collection and PBMCs isolation 

Fresh whole blood samples were collected after written informed consent. Plasma sample were than obtained 

by centrifugation 10 minutes at 1800 rpm and finally stored at -80°C for further analysis. To date 5 healthy 

donors and one HIV1 positive patients have been enrolled. PBMCs were isolated from fresh whole blood using 

density gradient centrifugation with Pancoll human (PAN-Biotech). Cells were counted by using Malassez 

counting chamber and seeded according to our experimental times of collection:  

• RNA analysis 

- 1x106 PBMCs were collected and harvested (ex vivo analysis) 

- 3x106 PBMCs were seeded in a 48 multi-well plate at the concentration of 1x106cells/ml and 

collected after 4 hours of IFNs stimulation 

• Flow Cytometry analysis   

- 3x106 PBMCs were divided into several tubes (500.000 cell/tube) (ex vivo analysis) 

- 9x106 PBMCs were seeded in a 6 multi-well plate in order to have 3x106 PBMCs/well at the 

concentration of 1x106cells/ml; cells were stimulated with IFNs and maintained in culture 24 

hours to be finally collected 
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IFNα  and IFNγ were used at the final concentration of 500 U/ml and 10 ng/ml, respectively. A MOCK sample 

(unstimulated cells) was further included as control. 

RNA extraction, reverse transcription and Real Time qPCR 

RNA was extracted from all cell samples by using the NucleoSpin RNA Plus kit (Macherey-Nagel) according 

to manufacturer’s protocol. Total RNA was eluted in 60 ul of RNasi/DNasi free water and concentration with 

purity were measured using a NanoDrop2000 spectrophotometer (ThermoFisher Scientific). 7 ul of extracted 

RNA was reverse transcribed into cDNA using the Enhanced Avian HS RT-PCR kit (SIGMA ALDRICH) 

according to the manufacturer’s protocol. 

cDNA was finally used to perform Real Time qPCR on IP-10, MX1, LILRB2 and PD-L1 genes by using 

ThermoFisher commercially available primers (reference Hs00171042, Hs00895608, Hs01629548 and 

Hs00204257 respectively). 18S (reference Hs03003631) was also included as housekeeping gene required for 

the normalization analysis. Real Time qPCR was performed in duplicate in a 20 ul of reaction mix. cDNA was 

diluted 1/10 and 4 ul was added at the reaction mix including 1 ul of primer, 10 ul of 2X TaqMan Gene 

Expression Supermix (ThermoFisher) and RNasi free water to final volume. Real time assays were run on a 

FX96 Cycler (Bio-Rad) at the following conditions: 50°C for 2 minutes, 95°C for 10 minutes followed by 49 

amplifications cycles of 95°C for 15 seconds and 60°C for 1minute. Relative gene expression values were 

calculated according to the ΔΔCt method.  

Flow cytometry analysis 

Flow cytometry analyses were performed in order to analyze T-Lymphocytes and Myeloid cells. All antibodies 

were labeled with a specific marker and were firstly titrated for panel optimization, population identification 

and expression level measurements (see Table 2 for the antibody list optimized for Lymphoid and Myeloid 

panel).  

Antibody Clone Fluorochrome  
 

CD11c 3.9 BV421 

 M
y
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id
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el 

CD141 1A4 BV510  

CD14 M5E2 BV650  

CD1c L161 BV711  

CD45 2D1 BV786  

CD3 SK7 FITC 

LINEAGE CD56 NCAM16.2 FITC 

CD19 HIB19 FITC 

CD123 7G3 PE  

PD-L1 29E2A3 PE-Dazzle594  

CD16 3G8 PerCP-Cy5.5  

CX3CR1 2A9-1 PE-Cy7  

LILRB2 42D1 APC  
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HLA-DR G46-6 APC-R700  

PD-1 EH12-2H7 BV421 
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CD38 HIT2 BV510  

CD3 SK7 BV605  

CD45RO UCHL1 BV650  

CD8 SK1 BV711  

CD27 L128 BV786  

CD45 2D1 FITC  

CD4 SK3 PE  

PD-L1 29E2A3 PE-Dazzle594  

TIGIT MBSA43 PerCP-eF710  

CCR7 G043H7 AF647  

HLA-DR G46-6 APC-R700  

PD-1 EH12-2H7 BV421 
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CD38 HIT2 BV510  

CD3 SK7 BV605  

CD45RO UCHL1 BV650  

CD8 SK1 BV711  

CD27 L128 BV786  

CD45 2D1 FITC  

GrB GB11 PE  

PD-L1 29E2A3 PE-Dazzle594  

TIGIT MBSA43 PerCP-eF710  

Perf B-D48 PE-Cy7  

CCR7 G043H7 AF647  

HLA-DR G46-6 APC-R700  

Table 2 : antobodies list 

50.000 PBMCs were incubated with only one antibody and for each one a range of antibody amounts were 

tested. In particular the range included different antibody amounts above and below the manufacturer’s 

recommended amount. In our experimental set up, all the antibodies used were obteined by Biolegend supplier 

and a volume of 5 ul per test was suggested for each antibody. Thus 0.5-1-2.5-5 ul were finally tested. Sample 

with no antibody was further included.   Data for all samples were acquired on LSR Fortessa (BD biosciences) 

and analyzed using FlowJo software (FlowJo LLC, USA). For all concentration tested a separation index (SI) 

was calculated in order to find the concentration that is optimal for our analysis. In particular, thanks to SI,a 

separation between positive (upper part of graph) and negative (lower part of the graph) populations was 

obtained and the better separation is represented by a higher SI. Below is reported the SI formula with an 

example of separation cell populations.  
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Two types of staining were performed: a membrane staining and an intracellular one. About the membrane 

staining, 500.000 cells were firstly washed with 2 ml of Washing buffer (5 g of BSA dissolved in 500 ml of 

PBS 1X) and centrifuged 5 minutes at 1500 rpm. Supernatant was discarded and cells were resuspended in 

200 ul of Washing buffer and antibodies mix. Cells and antibodies were then incubated 20 minutes in the dark 

and then washed with 2 ml of PBS 1X. To perform the intracellular staining, a membrane labeling was first 

done and a permeabilization/fixation steps were further included to allow the incorporation of antibodies 

targeting intracellular molecules. Cells were permeabilized 30 minutes at 4°C at the dark and washed in 

Washing buffer. Next, a second incubation step was performed by adding a new antibody mix for intracellular 

proteins. Thus, samples were washed with PBS 1X. Finally, each sample was fixed by adding 200 ul of PFA 

1%.  

For the lymphoid panel, two different staining were set up : a membrane staining, in order to analyse cell 

differentiation/activation and the expression profile variation of selected ICPs and an intracellular staining was 

to evaluate the CD8+ T-cells cytotoxic activity under IFNs stimulation. In contrast, only one membrane stain 

was considered for the myeloid population.  

During the set-up of the different experiments, problems arose with the PD-L1 staining because it was difficult 

to assess the specificity of the extracellular signal. To confirm the signal specificity two different mix of 

antibodies were prepared for each panel (Lymphoid membrane, lymphoid intracellular and myeloid): one mix 

made by all the antibodies that are representative of one of the three panels plus the PD-L1 antibody and a 

second mix made by the same mix of antibodies, except for PD-L1, and containing the PD-L1 related isotype 

(IgG2bk from BioLegend) (Figure 10). We did not have any specificity problem with the other markers. 
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Figure 10:  PD-L1 Signal validation in total CD4+ and CD8+ T-lymphocytes ex vivo (J0) and after 24 hours (J1) of 

stimulation with IFNα and IFNγ. Blue curve is referred to PDL1 Isotype and red curve represents the PDL1 antibody 

signal 

 

 

Because PD-L1 give us a good specific signal and in the absence of a different signals between positive and 

negative cells, we plotted the mean fluorescence intensity (MFI) to represent the PDL1 (Figure 11). 

 

 

 

Figure 11: PD-L1 Signal validation in myeloid cells ex vivo (J0) and after 24 hours (J1) of stimulation with IFNα and 

IFNγ. Blue curve is referred to PDL1 Isotype and red curve represents the PDL1 antibody signal. 

 

In myeloid cells PD-L1 showed a good specific signal with the identification of two different populations: 

positive and negative cells. Thus, for myeloid cells PD-L1 was plotted as the percentage of cells that are 

positive for PD-L1 as well as the MFI to further analyze the different expression pattern of PD-L1 on cellular 

surface. 
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Gating strategy: T-Lymphocytes 

In Figure 12 is reported the gating strategy by which the CD4+ and CD8+ T-lymphocytes and related 

subpopulations were selected. Lymphocyte population were selected by SSC (side scatter) and FSC (forward 

scatter) and single cells were then gated by FSC-H (height) versus FSC-A (area). From this population, live 

cells were selected and CD45+ cells were further gated. CD3+ cells were then choosen to identify the CD4+ 

and CD8+ T lymphocytes as our cells of interest. CD45RO in combination with CCR7 and CD27 antibodies 

were used to phenotipically define subsets of CD4+ and CD8+ T-cells. In particular, CD4+ cells were divided 

in Naïve T-cells (CD45RO-, CCR7+, CD27+), Effector T-cells (CD45RO-, CCR7-, CD27-), Central Memory 

T-cells (CD45RO+, CCR7+, CD27+), Transitional Memory (CD45RO+, CCR7-, CD27+) and Effector 

Memory T-cells (CD45RO+, CCR7-, CD27-). Similarly, the gating strategy followed for CD8+ cells subsets 

identified the Naïve T-cells (CD45RO-, CCR7+, CD27+), Central Memory T-cells (CD45RO+, CCR7+, 

CD27+), Effector (CD45RO+, CCR7-, CD27-), Effector Memory T-cells (CD45RO+, CCR7-, CD27+) and 

Terminal Effector Tcells (CD45RO, CCR7-, CD27-) (Figure 12A). The pattern of activation or exhaustion for 

each subset was further analyzed by using the CD38 and HLA-DR antibodies for T-cells activation as well as 

TIGIT, PD1 and its ligand the PD-L1 for the exhaustion analysis (Figure 12B). With regard to cytotoxic 

activity, from CD8+ T-lymphocytes and subsets we further investigate cells that were positive for granzyme 

and perforin expression (Figure 12C).  

 

 

 

 

A) 
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B) 

 

C) 

Figure 12: gating strategy T lymphocytes. A) T-Lymphocytes differentiation analysis; B) Analysis of activation and 

exhaustion of CD4+ T-Lymphocytes, on the right, and CD8+ T-Lymphocytes, on the left, at J0 (ex vivo) and after 24 

hours (J1) of stimulation with IFNα  and IFNγ; C) cytotoxicity analysis of CD8+ T-lymphocytes at J0  and J1 after IFNα  

and IFNγ stimulation.   

 

 

Gating strategy: myeloid cells 

Figure 13 shows the gating strategy by which myeloid cells and the different subsets were selected. Myeloid 

population was selected by SSC (side scatter) and FSC (forward scatter) and single cells were then gated by 

FSC-H (height) versus FSC-A (area). From this population, live cells were selected and CD45+ cells were 

further gated. Monocytes population was identified using HLA-DR in combination with CD56, CD3 and CD19 

(LINEAGE, LIN) and HLA-DR+ LIN- cells were gated. Different monocytes subsets were then characterized 

by CD14 and CD16 markers. At this regard, Classical (CD14+ CD16-), Intermediate (CD14+ CD16+) and 

non classical (CD14- CD16+) monocytes as well as conventional and plasmacitoid dendritic cells (DC) (CD14- 

CD16-) were distinguished. From CD14-CD16- cell subset, the characterization between cDC and pDC was 

allowed by CD123 in combination with CD11c : cells CD123+ were gated as pDCs in contrast to cells CD123- 
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that were selected as cDC. Moreover, from cDCs group it was possible a further distinction between cDC1 

(CD141+) and cDC2 (CD1c) (Figure 13A). Myeloid cells and all subsets were further analyzed for the 

expression of markers related to cells exhaustion under IFNs stimulation, as LILRB2, CX3CR1 and PD-L1, 

too (Figure 13B).  

 

 

A) 

 

B) 

Figure 13: Gating strategy of myeloid cells; A)myeloid cells differentiation analysis; B) markers of cell exhaustion at at 

J0 (ex vivo) and after 24 hours (J1) of stimulation with IFNα and IFNγ 
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Results 

Chapter1: RFs analysis 

Immunological and virological parameters in HIV patients  

Immunological parameters of HIV patients enrolled in the study are shown in Table 3. Briefly, Group 1 patients 

presented at T0 a CD4+ T lymphocytes count of 235.5 cell/mmc with a significant increase (p<0.001) at T1 

and T2 (406.5 cell/mmc and 489.5 cell/mmc, respectively).  

CD8+ T lymphocytes percentage showed stable values prior and after cART (60.5% at T0, 54.5% at T1 and 

44.25% at T2). 

CD4/CD8 ratio appeared constant from T0 onwards (0.275, 0.345 and 0.480 at T0, T1 and T2 respectively). 

Group 2 patients presented CD4+ T lymphocytes of 787 cell/mmc significantly higher when compared to group 

1 patients at T0 (p < 0.001) and T1 (p <0.05).  

CD8+ T lymphocytes percentage [44.25 (IQR =29.25-44.25)] showed lower values in comparison with group 

1 patients at T0 (p<0.001), T1 (p<0.001) and T2 (p<0.01). 

CD4/CD8 ratio showed elevated values (0.925) and significantly higher in comparison with Group 1 patients 

(p<0.001). 

Plasma HIV-RNA load: The viral load trend detected in plasma samples appeared drastically reduced after 

cART beginning (Group 1), decreasing from 4.67 log copies/ml at T0 to undetectable levels (p<0.001) at T1 

and (p<0.001) at T2.  

Group 2, based on inclusion criteria, showed undetectable levels (0 log) as previously described as patients 

under cART and with undetectable viremia from at least two years. 

Total HIV-DNA. As expected, total HIV DNA amount showed higher values (3.192 log copies/106 PBMCs, 

IQR=2.901-3.665) at T0 in comparison to onwards controls [T1 (2.496 log copies/106 PBMCs and T2 (2.404 

log copies/106 PBMCs)] (p= 0.016, p= 0.003). 

TND patients presented a lower, but not significant, total HIV DNA amount (1.642 log copies/106 PBMCs), 

when compared with value obtained in Group 1 patients at T1 and T2 (for details see Table 4). 
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Table 3:  clinical and virologic characteristic of HIV patients (group 1 and 2). Values are reported as median (IQR); T0, 

blood sample prior to cART; T1, first follow up and blood sample collection at 4 months after cART administration; T2, 

second follow up and blood sample collection at 8 months after cART; T0, T1, T2 are referred at group 1 individuals. 

TND, target not detected, patients belonging to group 2, aviremic and under cART from at least 2 years.  

 

Patients 

Characteristics 

Group 1 Group 2 

T0 

(n=14) 

T1 

(n=14) 

T2 

(n=14) 

TND 

(n=14) 

Age 
 

44 (35-47) 
  51 (43-60) 

CD4+ T 

lymphocytes 

(cell/mmc) (IQR) 

235,5 

(94,75-436,5) 

406.5 

(289.5-629.5) 

489,5 

(324,3-726,3) 

787 

(575,5-1171) 

CD8+ T 

lymphocytes 

(%) (IQR) 

60,5 

(51,50-70) 

54.5 

(49,75-69,25) 

54 

(48,75-65,5) 

 

44,25 

(29,25-44,25) 

 

CD4/CD8 

(IQR) 

0,275 

(0,125-0,465) 

0,345 

(0,127-0,592) 

0,480 

(0,177-0,625) 

0,925 

(0,69-1,56) 

HIV-RNA load 

(cp/ml)*(IQR) 

4.73x104 

(3.19x104-

1.38x105) 

2x101 

(3x101-2x101) 
<20 <20 

Total HIV-DNA 

(copies/106 

PBMCs)(IQR) 

1.71x103 

(8.51x102-

3.24x103) 

3.68x102 

(2.23x102-

7.22x102) 

2.69x102, 

(7.46x101-

4.30x102) 

4.42x101 

(3.50x101-1.18x102) 

* HIV-RNA load was detected by standard commercial viral RNA detection assay (COBAS® AMPLICOR, Roche 

Molecular Systems, Inc., Branchburg, NJ, USA). VL: Viral Load; TND: target not detected.  

 

Unpaired 

t-test 
T0 vs T1 T0 vs T2 T0 vs TND T1 vs TND T1 vs T2 T2 vs TND 

CD4 / mmc ns ns P<0.001 P<0.05 ns ns 

% CD8 ns ns P<0.001 P<0.001 ns P<0.01 

CD4 / CD8 ns ns P<0.001 P<0.001 ns P<0.01 

Plasma HIV RNA P<0.001 P<0.001 P<0.001 ns ns ns 

Total HIV DNA ns P<0.01 P<0.001 P<0.05 ns ns 
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Table 4: Statistical comparison of immunological and virologic parameters between Group 1 and Group 2 of enrolled 

patients. (NS in Non-Significant).    

 

APOBEC3G, MX2, SAMHD1, SERINC3 expression is higher prior to cART 

Each RFs were independently tested. Despite the restricted number of enrolled individuals and the inter-

individual variability in RFs gene expression, APOBEC3G, MX2, SAMHD1 and SERINC3  showed  higher 

levels in Group 1 patients at inclusion Time (T0) and 4 months later (T1) meanwhile at T2 (8 months later) 

RFs expression appeared decreased, with values comparable to those recorded in TND patients (Figure 14).  

In particular, APOBEC3G appeared significantly upregulated at T0 and T1 compared to TND patients (p<0.01 

and p<0.001 respectively). Meanwhile MX2 and SAMHD1 overexpression was registered at T0 compared to 

T2 (p<0.05 and p<0.01 respectively) and TND patients (p<0.001 for both MX2 and SAMHD1). Furthermore, 

SAMHD1 showed an overexpression at T1 compared to TND (p<0.05). SERINC3 was characterized by an 

increment at T0 compared to T2 and TND group (p<0.05 and p<0.01 respectively) (for details, see Table 5 

and 6). 
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Figure 14: APOBEC3G, MX2, SAMHD1, SERINC3 expression profile in group1 and group 2 were analyzed at each 

blood sample collection. 
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Table 5: Median and interquartile range (IQR) of the fold change for each RF in Group 1 and Group 2.  

 

 

 

Table 6: Statistical comparison between RFs expression levels of Group 1 and Group 2 of enrolled patients. (NS is non- 

significant). 

 

 

BST2, IFI16, SERINC5, STING and TRIM5 expression are higher after cART 

BST2, IFI16, SERINC5, STING and TRIM5, similarly to RFs described before, appeared upregulated during 

the first period of follow-up, with an expression enhancement in T1 compared to T0, T2 and TND (Figure 15).  

Among them, BST2 expression is higher in T1 (p<0.001) than in T0 (p<0.01) compared to TND.  

STING did not show a significant increment of expression in T1 compared to T0 but a statistically significant 

overexpression was registered in T2 compared to TND patients (p<0.01). Similarly, the expression levels of 

IFI16 were also higher in T1 than in T0 but not statistically significant p value was observed. However, IFI16 

and TRIM5 expression appeared enhanced at T0 compared to TND (p<0.01 and p<0.05 respectively) and 

between T1 and TND (p<0.001 and p<0.01, respectively). The expression levels of SERINC5 appeared 

upregulated in T1 and T2 but the higher expression was registered in T1 compared to TND (p<0.05) (for details 

see Table 7 and 8). 

RFS FOLD 

CHANGE  

MEDIANS (IQR) 

T0 T1 T2 TND 

APOBEC3G 0.402 (0,059-1,199) 0,343 (0,251-1,394) 0,128 (0,002-0,296) 0,043 (0,001-0,071) 

MX2 1,330 (0,264-3,350) 0,261 (0,186-0,576) 0,267 (0,004-0,418) 0,045 (0,006-0,108) 

SAMHD1 0,633 (0,4599-0,858) 0,417 (0,211-0,627) 0,093 (0007-0,497) 0,052 (0,004-0,193) 

SERINC3 
0,235 (0,129-1,102) 0,103 (0,065-0,258) 0,048 (0,015-0,214) 0,042 (0,005-0,07) 

RF name T0 vs T1 T0 vs T2 T0 vs TND T1 vs TND T1 vs T2 T2 vs TND 

APOBEC3G NS NS <0.01 <0.001 NS NS 

MX2 NS <0.05 <0.001 NS NS NS 

SAMHD1 NS <0.01 <0.001 <0.05 NS NS 

SERINC3 NS <0.05 <0.01 NS NS NS 
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Figure 15: BST2, IFI16, SERINC5, STING and TRIM5 expression profile in group1 and group 2 HIV 1 were analyzed 

at each blood sample collection.  
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Table 7: Median and interquartile range (IQR) of the fold change for each RF in Group 1 and Group 2.  

 

 

 

Table 8: Statistical comparison between RFs expression levels of Group 1 and Group 2 of enrolled patients. (NS is non-

significant). 

 

 

Correlation analysis 

As restriction factors play pivotal role in the viral infection control especially in the first moments of viral 

replication and spread, we wished to evaluate the association between the selected RFs and the immunological 

and virologic parameters in group 1 of patients during the follow up. Surprisingly, we do not find any 

significant association between the RFs’ expression levels with immunological parameters and the HIV-1 

DNA, as reported in Table 9a, thus suggesting the complicated interaction between host and virus. On the 

contrary, the association analysis with viral load revealed a strong positive correlation for APOBEC3G 

(p=0.001, r= 0.491), TRIM5α (p=0.003, r= 0.446), SAMHD1 (p=0.005, r= 0.426), MX2 (p=0.002, r= 0.473), 

IFI16 (p=0.006, r= 0.414), STING (p=0.022, r= 0.352) and SERINC3 (p=0.004, r= 0.438) (Figure 16). 

Correlation analysis performed for Group 2 of TND individuals do not revealed any statistically significant 

correlation between RFs expression and the immunological and virologic parameters (Table 9b).  

RFS FOLD 

CHANGE  

MEDIANS (IQR) 

T0 T1 T2 TND 

BST2 0,921 (0,156-1,239) 1,406 (0,836-2,282) 0,329 (0,110-0,653) 0,091 (0,010-0,148) 

IFI16 0,512 (0,198-0,985) 0,696 (0,249-1,396) 0,243 (0,005-0,528) 0,039 (0,003-0,128) 

SERINC5 0,029 (0,018-0,133) 0,123 (0,027-0,287) 0,098 (0,015-0,147) 0,010 (0,001-0,038) 

STING 1,105 (0,173-1,477) 1,945 (0,132-4,01) 3,107 (1,816-3,531) 0,422 (0,052-0,842) 

TRIM5α 0,843 (0,437-5,083) 1,205 (0,154-2,503) 0,266 (0,181-0,376) 0,172 (0,055-0,208) 

RF name T0 vs T1 T0 vs T2 T0 vs TND T1 vs TND T1 vs T2 T2 vs TND 

BST2 NS NS <0.01 <0.001 NS NS 

IFI16 NS NS <0.01 <0.001 NS NS 

SERINC5 NS NS NS P<0.05 NS NS 

STING NS NS NS NS NS <0.01 

TRIM5α NS NS <0.05 <0.01 NS NS 
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Table 9a: Correlation analysis between RFs expression and immunological-virologic parameters referred to Group 1 of 

enrolled patients (n=42) followed during the follow up (T0-T1-T2).  

 

 

Table 9b: Correlation analysis between RFs expression and immunological-virologic parameters referred to Group 2 of 

enrolled patients (n=14). Correlation analysis with viral load cannot be analyzed because viral load is undetectable and it 

represents either a vertical or horizontal line. NA: not analyzed. 

 

GROUP 1  

Spearman 

correlation 

analysis 

CD4 / mmc % CD8 CD4 / CD8 Total HIV DNA Plasma HIV 

RNA  

P value r P value r P value r P value r P value r 

APOBEC3

G 

0,863 -0,027 0,408 0,130 0,267 -0,175 0,327 0,155 0,001 0,491 

BST2 0,493 0,108 0,841 -0,031 0,579 -0,087 0,477 0,112 0,182 0,209 

IFI16 0,294 -0,163 0,269 0,172 0,067 -0,281 0,403 0,130 0,006 0,414 

MX2 0,360 -0,144 0,232 0,188 0,414 -0,129 0,222 0,192 0,002 0,473 

SAMHD1 0,139 -0,231 0,811 0,037 0,277 -0,171 0,317 0,158 0,005 0,426 

SERINC3 0,780 0,044 0,943 -0,011 0,901 0,019 0,719 0,057 0,004 0,438 

SERINC5 0,805 0,039 0,785 0,043 0,793 0,041 0,773 -0,045 0,457 -0,117 

STING 0,169 0,215 0,474 -0,113 0,366 0,143 0,127 -0,238 0,022 0,352 

TRIM5α 0,910 0,017 0,878 0,024 0,736 -0,053 0,274 0,172 0,003 0,446 

GROUP 2  

Spearman 

correlation 

analysis 

CD4 / mmc % CD8  CD4 / CD8 Total HIV DNA Plasma HIV 

RNA 

P value r P value r P value r P value r P value r 

APOBEC3G 0,418 0,235 0,373 -0,257 0,333 0,279 0,820 0,0667 NA NA 

BST2 0,759 0,090 0,887 -0,041 0,615 0,147 0,688 0,117 NA NA 

IFI16 0,872 0,049 0,516 -0,198 0,334 0,291 0,392 0,259 NA NA 

MX2 0,409 0,239 0,702 -0,112 0,691 0,116 0,532 0,182 NA NA 

SAMHD1 0,366 0,261 0,536 -0,180 0,409 0,239 0,682 0,120 NA NA 

SERINC3 0,970 -0,010 0,952 -0,017 0,994 0,002 0,478 0,206 NA NA 

SERINC5 0,771 -0,085 0,970 0,011 0,970 0,010 0,53 0,180 NA NA 

STING 0,366 0,261 0,981 0,006 0,669 0,125 0,268 0,317 NA NA 

TRIM5α 0,958 0,015 0,440 -0,224 0,483 0,204 0,957 -0,015 NA NA 
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Figure 16: Correlation analysis between RFs and plasmatic viral load referred to group 1(n=42) of patients followed at 

each follow up (T0, T1, T2). Plasma HIV RNA levels was expressed as Log of copies/ml. P and r values were calculated 

using Spearman correlation test.  
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Chapter 2: ICPs analysis 
 

IFN treatment and Real Time PCR analysis 

Real Time qPCR was performed on PBMCs of healthy donors, collected ex vivo and at 4 hours post stimulation 

with IFNα  and IFNγ. MX1 and IP10 are two candidate genes induced by IFNs pathway activation. Under our 

experimental conditions, MX1 appeared upregulated after 4 hours of IFNα stimulation compared to ex vivo 

analisys (p=0.0021) and in a less extentent after IFNγ stimulation compared to J0 (p=0.0277). Similarly, at 4 

hours of IFNγ stimulation a statistical significant increment of IP10 expression was registered compared to ex 

vivo sample (p=0.0021) and a mild increment was further observed after IFNα induction (p=0.0245). MX1 and 

IP10 enhancement after stimulation with 500 U/ml of IFNα and 10 ng/ml of IFNγ confirmed the good 

performances of our exprimental conditions. On this basis, we further analysed the expression pattern variation 

of LILRB2 and PDL1 during IFNs induction as well as our gene of interest of immune checkpoint. Compared 

to MX1 and IP10, LILRB2 did not appear upregualted under either IFNα or IFNγ stimulation whereas PD-L1 

expression analysis showed a statistical significant overexpression at 4 hours of IFNγ stimulation compared to 

ex vivo analysis (p=0,0009) (Figure 17). 

 

 

Figure 17: MX1, IP10, LILRB2, PDL1 expression profile. Scattered dot plots showing on Y-axis the relative expression 

of each gene. Each dot represents separate healthy donors (n=5). The median and interquartile range (IQR) are indicated.  
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Flow Cytometry analysis: T-Lymphocytes 

At 24 hours post stimulation, flow cytometry analysis was performed on T-Lymphocytes derived from healthy 

subjects with the aim to investigate the different expression profile of specific markers associated to cellular 

activation and/or exhaustion under IFNs stimuli. Total CD4+ and CD8+ T-Lymphocytes were analyzed 

separately and each subset were further characterized for TIGIT, PD1 and its ligand PD-L1expression as the 

main immune check point proteins associated to immune cells exhaustion and disfunction (Figure 18). 

Contrarily, HLA-DR and CD38 together were studied in order to examine the pattern of cellular activation 

under one or both IFNs stimulation. Despite IFNs stimulation, in healthy subjects, positive cells percentage 

for TIGIT and PD1 did not show any significant increment compared to mock and ex vivo sample as well as 

PD-L1 MFI analysis. Similarly, the HLA-DR+CD38+ T lymphocytes amount appeared the same with or 

without stimulation. In Figure 6 are represented results obtained on Total CD4+ and CD8+ T cells. Analyses 

performed for each T- lymphocytes subsets are omitted because any significant difference was observed in 

MFI and percentage of cells that are positive for markers of activation and exhaustion.  

 

 

Figure 18: PDL1, HLA DR-CD38, TIGIT and PD1 analysis on total CD4+ T-Lymphocytes, on the right, and total CD8+ 

T-Lymphocytes, on the left, at J0 (ex vivo) and after 24 hours (J1) of stimulation with IFNα  and IFNγ or without 

stimulation (MOCK). Each dot represents separate healthy donors (n=5). PDL1 is indicated as MFI meanwhile HLA DR-

CD38, TIGIT and PD1 are graphed as positive percentage of T-cells.  

 

 

Perforin and Granzyme B expression were further analyzed as two cytotoxic molecules used by CD8+ T-

lymphocytes to induce apoptosis and their overexpression has been reported in several chronic diseases as well 

as chronic inflammation or infection. However, our analyses performed on PBMCS derived from healthy 

donors and stimulated 24 hours with IFNα and IFNγ, did not show any differences in cells that are positive for 

Perforin or/and Granzyme B in presence or not IFN stimuli. In Figure 19 is reported the expression profile of 
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Perforin and Granzyme B on total CD8+ T cells and similarly, any differences were observed in all CD8+ 

subsets.  

 

 

Figure 19: Granzyme and Perforine analysis on total CD8+ T-Lymphocytes, at J0 (ex vivo) and after 24 hours (J1) of 

stimulation with IFNα  and IFNγ or without stimulation (MOCK). Each dot represents separate healthy donors (n=5). The 

positive percentage of CD8+ T-cells is represented.  

 

Flow Cytometry analysis: Myeloid cells   

Myeloid cells were studied for the expression of markers associated to exhaustion cell status described during 

chronic inflammation and infection. Flow cytometry analysis was performed 24 hours post stimulation with 

IFNα and IFNγ for LILRB2, PD-L1 and CX3CR1. Analysis were divided into monocytes subset and dendritic 

cells (DC). Our analysis shown interesting results at 24 hours in PBMCs derived from healthy donors (Figure 

20). In detailed, LILRB2 and CX3CR1 did not show any significant increment after IFNs stimulation. On the 

contrary, we observed a percentage increment of cells that are positive for PD-L1 at 24 hps compared to ex 

vivo sample. In particular the percentage of Monocytes expressing PD-L1 was statistically incremented in cells 

stimulated with IFNα and IFNγ compered to ex vivo sample (p=0.0452 and p=0.0031 respectively). Similarly, 

in the other monocytes subsets we observed the same increment in IFNs stimulated samples compared to ex 

vivo one (p- values are reported in Table 10).  
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Figure 19: LILRB2, PDL1 and CX3CR1 analysis on Monocytes, Classical, Intermediate and Non Classical monocytes 

at J0 (ex vivo) and after 24 hours (J1) of stimulation with IFNα and IFNγ or without stimulation (MOCK). Each dot 

represents separate healthy donors (n=5). Results are represented as positive percentage of cells expressing LILRB2, 

PDL1 and CX3CR1.  

 

 

Table 10: p-value calculated for PD-L1 positive cells percentage 

 

Dendritic cells displayed a similar pattern of expression observed in monocytes and related subsets. CX3CR1 

expression did not change after IFNs induction in all DC subsets as well as LILRB2 analyzed in pDC and 

cDC2. However, contrary to monocytes populations, LILRB2 appeared increased in cDC1 after IFNα 

stimulation compared to ex vivo samples (p=0.0326). The percentage of pDC and cDC2 that are positive for 

PD-L1 expression appeared augmented in IFNα stimulated samples (p=0.0165 and p=0.0277 respectively). 

PD-L1 expression in cDC1 increased in a statistically significant manner after either IFNα and IFNγ stimuli 

(p=0.0095 and p=0.0194 respectively) (Figure 20).   

 

p-value Monocytes Classical Inermediate Non classical pDC cDC1 cDC2 

IFNα  vs J0 0.0452 0.006 0.0017 0.0096 0.0165 0.0095 0.0277 

IFNγ vs J0 0.0031 0.0041 0.01 0.0025 ns 0.0194 ns 
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Figure 20: LILRB2, PDL1 and CX3CR1 analysis on pDC, cDC1 and cDC2. IFNγ or without stimulation (MOCK). Each 

dot represents separate healthy donors (n=5). Results are represented as positive percentage of cells expressing LILRB2, 

PDL1 and CX3CR1.  

Interestingly, PD-L1 MFI analysis showed that under IFN stimulation, the expression  pattern of PD-L1 on 

cellular surface is different between cells and the PD-L1 enhancement appeared mostly évident after IFNγ 

stimulation, thus according with what observed in Real Time PCR where after 4 hps PD-L1 overexpress after 

IFNγ induction. As reported in Figure 10 and in Table 11, in monocytes, classical and non classical monocytes 

subsets there is a statistically significant increment of MFI PD-L1 after IFNs stimulation compared to ex vivo 

sample and Mock control too. Intermediate monocytes registered instead a significant increment after IFNγ 

stimulation compared to ex vivo sample and mock control (p=0.0005 and p=0.0529 respectively). Dendritic 

cells MFI analysis showed a different pattern of expression compared to monocytes and related subsets. In 

particular in pDCs the PD-L1 MFI did not enhance after IFNs induction. On the contrary, among cDCs subsets 

the cDC1 and cDC2 appeared more susceptible to IFNγ stimulation (p=0.0004 and p=0.0116 respectively). 

Moreover, PD-L1 MFI appeared statisticaly incremented in cDC2 group after IFNα stimulation (p=0.0277).  

 

p-value Monocytes Classical Inermediate Non classical pDC cDC1 cDC2 

IFNα  vs Mock  ns ns ns ns ns ns ns 

IFNγ vs Mock 0.0452 0.0452 0.0529 0.0452 ns ns ns 

IFNα  vs J0 0.0452 0.0452 ns 0.0452 ns ns 0.0277 

IFNγ vs J0 0.0004 0.0004 0.0005 0.0004 ns 0.0004 0.0116 

Table 11: p- value calculated for MFI PD-L1 
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Figure 21: PDL1 MFI analysis on myeloid cells subsets. Each dot represents separate healthy donors (n=5).  

We further analyzed the MFI for LILRB2 in order to assess the significant increment observed in the 

percentage of cells expressing LILRB2 (Figure 22). MFI analysis confirm that upon IFNs stimulation, the 

expression pattern of this protein on the cellular surface is different in cDC1 subset and LILRB2 enhancement 

appeared mostly evident after IFNα stimulation. On the contrary, any significant overexpression was observed 

in other myeloid subpopulations.  

 

 

Figure 22: LILRB2 MFI analysis on myeloid cells subsets. Each dot represents separate healthy donors (n=5).  
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Discussion 

Chapter1: RFs analysis 

This study investigated the variations of the expression levels of a selected group of RF in a small cohort of 

patients, prior and after cART administration, with the aim to analyze the possible role of this cellular defense 

protein in the onset of latency and how cART could play or modulate their role.  

Despite the huge variability between patients and the small number of enrolled individuals, we observed that 

during the first year from the beginning of cART, the levels of these cellular defense proteins appeared 

upregulated prior and after four months to cART administration suggesting that an ongoing upregulation was 

maintained during cART to decrease lately, during chronicization of infection. 

In particular, among the selected RFs, APOBEC3G, MX2, SAMHD1, SERINC3 were mostly upregulated 

before the cART administration than BST2, IFI16, SERINC5, STING and TRIM5α that increased mostly after 

four months of antiviral treatment. Moreover, we observed that the increment of all RFs analyzed, excepted 

for BST2 and SERINC5, was associated with higher plasma HIV RNA levels, thus suggesting their potential 

contribution in viral load control and the central role in the interplay virus-host. Our findings are consistent 

with previous works describing the increment levels of RFs during HIV-1 infection, mostly in cART naïve 

patients and elite controllers, a very interesting group of HIV-1 infected individuals able to control viral 

infection without antiviral therapy. High expression of RFs still in the first months after cART suggests that 

some viral elements persist in the cellular landscape which in turn could trigger the RFs transcription activation 

through IFNα pathway involvement.  

Moreover, in our study, we did not find any correlation with immunological parameters. It is known that 

untreated HIV infection has opposing effects on circulating CD4+ and CD8+T lymphocytes (117,281,282). 

Probably the absence of any correlation with CD4+ or CD8+ T lymphocytes or with the CD4+ and CD8 ratio, 

could be linked not only to the limited cases number but also to the fact that our study were conducted on total 

PBMCs without considering the CD4+T lymphocytes activation according to a recent study where R.T. Gandhi 

and colleagues  described the changes in markers of HIV1 persistence in relation to inflammation and immune 

activation (283).  

Despite that, previous studies are discordant on this matter. Van Hecke et al. recently described a positive 

correlation between CD4+T cell count and the expression levels of some of the RFs like BST2, SAMHD1 and 

APOCEG3G (279), suggesting that ART treated patients present increased levels of RFs which in turn they 

associated to a better immune preservation. Discrepancy were further described by Bachtel et al. studies where 

observations have been made between uninfected healthy donors and ART treated patients. They did not found 

any significant correlation between RFs increment and CD4+ T lymphocytes count or CD4/CD8 ratio (284). 

According with their studies, differences could depend on several factors, one of them not only linked to study 

cohort characteristic but also on sample of total CD4+ T lymphocytes cell population. It is in fact largely 

described that several stimuli like HIV 1 infection, elicit a modification in CD4+ T cell composition, in favor 
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of memory T cell subset which appears overrepresented in ART-suppressed individuals but with lower 

expression of restriction factors. Moreover, Abdel-Mohensen et al. described a negative correlation between 

MX2 and CD4+T lymphocytes activated, similarly for SAMHD1, while APOBEC3G correlated positively 

with this activated subset of CD4+ T cell (285). Furthermore, they suggested a role of ART in the modulation 

of RFs’ expression, as well as the time of ART administration. An immediate treatment initiation after the 

acquisition of HIV-1 infection is important and recommended by current WHO guidelines 

(https://www.who.int/hiv/topics/treatment/en/). Several studies have instead underlined that the timing of 

treatment initiation influences the RF expression levels and this could lead a differentiation between early 

treated and late treated subjects. Early treated individuals maintained increased levels of RFs despite a decade 

of ART and viral suppression, compared to late treated subjects where RFs expression profile is similar to 

uninfected subjects, indicating that when ART is initiated during chronic infection, expression levels of 

antiviral factors are normalized to levels observed in HIV negative individuals (279,286,287). Based on this 

assumption, TND individuals enrolled in this study as group 2 could be considered as late treated because the 

expression levels of RFs did not appear increased compared to group1. The fold-change calculated referred to 

healthy donors did not reveal significant differences in RFs expression. Furthermore, a prosecution of this 

study by collecting blood samples during the follow-up of the same enrolled individuals could allow and/or 

confirm the role of ART in the maintenance of innate antiviral responses.  

In this study, the quantification of total HIV DNA, used to assess the reservoir size, overestimates the size of 

the replication competent cells. Several studies agree with the notion that total HIV DNA is predictive of the 

response to cART and it declines during cART but remains quantifiable despite plasma HIV RNA levels 

significantly decrease under undetectable levels (288). It was largely described that reservoir size in viremic 

non-suppressed patients have an excess of unintegrated HIV DNA that contributes to the total HIV DNA 

signal, while unintegrated DNA contributes very little to the viral reservoir due to its limited transcription 

potential. This is true for patients on suppressive ART where total HIV DNA level is reflective of the total 

HIV proviral reservoir size (289). Our data showed that the RFs upregulation are not  associated to total HIV 

DNA increment in the early months of infection and prior to ART treatment even in presence of a drastic 

reduction of viral load. Nevertheless, the persistence of viral elements maintains the activation of immune 

system and the RFs’ role in infected cells. This notion is supported by a recent study where Himamichi and 

colleagues described the existence of some “zombie” proviruses, that is, defective provirus that are unable to 

give rise intact to viruses but have the capacity of transcribing novel unspliced HIV-RNA molecules in HIV-

infected patients on cART. Thus, this could explain the constant persistence of inflammation and immune 

activation in vivo. Immune activation and inflammation associated to HIV-1 persistence trigger RFs 

overexpression, and it was observed in viral suppressed individuals. Contrarily, our analysis did not show an 

overexpression in TND patients and this is consistent with recent observations who associated a different 

pattern of RF expression to ART timing beginning (279). Another consistent consideration is linked to the 

impact of RFs’gene polymorphisms with disease progression and a major or minor ability in HIV-1 acquisition 

(290–293). Differences in the production of RFs between individuals have been correlated to single nucleotide 

https://www.who.int/hiv/topics/treatment/en/
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polymorphisms (SNPs) and it was further described correlations between differences in the production of host 

defense proteins with SNPs (291). It is also now established that HIV developed several strategies to overcome 

host surveillance by the expression of its viral proteins that enhance viral infection and infectivity but can lead 

RFs degradation by proteasomal complex (136,209,294).  

In this study we did not focus on the nature of pharmaceutical administration, but it could be useful in future 

to improve our data associated to cART. It was described that cART could interfere or modulate the RFs role 

during viral infection. This suggestion is in part supported by some studies who investigated the role of 

SAMHD1 in the modulation of dNTPs levels during retroviral transcription and in the increase of the NRTI 

efficacy (285,295). More recently, clinical studies suggested also the ability of HIV 1 to exploit the 

hypermutation activity of APOBEC3G in the induction of new drug-resistances (296). Differently, Liu and 

colleagues described the role of cART in the restoration of JAK-STAT pathway involved in the induction of 

the anti-HIV-1 cellular factors and HIV-1 inhibition in macrophages (297). They observed that HIV 1 infected 

subjects had a compromised JAK-STAT pathway mediated antiviral immunity and anti-HIV 1 factors. cART 

beginning restore some RFs expression in infected individuals (298). 

Chapter2: ICPs analysis 

This study focused on the analysis of IFNs signature during chronic infection as HIV1. The characterization 

of this signature was based on the use of flow cytometry and molecular biology assays on IFNα and IFNγ 

stimulated PBMCs derived from healthy subjects and HIV1 positive individuals. In the present study we 

analyzed levels of markers associate to inflammation and immune cells activation/exhaustion that lead to 

immune disfunction during chronic inflammation and infection. Despite the huge variability between samples, 

RNA expression analysis performed at 4 hours post stimulation with IFNα  and IFNγ showed that RFs as MX1 

and IP10 are significantly activated by IFNs signaling and among the ICPs analyzed, PD-L1 expression was 

most influenced by IFNγ stimuli. Despite that, T-Lymphocytes as total CD4+, CD8+ T-cells and related 

subpopulations, after 24 hours did not show any variation in the expression of PD-L1 as well as PD1, TIGIT 

and markers of activation as HLA-DR and CD38. Presumably time of stimulation was enough to appreciate in 

lymphocyte populations the enhancement of activation and exhaustion under IFN stimulation. On the contrary, 

myeloid cells showed a significant increment in cellular percentage positiveness for PD-L1 and it was further 

surprisingly to observe the increment of MFI upon IFNγ contribution thus supporting what observed at 4 hours 

post stimulation by molecular biology.  

In the present study, we have carefully characterized different subsets of monocytes. Monocytes and 

macrophages are heterogeneous in nature and have the ability to exert different functions. Based on the 

expression of CD14 and CD16 different monocytes subsets have been described as classical, intermediate, and 

non-classical subsets.  Intermediate monocytes are the most pro-inflammatory subtype of monocytes, and their 

perturbation has been reported in a variety of inflammatory and autoimmune diseases (299–301).  The impact 

of IFNs stimulation appeared more significant in DCs subsets as observed in the increment of positive cells 
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percentage for markers associated to immune exhaustion and disfunction. It is known that cDCs and pDCs 

play different specific role in the antigen recognition and immune activation. In particular, it has been described 

that cDCs are specialized in in antigen presentation to naïve T cells and segregates into cDC1 and cDC2, 

excelling in MHC class I- and class II-mediated antigen-presentation, respectively. cDC1 possess specialized 

mechanisms to mediate efficient antigen recognition, antigen transport to appropriate endosomal 

compartments and subsequent processing for the presentation to CD8+ T-cells in a process known as cross-

presentation.  cDC1 can also activate CD4+ T lymphocytes through MHC class II antigen presentation.  cDC2 

are specialized in MHC class II-mediated antigen presentation and are the most efficient antigen presenting 

cells (APCs) for activation and expansion of CD4 T cells. Mounting evidence suggests cDC1s to be the critical 

antigen presenting DC subset for the generation of anti-viral as well as anti-tumor immunity. It is possible that 

cDC1s are the main DC subset that orchestrate an optimal CTL generation through antigen presentation via 

MHC class I as well as MHC class II  (302). The co-stimulatory pathway consisting of the PD-1 receptor and 

its ligand, PD-L1, delivers inhibitory signals that regulate the balance among T-cell activation, tolerance, and 

immune-mediated tissue damage (4–7). In fact, as demonstrated in cancer biology, activation of this pathway 

contributes to T-cell exhaustion and lack of resolution during chronic infection (251). Interestingly, in our 

study we found high expression of PDL1 in monocytes, classical, intermediate and non-classical monocyte 

subpopulation in stimulated and mock control compared to ex vivo sample. MFI analysis revealed that only in 

stimulated sample we can appreciate a different pattern of expression on cellular surface between cells 

meanwhile mock sample did not show any increment of PD-L1 since its expression it’s like ex vivo analysis.   

However, MFI analysis did not show any increment of PD-L1 in pDC and among the cDCs, the cDC1 subset 

showed the most evident MFI enhancement under IFNγ stimulation compared to cDC2 subset where PD-L1 

increment appeared influenced by IFNα, too. Moreover, contrarily to other monocytes and DC subsets, cDC1 

was the only subpopulation where LILRB2 expression is associated to IFNα stimulation, this further confirmed 

by MFI analysis for LILRB2. Our findings were supported by different studies describing the role of LILRB2 

as an inhibitory receptor specifically expressed on myeloid cells playing a pivotal role in the regulation of cDC 

functions (268,269). The main ligands of LILRB2 are MHC-I molecules and their interaction trigger an 

inhibitory axis that it has been described as crucial in the early dysregulation of cDCs and, consequently, 

attenuation of immune responses (272). In vitro studies indicate that in the early phases of HIV1 infection, 

LILRB2 and MHC-I expression on cDCs surface increases during the first days of infection and their 

interaction induces the dysregulation of cDCs thus leading to an altered capacity to stimulate CD4+ T cells 

and produce cytokines (305). It was also reported that the strength of the LILRB2/MHC-I interaction is 

correlated with the level of cDC dysregulation and consequently the rate of disease progression in HIV-infected 

patients (271). Future studies are needed to elucidate the role of PDL1-expressing intermediate monocytes in 

regulating the interplay between host defenses aimed at eradicating inflammation and chronic infection, and 

possible involvement of those cells in reduced T cell function. 

To date our analysis were performed only on healthy subjects even if HIV1 infected patients were further 

included in the planned experiments. Differences in the expression pattern of activation and exhaustion 
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markers could be appreciate in comparison with subjects affected by chronic inflammation or infection such 

as HIV1 positive individuals. Thus, the main limit of this study was the inability to perform ex vivo and in 

vitro analysis on infected patients in order to define the impact of IFN signatures in the differentiation of 

immune response and T-cells disfunction. Moreover, any results have been obtained on PBMCs isolated from 

HIV1 patients treated with Baricitinib, the JAK-STAT inhibitor.  

A second observation concerning the small number of enrolled subjects that limited the possibility to perform 

correlation analysis between the expression levels of our genes of interest and the percentage or MFI of markers 

of activation and exhaustion. Furthermore, it will be interesting to correlate immunological and viral parameter 

with Real Time PCR and flow cytometry data obtained on infected individuals.   

Finally, based on our preliminary results on CD4 and CD8 T-Lymphocytes, the absence of significant 

differences in the expression of activation or exhaustion markers could be associated with time of stimulation. 

Our previous results showed that PBMCS stimulated 48 hours with IFNs were characterized by higher 

percentage of T-cells positive for HLA-DR and CD38, both total C4+ and CD8+ T-lymphocytes and cognate 

subsets. It will be interesting to analyze this pattern of markers in cells stimulated 48 hours and observe myeloid 

cells as the first line of defense that initiate and orchestrate the innate and adaptive immunity by interacting 

with T-cells.   

In conclusion, PD-L1 appeared overexpressed in HDs myeloid cells and not in T-lymphocytes under IFNs 

stimulation and any increment of markers reflecting immune activation and exhaustion was evident on T-cells. 

On the contrary, myeloid cells and related subpopulations appeared more susceptible at IFNs stimulation 

through PD-L1 upregulation and in a less extent LILRB2 that appeared upregulated in cDC1 stimulated with 

IFNα. Thus it is still unclear the role of cDCs during infection  and our unanswered questions deal with the 

possible role of  ICPs and RFs upregulation after IFNs treatment in presence of HIV1 infection, thus supporting 

the hypothesis if a synergy between IFNs and HIV-1 replication synergy could be pivotal in the immune 

disfunction and dysregulation.  
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Conclusion 

In conclusion, this study offers a contribution in the characterization of host-virus interplay. Despite the 

limitations that encourage future studies, we observed a pivotal and initial support by the host in HIV-1 

infection control, especially during the beginning of cART. Our data suggested also that antiviral treatment 

administration not only guarantees the control of viral replication and prevent viral rebound, but in addition it 

might modulate the RF expression, especially in a landscape where the virus drives or could be driving the 

immune activation and inflammation persistence and in a complex network where RFs and cART share some 

viral targets. Meanwhile, immune activation and response is crucial during the onset of infection. Restoration 

by using IFN-inhibitors could represent a good therapeutic strategy that, associated with ART administration, 

may lead toward a more efficient cure for HIV-1 infected patients and good life expectancies.  

By the end, the controversial findings suggest the virus-host interaction in vivo is complicated.  

  



73 
 

Bibliography 

1.  Azevedo-Pereira JM, Santos-Costa Q. HIV interaction with human host: HIV-2 As a model of a less 

virulent infection. AIDS Reviews. 2016.  

2.  Yamaguchi J, Vallari A, McArthur C, et al. Brief Report: Complete Genome Sequence of CG-0018a-

01 Establishes HIV-1 Subtype L. J Acquir Immune Defic Syndr. 2020;  

3.  Ibe S, Yokomaku Y, Shiino T, et al. HIV-2 CRF01-AB: First circulating recombinant form of HIV-2. 

J Acquir Immune Defic Syndr. 2010;  

4.  Fabryova H, Strebel K. Vpr and Its Cellular Interaction Partners: R We There Yet? Cells. 2019;  

5.  Greenwood EJD, Matheson NJ, Wals K, et al. Temporal proteomic analysis of HIV infection reveals 

remodelling of the host phosphoproteome by lentiviral Vif variants. Elife. 2016;  

6.  Fackler OT. Spotlight on HIV-1 Nef: SERINC3 and SERINC5 identified as restriction factors 

antagonized by the pathogenesis factor. Viruses. 2015;7(12):6730–8.  

7.  Malim MH, Emerman M. HIV-1 Accessory Proteins-Ensuring Viral Survival in a Hostile 

Environment. Cell Host and Microbe. 2008.  

8.  Kirchhoff F. Immune evasion and counteraction of restriction factors by HIV-1 and other primate 

lentiviruses. Cell Host and Microbe. 2010.  

9.  Seitz R. Human Immunodeficiency Virus (HIV). Transfus Med Hemotherapy. 2016;  

10.  Kessl JJ, McKee CJ, Eidahl JO, Shkriabai N, Katz A, Kvaratskhelia M. HIV-1 integrase-DNA 

recognition mechanisms. Viruses. 2009.  

11.  Delelis O, Carayon K, Saïb A, Deprez E, Mouscadet JF. Integrase and integration: Biochemical 

activities of HIV-1 integrase. Retrovirology. 2008.  

12.  Pryciak PM, Varmus HE. Nucleosomes, DNA-binding proteins, and DNA sequence modulate 

retroviral integration target site selection. Cell. 1992;  

13.  Ajasin D, Eugenin EA. HIV-1 Tat: Role in Bystander Toxicity. Frontiers in Cellular and Infection 

Microbiology. 2020.  

14.  Dubé M, Bego MG, Paquay C, Cohen ÉA. Modulation of HIV-1-host interaction: Role of the Vpu 

accessory protein. Retrovirology. 2010.  

15.  Jabbar MA. The human immunodeficiency virus type 1 Vpu protein: Roles in virus release and CD4 



74 
 

downregulation. Current Topics in Microbiology and Immunology. 1995.  

16.  Magadán JG, Pérez-Victoria FJ, Sougrat R, Ye Y, Strebel K, Bonifacino JS. Multilayered mechanism 

of CD4 downregulation by HIV-1 vpu involving distinct ER retention and ERAD targeting steps. 

PLoS Pathog. 2010;  

17.  Xu Z, Lodge R, Power C, Cohen EA, Hobman TC. The HIV-1 accessory protein vpu downregulates 

peroxisome biogenesis. MBio. 2020;  

18.  Jenkins Y, Pornillos O, Rich RL, Myszka DG, Sundquist WI, Malim MH. Biochemical Analyses of 

the Interactions between Human Immunodeficiency Virus Type 1 Vpr and p6Gag. J Virol. 2001;  

19.  Cohen EA, Dehni G, Sodroski JG, Haseltine WA. Human immunodeficiency virus vpr product is a 

virion-associated regulatory protein. J Virol. 1990;  

20.  Lu YL, Spearman P, Ratner L. Human immunodeficiency virus type 1 viral protein R localization in 

infected cells and virions. J Virol. 1993;  

21.  Alfaisal J, Machado A, Galais M, et al. HIV-1 Vpr inhibits autophagy during the early steps of 

infection of CD4 T cells. Biol Cell. 2019;  

22.  Guenzel CA, Hérate C, Benichou S. HIV-1 Vpr-a still “enigmatic multitasker.” Frontiers in 

Microbiology. 2014.  

23.  Greenwood EJD, Williamson JC, Sienkiewicz A, Naamati A, Matheson NJ, Lehner PJ. Promiscuous 

Targeting of Cellular Proteins by Vpr Drives Systems-Level Proteomic Remodeling in HIV-1 

Infection. Cell Rep. 2019;  

24.  Hultquist JF, Lengyel JA, Refsland EW, et al. Human and Rhesus APOBEC3D, APOBEC3F, 

APOBEC3G, and APOBEC3H Demonstrate a Conserved Capacity To Restrict Vif-Deficient HIV-1. 

J Virol. 2011;  

25.  Li J, Chen Y, Li M, et al. APOBEC3 multimerization correlates with HIV-1 packaging and restriction 

activity in living cells. J Mol Biol. 2014;  

26.  Hu Y, Desimmie BA, Nguyen HC, et al. Structural basis of antagonism of human APOBEC3F by 

HIV-1 Vif. Nat Struct Mol Biol. 2019;  

27.  Holmes M, Zhang F, Bieniasz PD. Single-Cell and Single-Cycle Analysis of HIV-1 Replication. 

PLOS Pathog. 2015;11(6):e1004961.  

28.  Oladipo EK AE. Pathogenesis of HIV : Pathway to eradication. Adv Appl Sci Res. 2015;6(5):81–7.  

29.  Craigie R, Bushman FD. HIV DNA integration. Cold Spring Harb Perspect Med. 2012;2(7).  



75 
 

30.  Tor Y. Targeting RNA with small molecules. ChemBioChem. 2003.  

31.  Li G, De Clercq E. HIV Genome-Wide Protein Associations: a Review of 30 Years of Research. 

Microbiol Mol Biol Rev. 2016;80(3):679–731.  

32.  Naif HM. Pathogenesis of HIV infection. Infect Dis Rep. 2013;5(SUPPL.1):26–30.  

33.  Wilen CB, Tilton JC, Doms RW. HIV: Cell binding and entry. Cold Spring Harb Perspect Med. 

2012;2(8):1–14.  

34.  Bracq L, Xie M, Benichou S, Bouchet J. Mechanisms for cell-to-cell transmission of HIV-1. Vol. 9, 

Frontiers in Immunology. 2018.  

35.  Dong C, Janas AM, Wang J-H, Olson WJ, Wu L. Characterization of human immunodeficiency virus 

type 1 replication in immature and mature dendritic cells reveals dissociable cis- and trans-infection. J 

Virol. 2007;81(20):11352–62.  

36.  Arrighi J-F, Pion M, Garcia E, et al. DC-SIGN–mediated Infectious Synapse Formation Enhances X4 

HIV-1 Transmission from Dendritic Cells to T Cells. J Exp Med. 2004;200(10):1279–88.  

37.  Forshey BM, von Schwedler U, Sundquist WI, Aiken C. Formation of a human immunodeficiency 

virus type 1 core of optimal stability is crucial for viral replication. J Virol. 2002;76(11):5667–77.  

38.  Aiken C. Viral and cellular factors that regulate HIV-1 uncoating. Curr Opin HIV AIDS. 

2006;1(3):194–9.  

39.  Campbell EM, Hope TJ. HIV-1 capsid: The multifaceted key player in HIV-1 infection. Vol. 13, 

Nature Reviews Microbiology. 2015. p. 471–83.  

40.  Hulme AE, Kelley Z, Foley D, Hope TJ. Complementary Assays Reveal a Low Level of CA 

Associated with Viral Complexes in the Nuclei of HIV-1-Infected Cells. J Virol. 2015;89(10):5350–

61.  

41.  Arhel N. Revisiting HIV-1 uncoating. Vol. 7, Retrovirology. 2010.  

42.  Pawlica P, Berthoux L. Cytoplasmic dynein promotes HIV-1 uncoating. Viruses. 2014;6(11):4195–

211.  

43.  Pawlica P, Dufour C, Berthoux L. Inhibition of microtubules and dynein rescues human 

immunodeficiency virus type 1 from owl monkey TRIMCyp-mediated restriction in a cellular 

context-specific fashion. J Gen Virol. 2015;96(4):874–86.  

44.  Malikov V, Naghavi MH. Localized Phosphorylation of a Kinesin-1 Adaptor by a Capsid-Associated 

Kinase Regulates HIV-1 Motility and Uncoating. Cell Rep. 2017;20(12):2792–9.  



76 
 

45.  Mamede JI, Cianci GC, Anderson MR, Hope TJ. Early cytoplasmic uncoating is associated with 

infectivity of HIV-1. Proc Natl Acad Sci. 2017;201706245.  

46.  Hu W-S, Hughes SH. HIV-1 Reverse Transcription. Cold Spring Harb Perspect Med. 

2012;2(10):a006882–a006882.  

47.  Freed EO. HIV-1 replication. Somat Cell Mol Genet. 2001;26(1–6):13–33.  

48.  Hughes SH. Reverse Transcription of Retroviruses and LTR Retrotransposons. Microbiol Spectr. 

2015;3(2).  

49.  Liu R, Wu J, Shao R, Xue Y. Mechanism and factors that control HIV-1 transcription and latency 

activation. J Zhejiang Univ Sci B. 2014;15(5):455–65.  

50.  Imran M, Manzoor S, Saalim M, et al. HIV-1 and hijacking of the host immune system: the current 

scenario. Apmis. 2016;124(10):817–31.  

51.  Abram ME, Ferris AL, Das K, et al. Mutations in HIV-1 Reverse Transcriptase Affect the Errors 

Made in a Single Cycle of Viral Replication. J Virol. 2014;88(13):7589–601.  

52.  Menéndez-Arias L. Mutation rates and intrinsic fidelity of retroviral reverse transcriptases. Vol. 1, 

Viruses. 2009. p. 1137–65.  

53.  Smyth RP, Davenport MP, Mak J. The origin of genetic diversity in HIV-1. Virus Res. 

2012;169(2):415–29.  

54.  Svarovskaia ES, Cheslock SR, Zhang W-H, Hu W-S, Pathak VK. Retroviral mutation rates and 

reverse transcriptase fidelity. Front Biosci. 2003;8(August 2014):d117–34.  

55.  Tekeste SS, Wilkinson TA, Weiner EM, et al. Interaction between Reverse Transcriptase and 

Integrase Is Required for Reverse Transcription during HIV-1 Replication. J Virol. 

2015;89(23):12058–69.  

56.  Katz RA, Greger JG, Boimel P, Skalka AM. Human immunodeficiency virus type 1 DNA nuclear 

import and integration are mitosis independent in cycling cells. J Virol. 2003;77(24):13412–7.  

57.  Depienne C, Mousnier  a, Leh H, et al. Characterization of the nuclear import pathway for HIV-1 

integrase. J Biol Chem. 2001;276(21):18102–7.  

58.  Van Maele B, Busschots K, Vandekerckhove L, Christ F, Debyser Z. Cellular co-factors of HIV-1 

integration. Vol. 31, Trends in Biochemical Sciences. 2006. p. 98–105.  

59.  Debyser Z, Christ F, De Rijck J, Gijsbers R. Host factors for retroviral integration site selection. Vol. 

40, Trends in Biochemical Sciences. 2015. p. 108–16.  



77 
 

60.  Ghavami A, Van Der Giessen E, Onck PR. Energetics of transport through the nuclear pore complex. 

PLoS One. 2016;11(2).  

61.  Bukrinsky MI, Sharova N, Dempsey MP, et al. Active nuclear import of human immunodeficiency 

virus type 1 preintegration complexes. Proc Natl Acad Sci U S A. 1992;89(14):6580–4.  

62.  Lee KE, Ambrose Z, Martin TD, et al. Flexible Use of Nuclear Import Pathways by HIV-1. Cell Host 

Microbe. 2010;7(3):221–33.  

63.  Christ F, Thys W, De Rijck J, et al. Transportin-SR2 Imports HIV into the Nucleus. Curr Biol. 

2008;18(16):1192–202.  

64.  Brass AL, Dykxhoorn DM, Benita Y, et al. Identification of host proteins required for HIV infection 

through a functional genomic screen. Science (80- ). 2008;319(5865):921–6.  

65.  Ocwieja KE, Brady TL, Ronen K, et al. HIV integration targeting: A pathway involving transportin-3 

and the nuclear pore protein RanBP2. PLoS Pathog. 2011;7(3).  

66.  König R, Zhou Y, Elleder D, et al. Global Analysis of Host-Pathogen Interactions that Regulate 

Early-Stage HIV-1 Replication. Cell. 2008;135(1):49–60.  

67.  Schaller T, Ocwieja KE, Rasaiyaah J, et al. HIV-1 capsid-cyclophilin interactions determine nuclear 

import pathway, integration targeting and replication efficiency. PLoS Pathog. 2011;7(12).  

68.  Krishnan L, Matreyek KA, Oztop I, et al. The Requirement for Cellular Transportin 3 (TNPO3 or 

TRN-SR2) during Infection Maps to Human Immunodeficiency Virus Type 1 Capsid and Not 

Integrase. J Virol. 2010;84(1):397–406.  

69.  Holman AG, Coffin JM. Symmetrical base preferences surrounding HIV-1, avian sarcoma/leukosis 

virus, and murine leukemia virus integration sites. Proc Natl Acad Sci. 2005;102(17):6103–7.  

70.  Grandgenett DP. Symmetrical recognition of cellular DNA target sequences during retroviral 

integration. Proc Natl Acad Sci U S A. 2005;102(17):5903–4.  

71.  Hamid F Bin, Kim J, Shin CG. Distribution and fate of HIV-1 unintegrated DNA species: A 

comprehensive update. AIDS Res Ther. 2017;14(1):1–8.  

72.  Sloan RD, Wainberg MA. The role of unintegrated DNA in HIV infection. Retrovirology. 

2011;8(1):52.  

73.  Guerrero S, Batisse J, Libre C, Bernacchi S, Marquet R, Paillart JC. Hiv-1 replication and the cellular 

eukaryotic translation apparatus. Vol. 7, Viruses. 2015. p. 199–218.  

74.  Kharytonchyk S, Monti S, Smaldino PJ, et al. Transcriptional start site heterogeneity modulates the 



78 
 

structure and function of the HIV-1 genome. Proc Natl Acad Sci. 2016;113(47):13378–83.  

75.  Sunshine S, Kirchner R, Amr SS, et al. HIV Integration Site Analysis of Cellular Models of HIV 

Latency with a Probe-Enriched Next-Generation Sequencing Assay. J Virol. 2016;90(9):4511–9.  

76.  Sherrill-Mix S, Lewinski MK, Famiglietti M, et al. HIV latency and integration site placement in five 

cell-based models. Retrovirology. 2013;10(1).  

77.  Elleder D, Pavlíček A, Pačes J, Hejnar J. Preferential integration of human immunodeficiency virus 

type 1 into genes, cytogenetic R bands and GC-rich DNA regions: Insight from the human genome 

sequence. Vol. 517, FEBS Letters. 2002. p. 285–6.  

78.  Mitchell RS, Beitzel BF, Schroder ARW, et al. Retroviral DNA integration: ASLV, HIV, and MLV 

show distinct target site preferences. PLoS Biol. 2004;2(8).  

79.  Ho YC, Shan L, Hosmane NN, et al. XReplication-competent noninduced proviruses in the latent 

reservoir increase barrier to HIV-1 cure. Cell. 2013;155(3).  

80.  Schröder ARW, Shinn P, Chen H, et al. HIV-1 integration in the human genome favors active genes 

and local hotspots. Cell. 2002;110(4):521–9.  

81.  Wang GP, Ciuffi A, Leipzig J, Berry CC, Bushman FD. HIV integration site selection: Analysis by 

massively parallel pyrosequencing reveals association with epigenetic modifications. Genome Res. 

2007;17(8):1186–94.  

82.  Cohn LB, Silva IT, Oliveira TY, et al. HIV-1 integration landscape during latent and active infection. 

Cell. 2015;160(3):420–32.  

83.  Shan L, Yang H-C, Rabi SA, et al. Influence of Host Gene Transcription Level and Orientation on 

HIV-1 Latency in a Primary-Cell Model. J Virol. 2011;85(11):5384–93.  

84.  Lenasi T, Contreras X, Peterlin BM. Transcriptional Interference Antagonizes Proviral Gene 

Expression to Promote HIV Latency. Cell Host Microbe. 2008;4(2):123–33.  

85.  Han Y, Lin YB, An W, et al. Orientation-Dependent Regulation of Integrated HIV-1 Expression by 

Host Gene Transcriptional Readthrough. Cell Host Microbe. 2008;4(2):134–46.  

86.  Pereira LA, Bentley K, Peeters A, Churchill MJ, Deacon NJ. A compilation of cellular transcription 

factor interactions with the HIV-1 LTR promoter. Nucleic Acids Res. 2000;28(3):663–8.  

87.  Clark L, Matthews J. Interaction of enhancer-binding protein EBP1 (NF-kappa B) with the human 

immunodeficiency virus type 1 enhancer. J Virol. 1990;64(3):1335–44.  

88.  Canonne-Hergaux F, Aunis D, Schaeffer E. Interactions of the transcription factor AP-1 with the long 



79 
 

terminal repeat of different human immunodeficiency virus type 1 strains in Jurkat, glial, and 

neuronal cells. J Virol. 1995;69(11):6634–42.  

89.  Coiras M, López-Huertas MR, Rullas J, Mittelbrunn M, Alcamí J. Basal shuttle of NF-κB/IκBα in 

resting T lymphocytes regulates HIV-1 LTR dependent expression. Retrovirology. 2007;4.  

90.  Chomont N, El-Far M, Ancuta P, et al. HIV reservoir size and persistence are driven by T cell 

survival and homeostatic proliferation. Nat Med. 2009;15(8):893–900.  

91.  Siliciano JD, Kajdas J, Finzi D, et al. Long-term follow-up studies confirm the stability of the latent 

reservoir for HIV-1 in resting CD4+T cells. Nat Med. 2003;9(6):727–8.  

92.  Pan X, Baldauf HM, Keppler OT, Fackler OT. Restrictions to HIV-1 replication in resting CD4 + T 

lymphocytes. Vol. 23, Cell Research. 2013. p. 876–85.  

93.  Siliciano RF, Greene WC. HIV latency. Cold Spring Harb Perspect Med. 2011;1(1).  

94.  Donahue DA, Wainberg MA. Cellular and molecular mechanisms involved in the establishment of 

HIV-1 latency. Vol. 10, Retrovirology. 2013.  

95.  Ono A. Relationships between plasma membrane microdomains and HIV-1 assembly. Biol Cell. 

2010;102(6):335–50.  

96.  Aloia RC, Tian H, Jensen FC. Lipid composition and fluidity of the human immunodeficiency virus 

envelope and host cell plasma membranes. Proc Natl Acad Sci U S A. 1993;90(11):5181–5.  

97.  Brugger B, Glass B, Haberkant P, Leibrecht I, Wieland FT, Krausslich H-G. The HIV lipidome: A 

raft with an unusual composition. Proc Natl Acad Sci. 2006;103(8):2641–6.  

98.  Spearman P. HIV-1 Gag as an Antiviral Target: Development of Assembly and Maturation Inhibitors. 

Curr Top Med Chem. 2016;16(10):1154–66.  

99.  Zhang Y, Barklis E. Nucleocapsid protein effects on the specificity of retrovirus RNA encapsidation. 

J Virol. 1995;69(9):5716–22.  

100.  Sherer NM, Swanson CM, Papaioannou S, Malim MH. Matrix Mediates the Functional Link between 

Human Immunodeficiency Virus Type 1 RNA Nuclear Export Elements and the Assembly 

Competency of Gag in Murine Cells. J Virol. 2009;83(17):8525–35.  

101.  Chukkapalli V, Inlora J, Todd GC, Ono A. Evidence in Support of RNA-Mediated Inhibition of 

Phosphatidylserine-Dependent HIV-1 Gag Membrane Binding in Cells. J Virol. 2013;87(12):7155–9.  

102.  Spearman P, Horton R, Ratner L, Kuli-Zade I. Membrane binding of human immunodeficiency virus 

type 1 matrix protein in vivo supports a conformational myristyl switch mechanism. J Virol. 



80 
 

1997;71(9):6582–92.  

103.  Tang C, Loeliger E, Luncsford P, Kinde I, Beckett D, Summers MF. Entropic switch regulates 

myristate exposure in the HIV-1 matrix protein. Proc Natl Acad Sci. 2004;101(2):517–22.  

104.  Karacostas V, Wolffe EJ, Nagashima K, Gonda MA, Moss B. Overexpression of the hiv-1 gag-pol 

polyprotein results in intracellular activation of hiv-1 protease and inhibition of assembly and 

budding of virus-like particles. Vol. 193, Virology. 1993. p. 661–71.  

105.  Maartens G, Celum C, Lewin SR. HIV infection: Epidemiology, pathogenesis, treatment, and 

prevention. Lancet. 2014;384(9939):258–71.  

106.  Kassutto S, Rosenberg ES. Primary HIV Type 1 Infection. Clin Infect Dis. 2004;38(February):1447–

53.  

107.  Gulzar N, Copeland K. CD8+ T-Cells: Function and Response to HIV Infection. Curr HIV Res. 2005;  

108.  Sáez-Cirión A, Lacabaratz C, Lambotte O, et al. HIV controllers exhibit potent CD8 T cell capacity 

to suppress HIV infection ex vivo and peculiar cytotoxic T lymphocyte activation phenotype. Proc 

Natl Acad Sci U S A. 2007;  

109.  Trautmann L, Janbazian L, Chomont N, et al. Upregulation of PD-1 expression on HIV-specific 

CD8+ T cells leads to reversible immune dysfunction. Nat Med. 2006;  

110.  Stevenson M. HIV-1 pathogenesis. Nature Medicine. 2003.  

111.  Coffin J, Swanstrom R. HIV pathogenesis: dynamics and genetics of viral populations and infected 

cells. Cold Spring Harb Perspect Med. 2013;3(1).  

112.  Lucas S, Nelson AM. HIV and the spectrum of human disease. J Pathol. 2015;  

113.  Lackner AA, Lederman MM, Rodriguez B. HIV Pathogenesis : The Host. 2016;1–24.  

114.  Mocroft A, Phillips AN, Ledergerber B, et al. Estimated average annual rate of change of CD4+ T-

cell counts in patients on combination antiretroviral therapy. Antivir Ther. 2010;  

115.  Wright ST, Petoumenos K, Boyd M, et al. Ageing and long-term CD4 cell count trends in HIV-

positive patients with 5 years or more combination antiretroviral therapy experience. HIV Med. 2013;  

116.  Trotta MP, Cozzi‐Lepri A, Ammassari A, et al.  Rate of CD4 + Cell Count Increase over Periods of 

Viral Load Suppression: Relationship with the Number of Previous Virological Failures . Clin Infect 

Dis. 2010;  

117.  Serrano-Villar S, Deeks SG. CD4/CD8 ratio: an emerging biomarker for HIV. Lancet HIV. 2015;  



81 
 

118.  McBride JA, Striker R. Imbalance in the game of T cells: What can the CD4/CD8 T-cell ratio tell us 

about HIV and health? PLOS Pathog. 2017;13(11):e1006624.  

119.  Bon I, Musumeci G, Pavoni M, et al. Durable viral suppression in an HIV-infected patient in the 

absence of antiretroviral therapy. New Microbiol. 2015;38(2):289–92.  

120.  Shasha D, Karel D, Angiuli O, et al.  Elite controller CD8 + T cells exhibit comparable viral 

inhibition capacity, but better sustained effector properties compared to chronic progressors . J 

Leukoc Biol. 2016;  

121.  Cockerham LR, Hatano H, Deeks SG. Post-Treatment Controllers: Role in HIV “Cure” Research. 

Current HIV/AIDS Reports. 2016.  

122.  Deeks SG, Lewin SR, Havlir D V. The end of AIDS: HIV infection as a chronic disease. Vol. 382, 

The Lancet. 2013. p. 1525–33.  

123.  Wing EJ. HIV and aging. International Journal of Infectious Diseases. 2016.  

124.  Cardoso SW, Torres TS, Santini-Oliveira M, Marins LMS, Veloso VG, Grinsztejn B. Aging with 

HIV: A practical review. Brazilian Journal of Infectious Diseases. 2013.  

125.  Group TAS, Danel C, Moh R, et al. A Trial of Early Antiretrovirals and Isoniazid Preventive Therapy 

in Africa. N Engl J Med. 2015;  

126.  Leyre L, Kroon E, Vandergeeten C, et al. Abundant HIV-infected cells in blood and tissues are 

rapidly cleared upon ART initiation during acute HIV infection. Sci Transl Med. 2020;  

127.  Bertoldi A, De Crignis E, Miserocchi A, et al. HIV and kidney: A dangerous liaison. New 

Microbiologica. 2017.  

128.  Deeks SG, Overbaugh J, Phillips A, Buchbinder S. HIV infection. Nat Rev Dis Prim. 2015;  

129.  German P, Liu HC, Szwarcberg J, et al. Effect of cobicistat on glomerular filtration rate in subjects 

with normal and impaired renal function. J Acquir Immune Defic Syndr. 2012;  

130.  Cahn P, Fink V, Patterson P. Fostemsavir: A new CD4 attachment inhibitor. Current Opinion in HIV 

and AIDS. 2018.  

131.  Alessandri-Gradt E, Charpentier C, Leoz M, Mourez T, Descamps D, Plantier JC. Impact of natural 

polymorphisms of HIV-1 non-group M on genotypic susceptibility to the attachment inhibitor 

fostemsavir. J Antimicrob Chemother. 2018;  

132.  Hotter D, Kirchhoff F. Interferons and beyond: Induction of antiretroviral restriction factors. J Leukoc 

Biol. 2017;  



82 
 

133.  Van Pesch V, Lanaya H, Renauld JC, Michiels T. Characterization of the Murine Alpha Interferon 

Gene Family. J Virol. 2004;78(15):8219–28.  

134.  Raftery N, Stevenson NJ. Advances in anti-viral immune defence: revealing the importance of the 

IFN JAK/STAT pathway. Cell Mol Life Sci. 2017;74(14):2525–35.  

135.  Antonucci JM, Gelais CS, Wu L. The dynamic interplay between HIV-1, SAMHD1, and the innate 

antiviral response. Front Immunol. 2017;8(NOV):1–9.  

136.  Guha D, Ayyavoo V. Innate immune evasion strategies by human immunodeficiency virus type 1. 

Isrn Aids. 2013;2013:954806.  

137.  Jin C, Li J, Cheng L, Liu F, Wu N. Gp120 binding with DC-SIGN induces reactivation of HIV-1 

provirus via the NF-κB signaling pathway. Acta Biochim Biophys Sin (Shanghai). 2015;48(3):275–

81.  

138.  Schoenborn JR, Wilson CB. Regulation of Interferon-γ During Innate and Adaptive Immune 

Responses. Vol. 96, Advances in Immunology. 2007. p. 41–101.  

139.  Krapp C, Hotter D, Gawanbacht A, et al. Guanylate Binding Protein (GBP) 5 Is an Interferon-

Inducible Inhibitor of HIV-1 Infectivity. Cell Host Microbe. 2016;19(4):504–14.  

140.  Wack A, Terczyńska-Dyla E, Hartmann R. Guarding the frontiers: The biology of type III interferons. 

Vol. 16, Nature Immunology. 2015. p. 802–9.  

141.  Hou W, Wang X, Ye L, et al. Lambda interferon inhibits human immunodeficiency virus type 1 

infection of macrophages. J Virol. 2009;83(8):3834–42.  

142.  Noël N, Jacquelin B, Huot N, Goujard C, Lambotte O, Müller-Trutwin M. Interferon-associated 

therapies toward HIV control: The back and forth. Cytokine Growth Factor Rev. 2018;(February):1–

14.  

143.  Ivashkiv LB, Donlin LT. Regulation of type I interferon responses. Nat Rev Immunol. 

2015;14(1):36–49.  

144.  Sauter D, Kirchhoff F. HIV replication: A game of hide and sense. Vol. 11, Current Opinion in HIV 

and AIDS. 2016. p. 173–81.  

145.  Heil F, Hemmi H, Hochrein H, et al. Species-Specific Recognition of Single-Stranded RNA via Toll-

like Receptor 7 and 8. Science. 2004;303(5663):1526–9.  

146.  Bauer S, Kirschning CJ, Hacker H, et al. Human TLR9 confers responsiveness to bacterial DNA via 

species-specific CpG motif recognition. Proc Natl Acad Sci. 2001;98(16):9237–42.  



83 
 

147.  Beignon AS, McKenna K, Skoberne M, et al. Endocytosis of HIV-1 activates plasmacytoid dendritic 

cells via Toll-like receptor-viral RNA interactions. J Clin Invest. 2005;115(11):3265–75.  

148.  Solis M, Nakhaei P, Jalalirad M, et al. RIG-I-Mediated Antiviral Signaling Is Inhibited in HIV-1 

Infection by a Protease-Mediated Sequestration of RIG-I. J Virol. 2011;85(3):1224–36.  

149.  Thompson MR, Kaminski JJ, Kurt-Jones EA, Fitzgerald KA. Pattern Recognition Receptors and the 

Innate Immune Responde to Viral Infection. Viruses. 2011;3(6):920–40.  

150.  Thompson MR, Sharma S, Atianand M, et al. Interferon Gamma Inducible protein (IFI)16 

transcriptionally regulates type I interferons and other interferon stimulated genes and controls the 

interferon response to both DNA and RNA viruses. J Biol Chem. 2014;23568–82.  

151.  Paludan SR. Activation and Regulation of DNA-Driven Immune Responses. Microbiol Mol Biol 

Rev. 2015;79(2):225–41.  

152.  Khiar S, Lucas-Hourani M, Nisole S, et al. Identification of a small molecule that primes the type i 

interferon response to cytosolic DNA. Sci Rep. 2017;7(1).  

153.  Luecke S, Holleufer A, Christensen MH, et al. cGAS is activated by DNA in a length‐dependent 

manner. EMBO Rep. 2017;e201744017.  

154.  Zhang X, Shi H, Wu J, et al. Cyclic GMP-AMP containing mixed Phosphodiester linkages is an 

endogenous high-affinity ligand for STING. Mol Cell. 2013;51(2):226–35.  

155.  Monroe KM, Yang Z, Johnson JR, et al. IFI16 DNA sensor is required for death of lymphoid CD4 T 

cells abortively infected with HIV. Science (80- ). 2014;343(6169):428–32.  

156.  Orzalli MH, DeLuca NA, Knipe DM. Nuclear IFI16 induction of IRF-3 signaling during herpesviral 

infection and degradation of IFI16 by the viral ICP0 protein. Proc Natl Acad Sci. 

2012;109(44):E3008–17.  

157.  Inuzuka M, Hayakawa M, Ingi T. Serine, an activity-regulated protein family, incorporates serine into 

membrane lipid synthesis. J Biol Chem. 2005;280(42):35776–83.  

158.  Usami Y, Wu Y, Göttlinger HG. SERINC3 and SERINC5 restrict HIV-1 infectivity and are 

counteracted by Nef. Nature. 2015;526(7572):218–23.  

159.  Rosa A, Chande A, Ziglio S, et al. HIV-1 Nef promotes infection by excluding SERINC5 from virion 

incorporation. Nature. 2015;526(7572):212–7.  

160.  Aiken C. HIV: Antiviral action countered by Nef. Vol. 526, Nature. 2015. p. 202–3.  

161.  Sood C, Marin M, Chande A, Pizzato M, Melikyan GB. SERINC5 protein inhibits HIV-1 fusion pore 



84 
 

formation by promoting functional inactivation of envelope glycoproteins. J Biol Chem. 

2017;292(14):6014–26.  

162.  Beitari S, Ding S, Pan Q, Finzi A, Liang C. Effect of HIV-1 Env on SERINC5 Antagonism. J Virol. 

2017;91(4):e02214-16.  

163.  Schulte B, Selyutina A, Opp S, et al. Localization to detergent-resistant membranes and HIV-1 core 

entry inhibition correlate with HIV-1 restriction by SERINC5. Virology. 2018;515:52–65.  

164.  Trautz B, Wiedemann H, Lüchtenborg C, et al. The host-cell restriction factor SERINC5 restricts 

HIV-1 infectivity without altering the lipid composition and organization of viral particles. J Biol 

Chem. 2017;292(33):13702–13.  

165.  Jia X, Zhao Q, Xiong Y. HIV suppression by host restriction factors and viral immune evasion. Curr 

Opin Struct Biol. 2015;31:106–14.  

166.  Grütter MG, Luban J. TRIM5 structure, HIV-1 capsid recognition, and innate immune signaling. Curr 

Opin Virol. 2012;2(2):142–50.  

167.  Pertel T, Hausmann S, Morger D, et al. TRIM5 is an innate immune sensor for the retrovirus capsid 

lattice. Nature. 2011;472(7343):361–5.  

168.  Li YL, Chandrasekaran V, Carter SD, et al. Primate TRIM5 proteins form hexagonal nets on HIV-1 

capsids. Elife. 2016;5(JUNE2016).  

169.  Yang Y, Brandariz-Nuñez A, Fricke T, Ivanov DN, Sarnak Z, Diaz-Griffero F. Binding of the rhesus 

TRIM5α PRYSPRY domain to capsid is necessary but not sufficient for HIV-1 restriction. Virology. 

2014;448:217–28.  

170.  Ganser-Pornillos BK, Chandrasekaran V, Pornillos O, Sodroski JG, Sundquist WI, Yeager M. 

Hexagonal assembly of a restricting TRIM5  protein. Proc Natl Acad Sci. 2011;108(2):534–9.  

171.  Roganowicz MD, Komurlu S, Mukherjee S, et al. TRIM5α SPRY/coiled-coil interactions optimize 

avid retroviral capsid recognition. PLoS Pathog. 2017;13(10):1–21.  

172.  Goldstone DC, Walker PA, Calder LJ, et al. Structural studies of postentry restriction factors reveal 

antiparallel dimers that enable avid binding to the HIV-1 capsid lattice. Proc Natl Acad Sci. 

2014;111(26):9609–14.  

173.  Zhao G, Ke D, Vu T, et al. Rhesus TRIM5α disrupts the HIV-1 capsid at the inter-hexamer interfaces. 

PLoS Pathog. 2011;7(3).  

174.  Morger D, Zosel F, Bühlmann M, et al. The three-fold axis of the HIV-1 capsid lattice is the species-



85 
 

specific binding interface for TRIM5α. J Virol. 2017;JVI.01541-17.  

175.  Wagner JM, Christensen DE, Bhattacharya A, et al. A general model for retroviral capsid pattern 

recognition by TRIM5 proteins. J Virol. 2017;JVI.01563-17.  

176.  Roa A, Hayashi F, Yang Y, et al. RING Domain Mutations Uncouple TRIM5  Restriction of HIV-1 

from Inhibition of Reverse Transcription and Acceleration of Uncoating. J Virol. 2012;86(3):1717–

27.  

177.  Kutluay SB, Perez-Caballero D, Bieniasz PD. Fates of Retroviral Core Components during 

Unrestricted and TRIM5-Restricted Infection. PLoS Pathog. 2013;9(3).  

178.  Anderson JL, Campbell EM, Wu X, Vandegraaff N, Engelman A, Hope TJ. Proteasome Inhibition 

Reveals that a Functional Preintegration Complex Intermediate Can Be Generated during Restriction 

by Diverse TRIM5 Proteins. J Virol. 2006;80(19):9754–60.  

179.  O’Connor C, Pertel T, Gray S, et al. p62/Sequestosome-1 Associates with and Sustains the 

Expression of Retroviral Restriction Factor TRIM5 . J Virol. 2010;84(12):5997–6006.  

180.  Nepveu-Traversy MÉ, Berthoux L. The conserved sumoylation consensus site in TRIM5α modulates 

its immune activation functions. Virus Res. 2014;184:30–8.  

181.  Dutrieux J, Portilho DM, Arhel NJ, Hazan U, Nisole S. TRIM5α is a SUMO substrate. Retrovirology. 

2015;12:28.  

182.  Portilho DM, Fernandez J, Ringeard M, et al. Endogenous TRIM5α Function Is Regulated by 

SUMOylation and Nuclear Sequestration for Efficient Innate Sensing in Dendritic Cells. Cell Rep. 

2016;14(2):355–69.  

183.  Goldstone DC, Ennis-Adeniran V, Hedden JJ, et al. HIV-1 restriction factor SAMHD1 is a 

deoxynucleoside triphosphate triphosphohydrolase. Nature. 2011;480(7377):379–82.  

184.  Buzovetsky O, Tang C, Knecht KM, et al. The SAM domain of mouse SAMHD1 is critical for its 

activation and regulation. Nat Commun. 2018;9(1).  

185.  Yan J, Kaur S, DeLucia M, et al. Tetramerization of SAMHD1 is required for biological activity and 

inhibition of HIV infection. J Biol Chem. 2013;288(15):10406–17.  

186.  Kretschmer S, Wolf C, König N, et al. SAMHD1 prevents autoimmunity by maintaining genome 

stability. Ann Rheum Dis. 2015;74(3).  

187.  Fu W, Qiu C, Zhou M, et al. Immune Activation Influences SAMHD1 Expression and Vpx-mediated 

SAMHD1 Degradation during Chronic HIV-1 Infection. Sci Rep. 2016;6(December):38162.  



86 
 

188.  Czubala MA, Finsterbusch K, Ivory MO, et al. TGFβ Induces a SAMHD1-Independent Post-Entry 

Restriction to HIV-1 Infection of Human Epithelial Langerhans Cells. J Invest Dermatol. 

2016;136(10):1981–9.  

189.  Ordonez P, Kunzelmann S, Groom HCT, et al. SAMHD1 enhances nucleoside-analogue efficacy 

against HIV-1 in myeloid cells. Sci Rep. 2017;7.  

190.  Jáuregui P, Landau NR. OPEN DNA damage induces a SAMHD1- mediated block to the infection of 

macrophages by HIV-1. 2018;(November 2017):1–12.  

191.  Valle-Casuso JC, Allouch A, David A, et al. p21 restricts HIV-1 in monocyte-derived dendritic cells 

through the reduction of dNTP biosynthesis and regulation of SAMHD1 antiviral activity. J Virol. 

2017;JVI.01324-17.  

192.  Bonifati S, Daly MB, St. Gelais C, et al. SAMHD1 controls cell cycle status, apoptosis and HIV-1 

infection in monocytic THP-1 cells. Virology. 2016;495:92–100.  

193.  Pauls E, Ruiz A, Badia R, et al. Cell Cycle Control and HIV-1 Susceptibility Are Linked by CDK6-

Dependent CDK2 Phosphorylation of SAMHD1 in Myeloid and Lymphoid Cells. J Immunol. 

2014;193(4):1988–97.  

194.  Yan J, Hao C, DeLucia M, et al. CyclinA2-Cyclin-dependent kinase regulates SAMHD1 protein 

phosphohydrolase domain. J Biol Chem. 2015;290(21):13279–92.  

195.  Yan J, Hao C, DeLucia M, et al. Cyclin A2 - CDK regulates SAMHD1 phosphohydrolase domain. J 

Biol Chem. 2015;290(21):jbc.M115.646588.  

196.  Coiras M, Bermejo M, Descours B, et al. IL-7 Induces SAMHD1 Phosphorylation in CD4+ T 

Lymphocytes, Improving Early Steps of HIV-1 Life Cycle. Cell Rep. 2016;14(9):2100–7.  

197.  Cribier A, Descours B, Valadão ALC, Laguette N, Benkirane M. Phosphorylation of SAMHD1 by 

Cyclin A2/CDK1 Regulates Its Restriction Activity toward HIV-1. Cell Rep. 2013;3(4):1036–43.  

198.  Tang C, Ji X, Wu L, Xiong Y. Impaired dNTPase activity of SAMHD1 by phosphomimetic mutation 

of Thr-592. J Biol Chem. 2015;290(44):26352–9.  

199.  Bhattacharya A, Wang Z, White T, et al. Effects of T592 phosphomimetic mutations on tetramer 

stability and dNTPase activity of SAMHD1 can not explain the retroviral restriction defect. Sci Rep. 

2016;6.  

200.  White TE, Brandariz-Nuñez A, Valle-Casuso JC, et al. The retroviral restriction ability of SAMHD1, 

but not its deoxynucleotide triphosphohydrolase activity, is regulated by phosphorylation. Cell Host 

Microbe. 2013;13(4):441–51.  



87 
 

201.  Studdard L, Barré-sinoussi F, Müller-trutwin M, Kim B. crossm Dendritic Cells through the 

Reduction of Deoxynucleoside Triphosphate Biosynthesis and Regulation of SAMHD1 Antiviral 

Activity. 2017;91(23):1–18.  

202.  Ryoo J, Choi J, Oh C, et al. The ribonuclease activity of SAMHD1 is required for HIV-1 restriction. 

Nat Med. 2014;20(8):936–41.  

203.  Seamon KJ, Sun Z, Shlyakhtenko LS, Lyubchenko YL, Stivers JT. SAMHD1 is a single-stranded 

nucleic acid binding protein with no active site-associated nuclease activity. Nucleic Acids Res. 

2015;43(13):6486–99.  

204.  Harris RS, Dudley JP. APOBECs and virus restriction. Vols. 479–480, Virology. 2015. p. 131–45.  

205.  Bogerd HP, Wiegand HL, Hulme AE, et al. Cellular inhibitors of long interspersed element 1 and Alu 

retrotransposition. Proc Natl Acad Sci. 2006;103(23):8780–5.  

206.  Vartanian JP, Henry M, Marchio A, et al. Massive APOBEC3 editing of hepatitis B viral DNA in 

cirrhosis. PLoS Pathog. 2010;6(5):1–9.  

207.  Apolonia L, Schulz R, Curk T, et al. Promiscuous RNA Binding Ensures Effective Encapsidation of 

APOBEC3 Proteins by HIV-1. PLoS Pathog. 2015;11(1):1–22.  

208.  Khan MA, Goila-Gaur R, Kao S, Miyagi E, Walker RC, Strebel K. Encapsidation of APOBEC3G 

into HIV-1 virions involves lipid raft association and does not correlate with APOBEC3G 

oligomerization. Retrovirology. 2009;6:99.  

209.  Malim MH, Bieniasz PD. HIV restriction factors and mechanisms of evasion. Cold Spring Harb 

Perspect Med. 2012;2(5).  

210.  Soliman M, Srikrishna G, Balagopal A. Mechanisms of HIV-1 Control. Curr HIV/AIDS Rep. 

2017;14(3):101–9.  

211.  Sheehy AM, Gaddis NC, Choi JD, Malim MH. Isolation of a human gene that inhibits HIV-1 

infection and is suppressed by the viral Vif protein. Nature. 2002;418(6898):646–50.  

212.  Anderson ER, Hope DA. A review of the tripartite model for understanding the link between anxiety 

and depression in youth. Vol. 28, Clinical Psychology Review. 2008. p. 276–88.  

213.  Sheehy AM, Gaddis NC, Malim MH. The antiretroviral enzyme APOBEC3G is degraded by the 

proteasome in response to HIV-1 Vif. Nat Med. 2003;9(11):1404–7.  

214.  Lecossier D, Bouchonnet F, Clavel F, Hance AJ. Hypermutation of HIV-1 DNA in the absence of the 

Vif protein. Science (80- ). 2003;300(5622):1112.  



88 
 

215.  Zhang H, Yang B, Pomerantz RJ, Zhang C, Arunachalam SC, Gao L. The cytidine deaminase 

CEM15 induces hypermutation in newly synthesized HIV-1 DNA. Nature. 2003;424(6944):94–8.  

216.  Suspène R, Sommer P, Henry M, et al. APOBEC3G is a single-stranded DNA cytidine deaminase 

and functions independently of HIV reverse transcriptase. Nucleic Acids Res. 2004;32(8):2421–9.  

217.  Kobayashi T, Koizumi Y, Takeuchi JS, et al. Quantification of Deaminase Activity-Dependent and -

Independent Restriction of HIV-1 Replication Mediated by APOBEC3F and APOBEC3G through 

Experimental-Mathematical Investigation. J Virol. 2014;88(10):5881–7.  

218.  Nowarski R, Prabhu P, Kenig E, Smith Y, Britan-Rosich E, Kotler M. APOBEC3G inhibits HIV-1 

RNA elongation by inactivating the viral trans-activation response element. J Mol Biol. 

2014;426(15):2840–53.  

219.  Langlois M-A, Neuberger MS. Human APOBEC3G can restrict retroviral infection in avian cells and 

acts independently of both UNG and SMUG1. J Virol. 2008;82(9):4660–4.  

220.  Kaiser SM, Emerman M. Uracil DNA glycosylase is dispensable for human immunodeficiency virus 

type 1 replication and does not contribute to the antiviral effects of the cytidine deaminase 

Apobec3G. J Virol. 2006;80(2):875–82.  

221.  Yang B, Chen K, Zhang C, Huang S, Zhang H. Virion-associated uracil DNA glycosylase-2 and 

apurinic/apyrimidinic endonuclease are involved in the degradation of APOBEC3G-edited nascent 

HIV-1 DNA. J Biol Chem. 2007;282(16):11667–75.  

222.  Pollpeter D, Parsons M, Sobala AE, et al. Deep sequencing of HIV-1 reverse transcripts reveals the 

multifaceted antiviral functions of APOBEC3G. Nat Microbiol. 2018;3(2):220–33.  

223.  Newman ENC, Holmes RK, Craig HM, et al. Antiviral function of APOBEC3G can be dissociated 

from cytidine deaminase activity. Curr Biol. 2005;15(2):166–70.  

224.  Holmes RK, Koning FA, Bishop KN, Malim MH. APOBEC3F can inhibit the accumulation of HIV-1 

reverse transcription products in the absence of hypermutation: Comparisons with APOBEC3G. J 

Biol Chem. 2007;282(4):2587–95.  

225.  Morse M, Huo R, Feng Y, Rouzina I, Chelico L, Williams MC. Dimerization regulates both 

deaminase-dependent and deaminase-independent HIV-1 restriction by APOBEC3G. Nat Commun. 

2017;8(1).  

226.  Rennie ML, McKelvie SA, Bulloch EMM, Kingston RL. Transient dimerization of human MxA 

promotes GTP hydrolysis, resulting in a mechanical power stroke. Structure. 2014;22(10):1433–45.  

227.  Haller O, Staeheli P, Schwemmle M, Kochs G. Mx GTPases: Dynamin-like antiviral machines of 



89 
 

innate immunity. Vol. 23, Trends in Microbiology. 2015. p. 154–63.  

228.  Wang X, Wang H, Liu MQ, et al. IFN-λ inhibits drug-resistant HIV infection of macrophages. Front 

Immunol. 2017;8(MAR).  

229.  Kane M, Yadav SS, Bitzegeio J, et al. MX2 is an interferon-induced inhibitor of HIV-1 infection. 

Nature. 2013;502(7472):563–6.  

230.  Goujon C, Moncorgé O, Bauby H, et al. Human MX2 is an interferon-induced post-entry inhibitor of 

HIV-1 infection. Nature. 2013;502(7472):559–62.  

231.  Schulte B, Buffone C, Opp S, et al. Restriction of HIV-1 Requires the N-Terminal Region of MxB as 

a Capsid-Binding Motif but Not as a Nuclear Localization Signal. J Virol. 2015;89(16):8599–610.  

232.  Liu Z, Pan Q, Ding S, et al. The interferon-inducible MxB protein inhibits HIV-1 infection. Cell Host 

Microbe. 2013;14(4):398–410.  

233.  Dicks MDJ, Goujon C, Pollpeter D, et al. Oligomerization requirements for MX2 mediated 

suppression of HIV-1 infection. J Virol. 2015;(October):JVI.02247-15.  

234.  Fricke T, White TE, Schulte B, et al. MxB binds to the HIV-1 core and prevents the uncoating 

process of HIV-1. Retrovirology. 2014;11(1).  

235.  Buffone C, Schulte B, Opp S, Diaz-Griffero F. Contribution of MxB Oligomerization to HIV-1 

Capsid Binding and Restriction. J Virol. 2015;89(6):3285–94.  

236.  Alvarez FJD, He S, Perilla JR, et al. CryoEM structure of MxB reveals a novel oligomerization 

interface critical for HIV restriction. Sci Adv. 2017;3(9).  

237.  Matreyek KA, Wang W, Serrao E, Singh KP, Levin HL, Engelman A. Host and viral determinants for 

MxB restriction of HIV-1 infection. Retrovirology. 2014;11(1).  

238.  Neil SJD, Eastman SW, Jouvenet N, Bieniasz PD. HIV-1 Vpu promotes release and prevents 

endocytosis of nascent retrovirus particles from the plasma membrane. PLoS Pathog. 2006;2(5):354–

67.  

239.  Klimkait T, Strebel K, Hoggan MD, Martin MA, Orenstein JM. The human immunodeficiency virus 

type 1-specific protein vpu is required for efficient virus maturation and release. J Virol. 

1990;64(2):621–9.  

240.  Neil SJD, Zang T, Bieniasz PD. Tetherin inhibits retrovirus release and is antagonized by HIV-1 Vpu. 

Nature. 2008;451(7177):425–30.  

241.  Strauss JD, Hammonds JE, Yi H, Ding L, Spearman P, Wright ER. Three-Dimensional Structural 



90 
 

Characterization of HIV-1 Tethered to Human Cells. J Virol. 2016;90(3):1507–21.  

242.  Foster TL, Pickering S, Neil SJD. Inhibiting the Ins and Outs of HIV replication: Cell-intrinsic 

antiretroviral restrictions at the plasma membrane. Vol. 8, Frontiers in Immunology. 2018.  

243.  Kmiec D, Iyer SS, Stürzel CM, Sauter D, Hahn BH, Kirchhoff F. Vpu-mediated counteraction of 

tetherin is a major determinant of HIV-1 interferon resistance. MBio. 2016;7(4).  

244.  Madjo U, Leymarie O, Frémont S, et al. LC3C Contributes to Vpu-Mediated Antagonism of 

BST2/Tetherin Restriction on HIV-1 Release through a Non-canonical Autophagy Pathway. Cell 

Rep. 2016;17(9):2221–33.  

245.  Kupzig S, Korolchuk V, Rollason R, Sugden A, Wilde A, Banting G. Bst-2/HM1.24 is a raft-

associated apical membrane protein with an unusual topology. Vol. 4, Traffic. 2003. p. 694–709.  

246.  Perez-Caballero D, Zang T, Ebrahimi A, et al. Tetherin Inhibits HIV-1 Release by Directly Tethering 

Virions to Cells. Cell. 2009;139(3):499–511.  

247.  Venkatesh S, Bieniasz PD. Mechanism of HIV-1 Virion Entrapment by Tetherin. PLoS Pathog. 

2013;9(7).  

248.  Hammonds J, Wang JJ, Yi H, Spearman P. Immunoelectron microscopic evidence for tetherin/BST2 

as the physical bridge between HIV-1 virions and the plasma membrane. PLoS Pathog. 2010;6(2).  

249.  Boasso A, Hardy AW, Landay AL, et al. PDL-1 upregulation on monocytes and T cells by HIV via 

type I interferon: Restricted expression of type I interferon receptor by CCR5-expressing leukocytes. 

Clin Immunol. 2008;  

250.  Wykes MN, Lewin SR. Immune checkpoint blockade in infectious diseases. Nature Reviews 

Immunology. 2018.  

251.  Benci JL, Xu B, Qiu Y, et al. Tumor Interferon Signaling Regulates a Multigenic Resistance Program 

to Immune Checkpoint Blockade. Cell. 2016;  

252.  Hoffmann M, Pantazis N, Martin GE, et al. Exhaustion of Activated CD8 T Cells Predicts Disease 

Progression in Primary HIV-1 Infection. PLoS Pathog. 2016;  

253.  Eckard AR, Rosebush JC, Lee ST, et al. Increased immune activation and exhaustion in HIV-infected 

youth. In: Pediatric Infectious Disease Journal. 2016.  

254.  Naif HM. Pathogenesis of HIV infection. Infect Dis Rep. 2013;  

255.  Hill AL, Rosenbloom DIS, Nowak MA, Siliciano RF. Insight into treatment of HIV infection from 

viral dynamics models. Immunol Rev. 2018;  



91 
 

256.  Zhou XM, Li WQ, Wu YH, et al. Intrinsic expression of immune checkpoint molecule TIGIT could 

help tumor growth in vivoby suppressing the function of NK and CD8+T Cells. Front Immunol. 

2018;  

257.  Blessin NC, Simon R, Kluth M, et al. Patterns of TIGIT expression in lymphatic tissue, inflammation, 

and cancer. Dis Markers. 2019;  

258.  Stanietsky N, Rovis TL, Glasner A, et al. Mouse TIGIT inhibits NK-cell cytotoxicity upon interaction 

with PVR. Eur J Immunol. 2013;  

259.  He W, Zhang H, Han F, et al. CD155T/TIGIT signaling regulates CD8+ T-cell metabolism and 

promotes tumor progression in human gastric cancer. Cancer Res. 2017;  

260.  Tocheva AS, Mor A. Checkpoint Inhibitors: Applications for Autoimmunity. Current Allergy and 

Asthma Reports. 2017.  

261.  Barré-Sinoussi F, Ross AL, Delfraissy JF. Past, present and future: 30 years of HIV research. Nature 

Reviews Microbiology. 2013.  

262.  Bruner KM, Hosmane NN, Siliciano RF. Towards an HIV-1 cure: Measuring the latent reservoir. 

Trends in Microbiology. 2015.  

263.  Eisele E, Siliciano RF. Redefining the Viral Reservoirs that Prevent HIV-1 Eradication. Immunity. 

2012.  

264.  Doyle T, Goujon C, Malim MH. HIV-1 and interferons: Who’s interfering with whom? Nature 

Reviews Microbiology. 2015.  

265.  Saez-Cirion A, Jacquelin B, Barré-Sinoussi F, Müller-Trutwin M. Immune responses during 

spontaneous control of HIV and AIDS: What is the hope for a cure? Philos Trans R Soc B Biol Sci. 

2014;369(1645).  

266.  Chew GM, Fujita T, Webb GM, et al. TIGIT Marks Exhausted T Cells, Correlates with Disease 

Progression, and Serves as a Target for Immune Restoration in HIV and SIV Infection. PLoS Pathog. 

2016;  

267.  Colonna M, Nakajima H, Cella M. A family of inhibitory and activating Ig-like receptors that 

modulate function of lymphoid and myeloid cells. Semin Immunol. 2000;  

268.  Chang CC, Ciubotariu R, Manavalan JS, et al. Tolerization of dendritic cells by Ts cells: The crucial 

role of inhibitory receptors ILT3 and ILT4. Nat Immunol. 2002;  

269.  Kang X, Kim J, Deng M, et al. Inhibitory leukocyte immunoglobulin-like receptors: Immune 



92 
 

checkpoint proteins and tumor sustaining factors. Cell Cycle. 2016.  

270.  Vlad G, Piazza F, Colovai A, et al. Interleukin-10 induces the upregulation of the inhibitory receptor 

ILT4 in monocytes from HIV positive individuals. Hum Immunol. 2003;  

271.  Bashirova AA, Martin-Gayo E, Jones DC, et al. LILRB2 Interaction with HLA Class I Correlates 

with Control of HIV-1 Infection. PLoS Genet. 2014;  

272.  Alaoui L, Palomino G, Zurawski S, et al. Early SIV and HIV infection promotes the LILRB2/MHC-I 

inhibitory axis in cDCs. Cell Mol Life Sci. 2018;  

273.  Romani B, Allahbakhshi E. Underlying mechanisms of HIV-1 latency. Virus Genes. 2017;(December 

2016).  

274.  Mzingwane ML, Tiemessen CT, Richter KL, Mayaphi SH, Hunt G, Bowyer SM. Pre-treatment 

minority HIV-1 drug resistance mutations and long term virological outcomes: is prediction possible? 

Virol J. 2016;  

275.  Garcia-Diaz A, Shin DS, Moreno BH, et al. Interferon Receptor Signaling Pathways Regulating PD-

L1 and PD-L2 Expression. Cell Rep. 2017;  

276.  Hoffmann M, Pantazis N, Martin GE, et al. Exhaustion of Activated CD8 T Cells Predicts Disease 

Progression in Primary HIV-1 Infection. PLoS Pathog. 2016;12(7):1–19.  

277.  Khurshid N, Agarwal V, Iyengar S. Expression of μ- and δ-opioid receptors in song control regions of 

adult male zebra finches (Taenopygia guttata). J Chem Neuroanat. 2009;  

278.  Mukai M, Replogle K, Drnevich J, et al. Seasonal differences of gene expression profiles in song 

sparrow (melospiza melodia) hypothalamus in relation to territorial aggression. PLoS One. 2009;  

279.  Van Hecke C, Trypsteen W, Malatinkova E, et al. Early treated HIV-1 positive individuals 

demonstrate similar restriction factor expression profile as long-term non-progressors. EBioMedicine. 

2019;1–12.  

280.  Zhao H, Liu J, Li Y, et al. Validation of reference genes for quantitative real-time PCR in bovine 

PBMCs transformed and non-transformed by Theileria annulata. Korean J Parasitol. 2016;54(1):39–

46.  

281.  McBride JA, Striker R. Imbalance in the game of T cells: What can the CD4/CD8 T-cell ratio tell us 

about HIV and health? PLOS Pathog. 2017;  

282.  Margolick JB, Muñoz A, Donnenberg AD, et al. Failure of T-cell homeostasis preceding AIDS in 

HIV-1 infection. Nat Med. 2004;  



93 
 

283.  Gandhi RT, McMahon DK, Bosch RJ, et al. Levels of HIV-1 persistence on antiretroviral therapy are 

not associated with markers of inflammation or activation. PLoS Pathog. 2017;  

284.  Bachtel ND, Beckerle GA, Mota TM, et al. Short Communication: Expression of Host Restriction 

Factors by Memory CD4+ T Cells Differs Between Healthy Donors and HIV-1-Infected Individuals 

with Effective Antiretroviral Therapy. AIDS Res Hum Retroviruses. 2018;35(1):108–11.  

285.  Abdel-Mohsen M, Wang C, Strain MC, et al. Select host restriction factors are associated with HIV 

persistence during antiretroviral therapy. AIDS. 2015;  

286.  Li JZ, Etemad B, Ahmed H, et al. The size of the expressed HIV reservoir predicts timing of viral 

rebound after treatment interruption. AIDS. 2016;  

287.  Archin NM, Vaidya NK, Kuruc JAD, et al. Immediate antiviral therapy appears to restrict resting 

CD4 + cell HIV-1 infection without accelerating the decay of latent infection. Proc Natl Acad Sci U S 

A. 2012;  

288.  Suligoi B, Rodella A, Raimondo M, et al. Avidity index for anti-HIV antibodies: Comparison 

between third- and fourth-generation automated immunoassays. J Clin Microbiol. 2011;49(7):2610–3.  

289.  Bruner KM, Murray AJ, Pollack RA, et al. Defective proviruses rapidly accumulate during acute 

HIV-1 infection. Nat Med. 2016;  

290.  Merindol N, Berthoux L. Restriction Factors in HIV-1 Disease Progression. Curr HIV Res. 

2015;13(6):448–61.  

291.  Singh HO, Samani D, Ghate M V., Gangakhedkar RR. Impact of cellular restriction gene (TRIM5α, 

BST-2) polymorphisms on the acquisition of HIV-1 and disease progression. J Gene Med. 

2018;20(2–3).  

292.  Reddy K, Ooms M, Letko M, Garrett N, Simon V, Ndung’U T. Functional characterization of Vif 

proteins from HIV-1 infected patients with different APOBEC3G haplotypes. AIDS. 2016;  

293.  Matume ND, Tebit DM, Gray LR, et al. Characterization of APOBEC3 variation in a population of 

HIV-1 infected individuals in northern South Africa. BMC Med Genet. 2019;  

294.  Carrington M, Alter G. Innate Immune Control of HIV. 2016;  

295.  Amie SM, Daly MB, Noble E, Schinazi RF, Bambara RA, Kim B. Anti-HIV host factor SAMHD1 

regulates viral sensitivity to nucleoside reverse transcriptase inhibitors via modulation of cellular 

deoxyribonucleoside triphosphate (dNTP) levels (The Journal of Biological Chemistry (2014) 289, 24 

(16640)). Journal of Biological Chemistry. 2014.  



94 
 

296.  Mohammadzadeh N, Love RP, Gibson R, Arts EJ, Poon AFY, Chelico L. Role of co-expressed 

APOBEC3F and APOBEC3G in inducing HIV-1 drug resistance. Heliyon. 2019;  

297.  Haile WB, Gavegnano C, Tao S, Jiang Y, Schinazi RF, Tyor WR. The Janus kinase inhibitor 

ruxolitinib reduces HIV replication in human macrophages and ameliorates HIV encephalitis in a 

murine model. Neurobiol Dis. 2016;  

298.  Liu MQ, Zhao M, Kong WH, et al. Combination antiretroviral therapy (cART) restores HIV-1 

infection-mediated impairment of JAK-STAT signaling pathway. Oncotarget. 2017;  

299.  Ziegler-Heitbrock L. Blood monocytes and their subsets: Established features and open questions. 

Frontiers in Immunology. 2015.  

300.  Guilliams M, Ginhoux F, Jakubzick C, et al. Dendritic cells, monocytes and macrophages: A unified 

nomenclature based on ontogeny. Nature Reviews Immunology. 2014.  

301.  Wong KL, Yeap WH, Tai JJY, Ong SM, Dang TM, Wong SC. The three human monocyte subsets: 

Implications for health and disease. Immunol Res. 2012;  

302.  Noubade R, Majri-morrison S, Tarbell K V. Beyond cDC1 : Emerging Roles of DC Crosstalk in 

Cancer Immunity. 2019;10(May):1–13.  

303.  Quigley M, Pereyra F, Nilsson B, et al. Transcriptional analysis of HIV-specific CD8+T cells shows 

that PD-1 inhibits T cell function by upregulating BATF. Nat Med. 2010;16(10):1147–51.  

304.  Sachdeva M, Sharma A, Arora SK. Increased expression of negative regulators of cytokine signaling 

during chronic HIV disease cause functionally exhausted state of dendritic cells. Cytokine. 

2017;91:118–23.  

305.  Lichterfeld M, Yu XG. The emerging role of leukocyte immunoglobulin-like receptors (LILRs) in 

HIV-1 infection. J Leukoc Biol. 2012;  

 


		2020-07-23T13:33:17+0000
	RE MARIA CARLA


		2020-07-28T14:26:47+0000
	CORTELLI PIETRO




