
AAllmmaa  MMaatteerr  SSttuuddiioorruumm  ––  UUnniivveerrssiittàà  ddii  BBoollooggnnaa  

 
 

DOTTORATO DI RICERCA IN 
 

CHIMICA 

 
Ciclo XXXII 

 
Settore Concorsuale: 03/C1 

 

Settore Scientifico Disciplinare: CHIM/06 

 

 
 

 

Unconventional Catalysis in Organic Chemistry: 

a Computational Mechanistic Study 
 

 

 

 

 

Presentata da: Edoardo Jun Mattioli 
 

 

 

Coordinatore Dottorato     Supervisore 
 

 

Prof.ssa Domenica Tonelli     Prof. Matteo Calvaresi 
  

 

 

 

 

 

 

 

 

 

 

Esame finale anno 2020 

 



 

 



i

Abstract

Catalysis plays a vital role in modern synthetic chemistry and a large amount

of everyday chemistry is based on catalysed transformations. Nowadays, di�er-

ent catalytic methods can be applied �routinely�. These are organo-catalysis,

metal-catalysis and enzyme-catalysis and can be denoted as conventional catal-

ysis. However, even if conventional catalysis has provided outstanding results,

various unconventional ways to make chemical reactions more e�ective appear

now very promising. In many cases, the experimental conditions required by

these unconventional catalytic methods are rather complicated and the interpre-

tation of results is not obvious. Computational methods can be of great help

to reach a deeper comprehension of these chemical processes. Methods used

in this thesis, to discuss di�erent unconventional approaches to catalysis, are

Quantum-Mechanical (QM), Molecular Mechanics (MM) and hybrid Quantum-

Mechanical/Molecular Mechanics (QM/MM) methods. The �rst catalytic ap-

proach examined in this thesis consists in the application of Oriented External

Electric Fields (OEEFs) to reacting systems. The second approach is based on

the use of Carbon Nanotubes (CNTs) working as nano-reactors: the reaction is

con�ned inside a CNT. Finally, a new biochemical approach (alternative to the

well-known enzymatic catalysis), based on the use of a biocatalyst obtained from

DNA (Deoxyribozyme) is discussed. All these approaches cannot be considered

�routine� catalytic techniques yet and this makes even more important the use

of computational methods to elucidate the mechanism of these novel catalyses.

The e�ects of OEEFs on SN2 and 4e-electrocyclic ring opening mechanisms were

examined using QM methods. SN2 reactions with back-side mechanism can be

catalysed or inhibited by the presence of an OEEF. Moreover, OEEFs can inhibit

back-side mechanism (with Walden inversion of con�guration) and promote the

front-side mechanism (with retention of con�guration). This mechanistic change

leads to a di�erent stereochemical output of the reaction. Electrocyclic ring

opening reaction of 3-substituted cyclobutene molecules can occur with inward

or outward mechanisms. The inward and outward selectivity (torquoselectivity)

depends on the nature of substituent groups on the cyclobutene structure. OEEFs

can catalyse the naturally favoured pathway in agreement with the torquoselec-

tivity principle. Moreover, OEEFs can circumvent the torquoselectivity principle

leading to di�erent stereoisomers. Subsequently, the reaction of ethyl chloride

with chloride anion inside CNTs, used as nano-reactors, was investigated. In

addition to the SN2 mechanism, syn and anti -E2 reactions are possible. These

reactions inside CNTs of di�erent radius were examined with hybrid QM/MM

methods, �nding that these processes can be either catalysed or inhibited. The
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results suggest that Electrostatic e�ects govern the activation energy variations

inside CNTs of di�erent diameters. Nonetheless, in the case of elimination prod-

ucts, van der Waals interactions become as important as electrostatic interactions.

Elimination products stabilisation is additionally enhanced if the reaction occurs

on a graphene sheet. Finally, the catalytic mechanism of the deoxyribozyme

9DB1 was investigated at the QM level. 9DB1 catalyses the RNA ligation reac-

tion thanks to its ability to orient RNA strands in a conformation which allows

the regioselective formation of the 3'-5' bond. Reactive RNA nucleotides can be

positioned close to each other. This is done by means of the Watson-Crick base

pairing which recognizes and properly orients reactants. After this pre-reactive

organisation process, 9DB1 catalyses the regioselective RNA ligation reaction,

following an addition-elimination (AN+DN) two-step mechanism. In silico muta-

genesis studies con�rmed that the highly polarised environment of 9DB1 enhances

kinetics.
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Introduction

Following the most common de�nition, catalysis is a process where the reaction

rate is increased by adding a substance (catalyst) to the reaction mixture. The

catalyst is not consumed. It is recovered at the end of the reaction and, appar-

ently, does not participate to it. A key-concept concerns the balance between the

thermodynamics of a reaction, which tells that a chemical reaction is possible,

and the kinetics which tells how fast this chemical reaction will proceed. A cat-

alyst does not change the �nal state (products) of a reacting system because the

equilibrium state is governed by thermodynamics. A catalyst provides an easier

way to proceed from reactants to products by modifying the reaction mechanism.

The catalysed mechanism involves activation barriers lower with respect to the

non-catalysed process, which leads to an increase of the reaction-rate.

Nowadays, the importance of catalysis is unquestionable and a large amount of

everyday chemistry is based on catalysed transformations. Di�erent approaches

to catalysis are possible and can be applied �routinely�. These are bio-catalysis,

organo-catalysis and metal-catalysis. These approaches to catalysis are keystones

in organic chemistry and can be grouped together as conventional catalysis meth-

ods.

Even if conventional catalysis has provided outstanding results, other approaches

to catalysis are possible. Various unconventional ways to make chemical reac-

tions more e�ective appear now very promising. However, in many cases the

experimental conditions required by these unconventional catalytic methods are

rather complicated and the interpretation of results is not obvious. In this sense,

computational methods can be of great help in the investigation of these novel

ways to promote reactions.

During the last decades it has been demonstrated that, in general, a reasonable

modelling of the reacting system and the use of appropriate computational meth-

1



2 Introduction

ods can be highly e�ective to reach a deep comprehension of chemical processes.

The �rst goal of a theoretical approach is the comprehension of the reaction mech-

anism. In this sense, computational chemistry can provide a detailed picture of

the reaction pathways. Without a detailed knowledge of the possible mechanisms,

it is inconceivable to understand how a catalytic (conventional or unconventional)

method works, to make predictions on the reaction outcome and, consequently,

to suggest appropriate experimental conditions. Importantly, the application of

computational techniques is not an automatic procedure where computer does

everything. In general, the complexity of the problem requires a preliminary and

careful modelling of the reacting system. Secondly, a correct choice of the com-

putational approach (level of theory) must be done.

In this thesis computational methods to discuss di�erent unconventional ap-

proaches to catalysis are used. The �rst approach examined here consists in the

application of Oriented External Electric Fields (OEEFs) to reacting systems.

The second approach is based on the use of Carbon Nanotubes (CNTs) working

as nano-reactors: the reaction is con�ned and occurs inside the nanotube. Finally,

a new biochemical approach (alternative to the well-known enzymatic catalysis),

which is based on the use of a biocatalyst obtained from DNA (Deoxyribozyme) is

discussed. All these approaches cannot be considered �routine� catalytic methods

yet and only in the last decade papers dealing with these new techniques begin

to appear in literature. This makes even more important the use of computa-

tional methods to elucidate the mechanism of these new catalyses. This research

aims to provide some insight on these unconventional ways to catalyse chemical

reactions. To investigate the e�ects of these unconventional catalytic methods,

appropriate model-systems were built for each reaction. The de�nition of the

model-systems was based on a detailed study of the available related literature

and a careful analysis of the experimental conditions.

In general, the model-system built to emulate the real system, can be described

with di�erent theoretical methods, depending on the investigated properties.

These methods can be Quantum-Mechanical (QM) methods, Molecular Mechan-

ics (MM) methods and hybrid Quantum-Mechanical/Molecular Mechanics (QM/

MM) methods. Since this thesis is focused on reactivity, QM and hybrid QM/MM

approaches were mainly employed. In both cases the reactive portion of the

model-system is described using quantum mechanics, which represents the cor-

rect approach to describe bond-breaking and bond-forming processes occurring

in the course of a chemical reaction.



CHAPTER 1

Theoretical Background

Organic computational chemistry describes organic and biomolecular systems

with a theoretical approach. This approach consists of the translation of the

subject of studies into a model system which could describe and predict its prop-

erties by solving physical equations.

Depending on the type of information researched, di�erent computational meth-

ods are available. For the description of a reactive process it is necessary to

describe bonds break and formation, this is fundamental to conjecture a reaction

mechanism. Since the chemical bond is a quantum phenomenon depending on

the electronic structure of a molecule, Quantum Mechanics (QM) methods are

needed. Even if this approach guarantees a good description of the molecular

reality, the computation demanding prohibits this approach for big molecular

systems.

The information which does not require the electronic structure description, like

the behaviour of a system during non-reactive processes, could be calculated

with a classical approach based on Newtonian mechanics. These methods termed

Molecular Mechanics (MM) methods, thanks to a simpler representation of the

system, can describe N-particle systems and can be useful for an important appli-

cation of these methods: the Molecular Dynamics (MD). MD simulations allow to

follow the evolution of a system during the time; its applicability to big systems,

such as natural bio-molecules, have made MD simulations widely used, especially

in the description of conformational changes.

3



4 Theoretical Background

1.1 Reaction Mechanisms

A reaction mechanism is the step by step sequence of elementary reactions by

which overall chemical change occurs. [1]

In chemistry, it is a theoretical conjecture that tries to describe detailed steps

of a reaction. The knowledge of a reaction mechanism is the knowledge of the

chemical system behaviour during a reactive process. With this information, it

is possible to explain experimental results and to hypothesise ways to induce a

reactive system to follow a determinate path to a determinate output by modi-

fying reaction conditions or by adding reagents, auxiliaries and catalysts.

There are di�erent ways to investigate a reaction mechanism. Many experimen-

tal methods are available to provide insight into the understanding of what leads

reactants to evolve into products. However, all these methods have limitations

due to the impossibility to observe single-molecules during reactions.

In this sense, computational chemistry has the unique advantage to be able to

observe single molecule system evolving during the reactive process and to quan-

tify observables which allows deriving kinetics and thermodynamics data.

In computational chemistry to know the reaction mechanism means to know the

Potential Energy Surface (PES) of the system. PES describes the energy of a

system, especially a collection of atoms, in terms of atomic coordinates. The sur-

face de�nes the energy as a function of these coordinates. For a given collection

of atoms, all the coordinates mean also all the possible way to dispose atoms in

space. Chemistry laws de�ne which disposition are forbidden and which disposi-

tions de�ne stable states such as molecules.

If the PES contains all the energies of all atomic dispositions, to follow a deter-

minate evolution of this dispositions means to follow a chemical process which

can be a geometrical rearrangement (i.e. conformation change or folding process)

but also a reactive process. To determine the energy pro�le of a reactive process

means the knowledge of the related reaction mechanism.

If there are N nuclei, the dimensionality of the PES is 3N . Three coordinates

describe the translation of the system, and three coordinates describe the rota-

tion of the system. This leaves 3N − 6 coordinates or 3N − 5 coordinates for

linear molecules, where the rotational degrees of freedom are de�ned by two co-

ordinates instead of three. Unfortunately, systems with more than four atoms

(pratically all the systems) make the determination of the analytical form of the

PES hyper-surface virtually impossible.

To determine a reaction mechanism it is necessary to know the critical points of

the PES. Minima represent stable species (Reactants, intermediates and prod-

ucts), �rst-order saddle points which connect minima are transition states (TSs)



1.1 Reaction Mechanisms 5

related to what is called Minimum Energy Path (MEP). The reaction mechanism

is conceivable as the determination of a PES section along the so-called reaction

coordinate, a bi-dimensional plot which represent the energy as a function of the

geometrical rearrangement (connectivity changes in the case of reactive process

i.e bonds breaking and formation) which lead reactants to products.

1.1.1 Geometry Optimization

Critical points characterization of the critical points is possible through the eval-

uation of the �rst and second-order derivatives of the PES. For a many-variable

function, the �rst-order derivatives calculated in respect of each variable form the

gradient vector, while the second-order derivatives originate the Hessian matrix.

In classical mechanics this gradient vector (gi), with opposite sign, represents

the forces acting on the system; the Hessian matrix (H) indicates how much this

force can perturb the set of internal coordinates and this is the force constant of

the corresponding nuclear motion. A point is considered a critical point if the

gradient in that point is null. The nature of this critical point is determined by

the number of negative eigenvalues which characterize the Hessian matrix in that

point. If each eigenvalue is negative the point is a local maximum, vice versa if all

eigenvalues are positives the point is a local minimum, for n negative eigenvalues

with all the remaining eigenvalues positives, the point is a saddle point of n− th
order.

Being the functional form of the PES too complex to be analytical determined,

a fundamental approximation has been done: the surface near a critical point is

locally described as a quadratic function. The starting point is the Taylor expan-

sion on the PES truncated, in agreement with the approximation done, at the

second order:

E(x) = Ek + gTk (x− xk) +
1

2
(x− xk)THk(x− xk) (1.1)

Where xk is the position vector that locates a certain structure on the PES, gTk
is the gradient, Hk is the Hessian matrix and Ek is the energy of the xk point.

The optimization process starts with an estimated Hessian H0; this estimation

can be done through empirical methods. Even if an empiric Hessian is highly

approximate, the important point is to have a good geometry, derivable from

model systems. The H0 quality is improved continually during the optimization.

The optimization algorithm for the research of the equilibrium geometry in a

critical point can be summarized as:
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� from the starting atomic coordinates xk; k = 0, H0 or its inverse matrix is

estimated;
� Ek and gk values are obtained from xk;
� Hessian matrix and gradient vector are improved for having a better PES

model in agreement with real energy value;
� the calculation �moves� on the surface to search for a minimum by using the

gradient vector and the updated Hessian matrix. The displacement along

the PES is regulated by the following conditions:

dE

dx
= gk +Bk(x− xk) = 0 (1.2)

(x− xk) = pk = −B−1k gk = Hkgk (1.3)

� if the gradient gk o the displacement vector pk are smaller than a �xed

threshold, the calculation is converged and stops;
� the optimization goes on by moving to the selected direction, minimizing

Ek(xk + αpk) with respect to α;
� the variables (xk + 1) = (xk + αpk); k = k + 1 are de�ned and the process

re-starts from point 2.

This method is calledNewton-Raphson (NR) method and is a second-order method

because it uses both �rst and second-order derivatives. Due to the computational

cost of second-order methods, �rst-order methods aim to reach critical points with

only the gradient vector. The Steepest Descent (SD) method is an algorithm that

performs the geometry optimizations by considering only the negative gradient

direction, since that is the direction where the function decreases most. By follow-

ing the negative gradient direction, it is possible to minimize a function. Because

of its nature, the SD method can only locate minima. The main problem is that

this method �forgets� the history of the performed steps so the curvature of the

function. Conjugate Gradient (GC) method tries to keep in memory the previous

step gradient to have an indirect knowledge of the PES curvature.

1.1.1.1 Transition States Location

Transition state location is fundamental to elucidate a reaction mechanism, since

minima can only provide thermodynamics data while transition states provide

kinetic data. Di�erent techniques are available to �nd the transition state struc-

ture. During a reaction, the system moves from a minimum to the next one

passing through a saddle point. The number of negative eigenvalues can be used

to distinguish a saddle point from a minimum. NR method is an exact method

inside the quadratic region, however, di�erently from minima, the transition re-

gion is often non-quadratic outside a small neighbourhood of the transition state.
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A usual method to elucidate the reaction path is to scan the PES by system-

atically varying the internal coordinates which are supposed to be part of the

reaction coordinate in the mechanistic hypothesis. This method is called relaxed

PES scan. Suppose a process that can be described by means of a single coor-

dinate i.e. dihedral torsion: it is possible to scan the dihedral angle and collect

the energy of the system as a function of the dihedral angle value. From the

minimum to the transition state, the energy will increase, subsequently, from

transition state to the next minimum, the energy will decrease. The maximum

energy should be accompanied by the sign change in the eigenvalue related to

that mode (the related eigenvector).

It is worthy of attention that a relaxed scan of a single internal coordinate will

require N calculations while the grid scan of two internal coordinates will require

N2 and hence with the power of internal coordinates investigated. This growth

of the computational demand implies that the scan should be carried out close

to the transition region making the scanned region choice based on the chemical

knowledge of the system.

Transition structure can be re�ned with an optimisation step from the extrapo-

lated geometry of a previous scan. To carry out this further calculation di�erent

techniques can be used. The most intuitive method is to use the NR method to

�nd a saddle point of order I. The success of this method is strongly related to

the starting geometry. The Eigenvector-Following (EF) method is an implemen-

tation of the NR method which follows the negative eigenvector direction. [2�4]

This calculation can be achieved with a full-Hessian matrix calculation or by cal-

culating only the Hessian matrix elements of a few internal coordinates which are

supposed to be involved in the reactive process. Moreover, to assist this calcula-

tion, the Berny algorithm which checks the number of negative eigenvalue during

the calculation can be suppressed, di�erently from minima optimisation where it

is generally used. [5] Alternatively, the Hessian matrix can be recalculated during

the TS optimisation each NR step or every n steps.

An alternative method to locate TSs is the Synchronous Transit-Guided QuasiNew-

ton (STQN) method. [6, 7] It extrapolates the transition state structure starting

from the adjacent minima and then, STQN uses a quadratic synchronous transit

approach to get closer to the quadratic region of the transition state. To com-

plete the TS optimisation it switches to a quasi-Newton or eigenvector-following

algorithm.
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1.1.2 Critical Points Characterisation

After the geometry optimisation it is necessary to know where this geometry is

located on the PES to have knowledge of the chemical meaning of the optimised

structure. Each geometry is a point on the PES however, to determine a reaction

mechanism it is necessary to know the critical points which connect reactants to

products. The characterisation of a critical point is achieved by analysing the

derivatives of the PES function.

The Hessian matrix diagonalisation allows to characterise the critical point and

to check whether it is a minimum or a saddle point. Moreover, in the framework

of the harmonic approximation, the eigenvalues and eigenvectors of the Hessian

matrix represent the Hooke constants (eigenvalues) of the related normal mode

(eigenvector) of a molecule.

A non-linear polyatomic molecule possesses 3N − 6 independent normal modes

which wavenumber ν̃ (cm-1) is:

ν̃ =
1

2πc

√
k

µ
(1.4)

where c is the speed of light, k is the force constant of the vibration or Hessian

matrix eigenvalue and µ is the reduced mass. In fact, the Hessian's eigenvalue

matrix comprises the force constants for all the 3N − 6 vibrations. When all

the Hessian eigenvalues are positive, the point is a minimum, when all but one

Hessian eigenvalue are positive, the point is a �rst-order saddle point (transition

state). In addition to the topological information related to the optimised ge-

ometry, the computation of normal modes also allows evaluating the Zero-Point

Energy (ZPE). ZPE is a quantum e�ect, this e�ect arises because of the uncer-

tainty principle. Being the position of the a particle uncertain, the momentum

of the particle is uncertain too (∆p 6= 0) and hence the kinetic energy can not

be zero too. An harmonic oscillator has ZPE = hν/2, this energy contribution

emerges from the energy of the vibrational wave-function. The oscillator never

stops �uctuating about its equilibrium position. If EZPE = 0, E = 0. Kinetic

and potential energies are both zero, which implies p = x = 0 that is contrary to

Heisenberg uncertainty principle.

1.1.3 Quantum Mechanics

The importance of quantum theory resides in some fundamental empirical ob-

servations which lead to a new conception of subatomic particles. Quantum
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mechanics describes subatomic particles, and then also the electrons, as corpus-

cles and waves. This dual character of electrons imply the non-locality of such

particles, which means the impossibility to distinguish one electron from another.

Heisenberg's indetermination principle says that one electron has only a proba-

bility to be in a determinate point of the space. This new way, in agreement with

the experimental data, to conceive the electrons also explains the reason why the

calculation methods based on the deterministic engine of Newtonian mechanics

fails in the description of chemical reactions mechanisms.

The probability to �nd an electron in a spatial region is described by the wave

function which is the solution of the time-independent Schrödinger equation:

Ĥψ(x, y, z) = Eψ(x, y, z) (1.5)

Where Ĥ is the Hamiltonian operator. In organic computational chemistry the

interest is focused on polyatomic systems, more than single particle systems, one

which is de�ned as:

Ĥ = −
∑
α=1

~2

2Mα

∇2
Rα −

∑
i=1

~2

2me

∇2
ri
−
∑
i=1

∑
α=1

Zie
2

4πε0|Rα − rj|

+
∑
i=1

∑
j>i

e2

4πε0|ri − rj|
+
∑
α=1

∑
β>α

ZiZje
2

4πε0|Rα −Rβ|

(1.6)

The �rst term represents the kinetic energy operators for each nucleus in the

system; the second term represents the kinetic energy operators for each elec-

tron in the system; the third term represents the potential energy between the

electrons and nuclei (the total electron-nucleus Coulombic attraction in the sys-

tem); the fourth term represents the potential energy arising from Coulombic

electron-electron repulsions; eventually, the �fth term represents the potential

energy arising from Coulombic nuclei-nuclei repulsions (also known as the nu-

clear repulsion energy).

The Hamiltonian in Eq 1.6 contains attractive and repulsive terms between

the particles and the fourth term makes impossible to analytically solve the

Schrödinger equation for systems with more than one electron. Electronic mo-

tion is correlated and some approximations are required. The �rst fundamental

approximation is the Born-Oppenheimer (BO) approximation which allows de-

coupling electronic and nuclear motion. Being nuclei heavier than electrons their

kinetics energy is lower by a factor of 105 and the electronic motion can be mod-

elled as in presence of a �xed nuclear �eld. In this view, nuclear kinetic energy

can be eliminated, and the repulsive nuclear-nuclear potential is constant (VNN)

for a given geometry. With the BO approximation Ĥ becomes an electronic
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Hamiltonian Ĥel:

Ĥel = −
∑
i=1

~2

2me

∇2
ri
−
∑
i=1

∑
α=1

Zie
2

4πε0|Rα − rj|
+
∑
i=1

∑
j>i

e2

4πε0|ri − rj|
(1.7)

= T + VNe + Vee (1.8)

where T is the kinetic operator, VNe the nuclear-electron attraction operator and

Vee the electron-electron repulsion operator. The Schrödinger equation based on

the electronic motion, where the potential repulsion between the nuclei is added

as VNN . two Schrödinger equations can be written now:

[Ĥel + VNN ]ψel(r, R) = Eel(R)ψel(r, R) (1.9)

[
−
∑
α=1

~2

2Mα

∇2
Rα + VNN

]
ψnuc(R) = Enucψnuc(R) (1.10)

Eq. 1.9 depends on the electronic coordinates. The nuclear repulsion VNN is

independent on the electrons and it is a constant for a given nuclear con�guration

or geometry. ψtot can be factorised as product of a nuclear and electronic functions

(Eq. 1.11).

ψtot(r, R) = ψnuc(R)ψel(r, R) (1.11)

ψtot(r, R) is the total wave-function, ψnuc(R) is the nuclear wave-function and

ψel(r, R) is the electronic wave-function. Eel(R) is the sum of the potential en-

ergy of the system with the electronic kinetic energy. Eel(R) is called BO surface

and is the PES of the system. It de�nes electronic energy as a function of a set

of nuclear coordinates. While nuclei are frozen, electrons show quantum aspects.

The nuclear motion is classically described while the related energy is de�ned by

the electronic structure described with the quantum theory. This approximation

for the nuclear motion takes note of the higher mass of nuclei compared to elec-

trons which make the probability to observe quantum behaviour for nuclei very

low.

This low probability makes BO approximation reasonable. If nuclear motion

shows quantum behaviour, nuclei would be able to adopt a linear combination of

con�gurations and molecules would modify their geometry by tunnelling through

energetic barriers, this phenomenon has a very low probability to occur. A cyclo-

hexane molecule would become a 2-hexene molecule without following the organic

reactivity laws.
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1.1.3.1 Basis Set

Mono-electronic wave functions that describe the probability to �nd an electron

in a spatial region are de�ned as atomic orbital in the atomic case or molec-

ular orbitals (MO) in the molecular case. In organic computational studies,

the molecules under exam could be of large dimension and the MO used to de-

scribe their behaviour are expressed as Linear Combinations of Atomic Orbitals

(LCAO). ψi =
∑N

i=1 cijφij Where ψi is the MO i − th, cij the associated coe�-

cient. The j− th wave function is part of a set of atomic orbitals called basis set,

used to generate the LCAO for the MO description.

The basis set is strictly correlated to the quality of the MO representation, with

the increase of the number of atomic orbitals used, the representation will in-

crease in quality. This quality is every time bonded to the compromise of the

calculation power, which prohibits something similar to an in�nite number of

atomic orbitals. AOs, which composed the basis set, exist as a solution of the

Schrödinger equation only for the hydrogen atom. The new problem is the quality

of the representation of the atomic orbital. Slater Type Orbitals (STOs) try to do

this, they are built ad hoc with empirical parameter. However, these orbitals can

be problematic, especially in the numerical resolution of polycentric integrals.

The new generation of orbitals developed by Boys [8] and later by Shavit and

Karplus, [9] is known as Gaussian Type Orbitals (GTOs). GTOs are well em-

ployed in computational methods and described by:

χGTOj = Nxlymzne−a(x
2+y2+z2) (1.12)

where N is a normalization constant and a is the orbital exponent, which is a

constant and de�nes the radial expansion of the function. De�ning the azimutal

quantum number: L = l + m + n, for L = 0 the GTO describes a s orbital,

L = 1 a p orbital and so on. The principal di�erence with respect to STOs is

the exponential dependence of the radial part; this di�erence makes GTOs worst

then STOs in the description of electron density near and far from the nucleus.

The approach for employing this kind of orbital in the representation of an AO

is to use a linear combination of those called primitive Gaussian functions χGTOj

φi = χSTOi =
∑
ij

bijχ
GTO
j (1.13)

where φi is called contracted Gaussian function and bij is the contraction coe�-

cient known and constant during the calculation. Independently from the choice

of STOs or GTOs the number of functions which compose the basis set is funda-

mental for the accuracy of the calculation. The minimal basis set gives to each
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atom a number of basis functions necessary to place each electron. This basis

functions could be STOs represented as linear combination of GTOs. In order to

approximate an accurate orbital with less computing-demanding functions.

If the summation in Eq.1.13 runs from i = 1 to N , this orbital is called STO-NG

which means that the representation of this STO is approximated as a sum of

N GTOs. This kind of basis set is the most popular minimal basis set, STO-

3G for example could provide good geometry description, for molecules in the

ground state and composed by elements of the �rst period; but observables like

the energy are less accurate. The main problems are:

� while during the course of a reaction, MO physiognomy change, the coe�-

cients and the GTO function remain �xed during the calculation giving to

the orbitals of the system an unnatural rigidity;
� for the same reason, the anisotropy of the MOs belonging to a molecular

system is not described. This is true for the orbital orientation in the orbital

space without a spherical symmetry even for the description of the charge

distribution;
� if each element of the same period is described with the same number of basis

function, even if the number of electron increases from left to right during

the period; the description given by the same basis set is more accurate at

the left of the periodic table.

STO-NG is a basis set unable to describe with the desired accuracy a reactive

process. Some limitations of the minimal basis set can be avoided with the use

of an extended basis set. This new basis set uses a larger number of contracted

Gaussian functions for the description of an orbital. Doubling or tripling the

number of functions of a minimal basis set lead to the so-called double-ζ (DZ)

and triple-ζ (TZ) basis sets. When only the valence function is a double or tripled

the basis set is called split valence (SV). Another improvement of the basis func-

tions is the use of polarization and di�usion functions.

1.1.3.2 Correlation Energy

The analytic solution of the Schrödinger equation for a many electrons system

doesn't exist. This problem has led to many approximate methods to calculate

wave functions, that could describe the electronic environment inside molecules

and atoms, without the exact solution.

The most famous ab initio method is the Hartree-Fock (HF) method. The method

solves a pseudo-Schrödinger equation called Fock equation and results in wave

functions that are also necessary to build the Fock operator. This paradox is
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solved through the iterative calculation with an input wave function derived from

more approximate methods. Other theories were developed for the improvement

of the HF method like the Roothan-Hall equations which expand each MO in the

LCAO approximation or unrestricted Hartree-Fock (UHF) method.

Despite these improvements of the HF method, all of these theories are based

on the independent-particle model. This model does not consider explicitly the

electron-electron interactions but a mean potential felt by each electron and gen-

erated by the surrounding electronic cloud. This error is known as correlation

energy and is de�ned as: Ecorr = E − EHF , where EHF is the limit energy

calculated by the Hartree-Fock method and E is the exact eigenvalue of the

Schrödinger equation. The correlation energy is about 1% of the total energy of

a generic molecular system, its magnitude is the same as the energy involved in a

chemical reaction. The computational approach for mechanistic studies can not

be a�ected by an error of this magnitude. Considering a N-electron system, the

corresponding Hamiltonian operator is:

Ĥ =
∑
i=1

ĥi +
1

2

∑
i=1

∑
j=1

ĥij (1.14)

Where ĥi is the monoelectronic Hamiltonian operator de�ned as the hydrogen-like

Hamiltonian:

ĥi = −1

2
∇2
i +

∑
j=1

Zj
rij

(1.15)

ĥij in Eq 1.14 is the Hamiltonian operator which represents the interaction be-

tween the i − th and j − th electron. This interaction tends to in�nity if rij is

null. This e�ect is known as �Coulomb's hole�, the independent particle model

neglects this phenomenon because the mean potential is constant and indepen-

dent from the distance between electrons. The physical meaning of this fact is not

negligible because implies a probability di�erent from zero to �nd two electrons

with an opposite spin in the same point of the space. The Pauli's principle, on

the other hand, forbids the analogue phenomenon for electrons with the same

spin; this means that the electrons are characterized by a �Fermi's hole�. HF

method considers only the Fermi's hole thanks to Pauli's principle but ignore the

Coulomb's hole. The correlation energy could be divided in two contributes:

� internal or structure-dependent correlation energy, for electrons represented

by di�erent spatial orbitals. Due to the inappropriateness of the Hartree-

Fock model to describe the degeneration or quasi-degeneration of two or

more electronic con�gurations;
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� external or dynamic correlation energy associated with the motion of the

antiparallel electrons characterized by Coulomb's hole.

The dynamic correlation energy is fundamental during the study of an organic re-

action. That is true also because its value changes along the reaction coordinate,

due to the reactive process which changes continuously the electronic cloud of the

system. This non-linear change implies a non-systematic error, a not negligible

error, and it has to be introduced during calculations.

Calculations that contemplate the correlation energy are called post Hartree-Fock

methods. Con�guration Interaction (CI) method describes the wave function of

the system with a linear combination of Slater determinants. These determinants

are obtained from the electronic ground and excited states through the permu-

tation of each orbital with each virtual orbital. In the perturbation theory of

Møller-Plesset (MP), the perturbation is the lack of the HF model in the descrip-

tion of electronic motion. The most promising method is the Density Functional

Theory (DFT), which is the main calculation method adopted in this thesis.

1.1.3.3 Density Functional Theory

The DFT method is a widely employed computational method, thanks to the

smaller computational cost also for big molecular systems. DFT results were

found in agreement with empirical data: thermochemical information, frequen-

cies, force �elds, transition states (TS) structures and NMR interpretation. The

success of DFT method is due to its ability to describe the correlation energy

with accuracy.

This method is based on the Hohenberg-Kohn theorem which states that all the

fundamental state proprieties of the system are determined univocally by the

electronic density ρ(r) and that any other electronic density ρ(r′) conducts to

an higher energy than the real one. [10] The electronic energy is a functional of

electronic density.

E = F [ρ(r)] (1.16)

where E is the electronic energy, ρ(r) is the electronic density and F is the

functional which relates E to ρ(r). The exact form of this functional is unknown,

being unknown the exact relationship between E and ρ(r). DFT method aims to a

good approximation of the functional or at least of a part of it. The approximation

used today is that proposed by Kohn and Sham. Like the HF calculation the

Kohn-Sham equations reduce the problem of a multielectronic structure to an
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ensemble of monoelectronic orbitals. [11]

hKSi φi(r) = εiφi(r) (1.17)

where hKSi is the Kohn-Sham operator, φi(r) are the Kohn-Sham wave functions

for the non interacting particles and εi is the eigenvalue of energy associated to the

eigenfunction φi(r). This equation is similar to the Schrödinger equation, but in

this case the electrons are not interacting among them. This is a �ctitious system

di�erent from a real system but with the same behaviour, and the Kohn-Sham

equations' eigenvalues of energy are equal to Schrödinger equations' eigenvalues

of energy. The expression of the energy proposed by Kohn and Sham is the

sum of di�erent contributes: the kinetic energy (Tk ), the electrostatic attraction

electron-nucleus (ENe ), the Coulombian term (J) and the exchange-correlation

term (EXC ).

E[ρ] = Tk[ρ] + ENe[ρ] + J [ρ] + EXC [ρ] (1.18)

The electrostatic attraction electron-nucleus (ENe) and the electrostatic repulsion

electron-electron (J) are derivable from an HF calculation. The kinetic energy

of an electron from the HF theory to the Kohn-Sham theory instead, has been

rede�ned as:

Tk[ρ] = −1

2

N∑
i=1

∫
φ∗i (r)∇2φi(r)dr (1.19)

where φi(r) are the Kohn-Sham non-interacting particles wave functions and

are the eigenfunctions of the Kohn-Sham eigenvalue equation (Eq 1.17). Ulti-

mately, the functional expressed in Eq 1.18 is determined less than the exchange-

correlation energy (EXC). The representation of this last functional is strictly

related to the quality of the DFT calculation. It is possible to de�ne the Kohn-

Sham operator as:

hKSi = −1

2
∇2 −

Nn∑
k=1

Zk
|ri − rk|

−
∫

ρ(r′)

ri − r′
dr′ + VXC (1.20)

Where VXC is the exchange-correlation term for one electron and is represented

as:

VXC =
δEXC
δρ

(1.21)
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Where EXC is the expectation value of the energy for a monodeterminal wave

function, solution of the Kohn-Sham eigenvalue equation (Eq 1.17). Being the

analytical form of EXC [ρ] not determinable, it is necessary to use some approx-

imations. [12] The most important is to separate this functional into a sum of

contributes.

EXC [ρ] = EX [ρ] + EC [ρ] (1.22)

Again, to provide a good description of VXC , di�erent DFT methods have been

developed for the calculation of the exchange (EX [ρ]) and correlation (EC [ρ])

functionals. It is the accuracy of these two functionals to determine the quality of

the DFT method employed. They are classi�able as local methods, where only the

electron density is used, and non-local methods or generalized gradient corrected,

where the electron density is used as well as its gradient. Gaussian09 software

has some models of this kind of functionals. [13] Other important features are

the possibility to build mixed functionals generally expressed in the Gaussian09

series as:

a1E(S)x + a2E(HF )x + a3E(B88)x + a4E(local)c + a5E(non− local)c (1.23)

where E(S)x is the Slater exchange functional, E(HF )x the exchange term of

Hartree-Fock, E(B88)x is the non-local correction for the exchange functional as

suggested by Becke [14], E(local)c is the correlation functional without gradient

corrections and E(non− local)c is the non-local corrected correlation functional.

Today, many di�erent functionals, which aim to describe di�erent problems, are

available. One of the most famous is the �hybrid� functional introduced by Becke

in 1993. [15] This functional is known as B3LYP: in this functional E(local)c, is

described as the local correlation functional of Volsko, Wilk and Nusair [16] while

E(non− local)c is given by the Lee-Yang-Parr functional. [17] The coe�cients of

Eq 1.23 were suggested by Becke [18] and are respectively: a1 = 0, 80 a2 = 0, 20

a3 = 0, 72 a4 = 0, 10 a5 = 0, 81. This functional has been widely invoked during

computational studies. However, it showed some modelling issues:

� the description of the system is better for the principal groups compared to

transition metals;
� activation energy is generally underestimated;
� middle-range interactions, such as van der Waals and, π-stacking interac-

tions are not accurately quanti�ed.

These problems led the research in �nding better functionals. This goal has been

achieved by Zhao and Truhlar, [19, 20] which have developed a new functionals
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family called M05, later evolved to M06. Zhao and Truhlar have introduced the

uniform electron gas limit and the absence of auto-correlation energy which allows

to overcome B3LYP problems. M06 functional family depends on the spin density,

the spin density gradient and the spin density kinetic energy. E(non− local)c is
described with HF exchange functional. Reaction mechanisms in this thesis have

been investigated trough M06-2X functional. M06-2X is a son of M06 functional

family and allows a good description for main group thermochemistry, kinetics

and non-covalent interactions.

1.2 Solvent e�ects

Solvation is a fundamental aspect in organic and bio-organic chemistry a�ecting

kinetics and thermodynamics of chemical reactions. A solvent is a media where

the solute is embedded. This media is composed of solvent molecules which in-

teract with the solute and vice versa. Depending on the polarity of the solvent,

an electric �eld (i.e. reaction �eld) is generated. The reaction �eld polarizes the

solute producing an induced dipole moment on it, which induces a dipole moment

in the interacting solvent molecules. Since the solvent molecules �uctuate, the

induced dipoles �uctuate in turn.

Modelling the solvent e�ect on a solute can be extremely important to repro-

duce experimental data properly. There are di�erent ways to model solvation,

here brie�y described. Explicit solvation describes the solvent e�ect on the so-

lute by considering solvent molecules explicitly. In this way, all the solute-solvent

interactions can be described through the interaction between all the pairs of

atoms, one belonging to solvent and the other one belonging to the solute. MM

methods take advantage of the classic description of the system to use explicit

solvation. Solvation is the most expensive process to be calculated. When sol-

vent molecules are considered, the number of interactions increases dramatically.

Specialised force �elds for solvent molecules, to reduce the computational cost,

have been developed for MM approach. An example is the popular triangulated

water (TIP3P) model that keeps the H-O-H angle and O-H bonds �xed in order

to delete the energetic contributions due to the water proton vibrations.

While for MM computations explicit solvent computations are, most of the time,

feasible, it is nearly impossible to treat all the solvent molecules at QM level.

This approach is practicable only if a few solvent molecules located in the �rst

solvation sphere (micro-solvation) are considered.
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1.2.1 Continuum Medium Models

A much simpler approach, known as the "continuum medium method", is to ap-

proximate the solvent to a uniform and polarisable continuum characterised by

its dielectric constant εr, which is measurable. Within this approximation, the

interaction between the solute and the solvent is calculable. In QM computations,

the solute charge distribution σ(rs), which is a�ected by the dielectric medium,

is obtained from the wave-function of the system. Subsequently, the new solvent-

polarised charge distribution σ′(rs) polarises the medium so that the equation

must be solved iteratively. This procedure is known as Self-Consistent Reaction

Field (SCRF).

To model the solvation process, special attention needs to be given to the solute

cavitation in the medium. The simplest approach creates a spherical or ellipsoidal

cavity, but with this description, the solute-solvent interaction is not accurately

described (Figure 1.1.a). More accurate models reproduce the molecular shape

of the solute using van der Waals (VDW) radii or a scaled VDW radii, by which

VDW-surfaces (VDWS) are created (Figure 1.1.b) This description still has some

de�ciencies since the valleys and pockets of the external cavity may not be suf-

�ciently wide to accommodate at least one molecule of the solvent. To improve

this approach, Solvent-Accessible Surface (SAS) is used. The surface (and hence

the cavity) is obtained by rolling a probe of the size of the solvent along the

VDWS (Figure 1.1.c).

a) b) c)

Figure 1.1: Schematic representation of the cavity shapes formed in the medium to
accommodate the solute. In particular, the surface described by a) spherical
cavity, b) VDW radii, c) solvent-accessible surface.

Various continuum models di�er in the description of the cavity's shape and

size, the charge distribution of the solute and how the dielectric medium is de-

scribed. The Osanger model employs a spherical (or ellipsoid) cavity while the

charge distribution of the solute is expressed in terms of a dipole (or multipole)

expansion. The Tomasi's polarised continuum model (PCM) [21] has a cavity

based on the VDWS, where the VDW radius is scaled by a value of 1.2 and

the electrostatic interactions are calculated via SCRF. Various PCM versions are
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available; in particular, the Integral Equation Formalism-PCM (IEF-PCM) is the

solvation model adopted for all the QM computations reported in this thesis when

solvent e�ects are taken into account. In particular, IEF-PCM has been used to

model water solvation during the investigation of the reaction mechanism of de-

oxyribozyme 9DB1 (Chapter 4). IEF-PCM model is implemented in Gaussian09

software, [13] the program used to carry out all the QM and QM/MM investiga-

tions reported in this thesis.

Solvation modelling is also important to estimate the solvation free energy, sol-

vent's degrees of freedom are taken into account implicitly. The energy of a

molecule in a solvent is:

Etot = Evac + ∆Gsolv (1.24)

where the solvation free energy ∆Gsolv can be roughly described by

∆Gsolv = ∆Gelec + ∆Gnon−polar (1.25)

The ∆Gelec accounts for electrostatic interactions, and is the most demanding

calculation, while ∆Gnon−polar adds the contributions due to the �hydrophobic�

interactions, which are van der Waals interactions and the cavitation cost of the

solute in the medium. These two contributions that form ∆Gelec are approxi-

mated to be proportional to the SAS area (SASA). To obtain the ∆Gnon−polar

one can solve the Poisson equation (Eq. 1.26), which provides the electrostatic

potential φ(r) which is generated by the molecule charge distribution σ(rs):

∇[ε(r)∇φ(r)] = −4πρ(r) (1.26)

where ε(r) is the dielectric constant of the solvent that depends on the position.

From Poisson's equation it is possible to derive the Poisson-Boltzmann equation.

ρ(r) as composed by the solute charge density ρf (r) and a contribution from the

ions in solution c(r). For N ion species with charge and bulk concentration, the

ion charge distribution is given by:

c(r) = 4π
N∑
i=1

qjc
∞
j e
−βqjψ(r); β = kbT

−1 (1.27)

with the separation in its contributes ρ(r) is also explicit by substituting 1.27 into

1.26 and by following steps considering electrostatic neutrality, expanding the

expression function as a Taylor series, the linearised Poisson-Boltzmann equation
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is obtained:

∇[ε(r)∇φ(r)]− 8πq2c∞βψ(r) = 4πρ(r) (1.28)

in order to solve this equation, various numerical methods can be employed.

For obtaining the polar term of solvation Gibbs free energy AMBER [22] adopts

the method of the �nite di�erence which allows to divide the space in a three

dimensional grid and map the charge generated by atoms inside this grid. The

Poisson-Boltzmann equation has to be solved both in the solvent and in vacuum

with the respective dielectric constants. With the solution is possible to know

the polar term of solvation Gibbs free energy:

∆Gelec =
1

2

∑
i=1

qi(φ
solv
i − φvaci ) (1.29)

where qi is the charge assigned to a grid point. φsolvi and φvaci are the potentials

in the same point but in di�erent environment, water and vacuum respectively.

Other than PB model, Generalised Born (GB) model provide an implicit solvent.

This model is an approximation of the approximate PB solvent model. The

expression of the polar term for the solvation Gibbs free energy is now described

as the summation of the atomic charges multiplied to gGBij .

∆Gelec =
1

2

∑
i,j∈X

qiqjg
GB
ij (1.30)

gGBij as an analytic expression for its functional form:

gGBij =
(1

ε
− 1
)[
rnij +Bijexp

(
−

rnij
ABij

)]− 1
n

(1.31)

where Bij is a parameter which depends on the distance from the solute-solvent

dielectric boundary of atom i − th and j − th and the shape of the entire bio-

molecule. A and n have a preset value.

The �nal step for the calculation of the solvation Gibbs free energy is to deter-

mine the non polar term. This term is the sum of two terms: a van der Waals

interaction represented by its contribute in term of variation of Gibbs free energy

and the energetic cost for generating a cavity in the solvent by the solute.

∆Gsolv
non−polar = ∆GvdW

non−polar + ∆Gcav
non−polar = γSASA+ β (1.32)

Where β and γ are parameters depending on the method employed, SASA is the

solvent accessible surface area.
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GB solvation model has been used to model water solvation during MD simula-

tions of deoxyribozyme 9DB1 (Chapter 4)

1.3 Molecular Dynamics

Molecular dynamics is a method that produces the evolution of a molecular sys-

tem during time. The initial assumptions are to describe atoms like rigid spheres

and bonds like oscillators de�ned by harmonic potentials. By solving Newton's

equation of motion, the trajectory of the atoms is quanti�able generating a dis-

placement during time.

1.3.1 Force Field

From Newton's second law: F = ma which is in the case of MD simulation a many

bodies problem, where each body is an atom of known mass; it is necessary to

know the applied force to calculate the acceleration produced on it. Considered

this, to calculate the position of the i − th atom as a function of time t, it is

necessary to solve Newton's second law for each atom and explicit the meaning

of acceleration or the second derivative of position with respect to the time:

Fi = miai = mi
d2ri
dt2

(1.33)

The force acting on each atom is also derivable from the potential, as the negative

of the derivate of potential energy (− δV
δri
) with respect to the position of the atom.

Thanks to this relationship, through the potential energy of a given system, it is

possible to know, if are known the starting coordinates, initial velocities and, the

forces acting on atoms; which also means the acceleration and the position after

a time step. If the trajectories of the atoms are deductible from the potential

energy, it is evident the necessity of a good description of the potential energy.

To have a good potential energy function, it is possible to separate this function

in a sum of functions for each contribution, due to the additivity principle:

V =
1

2

Nb∑
i=1

kbi (ri − r0,i)2 +
1

2

Nθ∑
i=1

kθi (θi − θ0,i)2 +
1

2

Nξ∑
i=1

kξi (ξi − ξ0,i)2

+
1

2

Nφ∑
i=1

kφi cos[(φi − φ0,i)] +
1

4πε0

Nq∑
i=1

Nq∑
j<i

qiqj
rij

+
Na∑
i=1

Na∑
j<i

(
Aij
r12ij
− Bij

r6ij

) (1.34)

the �rst four terms represent respectively bonds, angles, dihedral and improper

angles which are the interactions inside molecules or bonded interactions. The
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last two terms represent electrostatic interactions and van der Waals interactions

which are non-bonded interactions. These interactions do not depend on a de-

�ned number of bonds. Local interactions are represented in classical terms by

harmonic potentials for stretching, bending and variation of improper angle ξi.

Generally, bond and angle contributions are considered frozen at room tempera-

ture, due to their high energy constants. The dihedral angle is the most important

function that represents a local interaction without harmonic potentials. More-

over, this is the only one which has a signi�cantly low constant.

Non-local interactions are represented by Coulomb and van der Waals potentials.

Coulomb potential is simply the homonym law extended to each charge. Van der

Waals potential conversely has not a theoretical law but only an empiric descrip-

tion. A good one is the Lennard-Jones potential, the last term of the Eq. 1.34.

The potential energy of Eq 1.34 gives the functional form of the force �eld which

describes the behaviour of a system. The next step is to set the parameters which

describe potentials properly. Generally, this is done with either empirical data

and theoretical calculations. This way to model the system necessarily implies a

library of parameters.

In this thesis work MD simulations have been performed with Assisted Model

Building with Energy Re�nement (AMBER) force �eld. [22]

1.3.2 Verlet Method

From the potential energy expression, it is derivable the force acting on a particle.

This force allows calculating the acceleration, hence, the position as a function of

time. A MD simulation is the solution of Newton's equations of motion iterated

for each time-step. To solve this equation it is used the Verlet method which

starts with the Taylor expansion of the position:

r(t+ δt) = r(t) + v(t) + 1
2
a(t)δt2 + .. (1.35)

r(t− δt) = r(t)− v(t) + 1
2
a(t)δt2 − .. (1.36)

Adding these two expansion gives:

r(t+ δt) = 2r(t)− r(t− δt) + a(t)δt2 + .. (1.37)

By substituting Newton's second law in Eq. 1.37, it is obtained an expression

of the future position which depends on the actual and old position and also by

the force applied. Now it is possible to estimate the value of velocity using the
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position terms and the mean value theorem.

r(t+ δt) = 2r(t)− r(t− δt) + F (t)
m
δt2 (1.38)

v(t+ δt) =
r(t+ δt)− r(t− δt)

2δt
(1.39)

Eq. 1.38 and 1.39 provide atomic positions and velocities during time from the

starting coordinates. These pairs of information are the trajectory of atoms. MD

simulation is the iteration of the Verlet method. This algorithm provides a useful

tool to predict the position of each atom in a determinate instance.

1.3.3 Approximations Inside Molecular Dynamics Simula-

tions

Besides the implicit approximation inside MD simulation, which is a MM method,

other approximations are adopted to have a good compromise between the com-

putational demanding and the quality of the result.

A bulk component like solvent requires an enormous number of molecules to be

described correctly. The calculation related to a number of Avogadro of molecules

is a computational cost impossible to pay. A MD simulation uses box of solvent

with a lower number of solvent molecules. To give a better representation of a

solvated system, periodic boundary conditions are used. This method consists

in the generation of a �nite box solvent with its translation for �lling the space.

Each particle of a box, moves united with the same particle that belongs to the

original box. When a particle moves out of the box, it is replaced by the image

of the same particle which enters from the opposite side, as if it is coming out

from the box behind.

An important component of the computational cost is due to non-local or non-

bonded interactions. The reason resides in the de�nition of this kind of interac-

tions which are de�ned by non local potentials. With this de�nition for quanti-

fying this potential is required to sum every combination of interacting atoms.

in particular, van der Waals forces are applicable to each pair of atoms and the

corresponding Lennard-Jones potential could be a serious problem for the calcu-

lation. Being this potential proportional to r−6, if between two atoms the distant

is signi�cant, Lennard-Jones potential is negligible. This fact allows to put a

cut-o� distance beyond that potential is considered inexistent.

The last important approximation is focused on the other non-local interaction,

the electrostatic interaction described by Coulomb's law. In this case, instead

of van der Waals interaction, the dependence with the distance is less negligible
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being proportional to r−1. The Ewald summation method allows a rapid cal-

culation of this interaction by replacing the direct summation of the interaction

energy between two particles with the sum of two terms: short-range potential

and long-range potential. The short-range potential is calculated in real space,

the long-range potential is calculated in the Fourier space allowing a faster and

cheaper calculation. The Ewald summation allows calculating the electrostatic

interaction even when a cut-o� is imposed.

Even using these approximations, today the computational demanding for this

kind of calculation limits the time scale in the order of hundreds of nanoseconds.

For observing some proprieties, that could not be observable in the macroscopic

reality of an experimental laboratory, this is an excellent tool if the force �eld

provides a good parameterisation of the system.

1.4 Hybrid Quantum Mechanics/Molecular Me-

chanics Methods

The hybrid approach Quantum Mechanics/Molecular Mechanics (QM/MM) is a

simulation method which relates quantum and molecular mechanics. QM meth-

ods are fundamental to describe reactive processes. The problem is to calculate

the electronic structure of big systems which are too expensive to be described

with a pure QM approach. In 1976 Warshel and Levitt published one of the

�rst studies about the QM/MM approach for a biological host-guest system. [23]

The binding site description is carried out at the QM level while the remaining

structure and the solvent is described at the MM level. The idea is to describe

only the atoms directly involved in quantum processes with a QM approach.

Figure 1.2 gives a qualitative idea of the system partitioning into subsystems.

The overall system (Real) is partitioned into a model system (Mod), which is

described with QM methods and an outer region, the surrounding environment

(Env), which is described with MM methods in terms of force �eld.

1.4.0.1 Energy of a QM/MM system

The total energy (Etot) of a QM/MM system is composed by di�erent contribu-

tions, calculated at di�erent level of theory i.e. QM and MM levels. Etot can

be calculated with two di�erent methods called the additive (Eq. 1.40) and the
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Figure 1.2: The entire system (Real) is partitioned into a model system (Mod) and an
environment (Env). Mod is described with QM approach Env is described
with MM approach.

subtractive (Eq. 1.42) method.

EAdd
QM/MM = EMod

QM + EEnv
MM + EInt

QM/MM (1.40)

Where EMod
QM is the QM energy of the model system calculated with QM meth-

ods, EEnv
MM is the MM energy derived from the force �eld of the environment and

EInt
QM/MM is the interaction energy between the MM and the QM system. The

additive scheme calculates the energy as the sum of the model system energy, ob-

tained from quantum calculations, and the environment energy, obtained from the

related force �eld. Moreover, an explicit coupling term to describe the interaction

between the model (Mod) and the environment (Env) subsystems (EInt
QM/MM) is

required. This term includes bonded, van der Waals and electrostatic interaction

(Eq.1.41).

EInt
QM/MM = EBonded

QM/MM + EvdW
QM/MM + Eelec

QM/MM (1.41)

The subtractive scheme (Eq. 1.42) approaches the problem calculating the MM

energy of the entire system (Real) and both QM and MM energy of the model

system. In this way, the total QM/MM energy can be calculated as in Eq. 1.42.

ESub
QM/MM = EReal

MM − EMod
MM + EMod

QM (1.42)

Where EReal
MM is the MM energy of the real system, EMod

MM and EMod
QM are the MM

and QM energies of the model system. In contrast with the additive scheme, the

subtractive scheme does not need an explicit coupling term. The coupling term

is de�ned only at the MM level because the MM description is carried out on the

real system and then, the MM energy of the model system is subtracted. The
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subtractive scheme can be viewed as an MM approach where a system portion

has been treated with the QM approach. Coupling terms between the di�er-

ent levels are not required. However, the force �eld parameters for the MM

description needs to be accurate to reproduce the QM potential in the model

system. As an example of a subtractive QM/MM scheme, is the IMOMM (in-

tegrated molecular orbital/molecular mechanics) developed by Morokuma and

co-workers. [24] IMOMM implementation led the possibility to combine two QM

methods (IMOMO [25]) and further generalized to n layers (typically, n = 3), all

describable at the desired level of theory (QM or MM) (ONIOM, our n-layered

integrated molecular orbital and molecular mechanics [26,27]).

In this thesis, the subtractive method is the one used (Eq. 1.42). Where EReal
MM is

the total energy of the overall system under investigation (real system) described

with its force �eld. EMod
QM is the energy of the model system where a QM approach

is used to describe this subregion of the real system while EMod
MM is the same sub-

region described with the force �eld.

1.4.0.2 Electrostatic QM/MM Interactions

Di�erently from the additive method de�ned as in Eq 1.40, coupling terms which

include the interaction between QM and MM regions are not speci�ed. The

subtractive method allows to calculate the interaction energy between QM and

MM regions in three di�erent ways:

� mechanical embedding;
� electrostatic embedding;
� polarized embedding.

Mechanical embedding considers the e�ect of the MM environment through the

interaction with the MM model system. Although the real system naturally takes

into account the model system, this interaction energy is described in terms of

force �eld. This approach neglects the polarizability of the model system other

than special force �eld which can be polarized by means of additional parameters.

Electrostatic embedding, in addition to the QM/MM interactions included in

the model system by means of force �eld, adds an interaction term in the QM

hamiltonian. In this way, the model system electron density can be polarized by

the surrounding charges also at the QM level. This implementation can provide

better results.

It is straightforward to improve the method by introducing variable MM charges.

A polarizable MM model allows taking into account the e�ect of the QM electron

density on the MM environment. This is the polarized embedding scheme.
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1.4.0.3 The Boundary region

In the easiest case, the QM and MM regions are not bonded (EBonded
QM−MM = 0).

This is the case of solvation processes or reactions inside nanocontainers. A solute

immersed in the solvent, or, as in this thesis work (Chapter 3), a reactant system

that undergoes a chemical reaction inside a carbon nanotube. When EBonded
QM−MM 6=

0, due to a covalent bond between an atom described with QM methods and

another one described with MM methods, the situation becomes more di�cult.

Enzymatic reaction, where the catalytic residues have their backbones with the

MM region often display this situation.

A straightforward cut of �bridging� bonds would generate an open valence on the

QM atom and hence, an alteration in the model subsystem wave-function. To

deal with the boundary problem, three di�erent schemes have been proposed:

� link-atom schemes introduce an additional atomic centre which cap the

model system (usually a hydrogen atom). This cap is not part of the real

system. It is covalently bound to saturate the free valency generated by the

cut;

� in boundary-atom schemes, the MM atom in the cut bond is replaced by

a special boundary atom that appears in both the QM and the MM cal-

culation. On the QM side, it mimics the cut bond and possibly also the

electronic character of the MM moiety attached to QM atom; in the MM

calculation it behaves such a normal MM atom;

� localized-orbital schemes place hybrid orbitals at the boundary and keep

some of them frozen. Is an alternative way to cap the cut bond instead of

the link-atom scheme.





CHAPTER 2

Oriented External Electric Fields

The design of new catalysts is of utmost importance in chemical reactivity. In

principle, catalysts should be considered as add-on molecular units that are ca-

pable of reducing the activation barrier required by a given reaction and, thus,

speed up the reaction rate, without being apparently involved in the process.

Nowadays, this e�ect can be obtained in less conventional and more subtle ways:

with nanoreactors [28], microwaves [29], ultrasounds [30], mechanical stress [31],

which are all examples of recently proposed techniques that can be used to control

the course of a reaction.

During the last decade in a few labs around the world an unusual new idea came

to light: can an Oriented External Electric Field (OEEF) applied to reactants

modify kinetics and thermodynamics of reactions? Since reactions are the results

of electrons and nuclei motion, it is not odd to expect that activation barriers can

be a�ected by an external �eld. This idea is consistent with the hypothesis of

electrostatic catalysis occurring within the enzyme active sites. [32] The arrange-

ment of the atoms provides a pre-organized polar environment, which originates

an electric �eld that stabilises transition states, thus determining the catalytic

rate enhancement of enzymes. Warshel and co-workers demonstrated that such

stabilization is stronger than that determined by the water environment [33].

A similar problem was faced by Shaik and co-workers who, for the �rst time,

undertook a systematic exploration of OEEFs e�ect on non-polar and non-redox

organic reactions using a computational approach [34�40]. Shaik examined several

non-redox organic reactions showing that an OEEF applied along the direction of

the major electron reorganization (reaction coordinate) can signi�cantly catalyze

the reactions and control the regioselectivity and stereoselectivity [37�40]. Shaik

29
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called it "reaction axis". It is possible to see the reaction axis as the dipole contri-

bution to the reaction coordinate, which drives the interaction of the system with

OEEF, i.e. the shape and the energy of the reaction pro�le. More qualitatively,

the reaction axis can be seen as the net direction of the electron �ow during a

reaction.

In 2004 Shaik and co-workers carried out a �rst computational investigation on

the e�ects of electric �elds on the selectivity of two competing reactions involving

propene, i.e. C-H hydroxylation vs C��C epoxidation. [34] The reaction was pro-

moted by a heme unit (found in many metal-enzymes, such as the Cytochrome

P450 family) formed by a porphyrin with Fe�O bound in the middle of the

ring along its axis. In Shaik's model, this compound was binding the propene

molecule and the electric �eld was applied along Fe�O bond. He found that the

choice of the orientation of the �eld favors a complete C�H hydroxylation or

a complete C��C epoxidation. In a subsequent paper, he carried out a system-

atic study at the QM/MM level of the e�ects of an external electric �eld on the

catalytic cycle of P450cam (CYP101). [35] The results obtained in these prelim-

inary works suggested that the subject was worth exploring. Thus, Shaik and

co-workers examined one of the most popular organic reactions, the Diels-Alder

reaction, and found that an electric �eld catalyzes the reaction (it is acceler-

ated 4-6 times) and a�ects its endo/exo selectivity. [36] Aragones and co-workers

provided experimental evidence that non-redox reactions such as the Diels-Alder

cycloaddition is accelerated by an OEEF, con�rming the theoretical results pre-

viously obtained. [41]

During the last decade, other research groups around the world have examined

either experimentally or theoretically the e�ects of external electric �elds on struc-

tures, properties and reactivity of molecules. [41�48] Nowadays, the use of electric

�elds has been accepted as one of the possible tools to manipulate chemical pro-

cesses, modifying the reaction activation barriers (catalysis), but also changing

the mechanism and the outcome of a reaction. The major experimental problem

concerning this approach, is to supply a strong enough electric �eld and, at the

same time, control the orientation of molecules within the applied �eld. This

was achieved using di�erent techniques. In particular the experiment of Garcia

et al. [44] based on AFM or Aragones et al. [41] and Zhang et al. [47], based

on STM, paved the way for the extensive use of OEEF to accelerate chemical

reactions.



2.1 Computational Methods 31

2.1 Computational Methods

All computations were carried out with Gaussian09 [13] software using the DFT

M06-2X functional and the 6-311++G** basis set. [20] The structure of the var-

ious critical points (minima and saddle points) was fully optimized. Frequency

calculations were carried out at the same level of theory to assess the nature of

critical points. Atomic partial charges were evaluated with the natural bond order

(NBO) population analysis. [49,50] The e�ects of the OEEFs were studied in the

range ±15.0× 10−3 a.u., using the �Field=M±N� keyword, which de�nes orien-

tation and magnitude of the applied �eld in Gaussian09 [13]. The �eld intensity

unit N is:

N × 10−4a.u. = N(5.14× 107)V m−1 = N(5.14× 10−2)V nm−1 (2.1)

To understand the e�ects of an OEEF on the molecular energy E, the following

expression derived from perturbation theory is used:

E = E(0)− µ0F −
1

2
αF 2 (2.2)

where E(0) is the energy in the absence of electric �eld, µ0 is the permanent

(intrinsic) dipole in the direction of the applied �eld F and α is the polarisability

in the same direction. In the presence of an isotropic �eld, the polarisability is

a scalar quantity that describes the tendency of the molecular electron cloud to

be displaced and distorted by the external electric �eld (applied along a given

direction). Charge distortion results in a modi�cation of the intrinsic molecular

dipole. The resultant induced dipole µ can be approximately expressed as the

sum of the permanent dipole µ0 and the product between polarisability α and

electric �eld F :

µ = µ0 + αF (2.3)

Using Eq. 2.3 to write Eq. 2.2 leads to Eq. 2.4:

E = E(0)− µF +
1

2
αF 2 (2.4)

Eq. 2.4 shows that retaining only the �rst-order contribution in the induced

dipole moment expression, allows to estimate the e�ects of the applied �eld on

the molecular energy.

The induced dipole is an overall parameter re�ecting the total e�ect of molec-

ular charge polarization due to the applied �eld. This parameter takes into

account: (i) the e�ect of the �eld on the HOMO-LUMO energy gap and the

consequent charge transfer involving the two orbitals, which leads to stabiliza-
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tion/destabilization of the transition state (orbital contribution) and (ii) the e�ect

of the �eld on atomic charges on passing from reactant to transition state (electro-

static contribution). However, the interpretation of the �eld e�ect on the energy

barrier in terms of HOMO-LUMO energy gap and atomic net charge variation,

is not obvious. This is because the �nal overall e�ect of the applied �eld is a

complex interplay of orbital and electrostatic contributions and it is usually very

di�cult to envisage what the dominant factor is.

The energy of the system depends on the induced dipole moment. However, the

dipole moment of charged systems depends on the chosen reference system. Con-

sidering a system composed by two point charges q1 and q2 with position r1 and

r2, respectively, in a monodimensional system as in Figure 2.1:

q1

rr1

q2

r20

q1

rr1+∆r

q2

r2+∆r0

Figure 2.1: Two charges q1 and q2 with position r1 and r2 respectively (On top). The
same system after a rigid translation ∆r (On bottom).

the dipole moment (µ) of the system is de�ned as:

µ = q1r1 + q2r2 (2.5)

If the system is translated by a distance ∆r the dipole moment is rede�ned as:

µ
′
= q1(r1 + ∆r) + q2(r2 + ∆r) (2.6)

= q1r1 + q2r2 + ∆r(q1 + q2) (2.7)

= µ+ ∆r(q1 + q2) (2.8)

If q1 + q2 6= 0, then µ
′ 6= µ. Along the reaction coordinate, the dipole moment of

charged systems would vary unsystematically. To deal with this modelling issue,

after optimising systems with non-zero charge (i.e. MeCl + Cl� is a system with

net charge -1), the origin of the system was translated into the charge centre.

Subsequently, in this new coordinate system, a single point calculation is carried

out. In this way, energies and molecular dipoles of all critical points are consistent.
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2.2 Substitution Reactions

2.2.1 Introduction

The bimolecular substitution reaction (SN2) is a fundamental type of reaction

mechanism in organic chemistry. Substitution reactions are generally classi�ed

as polar reactions.

SN2 mechanism can occur via two di�erent pathways with di�erent stereochem-

istry; the well-known back-side attack with Walden inversion of con�guration and

the less common front-side attack with retention of the con�guration. This sec-

ond pathway leads to a hindered transition state structure which can not handle

the steric hindrance. The carbon atom, where the nucleophilic attack occurs,

becomes pentavalent. Back-side mechanism maximises the distance between the

entering nucleophile (Nu) and the leaving group (LG, Figure 2.2).
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Figure 2.2: Possible SN2 mechanism: a front-side attack mechanism (unfavoured) and
a back-side attack mechanism (favoured)

Moreover, two main types of SN2 exists: type I SN2 where both nucleophile

and leaving group are uncharged, and type II SN2 reaction, where reactants are

neutral and products are charged.

Type I SN2: Nu− + Rx RNu + X−

Type II SN2: Nu + Rx RNu+ + X−

Both type I and type II SN2 reactions can undergo either back or front-side

mechanisms. In addition to the stereochemical aspects of the SN2 reaction, both

type I and type II substitutions can be strongly a�ected by the polarity of the

environment which acts as an external perturbation. This perturbation can be

non-symmetrical along the reaction coordinate, i.e. reactants, transition state

and products can be di�erently a�ected by the same perturbation. The intensity

of this perturbation also depends on the structure of Nu and LG. Nonetheless,

the geometrical rearrangement of the system during the reaction, for type II
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SN2, implies also a charge separation process (uncharged reactants and charged

products). This aspect of type II SN2 reaction makes it more sensitive to the

polarity of the environment, compared to type I SN2.

Electrostatic aspects are therefore fundamental to describe substitution reactions.

This correlation can be related to the dependence of the reaction pro�le on the

solvation medium, having important consequences on the reaction pro�le.

These argumentations support the interest in the investigation of OEEF e�ects

on these types of SN2 reactions. In this way is possible to establish a comparison

of the �eld-e�ect in relation to SN2 reaction pro�le shape and hence, a better

comprehension of the OEEFs e�ects on SN2 mechanisms. In particular, this

investigation is focused on:

� OEEFs e�ects on the kinetics and the stereochemistry of SN2 mechanisms.
� OEEFs e�ects on both type I and type II SN2 reactions.

2.2.2 Results and Discussion

2.2.2.1 Type I Substitution Reactions

To investigate the e�ect of OEEFs application on a type I SN2, a model reaction is

required. The reaction between methyl chloride and chloride anion is a prototype

of type I SN2 reaction.

Cl− + MeCl MeCl + Cl−

The reaction pro�le of this reaction is a symmetrical potential energy curve where

reactants and products are equivalent (Figure 2.3).
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Figure 2.3: Back and front-side SN2 mechanisms with their computed gas-phase pro�les
(kcal mol-1) for the preliminary complex Rx and transition states (TSBack,
in blue lines and TSFront, in red lines).
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The approaching nucleophile Cl� forms a preliminary complex (Rx) followed

by a transition state for the con�guration inversion (back-side mechanism, TSBack)

or retention of con�guration (front-side mechanism, TSFront).

The minimum (Rx) is governed by the alignment of the dipole moment of methyl

chloride molecule with the chloride anion in a linear complex laying -11.8 kcal

mol-1 lower than the asymptotic limit of the isolated reactants. The global barrier

(the energy di�erence between the transition state energy and the asymptotic

limit, ∆E 6=Glob) is 1.6 kcal mol-1 with an internal barrier (the energy di�erence

between the transition state energy and the previous minimum, the reactant

complex, ∆E 6=Int) of 13.4 kcal mol-1. Then, the front-side mechanism has been

evaluated, �nding that bent complexes for both reagents and products are absent

and the global barrier (∆E 6=Glob) is 47.4 kcal mol-1 with an internal barrier (∆E 6=Int)

of 59.2 kcal mol-1. Front-side mechanism is forbidden with respect to the

back-side mechanism by 45.8 kcal mol-1.

To investigate the e�ects of OEEFs, the various critical points along the reaction

pathway have been reassessed. Structures were fully re-optimized in presence of

di�erent OEEFs in terms of intensity and orientation. To carry out this investi-

gation it was necessary to build a coordinate system which de�nes the orientation

of molecules and electric �elds.

In Figure 2.4 the critical points and their related Cartesian systems are depicted.
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Figure 2.4: The x-,y-,z-directions of Reactants, Rx, TSBack and TSFront for the chlo-
rine exchange reaction between methyl chloride and chloride anion.

Reactants. In Table 2.1 some important chemical-physical properties are re-

ported such as: bond lengths, partial charges and relative energies of the reactant

structures investigated under the perturbation of OEEFs. Fields are applied along

the z-axis, in the scanned range of �eld intensities R(Fz, 10−3a.u.) = [−12.5; 12.5],
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as de�ned in Figure 2.4.

(Fz, 10−3a.u.) −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5

MeCl

E (kcal mol-1) 4.9 4.2 2.4 0.0 −2.9 −6.2 −8.1
R(C-Cl) (Å) 1.77 1.78 1.78 1.79 1.79 1.80 1.81
q(C ) (a.u.) −0.57 −0.57 −0.56 −0.55 −0.54 −0.52 −0.52
q(Cl) (a.u.) −0.01 −0.02 −0.05 −0.07 −0.10 −0.13 −0.14

Cl- E (kcal mol-1) −0.7 −0.5 −0.1 0.0 −0.1 −0.5 −0.7

Table 2.1: Bond length (R) and partial charges (q) of methyl chloride, at di�erent in-
tensities of the OEEF along the z-axis. Relative energies of methyl chloride
and chloride anion (E) refer to the unperturbed state.

Analysing Table 2.1, an OEEF oriented along the molecular dipole enhances

charge separation and increases bond length while an OEEF with the opposite

direction gives the opposite trend for these parameters. When an OEEF is ori-

ented as the molecular dipole, the energy with respect to the unperturbed system

decreases, while it increases when the orientation is the opposite.

The di�erence between the methyl chloride energy under the in�uence of an OEEF

Fz and −Fz, can be conceived as the reorganisation energy (EReorg). A free sys-

tem, under the in�uence of OEEF, will orient itself to maximise the stabilising

interaction. And, to do that, it will orient its dipole moment parallel with respect

to the OEEF direction. The opposite orientation can be kept by paying EReorg
de�ned as:

EReorg = EFz
MeCl − E

−Fz
MeCl (2.9)

So, EReorg is the energy required to keep methyl chloride (and more generally a

molecule) oriented not in its more stabilised orientation, under the in�uence of

an OEEF (Fz in the present case).

Reactant Complexes. Reactant complexes were fully re-optimised in the pres-

ence of OEEFs, but Rx structure is unstable at high �eld values. In par-

ticular, Rx was optimised as a minimum only at Fz = 5.0 × 10−3a.u. When

Fz > 5.0× 10−3a.u., Rx is no more a minimum and the chloride anion motion to

the positive pole overcomes the anion-dipole interaction, breaking the structure

of Rx.

When Fz < −5.0× 10−3a.u, Rx undergoes chloride anion inversion of trajectory,

moving to the positive pole along the z-axis. To �nd a stable structure at neg-

ative �eld values, a new Rx was hypothesized (Rx2). Rx2 is a linear complex

with the chlorine atom Cl1 located beyond Cl2, on the z-axis (Figure 2.5). If

methyl chloride rotates to orient itself on the opposite verse along the z direction,

the system would become evolve Rx in the Fz = 5.0 × 10−3a.u PES. Figure 2.5

shows a qualitative picture of Rx and Rx2 structures in relation with the applied
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OEEF, underlining how methyl chloride rotation would lead from Rx2 to Rx.

C
H

Cl2

HH

Rx

Cl1

y

z

x

C
H

Cl2

HH

Rx2

Cl1

y

z

x

Fz -Fz

Figure 2.5: Rx and Rx2 with their relative orientation in the chosen Cartesian system.

Rx2 is the only stable reactant complex found at negative �eld values. OEEFs

can orient molecules in order to impose an unfavourable trajectory. Rx2 is not

a prereactive complex for the back-side mechanism because of the orientation of

methyl chloride molecule.

In Table 2.2 some important chemical-physical properties are collected:

Rx2 Rx
(Fz, 10−3a.u.) −12.5 −10.0 −5.0 0.0 0.0 5.0
E (kcal mol-1) 24.5 18.7 14.5 13.3 0.0 0.1
R(Cl1-C) (Å) 4.53 4.59 4.78 3.32 3.12 1.80
R(C-Cl2) (Å) 1.80 1.78 1.78 1.78 1.83 −0.52
q(Cl1) (a.u.) −0.76 −0.87 −0.94 −0.98 −0.97 −0.93
q(C) (a.u.) −0.68 −0.64 −0.61 −0.58 −0.51 −0.48

q(Cl2) (a.u.) 0.00 0.02 0.02 0.00 −0.17 −0.25

Table 2.2: Bond lengths: (R) and partial charges (q) of Rx and Rx2 at di�erent inten-
sities of the OEEF along the z-axis. Relative energies of Rx and Rx2 (E)
refer to unperturbed Rx.

Interestingly, from Fz = 0.0 to −12.5× 10−3a.u., q(Cl1) varies from -0.98 to -

0.76 a.u. Nonetheless, q(Cl2) does not change with the �eld intensity. The charge

transfer process, where 0.22e− is transferred, takes place towards the methyl

group. q(C) varies from -0.58 to -0.68 a.u.. Extending these considerations to

the limit, it is possible to extrapolate a �eld value where a Cl2 molecule

is generated and a CH3
- anion acts as a leaving group from the nucle-

ophilic attack of Cl1 on Cl2. Figure 2.6 shows the speci�c hypothetical case

with the related generalisation in terms of organic reactivity.
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Figure 2.6: Qualitative picture of a hypothetical reaction, where chloride anion leading
nucleophilic attack on chloride atom instead of the classical electrophilic
carbon atom, thanks to −Fz (on top). A generalisation of this behaviour
(bottom).

In the methyl chloride and chloride anion case, other than a tendency, this be-

haviour can not be observed in the range of considered �eld intensities. Di�erent

chemical systems with higher polarisability (by choosing Nu, X and R properly)

may show this behaviour at lower OEEF intensities.

In the present case, the phenomenon was observed from the analysis of the reac-

tant complex in substitution reaction. However, during this PhD project, Shaik

and co-workers published analogous results (2019). [51] They demonstrated that

the uncommon nucleophilic displacement reaction: (B···X�Y B�X + :Y� )

can be catalysed by OEEFs. When an OEEF is applied along the B···X···Y re-

action axis, the �eld acts as electric tweezers that orient the XB along the �eld's

axis, catalysing the process, by tens of kcal mol-1. Furthermore, at a critical

OEEF, each B�X undergoes spontaneous and barrier-free reaction. [51].

This research, together with the results obtained by Shaik and co-workers, under-

lines that energetically unfavoured processes such as charge separation processes

can be catalysed thanks to the application of OEEFs. Both studies point out

that OEEFs can reverse the electron �ux displacement leading to an inverted

reactivity, concerning the conventional (non-inverted) organic reactivity.

Back-Side and Front-Side Competitive Mechanisms. TSBack andTSFront
found during the gas-phase study were reinvestigated under the e�ect of OEEFs.

Fields are applied along the z-axis as de�ned in Figure 2.4.
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Figure 2.7: Reaction pro�les of chlorine exchange reaction between methyl chloride and
chloride anion under the in�uence of Fz = 5.0 × 10−3a.u. At Fz = −5.0 ×
10−3a.u. methyl chloride molecule rotates by 180◦ by paying EReorg.

to discuss the OEEF e�ects on these competitive mechanisms, it has been ini-

tially considered a small range of intensities R(Fz), R(Fz, 10−3a.u.) = [−5.0; 5.0].

In Figure 2.7 the reaction pro�les for both mechanisms are depicted when Fz =

5.0 × 10−3a.u. Figure 2.7 shows also the relationship between the pro�les as a

function of the orientation of the system with respect to the OEEF. In partic-

ular, negative (Fz = −5.0 × 10−3a.u.) and positive (Fz = 5.0 × 10−3a.u.) �eld

regions correspond to those region where the system is oriented conversely with

respect to the applied �eld.

Thanks to the anisotropy of the model, when an OEEF is applied, it is possible

to depict a uni�ed model where all the critical points are connected.

The positive �eld region pathway is energetically favoured. TSBack lays 2.1 kcal

mol-1 over the asymptotic limit and the internal barrier is 11.0 kcal mol-1. Com-

pared to the unperturbed pro�le (internal barrier of 13.4 kcal mol-1) there is
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a slight catalytic e�ect. This e�ect is rationalised in terms of induced dipole

moment of Rx (µz(Rx)) and TSBack (µz(TSBack)). From the no-�eld case to

Fz = 5.0×10−3a.u. case, (µz(Rx)) changes from -0.97 to -1.25 D. This means that

Rx is stabilised when the �eld is applied. However, (µz(TSBack) changes from

0.00 to -0.71 D: the induced dipole moment variation of TSBack is higher than

Rx. These variations produce a net catalytic e�ect, observable in the internal

barrier decrease. Finally, µz(MeCl) varies from -2.11 to -3.14 D, which re�ects

Rx energy increase with respect to the asymptotic limit. µz(TSFront) changes

from 0.22 to 0.07 D: TSFront is weakly destabilised, because Rx stabilisation in

higher. Again, the unperturbed internal barrier is 59.2 kcal mol-1, while in the

presence of Fz becomes 60.0 kcal mol-1.

The trend of the induced dipole moment variation, from Fz = 0.0 to 5.0×10−3a.u.

(∆µz) is: (∆µz(MeCl)=1.02 D) > (∆µz(TSBack)=0.71 D) > (∆µz(Rx)=0.28 D)

> (∆µz(TSFront)=0.15 D). This is re�ected in the relative variation of each crit-

ical point energy on the �eld-perturbed reaction pro�le.

Moreover, PES topology changes can be appreciated by the lack of a TSBack

structure at high �eld values outside the range R(Fz). At Fz > |5.0 × 10−3|a.u.
no TSBack structures were found and TSBack is no longer a saddle point. Tran-

sition state structure isolation is not possible because the chlorine ex-

change reaction with back-side mechanism becomes a barrier-free pro-

cess . Charge separation and migration to the electric �eld poles govern the

transformation of the reaction pro�le. On the other hand, TSFront is still a tran-

sition state and its energy is lowered by the OEEF.

Higher �eld values in an extended range R(Fz, 10−3a.u.) = [−12.5; 12.5] em-

phasize this behaviour. Rx and TSBack disappear and only Rx2 and TSFront

remain identi�able critical points along the high-�eld reaction pro�le. TSFront
is still a transition state because of its bent geometry which allows the OEEF

(Fz > |5.0 × 10−3|a.u.) to interact with only one C�Cl bond, di�erently from

TSBack (Figure 2.8).

The negative �eld region contains the energetically favoured pathway. With the

disappearance of TSBack the activation energies trend is reversed and TSFront

can occur progressively easier at high negative �eld values.

If Fz = −10.0× 10−3a.u., TSFront lays 54.8 kcal mol-1 (∆E 6=Glob) over the asymp-

totic limit and the internal barrier (∆E 6=Int) is 41.4 kcal mol-1. Compared to the

unperturbed pro�le (∆E 6=Int =59.2 kcal mol-1) there is a strong catalytic e�ect

with an internal barrier decrease of 17.8 kcal mol-1, a value which is consistent

with enzymatic catalysis.

This trend is emphasised when Fz = −12.5 × 10−3a.u. TSFront lays 57.8 kcal

mol-1 over the asymptotic limit (∆E 6=Glob) and the internal barrier (∆E 6=Int) is 36.5
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kcal mol-1. Compared to the unperturbed pro�le (∆E 6=Int=59.2 kcal mol-1) there

is an internal barrier decrease of 22.8 kcal mol-1.
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Figure 2.8: Reaction pro�les of chlorine exchange reaction between methyl chloride and
chloride anion under the in�uence of Fz = 10.0×10−3a.u. At Fz = −10.0×
10−3a.u. methyl chloride molecule rotates by 180◦ by paying EReorg. The
same reaction pro�le under the in�uence of Fz = 12.5×10−3a.u. is reported
below. The picture underlines that Rx is not a critical point anymore.

In Table 2.3 the chemical-physical properties of TSBack and TSFront are re-

ported. TSBack is more sensitive, and hence, less stable to OEEFs e�ects: from
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TSBack TSFront
(Fz, 10−3a.u.) 0.0 5.0 −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5

∆E 6=Glob 1.6 2.1 57.8 54.8 50.1 47.4 51.1 56.9 60.8

∆E 6=Int 13.4 11.0 36.5 41.4 44.6 59.2 60.0 56.9 60.8
R(Cl1-C) (Å) 2.31 2.49 2.37 2.37 2.40 2.45 2.50 2.60 2.67
R(C-Cl2) (Å) 2.31 2.15 2.39 2.40 2.42 2.45 2.50 2.57 2.60
q(Cl1) (a.u.) −0.62 −0.73 −0.58 −0.58 −0.59 −0.62 −0.64 −0.69 −0.72
q(C) (a.u.) 0.37 −0.38 −0.40 −0.39 −0.36 −0.32 −0.28 −0.20 −0.15

q(Cl2) (a.u.) −0.62 −0.51 −0.53 −0.55 −0.58 −0.62 −0.66 −0.70 −0.72

Table 2.3: Bond lengths (R), partial charges (q), global (∆E 6=Glob) and internal (∆E 6=Int)
barriers of TSBack and TSFront at di�erent intensities of the OEEF along the
z-axis

Fz = 0.0 to Fz = 5.0× 10−3a.u., ∆R(C-Cl1)=0.18Å and ∆R(C-Cl2)=0.16Å. On

the contrary, for TSFront ∆R(C-Cl1)=∆R(C-Cl2)=0.05Å: TSFront is more sta-

ble at high �eld values Fz > 5.0 × 10−3a.u. This computational analysis of the

OEEFs e�ects on SN2 reaction between methyl chloride and chloride anion can be

summarised as follows: when a negative �eld is applied along the z-axis,

the system will rotate with the aim of orienting the C-Cl bond with the

�eld as in the positive �eld case. In this way the back-side mechanism

can occur barrier-free. However, if the methyl chloride is forced to be

oriented negatively along the z-axis, when a negative �eld is applied

Cl- can not approach the back-side of methyl chloride. In this case the

back-side mechanism can not occur and only the front-side mechanism

occurs .

2.2.2.2 Case Study: OEEF-Functional Group Relationship

Norbornane is a bicyclic hydrocarbon (C7H12). The carbon skeleton is derived

from the cyclohexane ring with a methylene bridging the 1,4-positions. This com-

pound is a prototype for strained bicyclic compounds.

In Figure 2.9 a norbornane molecule with the carbon atoms numeration is de-

picted. The methylene bridge C1-C7-C4 is highly strained and makes SN2 re-

actions di�cult to occur. Experimental studies demonstrated that SN2 reaction

can occur easily in presence of a carbonyl group at C2 position. [52] Further com-

putational studies showed a relation between the local eletric �eld generated by

functional groups and the rate of substitution reaction in C7 position. [53]
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Figure 2.9: From the left to the right side, norbornane structure with the rel-
ative carbon atoms numeration, 7-chloronorbornane (ClNor), syn-7-
chloro-2-norbornanone (ClNorCO) and syn-7-chloro-2,3-norbornandione
(ClNor2CO)

The results of these studies suggest to evaluate whether an OEEF could be

used to a�ect the reactivity analogously to functional groups. The synthetic

strategy of inducing reactivity by modifying the chemical structure is a well known

approach. An OEEF used to induce a reactivity in unreactive compounds, instead

of modifying the chemical structure, can be a synthetic shortcut.

The unperturbed reaction pro�les presented in this thesis (Figure 2.10) show an

energetic trend depending of the number of carbonyl groups. A slight decrease

in internal barrier values (ClNor, 32.3 kcal mol-1) → (ClNorCO, 31.2 kcal mol-1)

→ (ClNor2CO, 25.4 kcal mol-1) can be appreciated. Both reactants (Rx) and

transition state (TS) decrease in energy: functional groups translate the reaction

pro�le at lower energies with respect to the asymptotic limit. Nonetheless, the

higher TS stabilisation compared to the Rx stabilisation produces a net decrease

of the internal barrier.
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Figure 2.10: Reaction mechanisms (on the left) and pro�les (on the right) for chlorine
exchange reaction between chloride anion and 1) ClNor, 2) ClNorCO and
3) ClNor2CO.

Subsequently, �elds-e�ect on the chlorine exchange reaction between 7-chloro-

norbornane and chloride anion was investigated. In particular di�erent OEEF



44 Oriented External Electric Fields

orientations were tested and compared with the unperturbed cases reported in

Figure 2.10. Figure 2.11 shows the 7-chloronorbornane molecule where the SN2

reaction was investigated under the in�uence of an OEEF along z-axes z, z' and

z�.

C
Cl

C
Cl

C
Cl

Fz

z

z
z

Fz Fz
' ''

H H H

'
''

Figure 2.11: OEEF orientations for the ClNor molecule. Three cases from left to right:
Fz,F

′
z and F

′′
z .

Z-axes were chosen to emulate the carbonyl groups. In the ketone case

(ClNorCO), the system is subject to a �eld along a z-axis which is parallel to

the carbonyl group (F
′
z), while in the diketone case (ClNor2CO) the �eld is ap-

plied along the bisector of the carbonyl groups angle (F
′′
z ). Finally, Fz is an

additional orientation, chosen due to the previous results on the catalytic e�ect

of an OEEF along the C-Cl bond: catalytic e�ects on the chlorine exchange re-

action encourage to test this orientation, also in the case of 7-chloronorbornane

where SN2 reaction on C7 is di�cult to achieve.

During this investigation, the interest was focused on analysing the e�ect of an

OEEF mimicking the e�ect of a functional group dipole.

The e�ect of an electric �eld oriented as in the model cases depicted in Figure 2.11

was evaluated in the scanned range of intensities R(Fz, 10−3a.u.) = [−5.0; 5.0].

The various critical points along the reaction pro�le of ClNor (Figure 2.11, pro�le

1) were fully re-optimised in the presence of Fz, F
′
z and F

′′
z , to obtain the di�erent

�eld-perturbed pro�les.

Reactant Complex. As demonstrated from the previous study on the rela-

tionship between an applied �eld and type I-SN2 mechanism, the e�ect of OEEFs

on Rx geometry can be very important. In particular, the anion-dipole interac-

tion between the chloride anion and 7-chloronorbornane molecule can be easily

overwhelmed by an OEEF. Norbornane case emphasises this aspect (Figure 2.12):

Rx geometry under the in�uence of Fz and F
′
z changes signi�cantly, already at

low �eld magnitude (±2.5 × 10−3a.u.). No Rx structures were found when Fz

and F
′
z > |2.5× 10−3| a.u.
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Figure 2.12: Rx geometry changing when Fz = ±2.5×10−3a.u. for the z-axis orientation
considered (Fz, F

′
z and, F

′′
z ).

The only stable reactant complex, which does not rearrange signi�cantly its

geometry, is Rx under the in�uence of F
′′
z . Norbornane molecule acts as a struc-

tural barrier against the chloride anion motion along the F
′′
z -induced trajectory.

This investigation on reactant complexes shows already that an OEEF acts di�er-

ently on the system, compared to the local electric �eld generated by a functional

group. Chloride anion position and chemical-physical properties (Table 2.4) are

strongly in�uenced by the OEEF. Moreover, norbornane, instead of methyl group,

is not able to produce an analogous of Rx2 and hence, no Rx2-like structures

were isolated.

Transition States and reaction pro�les. At low �eld value F = ±2.5 ×
10−3a.u. all �eld orientations produce a net catalytic e�ect similar to the one

produced by carbonyl groups. However, the reaction pro�les when an OEEF is

applied are intrinsically di�erent (Figure 2.13).



46 Oriented External Electric Fields

E
 (

k
c
a
l 

m
o

l-1
)

React

Rx

0.0

-12.3

19.6

Rx

-9.7

16.6

React

2.8

F = 2.5x10-3 a.u.

Negative Field
Region

(EReorg)

Positive Field
Region

TS

TS

E
 (

k
c
a
l 
m

o
l-1

)

React

Rx

0.0

-9.5

18.2

Rx

-12.5

18.4

React

0.1

(EReorg)

TSTS

E
 (

k
c
a
l 
m

o
l-1

)

React

Rx

0.0

-14.4

18.1

Rx

-13.1

18.3

React

0.2

(EReorg)

TSTS

C
Cl

C
ClH

H
z

z'

C
ClH

z''

Figure 2.13: Reaction pro�les of chlorine exchange reaction between 7-chloronorbornane
and chloride anion under the in�uence of F = 2.5 × 10−3a.u. At F =
−2.5 × 10−3a.u. 7-chloronorbornane molecule rotates by 180◦ by paying
EReorg. Fz, is applied on the system (top), F

′
z is applied on the system

(middle), F
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z is applied on the system (bottom).
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Carbonyl groups have a larger stabilising e�ect on TS structures than Rx

structures. Indeed, OEEFs destabilise Rx complexes by modifying their geome-

tries. This trend is emphasised when Fz = ±5.0×10−3a.u., where Rx is no longer

a critical point (when Fz and F
′
z are applied, Figure 2.14)
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Figure 2.14: Reaction pro�les of chlorine exchange reaction between 7-chloronorbornane
and chloride anion under the in�uence of F = 5.0 × 10−3a.u. At F =
−5.0 × 10−3a.u. 7-chloronorbornane molecule rotates by 180◦ by paying
EReorg. Fz is applied on the system (left), F

′
z is applied on the system

(right).

Only F
′′
z maintains the critical point nature of Rx thanks to its orientation

which forbids the chloride anion to "escape" due to the norbornane structural

barrier. Nonetheless, the destabilisation of Rx, in this case, is still observed

(Figure 2.15).

This case study points out that OEEFs oriented along a functional group

dipole moment can lower activation barriers of a similar extent but

with di�erent action mechanisms, compared to structural modi�ca-

tions. In particular, OEEFs act by modifying the nucleophile and

electrophile relative orientation in Rx structures, in addition to the

stabilisation of the TS structures. (Table 2.4)
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(Fz, 10−3a.u.) -5.0 -2.5 0.0 2.5 5.0
Crit. Point Rx TS Rx TS Rx TS Rx TS Rx TS

R(Cl1-C) (Å) 2.48 5.79 2.53 3.57 2.59 3.42 2.64 2.69
R(C-Cl2) (Å) 2.64 1.81 2.62 1.82 2.59 1.83 2.56 2.54
q(Cl1) (a.u.) −0.68 −0.99 −0.70 −0.97 −0.72 −0.96 −0.72 −0.77
q(C) (a.u.) 0.17 −0.19 0.19 −0.21 0.20 −0.21 0.21 0.23
q(H) (a.u.) 0.27 0.21 0.26 0.29 0.26 0.31 0.26 0.27

q(Cl2) (a.u.) −0.73 −0.09 −0.73 −0.12 −0.72 −0.14 −0.75 −0.72

(F
′

z, 10−3a.u.) -5.0 -2.5 0.0 2.5 5.0
Crit. Point Rx TS Rx TS Rx TS Rx TS Rx TS

R(Cl1-C) (Å) 2.57 3.70 2.58 3.57 2.59 5.67 2.60 2.61
R(C-Cl2) (Å) 2.68 1.82 2.63 1.82 2.59 1.81 2.55 2.51
q(Cl1) (a.u.) −0.73 −0.98 −0.73 −0.97 −0.72 −0.98 −0.72 −0.72
q(C) (a.u.) 0.24 −0.20 0.22 −0.21 0.20 −0.18 0.19 0.17
q(H) (a.u.) 0.26 0.28 0.26 0.29 0.26 0.21 0.27 0.27

q(Cl2) (a.u.) −0.78 −0.12 −0.75 −0.12 −0.72 −0.10 −0.70 −0.68

(F
′′

z , 10−3a.u.) -5.0 -2.5 0.0 2.5 5.0
Crit. Point Rx TS Rx TS Rx TS Rx TS Rx TS

R(Cl1-C) (Å) 4.04 2.56 3.71 2.57 3.57 2.59 3.47 2.60 3.40 2.61
R(C-Cl2) (Å) 1.81 2.69 1.82 2.64 1.82 2.59 1.82 2.53 1.83 2.48
q(Cl1) (a.u.) −0.98 −0.73 −0.98 −0.72 −0.97 −0.72 −0.96 −0.72 −0.95 −0.72
q(C) (a.u.) −0.20 0.23 −0.20 0.22 −0.21 0.20 −0.21 0.18 −0.21 0.16
q(H) (a.u.) 0.28 0.26 0.28 0.26 0.29 0.26 0.31 0.27 0.31 0.27

q(Cl2) (a.u.) −0.12 −0.78 −0.12 −0.75 −0.12 −0.72 −0.13 −0.69 −0.13 −0.67

Table 2.4: Bond lenght (R) and partial charges (q) of the transition state for the back-

side mechanism, at di�erent intensities of the OEEF along the z, z' and
z�-axis.
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Figure 2.15: Reaction pro�le of the chlorine exchange reaction between 7-
chloronorbornane and chloride anion under the in�uence of F

′′
z = 5.0 ×

10−3a.u. At F
′′
z = −5.0× 10−3a.u. 7-chloronorbornane molecule rotate by

180◦ by paying EReorg.
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2.2.2.3 Type II Substitution Reactions

The OEEFs e�ects on substitution reactions of a type II SN2 was investigated.

The Menschutkin reaction [54] is the prototype of type II SN2 reaction. In this

reaction, an amine reacts with an alkyl halide in order to generate an ammonium

salt.

NR3 + R′X R′NR3
+ + X−

In particular, to be consistent with the previous investigation, the Menschutkin

reaction between methyl chloride and ammonia was taken into account.

NH3 + MeCl MeNH3
+ + Cl−

This kind of SN2 reaction has been extensively studied both experimentally [55,56]

and theoretically [57,58] for the dependence of the reaction rate and equilibrium

constant from the polarity of the solvent. Moreover, this reaction is conceivable

as the simplest model of amine alkylation, via substitution reaction.

The reaction pro�le strongly depends on the polarity of the solvation media, with

a dramatic decrease of the activation energy and the switch from endothermic to

exothermic reaction pro�le. These characteristics, make Menschutkin reaction a

benchmark test for new solvation models validation. [59,60]

Due to the large amount of theoretical and experimental data available in the

literature and the high sensitivity of the reaction pro�le with respect to polarising

environments such as solvents, this kind of reaction pro�le is a good choice to

test the e�ects of OEEFs.

Unperturbed Pro�le. The reaction pro�le for the hypothetical gas-phase pro-

totype reaction NH3 + MeCl MeNH3
+ + Cl� computed with the M06-2X

functional is an asymmetric double-well potential, very similar to that obtained

by Uko Maran et al [58] (Figure 2.16).
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Figure 2.16: Back and front-side SN2 mechanisms with their reaction pro�les (kcal
mol-1).

The �rst minimum (Rx1) is an adduct interacting through the nitrogen of

ammonia and the weakly polarized hydrogen of methyl chloride in a sort of bent

complex. The next minimum corresponds to the alignment of reactants dipoles in

a linear complex (Rx2). These two minima lay at 3.7 kcal mol-1 (bent complex,

Rx1) and 2.9 kcal mol-1 (linear complex, Rx2) lower than the asymptotic limit

of the isolated reactants respectively. Even in the product region, two minima

were identi�ed which can be geometrically distinguished as linear (Pd1, 29.7 kcal

mol-1) and bent (Pd2, -8.9 kcal mol-1) complexes. The global barrier (∆E 6=Glob)

for the back-side mechanism is 33.3 kcal mol-1, the internal barrier (∆E 6=Int) is

36.1 kcal mol-1, in agreement with previous theoretical studies on this reaction

in gas-phase. [58] After the evaluation of the reaction pro�le for this SN2 with

nucleophilic back-side attack, the front-side attack was evaluated. In this case,

linear complexes for both reactants and products are absent and the global bar-

rier (∆E 6=Glob) for the back-side mechanism is 57.5 kcal mol-1, while the internal

barrier (∆E 6=Int) is 61.2 kcal mol-1. Front-side mechanism is forbidden with

respect to the back-side mechanism by 25.1 kcal mol-1.

Finally, isolated products lay 114.2 kcal mol-1 over the asymptotic limit. The

reaction energy is extremely high because it keeps into account the charge sep-
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aration process in gas-phase, which is extremely unfavourable and the system

converges to Pd2.

Cartesian System Building. The various critical points along the reaction

pathways were reinvestigated. The structures were fully re-optimized in the pres-

ence of di�erent OEEFs in terms of intensity and orientation. To carry out this

investigation it was necessary to build a coordinate system which de�nes the ori-

entation of molecules and electric �elds (Figure 2.17).

In the case of TSFront two di�erent orientations were considered, namely TSaFront
and TSbFront where the z-axis is de�ned along the breaking C-Cl bond and form-

ing C-N bond respectively. TSBack does not require this distinction thanks to its

linear geometry.
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Figure 2.17: The x-,y-,z-directions for the Mentschutkin reaction between ammonia and
methyl chloride.

Reactants and Products Reactants and products where fully re-optimised

in the presence of OEEFs along the z-axis in the range R(Fz), R(Fz, 10−3a.u.) =

[−12.5; 12.5] (Figure 2.18). For ammonia, it was not identi�ed a minimum at
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Figure 2.18: The x-,y-,z-directions for isolated reactants and products.

−Fz. The PES of ammonia perturbed by −Fz is a monotonically increasing

function until the inversion of con�guration, which makes ammonia experiences

the opposite and stabilizing OEEF (Fz).
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(Fz, 10−3a.u.) −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5

MeCl

E (kcal mol-1) 4.9 4.2 2.4 0.0 −2.9 −6.2 −8.1
R(C-Cl) (Å) 1.77 1.78 1.78 1.79 1.79 1.80 1.81
q(C ) (a.u.) −0.57 −0.57 −0.56 −0.55 −0.54 −0.52 −0.52
q(Cl) (a.u.) −0.01 −0.02 −0.05 −0.07 −0.10 −0.13 −0.14

NH3

E (kcal mol-1) 0.0 −2.3 −4.8 −6.2
A(H-N-H) (Deg) 107.73 106.64 105.67 105.24

q(N) (a.u.) −1.05 −1.07 −1.08 −1.08

MeNH3
+

E (kcal mol-1) 34.6 28.3 14.5 0.0 −15.2 −31.1 −39.8
R(C-N) (Å) 1.50 1.50 1.51 1.51 1.51 1.51 1.51
q(C) (a.u.) −0.37 −0.37 −0.37 −0.37 −0.36 −0.36 −0.36
q(N) (a.u.) −0.68 −0.68 −0.69 −0.69 −0.69 −0.69 −0.70

Cl- E (kcal mol-1) −0.7 −0.5 −0.1 0.0 −0.1 −0.5 −0.7

Table 2.5: Geometrical parameters Bond lengths: (R), angles: (A) and partial charges
(q) of reagents and products at di�erent intensities of the OEEF along the
z-axis. Relative energies reported refer to the unperturbed state.

Methyl chloride properties (Table 2.5) variations correspond to those that were

already discussed (see section 2.2.2.1). Methyl ammonium shows similar, but

emphasised, results being a charged molecule: OEEFs act more intensely and

EReorg =74.4 kcal mol-1, when Fz = 12.5 × 10−3a.u. Products are more a�ected

from OEEFs, compared to reactants. Reaction energy (∆EReact) varies from the

no �eld case (Fz = 0.0 a.u., ∆EReact = 114.2 kcal mol-1) to the �eld-perturbed

case (Fz = 12.5× 10−3a.u., ∆EReact = 88.0 kcal mol-1) of 26.2 kcal mol-1.

If charge separation process occurs during a reaction, OEEFs lower the

reaction energy enhancing the thermodynamics of the reaction .

Reactant Complex. Reactant complexes were fully re-optimised in the pres-

ence of OEEFs, as done for reactants. Three di�erent reactant complexes were

evaluated under the in�uence of OEEFs, namely Rx1, Rx2 (from the gas-phase

study) and Rx3 (hypothesised from the type I investigation, see subsection

2.2.2.1, Figure 2.19).
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Figure 2.19: The x-,y-,z-directions for Rx1, Rx2, Rx3.

At positive �eld values, Rx2 is stabilised thanks to the alignment along the

z-axis of the system dipole. Rx2 structure is more stable compared to its type I
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SN2 analogous and is still a critical point even at high negative values. However,

in the case of Menschutkin reaction, Rx1 showed lower energy compared to Rx2

in the negative �eld region.

Rx properties (Table 2.6) do not change signi�cantly as function of the applied

Complex Type Rx1 Rx2

(Fz, 10−3a.u.) −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5
E (kcal mol-1) 9.5 7.0 1.5 −3.7 −3.4 −4.2 −4.7
R(N-C) (Å) 3.57 3.36 3.33 3.32 3.04 3.01 2.98
R(C-Cl) (Å) 1.78 1.78 1.79 1.79 1.81 1.82 1.83
q(N) (a.u.) −1.09 −1.09 −1.08 −1.09 −1.07 −1.08 −1.09
q(C) (a.u.) −0.58 −0.57 −0.56 −0.56 −0.52 −0.51 −0.50
q(Cl) (a.u.) −0.03 −0.04 −0.05 −0.07 −0.13 −0.16 −0.18

Table 2.6: Bond lengths (R) and partial charges (q) of Rx1, Rx2, Rx3 at di�erent
intensities of the OEEF along the z-axis. Relative energies refer to the most
stable Rx.

�eld. A negative �eld is a destabilising perturbation and the system needs to re-

arrange to a geometry less sensitive to the applied �eld. On the contrary, positive

�eld region is stabilising because the system can align its dipole with it. Rx2

represents the geometry which can better interact with the �eld to maximise the

stabilisation.

Albeit linear reactant complex in type II SN2 reaction showed enhanced stability,

Rx2 was not isolated as a minimum when Fz < −5.0 × 10−3a.u.. Under the

in�uence of high negative �elds, the lone-pair on ammonia nitrogen atom is ori-

ented to the positive pole. Rx1 and Rx3 are stable structures at negative �eld

values while Rx2 is not. Rx3-like geometry was found as the most stable for

type I SN2. In type II SN2 Rx3 is still stable but slightly higher in energy when

compared to Rx2 (Table 2.7)

Rx1 and Rx3 lay at similar energies with an energy di�erence which is decreas-

(Fz, 10−3a.u.) −12.5 −10.0 −5.0 0.0
EReorg(kcal mol-1) 13.0 10.4 5.3 0.0

Rx
E(kcal mol-1) 9.5 7.0 1.5 −3.7

∆E (kcal mol-1) −3.5 −3.4 −3.8 −3.7

Rx3
E(kcal mol-1) 10.5 8.5 4.0 −1.1

∆E (kcal mol-1) −2.5 −1.9 −1.3 −1.1
∆∆E (kcal mol-1) 1.0 1.5 2.5 2.6

Table 2.7: Energies of Rx1 and Rx3 E (kcal mol-1) referred to reactants in their pos-
itive �eld value and relative energies referred to reactants in their negative
�eld value by considering EReorg. Finally, energy di�erence between Rx1

and Rx3: ∆∆E (kcal mol-1).

ing with the magnitude of the �eld, and ∆∆E varies from 2.6 (Fz = 0.0 a.u.) to
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1.0 kcal mol-1 (Fz = 12.5× 10−3a.u.). Moreover, recalling that all energies are al-

ways reported with respect to the isolated reactants referring to that positive �eld

value (which is the lower one), the reported energies keep into account EReorg.

This contribution points out that reactant complexes are still more stable than

the isolated reactants under the in�uence of that �eld but with opposite sign.

As in the type I substitution case, Rx3 is stabilised by an OEEF and again,

OEEFs acted as electric tweezers. [51] To have Rx3 as the most stable complex

an higher �eld outside from scanned R(Fz), is required. Nevertheless, the com-

parison between Rx3 for type II substitution and Rx2 for type I substitution

reaction, which share the same type of geometry, reveals that Rx3 is more sta-

bilised (type I-Rx2 ∆E = 8.3 kcal mol-1, type II-Rx3 ∆E = −2.5 kcal mol-1).

In this case the �eld contribution is su�cient to overcome the repulsion between

chlorine and nitrogen atoms. The system shows higher chemical compatibility to

be tweezed by OEEF.

Back-Side Mechanism. TSs found during the gas-phase study were reinvesti-

gated under the e�ect of OEEFs. Structures were fully re-optimized with di�erent

�elds in terms of intensity and orientation. The �rst reinvestigated TS is the one

derived from the back-side attack (TSBack). The �eld applied is again along the

z-axis in a Cartesian system de�ned as in Figure 2.20.

z
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HH

N

H

H
H

TSBack

Fz

Figure 2.20: The x-,y-,z-directions for TSBack.

In Table 2.8 are reported the chemical-physical properties of TSBack. Both

internal (∆E 6=Int) and global (∆E 6=Glob) barriers are reported.

The decrease of the energy barriers (Table 2.8) points out that the transition

state stabilisation is more signi�cant than the stabilization of both reactants and

reactant complex. Being the transition state dipole, the connection between the

reactants and products dipoles, a type II SN2 transition state is very sensitive

to OEEFs. Geometrical data show how the transition state structure changes

with the magnitude of the �eld, in agreement with the Hammond postulate, and
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(Fz, 10−3a.u.) −5.0 0.0 5.0 10.0 12.5

TSBack

∆E 6=Glob (kcal mol
-1) 54.6 33.3 22.8 13.3 9.1

∆E 6=Int (kcal mol
-1) 53.1 36.1 26.2 16.7 13.8

R(N-C) (Å) 1.69 1.81 1.92 2.03 2.09
R(C-Cl) (Å) 2.55 2.45 2.38 2.31 2.27
q(N) (a.u.) −0.78 −0.83 −0.86 −0.90 −0.92
q(C) (a.u.) −0.38 0.35 −0.33 −0.32 −0.32
q(Cl) (a.u.) −0.77 −0.71 −0.66 −0.61 −0.59

Table 2.8: Internal (∆E 6=Int) and global (∆E 6=Glob) barriers of the back-side mechanism.
Bond lengths (R) and partial charges (q) of TSBack, at di�erent intensities
of the OEEF along the z-axis.

becomes more similar to the reactants structure (Figure 2.21).
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Figure 2.21: Internal (∆E 6=Int) and global barriers (∆E 6=Glob) of the back-side mechanism
as a function of the �eld intensity in the scanned range R(Fz, 10−3a.u.).

Positive Field Region. The calculated pro�les show that positive �elds

along the reaction axis strongly catalyse Menshutkin reaction. In par-

ticular, when Fz=12.5×10-3a.u. the internal barrier is lowered by 22.3

kcal mol-1. This stabilization is in the order of magnitude of activation barriers

found in enzymatic catalysis. Furthermore, the reaction pro�le di�ers from the

gas-phase pro�le for the lack of Rx1. The trajectory of ammonia toward methyl

chloride becomes linear along the �eld direction with a more linear motion de�ned

by the particles migration to the opposite pole. This e�ect implies a stabilization

of those abducts which have a dipole oriented along the �eld.

The induced dipole moment analysis rationalises these results: µz(Rx2) varies

from -4.32 D (Fz = 0.0 a.u.) to -6.18 D (Fz = 12.5 × 10−3a.u.); µz(TSBack)
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MeCl NH3 MeCl + NH3 Rx TSBack

Fz = 0.0 a.u. −2.11 −1.73 −3.84 −4.32 0.00
Fz = 12.5× 10−3a.u. −3.14 −2.22 −5.36 −6.18 −12.08

∆µz (D) 1.03 0.49 1.52 1.86 12.08

Table 2.9: Induced dipole moment along z-axis: µz (D) of methyl chloride, ammonia,
reactants, Rx and TSBack when Fz = 0.0 to 12.5 × 10−3a.u. The last row
is the induced dipole moment variation ∆µz (D) per critical point.

varies from 0.00 D (Fz = 0.0 a.u.) to -12.08 D (Fz = 12.5 × 10−3a.u.). This

great di�erence in the induced dipole moment variation per critical point is ob-

servable in the stabilisation of TSBack, and re�ects in the dramatic decrease of

the internal barrier (22.3 kcal mol-1). Isolated reactants induced dipoles have

the same behaviour and the sum of the induced dipole moments varies less than

µz(TSBack): µz(MeCl + NH3) varies from -3.83 D (Fz = 0.0 a.u.) to -5.36 D

(Fz = 12.5× 10−3a.u.) (Table 2.9).

The trend of induced dipole moment variation from Fz = 0.0 to 12.5× 10−3a.u.

(∆µz) is: (∆µz(TSBack), 12.08 D) > (∆µz(Rx), 1.86 D) > (∆µz(MeCl + NH3),

1.53 D). This behaviour is re�ected in a global lowering of the reaction pro�le en-

ergy which becomes more intense from isolated reactants to TSBack. Figure 2.22

shows the unperturbed pro�le and the pro�le computed for Fz = 12.5× 10−3a.u.,

both referred to the unperturbed isolated reactants.

The unperturbed reaction coordinate is becoming a downhill to a min-

imum which is the charge separation state at high �eld values and the

overall process is becoming barrier-less .
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lines) when Fz = 12.5 × 10−3a.u. (green lines). All points refer to the
unperturbed isolated reactants.

Negative Field Region. This region is characterised by the lack of a stable

structure for TSBack.

When Fz<-5.0×10-3 a.u., back-side mechanism can not occur . The

pathway from reactants to products going through TSBack is a monotonically

increasing energy function without any minimum necessary to de�ne a saddle

point, as in type I SN2.

When Fz<-5.0×10-3 a.u., the system will rotate with the aim of be

oriented with the C-Cl bond as in the case Fz>-5.0×10-3 a.u.. However,
if methyl chloride is forced to be oriented negatively along the z-axis

and Fz<-5.0×10-3 a.u. is applied, the back-side mechanism can not

occur .

Front-Side Mechanism. As previously shown in Figure 2.16, the no-�eld gas-

phase study shows that the front side attack is energetically forbidden, being

25.1 kcal mol-1 higher than the back-side attack. TSFront structure was fully

re-optimised under the in�uence of OEEFs in two di�erent relative orientations

with respect to z-axis named TSaFront and TS
b
Front (Figure 2.23 and Table 2.10).
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F (10−3,a.u.) −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5

TS
a
Front

∆E 6=Glob (kcal mol
-1) 85.4 79.9 68.8 57.5 55.3 52.8 51.4

∆E 6=Int (kcal mol
-1) 75.8 72.9 67.3 60.3 58.8 57.1 56.1

R(N-C) (Å) 2.09 2.11 2.13 2.16 2.19 2.23 2.26
R(C-Cl) (Å) 2.42 2.42 2.43 2.44 2.47 2.50 2.54
q(N) (a.u.) −0.92 −0.92 −0.92 −0.93 −0.94 −0.95 −0.96
q(C) (a.u.) −0.34 −0.32 −0.29 −0.25 −0.21 −0.15 −0.12
q(Cl) (a.u.) −0.52 −0.53 −0.56 −0.59 −0.63 −0.67 −0.69

TS
b
Front

∆E 6=Glob (kcal mol
-1) 63.3 62.3 60.1 57.5 60.4 70.0 72.7

∆E 6=Int (kcal mol
-1) 53.7 55.3 58.5 60.3 67.4 74.2 77.4

R(N-C) (Å) 2.31 2.26 2.21 2.16 2.13 2.11 2.09
R(C-Cl) (Å) 2.59 2.55 2.49 2.45 2.41 2.38 2.37
q(N) (a.u.) −0.99 −0.97 −0.95 −0.93 −0.91 −0.90 −0.89
q(C) (a.u.) −0.12 −0.16 −0.21 −0.25 −0.28 −0.30 −0.31
q(Cl) (a.u.) −0.66 −0.64 −0.61 −0.59 −0.58 −0.56 −0.56

Table 2.10: Internal (∆E 6=Int) and global (∆E 6=Glob) barriers of TSs
a,b
Front. Bond lengths

(R) and partial charges (q) of the transition state for the front-side nucle-
ophilic attack, at di�erent intensities of the OEEF along the z-axis.
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Figure 2.23: The x-,y-,z-directions for TSsFront of the Menschutkin reaction. TSFront
with nucleophilic attack from the front-side with the C-Cl bond oriented
along the z-axis TSaFront. TS with nucleophilic attack from the front-side

with the C-N bond oriented along the z-axis TSbFront.

When Fz<-5.0×10-3 a.u., Menschutkin reaction takes place with

front mechanism . This ideal system, under the in�uence of a �xed OEEF

of Fz = 12.5 × 10−3a.u., will react quantitatively with back-side mechanism.

Front-side mechanism could take place when the system is oriented in the oppo-

site way and, there is enough energy for supporting a process which costs 52.4

kcal mol-1. Front-side mechanism trends of the activation barriers are di�erent

from the back-side attack (Figure 2.24).
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Figure 2.24: ∆E 6=Int) and global barriers (∆E 6=Glob) of the front-side mechanism as func-
tion of the �eld intensity in the scanned range R(Fz, 10−3a.u.). On the
left. TSaFront. On the right. TSbFront.

Positive Field Region. The calculated barriers, reported in Figure 2.24, show

that Fz = 12.5 × 10−3a.u. along the reaction axis acts by lowering the internal

barrier by 4.2 kcal mol-1. This stabilization is much lower than the one obtained

for TSBack (22.3 kcal mol-1).

Furthermore, the lack of Rx1, in the positive �eld region, means that the tra-

jectory of the ammonia toward the methyl chloride to reach TSFront requires to

deviate against the �eld. On the contrary, at negative �elds value Rx1 is the

most stable reactant complex and Rx2 structure lacks. The �eld-induced trajec-

tory of ammonia assists TSFront.

From Figure 2.24 it is possible to note that TSsa,bFront show an opposite trends.

This di�erence is due to the relative orientation of nucleophile and leaving group.

During the front mechanism, the entering ammonia and the leaving group have

non linear trajectory. During back-side mechanism, the trajectory of the entering

and leaving groups is straight. During front-side mechanism, the OEEF will sup-

port only one of the internal coordinate which composes the reaction coordinate

and will destabilize the other one. TSaFront is subject to an OEEF which stabilizes

the exit of the chloride anion and hinders the enter of ammonia. The dominant

contribution of C�Cl internal coordinate implies that positive �eld values, which

support the C�Cl bond breaking, provide a stabilisation of TSaFront.

The opposite holds for TSbFront this e�ect destabilises the transition state struc-

ture.

Di�erently from back-side mechanism, positive �eld values can both catalyse

and inhibit the front-side mechanism, depending on the orientation of

the C-Cl and C-N bonds with respect to the positive �eld . Again, the

induced dipole moment analysis rationalises these results.
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MeCl NH3 MeCl + NH3 Rx1 Rx2 TSaFront TSbFront
Fz = 0.0 a.u. −2.11 −1.73 −3.84 −0.04 −4.32 −5.45 −1.59

Fz = −12.5× 10−3a.u. −1.10 −2.22 −3.32 0.94 −3.45 3.84
∆µz (D) −1.01 0.49 −0.52 0.90 −2.00 5.43

Fz = 0.0 a.u. −2.11 −1.73 −3.84 −0.04 −4.32 −5.45 −1.59
Fz = −12.5× 10−3a.u. −3.14 −2.22 −5.36 −6.18 −7.86 −1.10

∆µz (D) 1.03 0.49 1.52 1.86 2.41 0.49

Table 2.11: Induced dipole moment along z-axis: µz (D) of methyl chloride, ammonia,
reactants, Rx,TSaFront and TS

b
Front when Fz = 0.0 to ±12.5 × 10−3a.u.

The forth and the last rows is the induced dipole moment variation ∆µz
(D) per critical point.

In the positive �eld region: (∆µz(TSaFront), 2.41 D) > (∆µz(Rx2), 1.86 D) >

(∆µz(MeCl + NH3), 1.53 D) > (∆µz(TSbFront), 0.49 D). The trend of induced

dipole moment variation justi�es the inverted trend of reaction barriers.

Note that (∆µz(MeCl + NH3) is the one calculated at positive �eld. Global bar-

riers are referred to the same but positive positive �eld value to take into account

EReorg.

Negative Field Region. Negative �eld values act oppositely, destabilising

TSaFront. In the negative �eld region: (∆µz(TSbFront), 5.43 D)>(∆µz(MeCl +

NH3), 1.53 D)>(∆µz(Rx1), 0.90 D) > (∆µz(TSaFront), -2.00 D). This trend jus-

ti�es the lowered internal barrier passing through TSbFront and the increased

internal barrier passing through TSaFront (Table 2.11).

The calculated data for both back and front-side mechanisms allow an overall

comparison of the OEEFs e�ects on the kinetics of Menshutkin reaction. Figure

2.25 shows the ratio between all the calculated barriers.
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Figure 2.25: Global (∆E 6=Glob) barrier of back-side and front-side mechanism as function
of the �eld intensity in the scanned range R(Fz, 10−3a.u.) (left); inter-
nal (∆E 6=Int) barrier of back-side and front-side mechanism as function of
the �eld intensity in the scanned range R(Fz, 10−3a.u.). (right) for the
Menshutkin reaction between methyl chloride and ammonia.



2.2 Substitution Reactions 61

Even if TSBack structure at Fz< −5.0 × 10−3a.u. does not exist, it is possi-

ble to virtually see, from the trends, an intersection which means a mechanistic

switch from the back-side to front-side mechanism.

Figure 2.25 shows that Menshutkin reaction occurs with back-side mech-

anism in the absence of OEEFs. Positive �eld values strongly catalyse

back-side mechanisms. However, when Fz<-5.0×10-3 a.u. the back-

side mechanism is inhibited and, only the front-side mechanism can

occur . Shaik and co-workers published analogous results in 2018, while these

results were already obtained. They demonstrated that: "EEFs can also cat-

alyze the frontside nucleophilic displacement reaction, thus violating the Walden-

inversion paradigm." [61]. Other than catalysis/inhibition on Mensthutkin re-

action, the authors show how an OEEF can a�ect the electronic structure of

reactants if they are anchored to a gold cluster which is used to carry out OEEF-

catalysed reaction experimentally. In particular, gold thiolate moiety can alter

the spin state of reactants, while an OEEF is applied, leading to a ground open-

shell singlet state due to the charge transfer from gold to reactants. [61] This

process catalyses the reaction and makes gold thiolate, if present, a sort of co-

catalyst which provides an additional e�ect. However, the pure e�ect of OEEFs

without considering gold thiolate was investigated too, con�rming the results ob-

tained during this PhD.

Product Complexes. Finally, product complexes were fully re-optimised in

the presence of OEEFs. Three di�erent reactant complexes where evaluated un-

der the in�uence of OEEFs, namely Pd1, Pd2 and Pd3 (Figure 2.26).
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Figure 2.26: The x-,y-,z-directions for Pd1, Pd2, Pd3.

As a consequence of type II substitution, product complexes are charged.

Charged products display a higher sensitivity to OEEFs. At positive �eld values,

Pd1 is the only on stable complex thanks to the alignment along the z-axis of the

system dipole and hence, this critical point is stabilised. At negative �eld values,
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Pd3 structure is the only one stable complex thanks to the counterbalance be-

tween the applied �eld and the electrostatic interaction between chloride anion

and ammonium cation. Pd2, the most stable complex in absence of OEEFs, is

also the most "fragile" complex and was not isolated in presence of OEEFs (Ta-

bles 2.12).

A negative �eld is a destabilising perturbation (in the chosen Cartesian system)

Complex Type Pd3 Pd2 Pd1
Fz(10−3a.u.) −12.5 −10.0 −5.0 0.0 5.0 10.0 12.5
E(kcal mol-1) 9.5 7.0 1.5 −3.7 −3.4 −4.2 −4.7
R(N-C) (Å) 3.57 3.36 3.33 3.32 3.04 3.01 2.98
R(C-Cl) (Å) 1.78 1.78 1.79 1.79 1.81 1.82 1.83
q(N) (a.u.) −1.09 −1.09 −1.08 −1.09 −1.07 −1.08 −1.09
q(C) (a.u.) −0.58 −0.57 −0.56 −0.56 −0.52 −0.51 −0.50
q(Cl) (a.u.) −0.03 −0.04 −0.05 −0.07 −0.13 −0.16 −0.18

Table 2.12: Bond lengths (R) and partial charges (q) of Pd1, Pd2, Pd3 at di�erent
intensities of the OEEF along the z-axis. Relative energies refer to the most
stable Pd.

and the system needs to arrange into a geometry which is less sensitive to the

applied �eld. On the contrary, positive �eld region is stabilising because the sys-

tem can align its dipole with it. Pd1 represents the geometry which can better

interact with the �eld to maximise the stabilisation. The geometry changes, from

negative to positive �elds, correspond to the switch from a geometry which can

poorly interact with a destabilising �eld, to a geometry which can strongly inter-

act with a stabilising �eld.

The OEEF e�ects analysis allows to �gure out Menshutkin reaction mechanism

changes, depending on the �eld intensity and orientation (Figure 2.27).
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2.3 Electrocyclic Reactions

2.3.1 Introduction

Electrocyclic reactions are a class of pericyclic reactions. In this case study, the

ring opening of substituted cyclobutene molecules was considered. Cyclobutene

ring opening involves 2σ electrons and 2π electrons which become 4π electrons

leading to the formation of butadiene.

Electrocyclic reactions are depicted as being concerted and the understanding of

its mechanism can be done by means of Woodward-Ho�mann (WH) rules. [62]

The basic concept of WH theory, i.e. the conservation of orbital symmetry in

the reactant-product transformation, establishes that the thermal ring-opening

of cyclobutene must proceed in a conrotatory manner. If the substituents on sp3

carbon atoms rotate in the same direction the ring opening is called conrotatory,

while if the substituents on sp3 carbon atoms rotate in opposite direction the ring

opening is called disrotatory (Figure 2.28).
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Conrotatory

(Allowed)

H H

H H

HH

HH

Disrotatory

Conrotatory

H H

H H

HH
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Figure 2.28: Possible ring opening mechanisms for the 4-electrons electrocyclic ring
opening of cyclobutene: a disrotatory mechanism (forbidden) and a con-
rotatory mechanism (allowed).

Adapted with permission from J. Phys. Chem. C Copyright 2019, American Chemical Society
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Frontier Molecular Orbital (FMO) theory states that the total energy change

of the reactants on approach of the transition state is described by the Klopman-

Salem equation, derived from perturbation MO theory. HOMO-LUMO inter-

action is considered primary, based on the fact that the largest contribution in

the �lled-un�lled interaction term of the Klopman-Salem equation derives from

molecular orbitals that are the closest in energy. From these observations, FMO

theory simpli�es the prediction of reactivity to the analysis of the interaction

between the more energetically matched HOMO-LUMO pairing of the two reac-

tants.

Woodward-Ho�mann rules and the FMO theory both state that for pericyclic re-

action there is a conservation of the orbital symmetry. This rule implies that for

a 4-electrons electrocyclic ring opening, the disrotatory mechanism is forbidden

and only the conrotatory mechanism can occur (Figure 2.28).

By considering only the allowed conrotatory mechanism, it is possible to evaluate

two di�erent types of ring opening, with di�erent stereochemistry, depending on

the direction of rotation of the two dihedral angles. These rotations are called

inward and outward rotation. Especially for substituted cyclobutenes, the di�er-

ent rotation implies a di�erent stereochemistry of the product (Figure 2.29).
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Figure 2.29: Possible rotations for the allowed conrotatory mechanism. An inward and
a outward rotation could occur

Previous research demonstrated that the nature of the X group can a�ect the

rotation, and this phenomenon is called torquoselectivity. [63�67] Based on these

rules, it is possible to predict the reaction mechanism and its stereochemistry.

Di�erently from the WH rules, which depend on the number of π-electrons, the

torquoselectivity seems more manipulable, depending on the chemical nature of

the X group. For this reason, it is not possible to obtain a substituted diene

with a stereochemistry opposite to the natural stereochemistry allowed for that

X group, due to the torquoselectivity principle. Thanks to the functional group

interconversion, it is possible to produce the desired alkene, even if extra steps
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in the synthetic route are necessary. Kinetics and thermodynamics studies, on

various 3 and 3,4-disubstituted cyclobutenes, questioned this interpretations. In

a series of papers, [63�67] Houk and co-workers carried out systematic theoret-

ical investigations on the conrotatory ring opening of 3 and 3,4-disubstituted

cyclobutenes showing that donor substituents favor outward rotation while, with

strong acceptors, the inward rotation is preferred. They rationalized these results

in terms of FMO theory. Eventually, it became de�nitively clear that electronic

e�ects, and not steric e�ects, are dominant in determining the stereochemical

output of the ring opening of substituted cyclobutenes.

It is evident that torquoselectivity can be circumvented with di�erent approaches;

hence the question is if OEEFs can be used to change the torquoselectivity of the

reaction and more generally to catalyze the ring opening reaction for the case

of monosubstitued cyclobutenes. OEEFs demonstrated to be a tool which can

change reaction paths, both from computational and experimental studies. The

interaction of the �eld with the reactants dipole moment can modify the favoured

orientation of the molecules and modify the reaction channel. An example is the

Diels-Alder reaction between cyclopentadiene and maleic anhydride: the applica-

tion of an OEEF along a direction which is perpendicular to the �reaction axis�

induces the formation of the endo product instead of the favourite exo product,

thanks to the interaction between the �eld and the molecular dipole. [36] Other

than exo/endo selectivity, alternate OEEFs can also induce the formation of a

single enantiomer product. [37] Moreover the catalytic e�ect of OEEF has been

recently experimentally demonstrated, corroborating the role of dipole moment

as a valuable descriptor of how OEEFs modify the reaction pro�les. [41]

The present study aims to show, by means of DFT computational approach,

the e�ect of OEEFs on the kinetics and mechanism of conversion reaction of

3-substituted cyclobutenes to butadienes and their e�ect on the stereochemical

output.

2.3.2 Results and Discussion

The in�uence of OEEFs is examined along the three Cartesian axes (in posi-

tive and negative directions) on the conrotatory ring opening of 3-substituted

cyclobutenes (Figure 2.30).



2.3 Electrocyclic Reactions 67

X
2 1

3 4

x

z

Fx

Reactants

Fzµz

X

y

2
3

4 z

Fy

X
2 1

3 4

x

z

Fx

Transition State

Fzµz

Xy

2

4

3

z

Fy

Figure 2.30: The orientation of the coordinate system and applied �eld and representa-
tion of the induced dipole moment in reactants (Rx) and transition state
(TS). Two di�erent perspectives are given: along the y-axis (top) and
along the x-axis (bottom). The relative orientations of the electric �eld
Fz (positive) and dipole µz (negative) shown in the picture stabilize the
system. The increase of the dipole from reactants to transition state (top)
stabilizes more TS than Rx and lowers the activation barrier

The x-axis is centered on carbon atom 2 and coincides with the C1-C2 double

bond. The z-axis is de�ned in such a way that in transition states and products

(where the structure is not planar) lay in a plane bisecting the C4-C1-C2-C3

dihedral angle (Figure 2.30). In the same scheme the positive direction (follow-

ing the convention of Gaussian09) for the applied �eld along the three axes is

schematically represented.

If a positive �eld is oriented along z-axis (Fz > 0) and the molecular dipole

moment is oppositely aligned along the same axis (µz), this relative orientation

stabilizes the molecular system. Thus, if such dipole, increases on passing from

reactants to transition state, the e�ect of the OEEF is a stronger stabilization

of transition state with respect to reactants with a consequent decrease of the

activation barrier (catalysis). Vice versa, a decrease of the dipole component

causes an increase of the activation barrier (inhibition). In the absence of OEEF,

the inward and outward conrotatory ring opening of cyclobutene is degenerate,

and the value of the energy barrier (∆E 6=) is 36.6 kcal mol-1 while the reaction

energy (∆EReact) is -7.6 kcal mol-1: The ring opening of cyclobutene is practically

insensitive to the presence of OEEF.

The importance of the Cartesian system was already underlined during the in-

vestigation of the OEEFs e�ects on substitution reactions. However, the reaction

coordinate in the transition state is not dominated by internal coordinates belong-

ing to the stretching of breaking and forming bonds, as in substitution reaction.
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Electrocyclic reaction transition states have an important contribution in the

dihedral rotation C4-C1-C2-C3. This contribution generates di�culties in the

identi�cation of the reaction axis and require a more detailed analysis of OEEF

orientations. Hence, this investigation also required additional attentions on the

x-axis and y-axis de�nition.

Moreover, due to the mono-molecularity of the reaction, instead of the well-

known bi-molecularity of SN2 reactions, a single and more general activation

energy (∆E 6=) was calculated.

2.3.2.1 Electron-Donor Substituents

In absence of OEEF, for both CH3 and NH2, the outward rotation is favoured and

the energetic preference to rotate outward increases as the π-donor nature of the

substituent increases: for CH3 (a weak donor) the outward and inward activation

barriers (∆E 6=) are 35.1 and 41.1 kcal mol-1, while for NH2 (a strong π-donor)

these values become 24.3 and 40.8 kcal mol-1, respectively (Figure 2.31).

X=CH3. Positive �elds along x-axis catalyse the reaction (the barrier for the

preferred outward rotation changes from 35.1 to 31.9 kcal mol-1 at Fx = 15.0 ×
10−3a.u.), while negative values leave the activation barrier almost unchanged

(35.2 kcal mol-1 at Fx = −15.0 × 10−3a.u.). The e�ect of the applied �eld is

almost negligible or very small along y-axis and z-axis. In the former case the

outward barrier becomes 34.8 kcal mol-1 (TSOut, Fy = −15.0 × 10−3a.u.) and

35.2 kcal mol-1 (∆E 6=(TSOut), Fy = 15.0 × 10−3a.u.). In the latter case the

corresponding values are 33.1 kcal mol-1 and 35.7 kcal mol-1 ( Figure 2.32 and

Table 2.13).

The trends observed above for the two electron-donating substituents, are readily

explained by the di�erent polarization (and the consequent change of the induced

dipole) of reactants (Rx) and transition state (TS) when negative or positive

�elds are applied.

For X=CH3 and Fx = 15.0×10−3a.u., the induced dipole along x-axis is negatively

oriented and stabilizing. Since its value changes from -2.56 to -3.87 D, the induced

dipole (i.e. the e�ect of polarization) has a more relevant stabilising e�ect on the

transition state (TSOut) with respect to the reactants (Rx), with a consequent

decrease of the activation barrier similarly to what happens in enzymes. [68, 69]

Small changes of the induced dipole are observed along y (from -2.03 to -1.98 D)

and z-axis (from -2.05 to -1.99 D). Small changes of the dipole characterize the

application of negative �elds along the three directions. In all cases very small

changes of the activation barrier were computed.
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Figure 2.31: Reaction pro�les (kcal mol-1) for the conrotatory (inward and outward

rotation pathways) ring opening reaction of 3-methylcyclobutene and 3-
amminocyclobutene in the absence of OEEF.
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Figure 2.32: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of 3-methylcyclobutene as a function of the applied �eld along
the three axes (F, 10−3a.u.). In red outward rotation pathway (TSOut),
in blue inward rotation pathway (TSIn).
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(F, 10−3a.u.) −15.0 −10.0 −5.0 0.0 5.0 10.0 15.0

X-Axis

TSIn 40.9 41.1 41.2 41.1 40.9 40.4 39.8
TSOut 35.2 35.5 35.4 35.1 34.4 33.3 31.9
PdIn −8.0 −7.8 −7.7 −7.7 −7.9 −8.2 −8.8

PdOut −8.3 −8.1 −8.2 −8.6 −9.3 −10.3 −11

Y-Axis

TSIn 40.2 40.6 40.9 41.1 41.3 41.5 41.6
TSOut 34.8 34.9 35.0 35.1 35.1 35.2 35.2
PdIn −8.4 −8.1 −7.9 −7.7 −7.5 −7.3 −7.0

PdOut −9.1 −8.9 −8.7 −8.6 −8.4 −8.2 −8.1

Z-Axis

TSIn 39.9 40.4 40.9 41.1 41.3 41.3 41.2
TSOut 33.1 33.9 34.6 35.1 35.4 35.6 35.7
PdIn −8.3 −8.0 −7.8 −7.7 −7.7 −7.8 −8.0

PdOut −8.3 −8.3 −8.4 −8.6 −8.7 −9.0 −9.2

Table 2.13: Activation energies (∆E 6=, kcal mol-1) and reaction energies (∆EReact for
the conrotatory ring opening of 3-methylcyclobutene at di�erent �elds
(F, 10−3a.u.) applied along the three Cartesian axes.

X=CH3

Field Intensity Axis Rx TSIn TSOut PdIn PdOut

F = 15.0× 10−3a.u.
x −2.56 −3.18 −3.87 −3.14 −3.94 µx

y −2.03 −1.97 −1.99 −1.84 −1.88 µy

z −2.05 −2.15 −1.99 −2.25 −2.24 µz

F = 0.0 a.u.
x −0.06 −0.20 −0.46 −0.15 −0.50 µx

y −0.03 0.16 0.06 0.13 0.10 µy

z 0.22 0.39 0.53 0.26 0.10 µz

F = −15.0× 10−3a.u.
x 2.43 2.70 2.74 2.70 2.76 µx

y 1.98 2.32 2.02 2.26 2.17 µx

z 2.49 3.02 3.21 2.82 2.48 µx

Table 2.14: Induced dipole (µx,y,z) along the direction of the applied �eld
(Fx,y,z, 10−3a.u.) for the various critical points located for the thermal ring-
opening of 3-methylcyclobutene.

X = NH2. The e�ect of the OEEF is more pronounced. This is consistent

with the stronger π-donor character of NH2 and the consequent increase of elec-

tron density on the cyclobutene ring, allowing a stronger polarization when the

external �eld is applied.

The most important catalytic e�ect is observed on the outward mechanism when

positive �elds are applied along the x direction. When Fx = 15.0 × 10−3a.u.,

∆E 6=(TSOut) varies from 24.3 to 17.7 kcal mol-1. Smaller catalytic e�ects are

observed for negative values of the �eld along y and z, the corresponding activa-

tion energies (∆E 6=) being 22.9 and 20.6 kcal mol-1. Furthermore, the reaction is

inhibited when negative �elds are applied along x-axis (∆E 6= = 30.1 kcal mol-1)

and positive �elds are applied along y-axis and z-axis (∆E 6= = 26.4 and 30.2 kcal

mol-1) (Figure 2.33 and Table 2.15).

When Fx = 15.0 × 10−3a.u., the x component of the induced dipole is -
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Figure 2.33: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of 3-aminocyclobutene as a function of the applied �eld along the
three axes (F, 10−3a.u.). In red outward rotation pathway (TSOut), in
blue inward rotation pathway (TSIn).

(F, 10−3a.u.) −15.0 −10.0 −5.0 0.0 5.0 10.0 15.0

X-Axis

TSIn 43.3 42.7 41.9 40.8 40.9 40.6 38.3
TSOut 30.1 28.8 26.8 24.3 22.6 20.3 17.7
PdIn −8.3 −10.1 −12.2 −14.6 −15.5 −16.5 −17.8

PdOut −4.8 −6.8 −9.4 −12.6 −15.4 −18.4 −22.4

Y-Axis

TSIn 38.3 39.2 40.3 40.8 44.8 45.6 46.3
TSOut 22.9 23.4 23.8 24.3 24.6 25.6 26.4
PdIn −18.8 −17.4 −16.0 −14.6 −16.5 −16.8 −17.0

PdOut −17.0 −15.6 −14.3 −12.6 −14.8 −15.0 −15.2

Z-Axis

TSIn 38.3 39.2 40.0 40.8 43.4 43.7 43.8
TSOut 20.6 21.9 23.1 24.3 27.0 28.8 30.2
PdIn −17.0 −15.8 −15.0 −14.6 −12.8 −11.2 −9.9

PdOut −13.5 −13.1 −12.9 −12.6 −12.0 −11.0 −10.2

Table 2.15: Activation energies (∆E 6=, kcal mol-1) and reaction energies (∆EReact, kcal
mol-1) for the conrotatory ring opening of 3-aminocyclobutene at di�erent
�elds (F, 10−3a.u.) applied along the three Cartesian axes.

X=NH2

Axis Rx TSIn TSOut PdIn PdOut

F = 15.0× 10−3a.u.
x −3.16 −6.04 −5.39 −4.47 −6.92 µx

y −3.17 −2.60 −2.53 −3.38 −3.41 µy

z −3.47 −3.44 −2.47 −2.58 −2.88 µz

F = 0.0 a.u.
x 1.22 0.16 −1.13 −0.81 −1.73 µx

y 0.12 0.38 0.52 1.28 0.58 µy

z 0.55 1.10 1.50 0.72 0.72 µz

F = −15.0× 10−3a.u.
x 3.84 3.46 2.92 2.48 2.49 µx

y 2.23 3.57 2.54 3.37 3.42 µx

z 3.02 3.86 4.05 4.12 3.30 µx

Table 2.16: Induced dipole (µx,y,z) along the direction of the applied �eld
(Fx,y,z, 10−3a.u.) for the various critical points located for the thermal ring-
opening of 3-aminocyclobutene.
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3.16 D in Rx and its absolute value increases signi�cantly in TSOut (-5.39 D).

This stabilizes signi�cantly the transition state and explains the signi�cant cat-

alytic e�ect of OEEF (∆E 6== 17.7 kcal mol-1). Inhibition and catalysis observed

along y-axis and z-axis for positive and negative values of the applied �eld can

be similarly explained. For instance, the considerable inhibition observed for

Fx = −15.0 × 10−3a.u. is determined by an induced dipole which is positively

oriented and changes from 3.84 (Rx) to 2.92 D (TSOut), causing a destabiliza-

tion of the transition state. A positively oriented dipole along z-axis, which

increases from 3.02 (Rx) to 4.05 D (TSOut), explains likewise the catalytic e�ect

for Fz = −15.0× 10−3a.u.

Interestingly, the e�ect of the electric �eld along x-axis and z-axis is signi�cantly

more relevant than along y-axis. Since the molecular frame is approximately

planar, in the presence of the electric �eld the change of polarization from re-

actants to transition state mainly involves the x and z directions. The change

of polarization along y-axis depends mainly on the position of the NH2 group

in Rx and TSOut. However, this position does not change dramatically and

the e�ect of polarization along y-axis is much less important. For instance, for

Fy = −15.0×10−3a.u., the C1-C4-N angle and the torsion C2-C1-C4-N are 115.5◦

and 127.6◦ in Rx and 121.2◦ and 138.2◦ in TSOut; in accordance with these struc-

tural parameters only a small change of the dipole along y direction (from 2.23

to 2.54 D) was observed.

For X=NH2, positive �elds along the x-axis and negative �elds along

y and z-axis catalyse both inward and outward mechanisms. Negative

�elds along the y and z-axis and positive �eld along x-axis inhibit both

inward and outward mechanisms.

2.3.2.2 Electron-Acceptor Substituents

It was demonstrated that π-acceptor substituents can reverse the ratio between

outward and inward rotation, the latter becoming competitive with the former.

This trend is evident from these results: for X=CHO the inward and outward

activation barriers are 29.2 and 34.2 kcal mol-1, respectively, for X=NO they are

28.6 and 32.8 kcal mol-1, while for X=BH2 (a rather strong π-acceptor) they

become 13.6 and 32.3 kcal mol-1(Figure 2.34). This �nding agrees with the ex-

perimental evidence and previous computational results reported by Houk and

co-workers. [63�67]

X = CHO. Positive and negative �elds along x-axis inhibit the reaction (the

barrier for the preferred inward rotation changes from 29.2 to 34.6 kcal mol-1 for



2.3 Electrocyclic Reactions 73

BH2

OHC

CHO H

H H

HOHC

HH

Rx

0.0

PdIn
PdOut

TSIn

TSOut

-6.9

34.2

-9.2

29.2

E
 (

k
c

a
l 

m
o

l-1
)

Rx

0.0

PdIn
PdOut

TSIn

TSOut

-8.6

32.8

-6.9

28.6

E
 (

k
c

a
l 

m
o

l-1
)

X=CHO

X=NO

Rx

0.0

PdIn

PdOut

TSIn

TSOut

-11.2

32.3

-13.1

13.6

E
 (

k
c

a
l 

m
o

l-1
)

X=BH2

CHO

NO

ON

H2B

H2B

ON

OHC

NO H

H H

HON

HH

BH2 H

H H

HH2B

HH

Inward Rotation Pathway Outward Rotation Pathway

Figure 2.34: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of a) 3-nitrosocyclobutene; b) cyclobut-2-en-1-ylborane and c) 3-
formylcyclobutene, as a function of the applied �eld along the three axes
(F, 10−3a.u.).
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Figure 2.35: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of 3-formylcyclobutene, as a function of the applied �eld along
the three axes (F, 10−3a.u.). In red outward rotation pathway (TSOut),
in blue inward rotation pathway (TSIn).

(F, 10−3a.u.) −15.0 −10.0 −5.0 0.0 5.0 10.0 15.0

X-Axis

TSIn 32.7 31.7 30.5 29.2 30.5 32.6 34.6
TSOut 34.3 34.8 34.8 34.2 36.1 38.3 39.8
PdIn −7.7 −7.8 −8.2 −6.9 −6.6 −3.8 −1.5

PdOut −12.5 −10.7 −9.7 −9.2 −6.3 −3.0 −0.2

Y-Axis

TSIn 33.7 32.1 30.5 29.2 28.6 28.9 29.1
TSOut 30.6 31.9 33.1 34.2 33.8 34.4 34.9
PdIn −10.2 −9.3 −8.8 −8.7 −13.5 −15.7 −18.6

PdOut −17.2 −15.0 −12.9 −9.2 −9.9 −8.4 −7.2

Z-Axis

TSIn 35.2 34.8 32.5 29.2 27.9 26.6 25.3
TSOut 33.0 33.1 33.2 34.2 33.4 32.8 32.1
PdIn 2.9 −0.8 −5.2 −8.7 −10.0 −11.3 −12.6

PdOut −13.6 −12.5 −11.4 −9.2 −11.0 −11.0 −11.0

Table 2.17: Activation energies (∆E 6=, kcal mol-1) and reaction energies (∆EReact, kcal
mol-1) for the conrotatory ring opening of 3-formylcyclobutene at di�erent
�elds (F, 10−3a.u.) applied along the three Cartesian axes.

Fx = 15.0×10−3a.u. and 32.7 kcal mol-1 for Fx = −15.0×10−3a.u. The reaction is

also inhibited for negative �elds along y and z-axis (∆E 6== 33.7 kcal mol-1 when

Fy = −15.0× 10−3a.u. and ∆E 6== 35.2 kcal mol-1 when Fz = −15.0× 10−3a.u.).

The e�ect of the �eld is negligible for positive �elds along y direction, while a

signi�cant catalytic e�ect is observed for positive �elds applied along the z-axis

(∆E 6== 25.3 kcal mol-1 when Fz = 15.0×10−3a.u.). These trends are evidenced in

the diagrams of Figure 2.35, which highlight also a very interesting e�ect: for neg-

ative �elds applied along y and z-axis the outward rotation becomes favoured. The

e�ect begins to appear when Fy,z = −10.0×10−3a.u., and Fy,z = −15.0×10−3a.u.

the e�ect is rather evident, the outward barriers being 30.6 (y) and 33.0 (z) kcal

mol-1 and the corresponding inward barriers 33.7 and 35.2 kcal mol-1 (Figure 2.35

and Table 2.17).

These results can be rationalized in terms of the di�erent polarization (and

the consequent change of the induced dipole) of reactants and transition state

in the presence of OEEF. In particular, the di�erent induced dipole in the two

transition states (inward, ∆E 6=(TSIn) and outward, ∆E 6=(TSOut)) with respect
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X=CHO

Field Intensity Axis Rx TSIn TSOut PdIn PdOut

F = 15.0× 10−3a.u.
x −3.47 −1.87 −2.51 −1.87 −1.45 µx

y −4.85 −4.80 −4.42 −7.59 −4.14 µy

z −5.14 −6.32 −5.68 −6.24 −5.16 µz

F = 0.0 a.u.
x 2.44 1.36 2.61 2.03 2.76 µx

y −0.92 −1.96 −1.87 −1.03 −0.45 µy

z −1.90 −2.99 0.67 −3.06 1.61 µz

F = −15.0× 10−3a.u.
x 5.77 5.09 6.46 5.92 7.55 µx

y 2.20 0.79 3.19 3.13 4.14 µx

z 3.44 3.18 3.60 0.86 4.41 µx

Table 2.18: Induced dipole (µx,y,z) along the direction of the applied �eld (F, 10−3a.u.)
for the various critical points located for the thermal ring-opening of
3formylcyclobutene.

to reactants, can explain the inversion for the preferred rotation between inward

and outward when Fy and Fz = −15.0× 10−3a.u.

When Fy = −15.0 × 10−3a.u., the inward transformation is strongly inhibited.

Inhibition is due to a signi�cant decrease of the positively oriented induced dipole

along y on passing from reactants (+2.20 D) to transition state (+0.79 D), with

a consequent decrease of stabilization. The e�ect is the opposite for the out-

ward rotation, the corresponding barrier changing from 34.2 (no �eld) to 30.6

kcal mol-1 (applied �eld). This catalytic e�ect is due to a signi�cant increase of

the positively oriented induced dipole which varies from 2.20 D (Rx) to 3.19 D

(TSOut). The �nal result is a preferred outward rotation. A similar argument can

be used to explain the inversion when Fz = −15.0 × 10−3a.u. The inhibition for

the inward rotation is even stronger and is caused by a decrease of the positively

oriented dipole along z from 3.44 D (Rx) to 3.18 D (TSIn). The simultaneous

decrease of the barrier for the outward process (from 34.2 to 33.0 kcal mol-1) is

equally explained by an increase of the dipole that becomes 3.60 D in the TSOut.

Contrary to what observed for X=NH2, in the case of X=CHO the e�ect of the

�eld applied along y-axis is rather important. This re�ects the signi�cant change

of the position of the CHO group in the inward and outward transition states

with respect to reactants.

For X=CHO, OEEFs can both catalyse and inhibit the inward rota-

tion pathway. Moreover, negative �elds along y and z-axis lead to the

mechanistic switch and the outward rotation mechanism becomes the

favourite one .

X=NO. The inversion of the preferred rotation (from inward to outward) is

also observed when X = NO, for negative �elds applied along x and z-axis (Fig-

ure 2.36 and Figure 2.37). In the absence of applied �elds, the barriers for the
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Figure 2.36: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of 3-nitrosocyclobutene as a function of the applied �eld along
the three axes (F, 10−3a.u.). In red outward rotation pathway (TSOut),
in blue inward rotation pathway (TSIn).

(F, 10−3a.u.) −15.0 −10.0 −5.0 0.0 5.0 10.0 15.0

X-Axis

TSIn 31.7 30.8 29.7 28.6 27.4 26.4 25.3
TSOut 27.0 29.7 32.0 32.8 34.0 34.9 35.6
PdIn −7.7 −7.3 −7.7 −8.6 −9.8 −11.1 −12.5

PdOut −22.3 −17.6 −13.9 −6.9 −8.5 −6.4 −4.8

Y-Axis

TSIn 30.4 29.7 29.1 28.6 28.0 27.5 27.0
TSOut 32.7 33.0 33.4 32.8 33.5 34.2 34.8
PdIn −15.1 −12.8 −10.7 −8.6 −6.7 −4.9 −3.2

PdOut −18.0 −15.6 −13.3 −6.9 −8.6 −6.2 −3.9

Z-Axis

TSIn 33.7 32.3 30.4 28.6 26.5 24.3 21.7
TSOut 32.6 33.0 33.2 32.8 32.4 31.9 31.3
PdIn −1.5 −3.7 −6.2 −8.6 −11.0 −13.6 −16.3

PdOut −11.8 −10.0 −8.5 −6.9 −10.4 −9.9 −9.6

Table 2.19: Activation energies (∆E 6=, kcal mol-1) and reaction energies (∆EReact, kcal
mol-1) for the conrotatory ring opening of 3-nitrosocyclobutene at di�erent
�elds (F, 10−3a.u.) applied along the three Cartesian axes.

inward and outward rotation are 28.6 and 32.8 kcal mol-1 (Figure 2.34). When a

negative �eld (15.0×10−3a.u.) is applied along x-axis, these barriers become 31.7

and 27.0 kcal mol-1. Thus, the strong catalysis of the outward process and the

less important inhibition of the inward process, reverse the stereochemical out-

come of the reaction. A similar e�ect, even if less pronounced, characterizes the

application of a negative �eld along z-axis. At Fz = −15.0×10−3a.u. the relative

magnitude of the inward and outward rotation barriers is again reversed, being

33.7 and 32.6 kcal mol-1. No stereochemical inversion is observed when negative

�elds are applied along y direction, even if the two barriers become rather close:

30.4 and 32.7 kcal mol-1.

These results are also consistent with the change of the induced dipole observed

in the inward and outward transition states with respect to reactants. When

Fx = −15.0×10−3a.u., the positively oriented dipole along x-axis decreases in the

TSIn (from 5.02 D in reactants to 4.39 D) with a consequent decrease of stabiliza-

tion and increase of the activation barrier (inhibition). Once again, the opposite

e�ect was observed for the outward rotation: in that case the positively oriented
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X=NO

Field Intensity Axis Rx TSIn TSOut PdIn PdOut

F = 15.0× 10−3a.u.
x −1.07 −1.95 −0.65 −2.27 0.09 µx

y −4.11 −4.50 −3.66 −2.83 −2.20 µy

z −4.27 −6.44 −4.80 −6.54 −4.09 µz

F = 0.0 a.u.
x 1.82 0.93 2.86 0.97 3.65 µx

y −1.86 −2.73 −0.95 −1.15 0.09 µy

z −1.37 −2.49 −1.86 −3.09 0.05 µz

F = −15.0× 10−3a.u.
x 5.02 4.39 7.43 5.60 9.25 µx

y 0.43 −0.16 0.67 2.33 2.42 µx

z 1.26 0.40 1.73 −0.26 2.90 µx

Table 2.20: Induced dipole (µx,y,z) along the direction of the applied �eld (F, 10−3a.u.)
for the various critical points located for the thermal ring-opening of 3-
nitrosocyclobutene.

dipole changes from 5.02 D to 7.43 D with a consequent increase of stabilization

and lowering of the activation barrier (catalysis). When Fz = −15.0× 10−3a.u.,

the inward barrier increases because the positively oriented dipole decreases from

1.26 D to 0.40 D. At the same time for the outward process the dipole varies from

1.26 D to 1.73 D, causing a stabilization of the transition state and a catalytic

e�ect which makes the outward transformation favoured.

The most important catalytic e�ect for X = NO was observed when a positive

�eld is applied along the z-axis, with a decrease of the inward barrier from 28.6

to 21.7 kcal mol-1. This is consistent with a pronounced increase of the z compo-

nent of the negatively oriented dipole (from -4.27 in Rx to 6.43 D in TS), which

strongly stabilizes the transition state.

The conformation of the nitrosyl substituent (Figure 2.37) is strongly a�ected

by the orientation of the OEFF determining, during the course of the reaction,

the variation of the molecular net dipoles previously discussed. In fact, the local

NO dipole tends to orient oppositely with respect to the OEEF, controlling the

favourite inward/outward ring-opening pathway. The stronger the local dipole,

as in the caso of the NO substituent, the higher is the e�ect on the reactive path-

way, due to the presence of the OEEF.

As for X=CHO, for X=NO, OEEFs can both catalyse and inhibit the in-

ward rotation pathway. Moreover, negative �eld values along the x and

z-axis lead to the mechanistic switch and the outward rotation mecha-

nism becomes the favourite one .

X=BH2 (the strongest electron withdrawing group examined here) either catal-

ysis or inhibition for both inward and outward transformations were observed

(Figure 2.38). For instance, when positive �elds (F = −15.0 × 10-3a.u.) are

applied along the three axis, the inward barrier decreases from 13.6 to 11.8 (x),

10.7 (y) and 7.9 (z) kcal mol-1 (Figure 2.38). In all three cases the dipole is nega-
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Figure 2.37: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
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Figure 2.38: Activation energies (∆E 6=, kcal mol-1) for the conrotatory ring opening
reaction of cyclobut-2-en-1-ylborane as a function of the applied �eld along
the three axes (F, 10−3a.u.). In red outward rotation pathway (TSOut),
in blue inward rotation pathway (TSIn).
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(F, 10−3a.u.) −15.0 −10.0 −5.0 0.0 5.0 10.0 15.0

X-Axis

TSIn 13.4 13.4 13.3 13.6 12.7 12.3 11.8
TSOut 26.3 28.7 30.5 32.3 32.4 32.4 31.9
PdIn −13.5 −12.5 −12.0 −11.2 −11.8 −12.1 −12.7

PdOut −22.4 −18.5 −15.7 −13.1 −12.3 −11.5 −11.4

Y-Axis

TSIn 17.3 16.0 14.7 13.6 12.4 11.5 10.7
TSOut 31.2 31.4 31.7 32.3 32.9 33.8 35.1
PdIn −12.0 −11.8 −11.6 −11.2 −10.8 −10.4 −9.8

PdOut −15.6 −14.9 −14.1 −13.1 −11.9 −10.3 −8.3

Z-Axis

TSIn 17.6 16.5 15.1 13.6 11.8 9.9 7.9
TSOut 31.2 31.8 32.1 32.3 32.1 31.8 31.3
PdIn −9.3 −9.6 −10.3 −11.2 −12.5 −14.0 −15.8

PdOut −13.1 −13.0 −13.0 −13.1 −13.3 −13.7 −14.1

Table 2.21: Activation energies (∆E 6=, kcal mol-1) and reaction energies (∆EReact, kcal
mol-1)for the conrotatory ring opening of cyclobut-2-en-1-ylborane at dif-
ferent �elds (F, 10−3a.u.) applied along the three Cartesian axes.

X=BH2

Field Intensity Axis Rx TSIn TSOut PdIn PdOut

F = 15.0× 10−3a.u.
x −2.09 −2.48 −2.79 −2.63 −2.20 µx

y −3.43 −3.90 −2.31 −2.96 −1.64 µy

z −2.40 −4.09 −2.95 −3.99 −2.81 µz

F = 0.0 a.u.
x 0.52 0.13 1.11 0.42 1.72 µx

y −0.77 −1.71 −0.29 −0.47 0.14 µy

z −0.16 −1.50 −0.14 −1.05 −0.31 µz

F = −15.0× 10−3a.u.
x 2.84 2.88 5.10 3.78 6.48 µx

y 1.53 0.48 1.64 1.68 2.06 µx

z 2.06 1.25 2.58 1.95 2.21 µx

Table 2.22: Induced dipole (µx,y,z) along the direction of the applied �eld (F, 10−3a.u.)
for the various critical points located for the thermal ring-opening of
cyclobut-2-en-1-ylborane

tively oriented and stabilizes the system. Additionally, it increases from reactants

to transition state. The most important change of the dipole occurs when the

�eld is applied along z-axis (from -2.40 to -4.09 D), in agreement with the most

relevant observed catalytic e�ect. Importantly, in the absence of the applied �eld,

the di�erence between the inward and outward barrier is much more substantial

(13.6 and 32.3 kcal mol-1) than in the previous cases (CHO and NO). As a con-

sequence, the simultaneous catalysis and inhibition of the outward and inward

transformation are not large enough to determine a stereochemical inversion, as

observed for CHO and NO.

2.4 Conclusions

A computational investigation was carried out at the DFT (M06-2X) level of the-

ory on the e�ects of OEEFs on substitution reactions. In particular, type I SN2
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reaction between methyl chloride and chloride anion and on type II Menschutkin

reaction between methyl chloride and ammonia were investigated, both in ab-

sence or presence of OEEFs. In the unperturbed scenario, Back-side mechanism

is largely preferred compared to front-side mechanism by 45.8 and 25.1 kcal mol-1,

for both type I and II SN2, respectively.

The OEEF was applied along the z-axes in either positive or negative direction,

with the orientation of the molecule kept frozen within the reference system. The

induced dipole was used to roughly estimate the e�ects of the applied �eld on

reactant and transition state energies, and the consequent e�ect on internal and

global barriers. The computational results suggest that OEEF catalyses back-

side mechanism at positive �eld values, while at negative �eld values it inverts

the classical SN2 stereochemical outcome by preferring the front-side and inhibit-

ing back-side mechanism.

Catalysis and inhibition are rather weak for Type I SN2 and become more im-

portant for type II SN2. This is consistent with charge separation process which

characterises type II SN2 and allows a stronger polarization when an external

�eld is applied. Inhibition and catalysis are consistent with the change of the

induced dipole along the direction of the OEEF. In general, with positive electric

�elds, an increase of a negatively oriented dipole from Rx to TS determines a

stabilization of TS and a lower barrier. Similarly, a catalytic e�ect occurs when

a positively oriented induced dipole decreases in the same direction. Inhibition

occurs when a negatively oriented dipole decreases or a positively oriented dipole

increases. An opposite behaviour was observed for negative electric �elds.

This e�ect is also governed by important geometrical rearrangements of reac-

tant complexes in the presence of the �eld and, it was emphasised in the case

study of the chlorine exchange reaction of 7-chloronorbornane where the reac-

tant complex geometry signi�cantly changes passing from the no-�eld case to the

�eld-perturbed case.

The tuning of catalysis and inhibition of the back-side and front-side transforma-

tion leads to a reversed ratio between mechanisms, with the latter being favoured

(stereochemical inversion from a mechanism with inversion of con�guration to a

mechanism with retention of con�guration).

Subsequently, moving from a polar to an orbital-controlled reaction, the e�ects

of OEEFs on activation barriers and stereochemical output of the thermal ring-

opening of 3-substituted cyclobutenes C4H5X to butadienes was carried out. π-

electron-donor substituents (X = CH3, NH2) and π-electron-acceptor substituents

(X = CHO, NO, BH2) were considered. In the former case the conrotatory out-

ward rotation is preferred, in the latter the conrotatory inward process is favored,

due to torquoselectivity principle.
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The OEEF was applied along the three axes x, y and z in either positive or nega-

tive direction with the orientation of the molecule kept frozen within the reference

system. Again, the induced dipole was used to roughly estimate the e�ects of

the applied �eld on reactants and transition state energy and the consequent ef-

fect on activation barriers. For X = CH3, NH2 the OEEF does not change the

preference for the outward rotation even if both processes (inward and outward)

are either catalysed or inhibited. Catalysis and inhibition are rather weak for 3-

methylcyclobutene and become more important for 3-aminocyclobutene. This is

consistent with the stronger π-donor character of NH2 and the consequent associ-

ated increase of electron density on the cyclobutene ring, which allows a stronger

polarization when the external �eld is applied.

Also with π-acceptor substituents (X = CHO, NO, BH2), either catalysis or in-

hibition were observed in the presence of an OEEF. However, with X = CHO

and NO, the tuning of catalysis and inhibition of the outward and inward trans-

formation lead to a reversed ratio between outward and inward transformation,

circumventing the torquoselectivity principle. This was observed when negative

�elds were applied along y and z for X = CHO and along x and z for X = NO.

Due to the π-acceptor character of these two substituents, the outward rotation

becomes favoured. The consequence of this mechanistic switch is a reversed E-Z

ratio in the stereochemical output of the reaction products. Again, catalysis, in-

hibition and, consequently, inversion between outward and inward processes were

consistent with the change of the induced dipole from reactants to transition state

in the presence of positively and negatively oriented electric �elds.

For X = BH2 (the strongest π-acceptor examined here), in the absence of the ap-

plied �eld, the di�erence between the inward and outward barrier is much more

substantial (13.6 and 32.3 kcal mol-1) with respect to CHO and NO. As a con-

sequence, catalysis or inhibition of the inward and outward transformations are

not large enough to determine a stereochemical inversion.





CHAPTER 3

Carbon Nanotubes

3.1 Introduction

Host-guest chemistry is emerging as a novel way to con�ne reactive systems

(guests) inside containers (hosts) to manipulate reactivity. [70]

Reaction mechanisms of several molecules inside nanoreactors such as calixarenes,

cucurbiturils, cyclodextrins, metal-organic frameworks (MOF) and zeolites, can

be highly a�ected by con�nement e�ects. [71] These e�ects act on the PES topol-

ogy by modifying kinetics (catalysing and inhibiting reaction channels) but also

by changing the thermodynamics of a reaction. [72] Host-con�nement a�ects ge-

ometry when the volume and the shape of the host cavity are compatible with the

guest system. Experimentally, structural changing as a sum of all interactions

between the host and the guest is observed. [72]

Carbon NanoTubes (CNTs) are allotropic forms of carbon alongside diamond,

graphite, fullerenes and graphene. CNTs are formed by sp2 carbon atoms cova-

lently bonded in a cylindrical structure which implies a high π-electron density

localisation. This is re�ected on the chemical-physical properties of CNTs which

have low conductivity, an high mechanical and thermal resistance. Moreover,

CNTs are characterised by great chemical inertia. The cylindrical shape allows

CNTs to easily embed molecules [73�81]. The low reactivity and high stability

of CNTs makes possible to carry out reactions inside these structures [75] under

harsh reaction conditions di�erently from other nanoreactors.

The diameter is one of the parameters which can be used to distinguish guest

molecules. CNTs can be viewed as a rolled graphene sheet; depending on the

way they are rolled, di�erent CNTs can be obtained. To describe the rolling pro-

83
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(n,n) armchair

(n,0) zigzag

a1

a2

C=na1+ma2

T

ZigzagChiralArmchair

Figure 3.1: Elicity vector C (top) di�erent CNT types (bottom)

cess, a helicity vector is de�ned. If a1 and a2 are basis vectors which de�ne the

graphene crystal reticule, the helicity vector is de�ned as C = na1 + ma2. Each

CNT is described by an index (n,m) which represents C and hence, it is possible

to de�ne:

� an armchair CNT if n = m;
� a zigzag CNT if m = 0;
� a chiral CNT if n 6= m.

Figure 3.1 shows the helicity vector and di�erent types of CNT. Coe�cients n and

m are connected with the CNT diameter, and hence, with the CNT circumference.

CNT diameter can be written as in Eq. 3.1.

D =

(
aC−C

√
3

π

)√
n2 + nm+m2 (3.1)

Table 3.1 resumes the diameter and circumference values, depending on n and

m for armchair CNTs. Previous theoretical studies have explored the e�ects

of con�nement inside CNTs on hydrogen bond ability, [82] isomerisation reac-

tions, [83�86] proton transfer, [86,87] decomposition reactions, [84,85,88�91] and
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Index (6,6) (7,7) (8,8) (9,9) (10,10) (11,11) (12,12)
Diameter (Å) 8.30 9.68 11.06 12.44 13.83 15.21 16.59

Circumference (Å) 26.05 30.39 34.73 39.07 43.42 47.76 52.10

Table 3.1: Diameter and circumference (Å) of armchair CNTs from (6,6) to (12,12)

H

H

EtCl

+Cl-
C

C

Cl

HH

C

C

Cl

HH

Cl

HH

H

Cl

H
H

H

CC

Cl

H
H

H

H

H

Cl

C

H
H

Cl

C

H

H

H

Cl

CC

Cl

H

H

H

Cl

ClHCl

H

H
CC

H

H

C

C

Cl

H H

H H

H

Cl
EtCl

+Cl-

CH2CH2

+HCl2
-

CH2CH2+

HCl+Cl-

SN2

syn E2

anti E2

Figure 3.2: SN2, syn E2 and anti E2 mechanisms.

several other reactions. [92�97] Our research group has already studied the reac-

tion between methyl chloride and chloride anion, inside the con�ned environment

of armchair CNTs of di�erent sizes. That study aimed to understand the role of

the carbon nanotube and the e�ect of the con�nement on the reactants. [98] Sub-

sequently, Khlobystov and co-workers showed experimentally, for the �rst time,

the possibility of using CNTs as e�ective nanoreactors for preparative chemical

reactions. [70] They found that the spatial con�nement of reactant molecules

inside the nanotube drastically a�ects both the regioselectivity and kinetics of

aromatic halogenation reactions. [70] Again, our research group investigated the

experimental results obtained by Khlobystov and co-workers to model the aro-

matic bromination of phenylacetaldehyde inside an (8,8) CNT. [99]

In the present research, the investigated reactive system is the ethyl chloride

molecule reacting with the chloride anion inside armchair CNTs as host system.

Interestingly, ethyl chloride can undergo an elimination mechanism other than

substitution mechanism (the only mechanism methyl chloride can undergo). In

this way, it is possible to investigate how competitive SN2 and E2 mechanisms

can be a�ected by the CNT environment. Two possible E2 mechanisms via two

stereochemical pathways exist. These di�erent stereochemical pathways depend

on the syn (syn-E2) and anti (anti -E2) periplanarity of the exiting chloride anion

and the β-proton abstraction. Figure 3.2 depicts these mechanisms.

A computational investigation of these con�ned reactions inside CNTs can help

to understand which factors a�ect the reactivity of guest systems. However, due
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to the dimensions of the host, it is unfeasible to treat the host fully quantum me-

chanically, since QM methods would require a tremendous computational cost.

Hybrid QM/MM methods allow to study these host-guest systems by partitioning

the system with di�erent levels of theory. Under the assumption of a non reactive

host as container, its description is based on MM level, while the guest, that is

the reactive system, is described at the QM level.

3.2 Computational Methods

All the reported reaction pro�les were calculated in gas phase at the DFT level

with M06-2X functional. [20] The functional was chosen on the basis of previous

benchmark studies. [100,101] Three di�erent basis sets 6-311++G*, 6-311++G**,

6-311++G(2df,2p) [102] were tested to check which one better reproduce the high-

est level of theory results reported in literature [100] (Coupled Cluster CCSD

and CCSD(T) methods), at in�nite basis sets extrapolation, with contributions

of inner-shell correlation, scalar relativistic e�ects, and �rst-order spin-orbit cou-

pling (CCSD(T)/CBS). This level of theory is considered the highest level of

theory available.

For each mechanism (SN2, syn and anti -E2), reaction pro�les (based on the mech-

anistic study of Bento and co-workers [100]) were computed. Table 3.2 shows the

benchmark results.

The best agreement with the CCSD(T)/CBS values obtained by Bento et

SN2 syn E2 anti E2
Basis Set Rx TS TS Pd Prod. TS Pd Prod.

M06-2X
6-311+G** −12.9 4.4 27.7 −5.7 −1.5 17.9 12.6 24.4

6-311++G** −13.1 4.3 27.7 −5.8 −1.5 17.8 12.6 24.5
6-311++G(2df,2p) −12.8 4.8 27.8 −5.9 −1.8 17.9 12.3 23.8

CCSD(T) CBS −11.7 5.8 30.9 −4.8 −1.4 18.2 9.8 22.2

Table 3.2: Critical points energy (kcal mol-1)for the SN2 and E2 (syn and anti) mech-
anisms. Energies are calculated with M06-2X functional with di�erent basis
set (6-311+G**, 6-311++G** and 6-311++G(2df,2p)) with the reference
CCSD(T)/CBS value obtained by Bento et al. [100].

al. [100] is with the level of theory M06-2X/6-311++G(2df,2p), in agreement

with the results obtained by Truhlar and co-workers. [101]

Nanotubes were built using the Nanotube Builder plugin, as implemented in

VMD. [103] All reported computations were carried out with the Gaussian09 [13]

software. ONIOM calculations [104] were performed considering mechanical and

electrostatic embedding. [105] The high-level layer (the reactive guest system

ethyl chloride and chloride anion) was described at the M06-2X/6-311++G(2df,2p)
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level of thoery. The low-level layer (the host CNT) was described using Universal

Force Field (UFF [106]) methods. In the MM calculations partial atomic (point)

charges were used to compute the electrostatic interactions. These charges were

calculated using the QEq formalism. [107] The structure of the various critical

points (minima and saddle points) was fully optimized. Frequency calculations

were carried out at the same level of theory to check the nature of critical points.

3.3 Results and Discussion

3.3.1 Gas Phase Reaction Pro�les

In Figure 3.3 are reported the gas-phase reaction pro�les calculated at the M06-

2X/6-311++G(2df,2p) level of theory. Considering the reaction outside the CNT,

the reactant complex (Rx) corresponds to the chloride anion position aligned with

the dipole moment of the ethyl chloride molecule. From this minimum the system

can follow three main paths, for which the reaction pro�les were calculated. SN2

reaction pathway: this mechanism is the favourite one with the lowest transition

state (TSSN2) energy. The internal barrier (∆E 6=Int) is 17.0 kcal mol-1 and the

global barrier (∆E 6=Glob) is 4.8 kcal mol-1. SN2 mechanism leads to a product com-

plex that corresponds to Rx, being the nucleophile and the leaving group the

same specie (Cl� ). Alternatively, the system can undergo an anti -E2 mechanism

passing through TSantiE2. The internal barrier (∆E 6=Int) is 17.9 kcal mol-1 and

the global barrier (∆E 6=Glob) is 30.7 kcal mol-1. Syn-E2 mechanism results slower

than anti -E2 mechanism, ∆E 6=Int = 40.6 kcal mol-1 and ∆E 6=Glob = 27.8 kcal mol-1.

Syn-E2 leads to a stable product complex (PdsynE2, -5.9 kcal mol-1) thanks to

the formation of an adduct between the formed alkene and HCl2 � specie while

PdantiE2 lays 12.3 kcal mol-1 over the asymptotic limit. Substitution mechanism

is the faster process and its products are the most stable (PdSN2=Rx, -12.8 kcal

mol-1). Finally, isolated syn-E2 products lay -1.8 kcal mol-1 lower the asymptotic

limit while anti -E2 products lay 23.8 kcal mol-1 over the asymptotic limit.

3.3.2 Carbon Nanotube Con�ned Reaction Pro�les

The description of the CNT con�ned reaction, with a QM/MM approach, re-

quires some initial assumptions. Since the asymptotic limit of isolated reactant

and products are always a�ected by entropic contributions, the di�usive process

of the guest inside the CNT should be considered. Because of the nature of the

QM/MM computations, the mechanistic model here presented considers reactants
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already inside the CNT and, does not evaluate the extrusion of the products. In-

ternal barriers (∆E 6=Int) are not a�ected by this approximation and will be the

only barrier considered. Figure 3.4 depicts the critical points investigated inside

the CNT cavity.

It is conceivable that the relative importance of the interactions between the

CNT and the reactive system in Rx, TSs and Pd can be signi�cantly a�ected by

a change in the CNT radius. These interactions could lead to catalysis/inhibition

of di�erent mechanisms. To elucidate the actual e�ect of the CNT size on SN2,

syn and anti -E2 mechanisms, various CNTs of di�erent diameter were examined:

(6,6), (7,7), (8,8), (9,9), (10,10), (12,12) CNTs and, as a limit case, a graphene

sheet.

Again, considering the results of previous works on SN2 reactions, the CNT length

was kept �xed at 24 Å, since it was previously reported that CNT lengths greater

than 24.4 Å does not signi�cantly a�ect the activation barrier (the barrier reached

an asymptotic value) [98,108]

3.3.3 Substitution Mechanism

Reactant complex (Rx) and SN2 transition state (TSSN2) were fully re-optimised

inside the range of CNT diameters considered. In Figure 3.5 calculated activation

energies (∆E 6=) are reported. It is evident that CNTs can both catalyse and

inhibit SN2 mechanism, depending on the CNT diameter. The highest

inhibition is calculated when the reaction takes place inside (12,12) CNT, the

activation energy (∆E 6=) is 29.2 kcal mol-1, 11.6 kcal mol-1 higher than the gas

phase reaction. On the other hand, (7,7), (8,8) and (9,9) CNTs show catalytic
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e�ect with a decrease in activation energies of 0.9, 2.3 and 3.2 kcal mol-1, respec-

tively (Figure 3.6).

The activation energy variation (∆∆E 6=) between the con�ned reaction and the

gas phase reaction is de�ned as:

∆∆E 6= = ∆E 6=(CNT )−∆E 6=(Gas) (3.2)

to deeply understand which contributions govern the CNT con�nement e�ects

on ∆∆E 6=, an energy decomposition analysis was carried out. The way ∆∆E 6=

is modelled by considering the subtractive scheme implemented in the ONIOM

method allows to rewrite ∆∆E 6=:

∆∆E 6= = ∆EReal
MM −∆EModel

MM + ∆EModel
QM −∆E 6=(Gas) (3.3)
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A van der Waals contribution is de�ned as:

∆E 6=(vdW ) = ∆EReal
MM −∆ECNT

MM −∆EModel
MM (3.4)

By substituting ∆EReal
MM from Eq. 3.4 into Eq. 3.3

∆∆E 6= = ∆E(vdW ) + ∆ECNT
MM + ∆EModel

QM −∆E 6=(Gas) (3.5)

The remaining terms are ∆ECNT
MM which is the geometrical distortion of CNT

due to the change of the cavity shape when the guest is con�ned. ∆EModel
QM is the

con�nement e�ect on the model QM system calculated because of the electrostatic

embedding scheme adopted. This term also contains the geometrical distortion

contribution of the guest.

The di�erence between this term (∆EModel
QM ) and (∆E 6=(Gas)) is the sum of the

geometrical distortion and electrostatic contribution.

∆EModel
QM −∆E 6=(Gas) = ∆E(Elec) + ∆E(Geom, guest) (3.6)

By substituting Eq. 3.6, and assuming ∆ECNT
MM itself as the geometrical distortion

of CNT (∆E(Geom, host)), ∆∆E 6= can be rewritten:

∆∆E 6= = ∆E(vdW ) + ∆E(Geom, host) + ∆E(Elec) + ∆E(Geom, guest) (3.7)

within this formulation, the con�nement e�ect on the kinetics of SN2 mechanism

is decomposed into a sum of contributions with a chemical meaning, providing a

better comprehension of the con�nement e�ect generated by the CNT cavity on

the reactive system (in this case, ethyl chloride molecule and chloride anion). To

obtain these energy values, after the geometry optimisation of the critical points,

a single point computation of the isolated guest and host systems in the previous

optimised geometry were carried out at both QM and MM levels.

This decomposition analysis allows to distinguish a distortion contribution due to

geometrical rearrangements and an interaction contribution due to the interaction

between the host and the guest. This approach is similar to the Activation Strain

Model (ASM) proposed by van Zeist and Bickelhaupt, [109] a theoretical approach

used to understand which factors govern the reactivity of a chemical system. ASM

has been recently adopted by Houk and co-worker to investigate the Diels-Alder

reaction between butadiene and CNT walls of di�erent size. [110] However, di�er-

ently from the ASM that aims to investigate the distortion/interaction between

reactants, this analysis aims to investigate the distortion/interaction between the

host and the guest systems to understand the e�ect of the CNT diameter upon
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the activation energy. Moreover, the analysis reported in this thesis decomposes

the interaction energy in terms of classical contribution as in force �eld in molec-

ular mechanics as reported in Eq. 3.7.

Table 3.3 shows ∆∆E 6= and its contributions as de�ned in Eq. 3.7. From the de-

∆E (kcal mol-1) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10) (12, 12) Graphene

SN2

∆E(Geom, guest) −0.8 0.0 −0.8 −0.4 0.2 −1.1 −1.1
∆E(Geom, host) −0.2 0.0 0.0 0.1 −0.1 0.0 0.3

∆E(vdW ) 2.2 1.6 −0.1 1.1 0.8 −1.2 1.4
∆E(Elec) 4.8 −2.4 −1.4 −4.1 3.2 13.9 3.1

∆∆E 6= (kcal mol-1) 6.0 −0.9 −2.3 −3.2 4.2 11.6 3.7

Table 3.3: Energetic contributions to the overall con�nement e�ect on the SN2 kinetics:
∆∆E 6=, ∆E(Geom, guest), ∆E(Geom, host), ∆E(vdW ) and ∆E(Elec).

composition analysis, it is possible to see how the electrostatic interaction is

the most important contribution which governs the con�nement e�ect

on SN2 kinetics. The comparison between the ∆∆E 6= and ∆E(Elec) shows

how this potentials have similar values (Table 3.3).

The geometrical distortion of the CNT structure is a negligible contribution as

the geometrical distortion of the guest. Finally, van der Waals contribution plays

an intermediate role in the catalysis/inhibition e�ects due to the con�nement. In

a previous study carried out by this research group, it was demonstrated how the

Cl-π and CH-π interactions lead to a minor/major stabilisation of the reactant

complex/transition state structures. ∆E(Elec) can be conceived as a global de-

scriptor which contains the sum of all these interactions. [98]

Notably, the electrostatic interaction can be either advantageous ((7,7),(8,8),(9,9)

CNTs) or disadvantageous ((6,6),(10,10),(12,12) CNTs). CNTs stabilise both Rx

and TS compared to gas phase. Nonetheless, the rigidity of TS implies that the

transition structure may not be able to maximise the stabilising interaction with

the CNT which is a rigid structure too. This stabilisation is generally higher for

Rx thanks to its �exibility which allows it to interact better with the CNT. How-

ever, when the CNT diameter �ts with the TS structure size, the TS stabilisation

is higher than theRx stabilisation leading to an activation energy decreases. This

complementarity between the host and the guest structures makes CNTs able to

alter the substitution pro�le.

3.3.4 Elimination Mechanism

3.3.4.1 Kinetics

After the SN2 mechanism analysis, con�nement e�ects on syn and anti -E2 mech-

anisms were evaluated. TSsynE2 and TSantiE2 structures were fully re-optimised
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Figure 3.7: syn and anti E2 mechanisms activation energies (∆E 6=, kcal mol-1) versus
CNT diameter. In grey the unperturbed gas-phase activation energy for
both mechanisms.

inside the range of CNT diameter considered. In Figure 3.7, the calculated acti-

vation energies (∆E 6=) are reported. Also for the elimination mechanism, Figure

3.8 shows that CNTs can both catalyse or inhibit syn and anti-E2 mecha-

nisms, depending on the CNT diameter. In the case of syn-E2 mechanism,

the highest inhibitions are calculated when the reaction takes place inside (6,6)

and (12,12) CNTs. Computed activation energies are 51.4 kcal mol-1 and 50.3

kcal mol-1 for (6,6) and (12,12) CNTs, respectively. These CNTs increase the

activation energy of 10.8 and 9.7 kcal mol-1 compared to the gas phase reaction.

Anti -E2 mechanism displayed to be less a�ected by con�nement e�ects. However,

also this mechanism undergoes a strong inhibition inside (12,12) CNT where the

activation energy becomes 44.9 kcal mol-1 (14.1 kcal mol-1 higher than the gas

phase activation energy ∆E 6=(Gas) = 40.8 kcal mol-1).

As for the SN2 mechanism, (7,7), (8,8) and (9,9) CNTs show catalytic e�ect on

the syn-E2 mechanism with a decrease in the activation barrier of 2.8, 8.3 and 2.5

kcal mol-1, respectively. (8,8) CNT shows the highest catalytic e�ect on syn-E2

mechanism. Finally, anti -E2 mechanism is slightly catalysed inside (9,9) CNT

with a decrease of the gas-phase activation energy of 1.6 kcal mol-1.

The plotted di�erences are reported in Figure 3.8. By applying the same decom-

position analysis used for the SN2 mechanism, it is possible to obtain the di�erent

contributions to the CNT con�nement on syn and anti -E2 mechanisms (Table

3.4).
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Also in the case of E2 mechanisms, activation energies variation

∆E (kcal mol-1) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10) (12, 12) Graphene

syn-E2

∆E(Geom, guest) 3.9 −0.1 −0.9 0.2 1.0 −0.9 −0.7
∆E(Geom, host) 0.4 0.0 0.0 0.2 −0.1 0.0 0.9

∆E(vdW ) 2.1 −0.4 −1.9 1.0 1.5 4.1 4.1
∆E(Elec) 4.4 −2.3 −5.5 −3.9 3.2 13.9 3.1

∆∆E 6= (kcal mol-1) 10.8 −2.8 −8.3 −2.5 3.7 9.7 2.1

anti -E2

∆E(Geom, guest) −1.2 0.1 −1.0 −0.2 0.0 −0.9 −0.1
∆E(Geom, host) −0.6 0.1 0.0 −0.1 −0.1 −0.2 −0.1

∆E(vdW ) −2.1 0.8 2.8 0.8 −0.4 2.3 2.3
∆E(Elec) 7.2 0.0 0.0 −2.1 6.0 12.9 3.0

∆∆E 6= (kcal mol-1) 3.3 1.0 1.8 −1.6 5.4 14.1 5.1

Table 3.4: Energetic contributions to the overall con�nement e�ect on the syn and
anti-E2 kinetics: ∆∆E 6=, ∆E(Geom, guest), ∆E(Geom, host), ∆E(vdW )
and ∆E(Elec).

is driven by the electrostatic contribution. The comparison between the

∆∆E 6= and ∆E(Elec) still shows similar values. However, in the case E2 ∆E(vdW )

becomes slightly higher because of the forming double bond. Again, it is possible

to rationalise this trend as done for SN2 mechanism.

3.3.4.2 Thermodynamics

The e�ects of the con�nement were investigated on the elimination products to

evaluate thermodynamical aspects of E2 mechanism. In the case of ethyl chloride
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syn and anti -E2 mechanisms lead to the same alkene product. In Figure 3.9 the

calculated reaction energies (∆E) are reported.

Figure 3.9 shows that CNTs provides a stabilisation of the reaction products

depending on the CNT size. the range of CNT radii from (6,6) to (9,9) provides

a stabilisation of the products structure around 3 kcal mol-1. (10,10) CNT sta-

bilisation is absent (-0.3 kcal mol-1 compared to gas-phase reaction energy) while

(12,12) CNT destabilises the product structure and the reaction energy is 7.8 kcal

mol-1. The reaction energy (∆E) is 6.5 kcal mol-1 and 8.5 kcal mol-1 for (10,10)

and (12,12) CNTs, respectively. CNTs enhance and decrease the reaction

energy of the elimination mechanism, depending on the CNT diame-

ter. However, this products energy variation means also a catalysis/inhibition

of the reverse reaction or electrophilic addition. CNTs catalyse and inhibit

syn and anti electrophilic addition mechanisms, depending on the CNT

diameter

Interestingly, graphene surface provides the higher stabilisation of the elimination

products, suggesting that graphene is able to provide a great thermodynamical

enhancement to the elimination reaction (these aspects will be further analysed

in the next section). The corresponding reaction energy is 1.5 kcal mol-1, and the

elimination pro�le is close to be iso-energetic as the SN2 pro�le. However, SN2

products (or Rx) are still the most stable minimum investigated. The plotted

reaction energy di�erence is reported in Figure 3.10. By applying the decom-

position analysis used for transition states, it is possible to obtain the di�erent

contributions to the con�nement on the elimination reaction energy (Figure 3.5).

In this case, electrostatic contribution is no longer the dominant contribution

and van der Waals term becomes more important thanks to π-stacking interac-
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∆E (kcal mol-1) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10) (12, 12) Graphene

E2

∆E(Geom, guest) −1.1 1.2 2.2 0.5 0.7 −0.3 1.0
∆E(Geom, host) −0.6 0.0 0.0 0.1 0.0 −0.2 0.1

∆E(vdW ) −5.3 −3.5 −1.7 −1.2 −1.8 −3.4 −3.4
∆E(Elec) 4.0 −1.2 −3.4 −2.5 0.8 5.6 −3.0

∆∆E (kcal mol-1) −3.0 −3.5 −2.9 −3.1 −0.3 1.7 −5.3

Table 3.5: Critical points energies of TSSN2, TSsynE2 TSantiE2 and Pd in gas phase
and on a graphene sheet for R=H, CHCH2, respectively.

tions between the ethylene molecule and the graphene π-system. However, HCl2 �

anion provides an important electrostatic contribution. Elimination products

formation lead to a change in the relative energy contributions impor-

tance. Van der Waals interactions, in products, become as important

as electrostatic interactions .

3.3.5 4-Chloro-1-butene

Because of the strong enhancement of the elimination mechanism thermodynam-

ics generated by the graphene sheet, the same reaction mechanisms (SN2, syn and

anti -E2 mechanisms) were investigated for the case of 4-chloro-1-butene reacting

with chloride anion on a graphene sheet.

4-chloro-1-butene as ethyl chloride can undergo the same reaction mechanisms by

reacting with chloride anion. By replacing a hydrogen atom with a vinyl group,

the stereochemical aspects of these mechanisms do not change; SN2 products are

still equivalent to Rx and no E-Z products can be obtained by syn and anti -E2

mechanisms. However, the elimination product Pd for the reaction between 4-

chloro-1-butene and chloride anion, is a butadiene molecule. Figure 3.11 depicts
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these reaction pro�les with a comparison with the ethyl chloride case investigated

previously, both referring to Rx as zero energy.

Gas-phase reaction pro�les (without graphene sheet) have similar activation

energies for SN2 and syn-E2 mechanisms while anti -E2 mechanism has lower ac-

tivation energy when R=CHCH2 (R=H, ∆E 6= = 30.8 kcal mol-1 and R=CHCH2,

∆E 6= = 25.3 kcal mol-1). Nonetheless, the reaction energy is the quantity which

more varies when R=CHCH2 (∆E = 6.8 kcal mol-1, R=H and ∆E 6= = −0.7 kcal

mol-1, R=CHCH2). Di�erently from ethylene formation, butadiene formation is

thermodynamically iso-energetic (∆E = −0.7 kcal mol-1) thanks to the conjuga-

tion energy gained from the diene formation.

Graphene sheet displays great ability in stabilising reaction products. To explore

this aspect, the reaction pro�les corresponding to SN2, syn and anti -E2 mech-
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anisms were evaluated for the case of 4-chloro-1-butene reacting with chloride

anion on a graphene sheet (Figure 3.12). The reaction pro�le of ethyl chloride

reacting with chloride anion on a graphene sheet is reported in the same Figure.

Reaction pro�les displayed in Figure 3.12 show that SN2 is still a kinetic-

controlled mechanisms. In Table 3.6 the activation energies when the reaction

takes place on a graphene surface compared to the gas-phase activation and re-

action energies are reported.

Gas-phase pro�les are a�ected very similarly by the presence of a graphene

sheet. In particular the highest perturbation is on the reaction energy which

decreases from R=H to R=CHCH2 of -5.4 and -9.2 kcal mol-1 respectively. Elim-

ination mechanism for the reaction between 4-chloro-1-butene and chloride anion
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TSSN2 TSsynE2 TSantiE2 Pd

R=H
Gas-Phase 17.6 40.6 32.7 6.9

Graphene Sheet 21.3 42.7 35.9 1.5
Graphene E�ect 3.7 2.1 3.2 −5.4

R=CHCH2

Gas-Phase 17.1 37.3 25.3 −0.7
Graphene Sheet 21.2 39.9 25.5 −9.8
Graphene E�ect 4.1 2.6 0.2 −9.2

Table 3.6: Critical points energies of TSSN2, TSsynE2 TSantiE2 and Pd in gas phase
and on a graphene sheet for R=H, CHCH2, respectively.

become strongly exothermic.

Because of the diene formation on the graphene surface van der Waals

interactions govern the products stabilisation. Graphene emphasises

this behaviour which increases with the extension of the π-system. This

is re�ected in the increased stabilisation in the product formation from

ethylene to butadiene.

3.4 Conclusions

A hybrid QM/MM method was used to describe the con�nement e�ects on the

SN2, syn and anti -E2 mechanisms for ethyl chloride molecule reacting with chlo-

ride anion, inside CNTs of di�erent diameter. SN2 mechanism is largely preferred

compared to syn and anti -E2 mechanisms both kinetically and thermodinami-

cally.

The con�nement inside CNTs of di�erent diameter can have both catalytic or in-

hibiting e�ects depending on the CNT radius. In particular (9,9) CNT can lower

the activation energy of SN2 and anti -E2 mechanisms by 3.2 and 1.6 kcal mol-1

compared to the gas-phase reaction; (12,12) CNT can increase the activation

energy of SN2 and anti -E2 mechanisms by 11.6 and 14.8 kcal mol-1 respectively.

Syn-E2 mechanism can be catalysed and inhibited more intensely with a decrease

of the activation barrier of 8.3 kcal mol-1 inside a (8,8) CNT and an increase of

the activation energy of 10.8 kcal mol-1 inside a (6,6) CNT.

After the evaluation of the kinetics of these mechanisms, the thermodynamics

of the elimination reaction was investigated. CNTs can decrease the reaction

energy of 3.5 kcal mol-1 inside a (7,7) CNT and increase the reaction energy of

1.7 kcal mol-1 inside a (12,12) CNT. However, the most intense e�ect in low-

ering the reaction energy was observed when the reaction is carried out on a

graphene sheet. The reaction energy decreases of 5.3 kcal mol -1 and the elim-
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ination mechanism for the reaction between ethyl chloride and chloride anion

becomes quasi -iso-energetic (∆E =1.5 kcal mol -1) compared to the gas-phase

reaction energy (∆E(Gas) = 6.9 kcal mol-1).

In the present research, a decomposition analysis of the energy variations from

the reaction pro�le in gas-phase and inside CNTs was presented. This analysis

decomposes the con�nement e�ects in terms of vdW and electrostatic interactions

and geometrical constrain on both guest and host systems. This decomposition

analysis shows that geometrical rearrangement are not determinant to modify

activation and reaction energies. Electrostatic contribution is the dominant con-

tribution because it varies more than other contributions from reactant complex

to transition states. Nonetheless, in the case of elimination products, van der

Waals contribution becomes as important as the electrostatic interaction to de-

scribe the computed energetic trend.

To stress on the thermodynamical enhancement induced by graphene thanks to

van der Waals interaction, the last part of the research has been the compari-

son of the reaction pro�les investigated for ethyl chloride reacting with chloride

anion with 4-chloro-1-butene reacting with chloride anion on a graphene sheet.

Butadiene product has an increased π-π interaction with graphene surface. This

comparison points out that also 4-chloro-1-butene reactions pro�le are kinetically

a�ected by graphene as for ethyl chloride. However, the elimination product

becomes more stable and the reaction energy decreases from the gas-phase to

these calculated upon the graphene sheet by 9.2 kcal mol-1, leading to a strongly

exothermic reaction pro�le.



CHAPTER 4

Deoxyribozymes

4.1 Introduction

After the discovery of catalytic RNA (ribozyme) in the 1980s, it made some sense

to assume that also single-stranded DNA could have catalytic activity. This as-

sumption was based on the fact that DNA contains almost the same functional

groups as RNA. The �rst catalytic DNA molecule, with an RNAase Pb2+- de-

pendent activity, was isolated in 1994 by Breaker and Joyce. [111] They used

the in vitro selection technique [112,113] and demonstrated for the �rst time the

catalytic possibility of DNA. Since then, using in vitro selection from synthetic

random DNA libraries, various catalytic DNA molecules (deoxyribozymes) were

identi�ed. Nowadays, a large number of DNA-catalyzed reactions are known,

[114�129] with promising potential applications in medicinal chemistry, [130,131]

nanotechnology, [132, 133] analytical chemistry, [134, 135] organic synthesis [136]

and informatics. [137,138]

Recently, the DNA catalyst 9DB1, characterized by RNA ligase activity, was crys-

tallized in the postcatalytic state. The crystallized deoxyribozyme is a strand of

44 nucleotides that catalyzes the regioselective formation of a native phosphodi-

ester bond between the 3'-hydroxyl and the 5'-triphosphate group of two RNA

fragments. The structural characterization was achieved through single crystal

X-ray crystallography, and the structural arrangement of a deoxyribozyme in its

complex tertiary structure was revealed for the �rst time. [139] The crystallo-

graphic structure corresponds to a postcatalytic conformation where 9DB1 forms

Adapted with permission from J. Chem. Inf. Model. Copyright 2019, American Chemical Society
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a complex with the ligated RNA product. These data show how 9DB1 uses the

two binding arm motifs on the RNA substrates leaving only the two nucleotides in

the ligation junction unpaired. Ribozymes with RNA ligase activity were already

found in living organisms and from in vitro selection experiments. [140,141] Inter-

estingly, the active site of RNA enzymes catalyzing the same reaction as 9DB1 is

characterized by the presence of two phosphate groups that coordinate a divalent

metal ion. This catalytic ion is supposed to provide electrostatic stabilization of

the transition state along with other speci�c groups. However, no electron den-

sity suggesting the presence of a catalytic metal ion was observed in the core of

9DB1, and the possible involvement of a divalent ion is still under debate. [139]

Another important structural feature evidenced by the crystallographic study is

the position of nucleotide dA13. Because of its proximity to the ligation junction

(about 3.1 Å), dA13 was supposed to play an important catalytic role, as sug-

gested by mutagenesis and kinetic experiments. [139]

The commonly proposed catalytic mechanism is a general SN2-like reaction where

the 3'-hydroxyl group (nucleophile) attacks the 5'-triphosphate with the assis-

tance of the dA13 phosphate group near the junction site. However, to date, the

catalytic mechanism has not been understood in detail. In principle, di�erent

reaction channels are possible, particularly the following: (i) The nucleophile (3'-

hydroxyl) is �rst activated by a proton transfer that could be accomplished by the

dA13 phosphate. (ii) The nucleophilic attack occurs without a preliminary acti-

vation and is followed by a deprotonation by dA13 of the resulting acidic trivalent

oxygen. (iii) The process is concerted, with the nucleophilic attack and deproto-

nation occurring in the same kinetic step. Since a deeper understanding of the

intimate mechanism is essential to de�ne e�ective tools that can help to improve

catalytic e�ciency, [142] we carried out a quantum-mechanical (QM) computa-

tional study at the DFT level to elucidate in detail the actual mechanism of 9DB1.

Several examples are available in the literature showing that this computational

methodology is successful to study enzymatic mechanisms. [143�155]

4.2 Computational Methods

MD Computations. To build a suitable model system for quantum-mechanical

(QM) computations, the modelling of the system started from the crystallographic

structure in the postcatalytic state (PDB: 5ckk). [139] The precatalytic state was

generated in silico by breaking the bond between the two nucleotides G51 and

A50. Then, the triphosphate group was added to generate the reactant nucleotide

GTP51. A 100 ns molecular dynamics (MD) on this precatalytic state was carried

out (broken G51-A50 bond). This MD simulation was carried out in the subspace
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of the full conformational space, i.e., the subspace corresponding to the motion

of the reactant nucleotides involved in the reaction (A50 and GTP51). Thus, only

these nucleotides were free to move while the other nucleotides were �frozen� at

their crystallographic coordinates. Quenched Molecular Dynamics (QMD) proto-

col was used to examine the 100 ns MD trajectory. 1000 snapshots (one snapshot

every 0.1 ns) were considered along the trajectory, and the corresponding struc-

tures were optimized at the MM level. The lowest energy structure (corresponding

to optimized positions of the two nucleotides A50 and GTP51) was chosen as rep-

resentative of the precatalytic state and used to generate the model system for

the QM computations (starting point for the subsequent QM optimization). The

MD calculations were carried out with the AMBER12 [22] package in implicit

water using the generalized Born (GB) solvation model. [22]

QMComputations. To reduce the size of the QMmodel system, all the residues

within a radius of 5 Å from the center of the reacting nucleotides GTP51 and A50

were included. Also, for the residues interacting via Watson-Crick base-pairing,

we removed the sugar ring and the phosphate moiety. However, the dA13 phos-

phate group was included in the model since mutagenesis studies unequivocally

demonstrate its importance in the catalysis. The resulting model system included

(a) the reacting nucleotides GTP51 and A50, (b) the nucleobase portion of dA15,

dG27, dT29, and dT30 (for each nucleobase the removed sugar moiety was replaced

by a methyl group), and (c) the dA13 phosphate group interacting with A50. A

schematic representation of the entire QM model system is given in Figure 4.1.

All QM computations were carried out with the Gaussian09 software [13] using

the M06-2X functional [20]. Two basis sets of di�erent accuracy were �rst used

to describe the system: a 6-31G* basis for the atoms involved directly in the

reacting process and a 3-21G* basis for all remaining atoms (the atoms described

at di�erent levels of accuracy are indicated in Figure 4.2). This double layer

approach is denoted as the M06-2X//6-31G*/3-21G* computational level. To

check the accuracy of this computational approach, all critical points involved

in the process (reactants Rx, transition states TS1 and TS2, intermediate Int,

and products Pd) were re-optimized using the 6-311++G** basis on the atoms

participating actively in the reaction and the 6-31+G* basis for all remaining

atoms (M06-2X//6-311++G**/6-31+G* computational level).

To preserve the geometry of the active site cavity and emulate the constraining

e�ect of the RNA-ligated DNA, during the geometry optimization, the hydrogen

atoms added to replace the removed atoms along the cut bonds and the atoms

at the edges of the model-system at their original crystallographic positions were

frozen (the �frozen� atoms are evidenced in Figure 4.2).
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Frequency computations were carried to check the nature of the various critical

points. Since the reactive system is completely exposed to water, all geometry

optimizations were carried out using the IEF-PCM solvation model [21] with the

water dielectric constant ε=78.36.

4.3 Results and Discussion

4.3.1 Reaction Mechanism Investigation

The computed reaction surface is depicted in Figure 4.3. A conventional schematic

representation of the reaction is given at the top of Figure 4.3.

A conventional schematic representation of the various critical points is given in

Figure 4.4 (Rx and TS1) and Figure 4.6 (Int and TS2). Figures 4.4 and 4.6 also

contain relevant distances to describe the reaction mechanism. The nucleobases

dA15, dT30, and dT29 (all included in the QM computations) are deleted in the

pictures since the interactions of these fragments with the reacting core are ap-

proximately constant in the course of the reaction. In Rx, the dA13 phosphate

moiety forms two strong hydrogen bonds with the 2'- and 3'-hydroxyl groups: the

corresponding O1-HO2 and O1-HO3 distances are 1.78 and 1.83 Å, respectively.

The distance between the 3'-hydroxyl and the α-phosphorus atom of GTP51 is

still rather large, the O3-P distance being 5.82 Å. Two important hydrogen

bonds involve the dG27 nucleobase (nitrogen-bonded H atoms) and the second

phosphate unit of the GTP51 triphosphate moiety (O6 and O7 oxygen atoms):

the corresponding O6-HN and O7-HN distances are 1.72 and 1.90 Å, respectively.

A transition state TS1 (Figure 4.4) was located for the nucleophilic attack of the

3'-hydroxyl on the α-phosphorus atom of the 5'-triphosphate group. This attack

is �assisted� by a transfer of the hydroxyl proton. [156] The 3'-hydroxyl proton

is �captured� by one of the negative oxygen (O4) bonded to the α-phosphorus

atom of the GTP51 triphosphate moiety. In TS1, the proton transfer and

the nucleophilic attack occur simultaneously and are an example of

�substrate-assisted mechanism� . The O3-P distance (new forming bond) is

2.11 Å, and the proton is approximately halfway between O3 and O4, the H-O3

and H-O4 distances being 1.20 and 1.23 Å, respectively. The two hydrogen con-

tacts involving the dG27 nucleobase and the second phosphate unit of GTP51 are

replaced by similar rather strong interactions with the terminal phosphate: the

O8-HN and O9-HN distances are 1.75 and 1.67 Å, respectively. These interactions

are important in maintaining the triphosphate moiety in the position suitable for

the nucleophilic attack. Interestingly, the dA13 phosphate does not �assist� di-

rectly the nucleophilic attack. However, the strong hydrogen contact involving
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the 2'-hydroxyl and the dA13 phosphate group is conserved during the transfor-

mation (O1-HO2 distance = 1.78 and 1.90 Å in Rx and TS1, respectively). This

contact can be considered as a key factor responsible for the regioselec-

tivity of the reaction: being the 2'-hydroxyl group engaged in a strong

H-bond, only the 3'-hydroxyl is available as a nucleophile to form the

new bond between the two RNA nucleotides. The computed activation en-

ergy for TS1 (rate-determining step of the process) is 22.8 kcal mol-1, a value

in good agreement with the activation free energy (22.0 kcal mol-1) that was ob-

tained from the experimental kinetic constant using the Eyring's equation. [139]

After inclusion of the zero-point energy corrections, the activation barrier does

not change signi�cantly, being 21.2 kcal mol-1 (a complete energy pro�le includ-

ing zero-point energy corrections is given in Figure 4.5). A reoptimization of Rx

and TS1 at the M06-2X//6-311++G**/6-31+G* computational level provided a

barrier of 25.2 kcal mol-1 (values in square brackets in Figure 4.3) in good agree-

ment with the previous M06-2X//6-31G*/3-21G* value. This barrier becomes

23.6 kcal mol-1 when zero-point energy corrections are considered (Figure 4.5).

This suggests that double-layer M06-2X//6-31G*/3-21G* computations provide

a reliable description of the system.

Alternative reaction channels, where the nucleophile (3'-hydroxyl) is activated

by the dA13 phosphate or no preliminary activation occurs, were examined. To

this purpose, a detailed scan of the corresponding regions of the potential surface

was carried out. These reaction paths were discarded on energy ground since in

all cases they lead to regions of the potential surface which are more than 40 kcal

mol-1 above reactants. TS1 leads to intermediate Int (15.6 kcal mol-1 higher than

the starting complex) where the α-phosphorus atom is pentacoordinated (Figure
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4.6).

The two strong hydrogen contacts involving the dG27 nucleobase and the termi-

nal GTP51 phosphate group do not change signi�cantly with respect to the initial

complex and the previous transition state. The hydrogen bond between the 2'-

hydroxyl and the dA13 phosphate group also remains signi�cant, the O1-HO2 dis-

tance being 2.63 Å. In the �nal step (transition state TS2, 18.7 kcal mol-1 above

Rx), the P-O5 bond breaks with the consequent dissociation of the diphosphate

group. The breaking of the P1-O5 bond is again �assisted� by a proton transfer

from O4 to O6, i.e., the oxygen belonging to the detaching diphosphate group.

This mechanism agrees with the evidence recently obtained for the hydrolysis re-

actions of phosphate triesters that involve phosphorane intermediates. [157] The

reaction is signi�cantly exothermic, with the energy of the products Pd being

13.5 kcal mol-1 lower than reactants.

The energy values of Int and TS2 become 18.0 and 20.7 kcal mol-1 after re-

optimization at the more accurate M06-2X//6-311++G**/6-31+G* level. The

exothermicity of the reaction changes from 13.5 to 11.2 kcal mol-1. These re-

sults are a further validation of the reliability of the M06-2X//6-31G*/3-21G*

approach.

The involvement of a phosporane intermediate suggests an addition-elimination

pathway (AN+DN), [158,159] in which the nucleophilic attack leads to a trigonal-

bipyramidal pentacoordinate phosphorus that breaks down into products in a

subsequent step. In the present case, the formation and breakdown of phospho-

rane is triggered by two �substrate assisted� proton transfers: one involving the
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3'-hydroxyl and the other the hydroxyl bonded to the α-phosphorus atom. When

zero-point energy corrections are included, Int and TS2 become almost degener-

ate, with their energy relative to reactants being 17.3 and 17.7 kcal mol-1, respec-

tively (Figure 4.5). The same trend is observed at the M06-2X//6-311++G**/6-

31+G* level: in that case, Int and TS2 become exactly degenerate, i.e., 19.7

kcal mol-1. The negligible (or non existing) barrier between Int and TS2 sug-

gests that the entire process could be a concerted SN2-like substitution with the

initial attack of the nucleophile and the expulsion of the diphosphate (leaving

group) occurring very asynchronously in two di�erent phases of a unique kinetic

step.

4.3.2 In Silico Mutagenesis

These computations clearly indicate that the H contact between the 2'-hydroxyl

and the dA13 phosphate (O1-HO2 contact) engages the 2'-hydroxyl and favours

the regioselective formation of the 3'-5' bond. At the same time, it contributes

to stabilise transition state TS1. This �nding con�rms the observation of Sal-

vatierra and co-workers on the role of the 2'-hydroxyl. These authors carried out

mutagenesis experiments by substituting the 2'-OH with other groups. The same

mutagenesis were carried out similar in silico, and the 2'-OH was replaced with

F, H, and OMe. Rx and TS1 were re-optimized for each mutated form, and

the corresponding activation barriers were computed (Figure 4.7). In these new

calculations, the M06-2X//6-31G*/3-21G* approach was used, since this com-
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putational level was demonstrated to provide a reliable description of the entire

mechanism at a lower computational cost.

The activation barrier slightly increases for F (25.4 kcal mol-1) and, then, further

increases for H (31.2 kcal mol-1) and OMe (31.6 kcal mol-1). The kinetic trend

suggested by these values is OH (nonmutated) → F → H → OMe, in agreement

with the experimental evidence [139] showing that the reaction becomes slower

when OH is replaced by F and much slower for H and OMe. The optimized ge-

ometries for the various mutated forms show that, in the absence of the hydrogen

contact, the A50 ribose moiety moves far away from the dA13 phosphate. Since

the new position corresponds to a more stable structural arrangement of the reac-

tant complex, this determine an increase of the reaction barrier. To test the role

of the dA13 phosphate, a second in silico mutagenesis was carried out, by replac-

ing either of the non bridging oxygen atoms with a sulfur atom. The computed

activation barriers for the two resulting stereoisomers Rp-P(S) and Sp-P(S) are

21.6 and 25.5 kcal mol-1, respectively. In silico mutagenesis barriers follow

the kinetic trend evidenced by the experiment of Salvatierra . [139] In the

former case, a slight increase in the enzymatic activity was evidenced (decrease in

the activation barrier of the rate-determining step TS1), while in the latter case
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the process became slower (increase in the activation barrier) as experimentally

observed. Interestingly, in Rp-P(S), the strong hydrogen bond involving the 2'-

OH group and O1 is maintained (O1-HO2 distance is 1.90 Å), and the A50 ribose

does not move signi�cantly with respect to its original position in the nonmu-

tated form. In Sp, where the sulfur atom replaces oxygen O1, the nature of the

hydrogen contact 2'-OH changes signi�cantly. Since the new hydrogen contact

involving sulfur is much weaker with respect to that of the nonmutated form

(S-HO2 distance becomes 2.43 Å), the A50 ribose can move signi�cantly from its

original position leading to a more stable arrangement of the reactant complex

and a consequent increase in the activation barrier.

4.4 Conclusions

This work showed that, in analogy to many ribozymes, [160, 161] a possible cat-

alytic mechanism of 9DB1 follows a AN+DN reaction pattern, involving a phos-

phorane intermediate, where the 3'-hydroxyl group (nucleophile) of one RNA

fragment attacks the 5'-triphosphate of another RNA fragment. This mechanism

does not require the presence of a divalent metal cation in agreement with the

experimental indications of Salvatierra [139] who did not �nd any evidence for

electron density of a catalytic metal ion.

The process is assisted by two proton transfers occurring in di�erent steps of the

reaction: one from the 3'-hydroxyl to the oxygen bonded to the α-phosphorus

atom of the triphosphate moiety of GTP51 (nucleophile activation assisted by

the substrate) and the other from the α-phosphorus atom to the second phos-

phate group of GTP51 (leaving group activation). An accurate benchmark of the

computational level demonstrated that the M06-2X//6-31G*/3-21G* approach

provide a reliable description of the reaction mechanism and its energetics.

These computations point out that dA13 is not directly involved in the reaction.

However, this nucleotide, because of its proximity to the ligation junction, plays

an important catalytic role, as suggested by mutagenesis and kinetic experiments.

The dA13 phosphate forms a strong hydrogen bond with the 2'-hydroxyl and de-

termines the regioselectivity of the process: since the 2'-hydroxyl is engaged in

a strong hydrogen contact, only the 3'-hydroxyl can behave as a nucleophile and

form the new 3'-5' bond. Also, the hydrogen contact maintains the A50 ribose in

the right position to carry out the ligation process easily.

In silico mutagenesis, where the dA13 phosphate oxygen involved in the hydrogen

contact was replaced by a sulfur atom, is accompanied by a signi�cant rearrange-

ment of the ribose position with an increase of the activation barrier. This leads

to a lower enzymatic activity in agreement with the experimental evidence. Sim-



112 Deoxyribozymes

ilarly, the replacement of the 2'-hydroxyl with di�erent groups (such as F, H,

OMe) and the consequent disappearing of the strong hydrogen contact with the

dA13 phosphate, causes a displacement of the A50 ribose from its original position

and a consequent increase in the activation barrier with a corresponding decrease

of the enzymatic activity.



Conclusions

This thesis explores new unconventional ways to promote chemical reactivity with

a computational approach. The computational approach allowed to obtain im-

portant information on the action mechanism of unusual catalytic methods which

are still characterised by serious experimental limitations. The potential advan-

tages and disadvantages of each method were carefully examined.

The �rst "unconventional" catalytic method examined here was the use of OEEF.

This method is based on the application of an external electric �eld on the react-

ing system. The �eld has important e�ects on the molecular electronic density.

Molecules are polarised along a direction which depends on the direction of the

applied �eld. This can enhance or inhibit the natural reactivity of a system.

In particular, the e�ect of OEEFs on (i) substitution SN2 reaction and (ii) elec-

trocyclic reaction was examined.

In the �rst case (i), the e�ect of the external �eld on the reaction between Cl�

and CH3Cl and the Menshutkin reaction between NH3 and CH3Cl was examined.

The results suggest that OEEF can catalyse both substitution reaction and in-

hibit the natural reactivity promoting an unfavoured mechanism which leads to

SN2 with retention of con�guration. Subsequently, the e�ect of electric �elds on

7-chloronorbornane, a class of strained compounds where SN2 reaction does not

occur easily, was investigated. Electric �elds can promote SN2 mechanism in this

class of unreactive compound.

In the second case (ii) the e�ect of OEEFs on electrocyclic reactions of 3-substituted

cyclobutene molecules was studied. It was discovered that the external �eld af-

fects not only the reaction rate but also the stereochemical output of the reaction.

In all the investigated cases, it was possible to rationalize the e�ects of the ex-

ternal �eld on kinetics and stereochemistry by examining the variation of the

induced dipole from reactants to transition state. The induced dipole can be

113
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considered a global factor which simultaneously takes into account the variation

of charges and the variation of orbital interactions due to the external �eld.

A second �unconventional� approach to catalysis examined in this thesis was the

use of CNTs as nano-reactors. Reaction are con�ned within the nanotube that

can a�ect both kinetics (acceleration or inhibition) and thermodynamics. The

e�ect of the CNT strongly depends on its radius. The host-guest interactions

a�ect the reaction energy pro�le. These interactions are mainly of electrostatic

or van der Waals nature, depending on the polarity of the molecule and the com-

plementarity between guest and CNT cavity size.

Finally, it was examined how deoxyribozyme (9DB1) can catalyse the RNA liga-

tion reaction thanks to its ability to orient RNA strands in a conformation which

allows the regioselective formation of the 3'-5' bond. Due to their structure, re-

active RNA nucleotides can be positioned close to each other. This is done by

means of the Watson-Crick base pairing which recognizes and properly orients re-

actants. After this organisation process, 9DB1 catalyses the regioselective RNA

ligation reaction by generating a highly-polarised local environment provided by

its nucleotides.
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