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Abstract

Structural health monitoring (SHM) and Nondestructive Evaluation
(NDE) technologies can be used to predict the structural remaining useful
life through appropriate diagnosis and prognosis methodologies. The main
goal is the detection and characterization of defects that may compromise
the integrity and the operability of a structure. The use of Lamb waves,
which are ultrasonic guided waves (GW), have shown potential for detecting
damage in specimens as a part of SHM or NDT systems. These methods can
play a significant role in monitoring and tracking the integrity of structures
by estimating the presence, location, severity, and type of damage. One
of the advantages of GW is their capacity to propagate over large areas
with excellent sensitivity to a variety of damage types while guaranteeing a
short wavelength, such that the detectability of large structural damages is
guaranteed.

The Guided ultrasonic wavefield imaging (GWI) is an advanced tech-
nique for Damage localization and identification on a structure. GWI
is generally referred to as the analysis of a series of images representing
the time evolution of propagating waves and, possibly, their interaction
with defects. This technique can provide useful insights into the structural
conditions. Nowadays, high-resolution wavefield imaging has been widely
studied and applied in damage identification. However, full wavefield imag-
ing techniques have some limitations, including slow data acquisition and
lack of accuracy.

The objectives of this dissertation are to develop novel and high resolu-
tion Guided Wavefield Imaging techniques able to detect defects in metals
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and composite materials while reducing the acquisition time without losing
in detection accuracy.

This dissertation will investigate sensing and diagnosis methodologies
that provide rapid non-contact inspection of damage and diagnosis of
structural health for the safety and reliability of the structure. After an
introductory part and the review of the state of the art (Chapters 1-3),
the dissertation presents the original contribution, whose description is
organized into two major parts:

• In Part I (Chapters 4-5), Compressive Sensing (CS) reconstruction
algorithms have been proposed to speed up the acquisition process.
such reconstruction can be combined with Super-resolution Convolu-
tional Neural Networks schemes to obtain high-resolution images from
low-resolution wavefield images. This dissertation research proposes
the combination of CS and CNNs to recover images captured with a
Scanning Laser Doppler Vibrometer (SLDV), by training the CNNs
with a dataset of ultrasound wave propagation images. Compressive
Sensing sub-sampling procedures were used to generate a dataset of
simulated low-resolution image acquisitions. The deep learning net-
works were then trained to recover the original high-resolution images
from the low-resolution images obtained after CS sub-sampling. This
technique demonstrates the capability of the technique for enhancing
image resolution and quality while acquiring just 10% of the original
number of scan points.

• Part II (Chapter 6) focuses on damage detection techniques applied
to full wavefield data acquired with CS procedures. The aim is
to realize an effective tool for damage detection and localization
which allows to reduce the acquisition time. One of the developed
technique exploits the compressive sensing framework to infer the
damage location and the entity from the comparison between the
wavefield reconstructions produced by the different representation
domains such as those spanning by Wave atoms (WA), Curvelets
(CT) and Fourier (FT) exponentials. This technique can be applied
in a variety of structural components to reduce acquisition time and
achieve high performance in defect detection and localization by
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removing up to 80% of the Nyquist sampling grid. Moreover, novel
alternative methodologies to process recovered wavefield data in the
wavenumber/frequency domain are presented. In particular, it is
investigated a processing strategy based on the removal of the injected
wave from the overall response, to highlight the presence of reflections
associated with damage, and on the application of the Laplacian filter
to enhance the discontinuities. The results demonstrate enhanced
damage visualization, while being compatible with CS, thus reducing
the original number of scan points.
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Chapter 1

Introduction

1.1 Overview of Structural Health Monitor-

ing

Over the last decades, monitoring the performance of an engineering struc-
ture has become a subject of increasing concern. Many structural systems,
including aircraft, bridge, and pipelines incur high maintenance costs to
ensure safety over their many years of operation. Therefore, there is a
significant need for approaches to monitor and forecast the remaining ser-
vice life. In this context, the broad disciplines of nondestructive testing
and evaluation (NDT&E) and structural health monitoring (SHM) can be
distinguished based on the inspection methodologies adopted: NDT&E
monitoring is typically performed when the structure is offline, while SHM
is based on permanently installed sensors, suitable for real-time monitoring
over the whole structural life-cycle. The aim of both NDT&E and SHM is
to improve safety and reduce maintenance costs. [14–17].

An SHM system behaves like the nervous system and appears extremely
attractive for a wide number of engineering applications, from the aerospace
industry to the chemical and power generation industries, and pipelines. Fig.
1.1 shows some possible engineering applications for SHM. SHM systems
can be roughly divided into two groups: passive and active [1]. Passive
technologies are based on the acquisition of signals, such as vibrations or

1
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acoustic emissions, generated by the structural loading or by external events
such as impacts, while active technologies are based on the interrogation of
the structures with controlled inputs.

Figure 1.1: Engineering applications for Structural Health Monitoring.

Damage detection and predicting the remaining service of an aged
structure are the most important concerns in the NDT&E and SHM com-
munities [18,19]. By combining several sensing devices and signal processing
methods, an efficient monitoring system generally requires [20] to under-
stand the mechanics of damage and its interaction with diagnostics [21]
through the computation of local and global structural features. Vibration-
based methods are global damage detection techniques that can be applied
to structures for detecting changes in characteristics such as natural fre-
quencies, modal shapes, modal damping. These methods have been widely
investigated in the literature [22–28]. Local inspection methodologies include
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Figure 1.2: Guided wave testing (GWT)

visual inspections, ultrasonic testing, X-ray, eddy current, dye penetrates,
magnetic particle, acoustic emission testing [29, 30] and Guided-wave (GW)
testing, which has emerged as one of the most prominent among the tech-
niques capable of damage detection, location, and characterization. As will
be discussed in the following sections, these methods can play a significant
role in monitoring and tracking the integrity of structures to estimate the
location, severity, and type of damage. A schematic of the overall concept
of Guided Wave Testing is shown in Fig. 1.2. In this schematic, guided
waves are generated by the actuator and measured by the receiver.

A GW system consists of transducers for actuation and sensing of
elastic waves. The transducers are connected to signal generators or data
amplification and acquisition systems for sensing. Data acquired by multiple
sensors are usually transferred to a central processing unit to predict and
estimate the location and size of defects and consequently, the remaining
useful life of the structure. In some embodiment, the generated waves
are sensed with non-contact device which allow for the acquisition of the
propagating wavefield on large areas.

The goal of this thesis is to investigate guided wave-based techniques to
locate, and visualize defects in materials from Guided Wavefield Imaging
(GWI).
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1.2 Guided Waves based SHM

Guided waves are elastic waves whose wavelengths are comparable to
or greater than the thickness of the structure they propagate in. More
specifically, guided waves are categorized into four main wave types based
on various boundary conditions: Lamb, Rayleigh, Love, and Stonley. Lamb
waves exist in thin plates or layers as they propagate along the stress-free
boundaries [31], Rayleigh waves [32] which propagate close to the free
surface of elastic solids [33], Love waves, Stoneley and Scholte waves that
travel at material interfaces [34–37].

One of the advantages of Guided Waves (GW) is the capability to
propagate over large areas with reduced attenuation [38,39]. GW are well
suited for non-destructive evaluation of a wide variety of structures and
assemblies (composites, multi-layer structures, bonded or welded joints, etc.)
and can qualitatively (and to some extent quantitatively) reveal the presence
of a large variety of existing damages [9, 40–42]. For example, Castaings et
al. [43] reported that transmission and reflection coefficients measured in the
scattering field can be inversely used to size the cracked zones. Thanks to
these features, in recent years, countless GW strategies have been proposed
for detecting, locating and characterizing damage [44–51].

1.3 Guided wavefield Imaging

The wavefield imaging is an advanced technique for Damage identification
and localization at the SHM system. Wavefield imaging refers to acquiring
wavefield data over an area in order to study the time or frequency evolution
of wave reflections, and, in particular, the scattering and wave speed changes
that resulted from the presence of damages. Scattered wave directions are
shown in Fig. 1.3. Scattered waves that propagate in the same direction as
incident waves are referred to as forward scattering while scattering in the
opposite direction is generally referred to as backscattering.

The analysis of these signals can provide insights into the properties
of the materials and the characteristics of damages and acoustic sources.
Wavefields can be actuated and sensed with various techniques, such as
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Figure 1.3: Illustration of incident and scattered waves.

those based on air-coupled probes or scanning laser Doppler vibrometers.
However, wavefield imaging requires the collection of a large amount of data.
Moreover, even in the laboratory environment, measurements should be
often repeated and then averaged in order to avoid the effect of acquisition
noise. Therefore, there is a recognized need in reducing and compressing a
large number of sampled waveforms to reduce the acquisition time.

1.4 Motivations and objectives

This thesis will focus on inspection systems, where wavefields are generated
by a fixed piezoelectric transducer and measured by scanning laser Doppler
vibrometers (SLDV), or air-coupled moving transducers. The use of air-
coupled transducers, which have the advantage of lower cost and fast scan
speeds when compared with SLDV, have several disadvantages, mainly
related to data quality. Conversely, in the case of SLDV, the principal
disadvantage is that it needs several hours of automatic measurements, and
time-consuming averaging procedures are often necessary to improve the
signal-to-noise ratio (SNR) of ultrasonic responses.

Accurate detection of damage in plate like structures is the primary
purpose of wavefield imaging procedures. Wavefield imaging may provide
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details of guided waves propagation from the source, reflections from speci-
men boundaries, and scattering from discontinuities within the structure
which may be associated to defects. Several imaging algorithms have been
implemented for identifying and characterizing damage in the plate-like
structures, such methods enable the measurement of structural response
with high spatial resolution. However, most of the damage identification
techniques require a long scanning time to achieve a high SNR for damage
imaging results, e.g. one to six hours can be required to scan a 10×10 cm2

square area. Therefore, the need to implement efficient, fast, and reliable
wavefield scanning techniques while preserving the accuracy of detection
has become increasingly important.

Given the current limitations of Guided Wavefield Imaging techniques,
the purpose of this dissertation is to develop novel and rapid GW imaging
approaches for plate-like structures. The main goal is to show the effec-
tiveness of the proposed methods, leading to an increase in the speed of
inspection, without sacrificing the quality of wavefield images.

1.5 Contribution and Organization

The main contributions of this Thesis are:

• It is shown that a consistent reduction in the number of scan points
(up to 90% of the Nyquist sampling grid) can be achieved by combin-
ing Compressed Sensing (CS) and Super-Resolution (SR) techniques
trained with a large dataset for enhancing image resolution in Ultra-
sonic wavefield while minimizing the acquisition time [52].

• The development (and validation through comparative studies) of
novel damage detection techniques usable in various structural com-
ponents and compatible with the removal of up to 80% of Nyquist
sampling scan points.

This document is organized as follows:

• A brief review of Lamb waves based inspections is proposed in Chap-
ters 2 and 3. In particular, technologies for Guided wave excitation
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and sensing systems will be reviewed in Chapter 2, while Chap-
ter 3 describes damage imaging methods based on Lamb waves, by
distinguishing methods based on in situ sensors from non-contact
methodologies based on the scanning of wavefields (Guided Wavefield
imaging - GWI).

• Chapter 4 presents the theory of Compressive Sensing (CS) and its
application in the context of full wavefield inspections.

• Chapter 5 presents the development of a rapid algorithm for wavefield
imaging based on a combination of CS and Convolutional Neural
Networks (CNNs). In particular, the main goal of this Chapter
is to show the effectiveness of combining CS with deep learning
methods. It is shown through dedicated metrics that the combined
use of CS and Super-Resolution CNNs can lead to a high-quality
recovery of wavefield images in structures with a reduced number of
samples. Moreover, this document analyzes how crucial, in the quality
of the High Resolution (HR) image recovery, can be the creation
of a large and representative training database of wavefield images
and the proper tuning of CS parameters. Then, a novel wavefield
imaging method, which is subsequent to the acquisition phase, will
be investigated in order to locate the existing damage. This work has
been published in [52].

• In Chapter 6, the Compressive Sensing acquisition process is evaluated
in terms of suitability to compute image features for damage detection.
In particular, this thesis will show the results related to the application
on the CS wavefield data of multiple analysis algorithms, namely the
local Wavenumber Estimation technique [53], the Cumulative Kinetic
Energy [54], and the differential CS imaging. The latter technique is
based on the recovery of the full wavefield signal by using different
sparsity promoting dictionaries and different subsampling strategies.
This work has been published in [55]. Moreover, it will be proposed
a methodology for damage detection based on Laplacian filtering.
Several experiments were performed on aluminum, composite and
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epoxy structures to illustrate the pros and cons of the different damage
imaging modalities.

• Finally, Chapter 7 draws the conclusion of this dissertation and
presents possible future directions and open areas in GWI research.



Chapter 2

Guided Waves Detection

2.1 Fundamentals of Lamb waves

Lamb wave propagation analysis conveys a rich informative content regard-
ing the subsurface abnormal features of the inspected structures [56]. The
characteristics of the propagating waves in a structure are also influenced
by variations in environmental and operational conditions [57–59]. Conse-
quently, in Lamb waves inspections, it is necessary to compensate for tem-
perature effects [60–62], and those generated by the applied stress [63–66].

Lamb waves are multimodal (meaning that multiple wave modes may
propagate in a given frequency interval), and dispersive, (meaning that the
phase velocity is a function of frequency) [67]. Dispersion curves and mode
shapes are important features of guided waves, and they are directly related
to both the intimate structure and mechanical properties of the medium, in
parallel to the edges of plates and through the entire thickness. Dispersive
and multi-modal characteristics are significant challenges in Lamb wave
analysis [68,69], and, consequently, the first steps to develop appropriate
data analysis algorithms for damage detection are related to the estimation
of the wave speed of the propagating guided wave modes [1].

Two types of Lamb waves modes are usually defined in plate structures:
symmetric (S) and antisymmetric (A). The interactions of the fundamental
Lamb waves with symmetrical and asymmetrical discontinuities have been
documented by Benmeddour et al. [70]. A symmetric mode often implies

9
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Figure 2.1: Dispersion curves of a 1 mm thickness aluminum plate: (a)
group velocity dispersion curves, and (b) phase velocity dispersion curves.

thickness bulging and contracting while an anti-symmetric mode presents
constant-thickness bending [71]. Fig. 2.1 shows dispersion curves of a 1 mm
thickness in the aluminum plate. The dispersive nature shows the guided
wave speed changes with respect to frequency. For damage diagnostics,
Lamb waves are usually generated by a surface-mounted or embedded
PZT actuator. Depending on the frequency-thickness product, an infinite
number of modes may exist in the waves. However, only the first symmetric
(S0) and antisymmetric (A0) modes are commonly used by limiting the
frequency of the diagnostic wave under a cut-off, above which the higher
order modes like A1 and S1 appear. Symmetric modes have more radial
in-plane displacement of particles, whereas anti-symmetric features mostly
out-of-plane displacement. The distinct particle motion patterns of the two
modes create possibilities of using a specific mode to detect a particular
type of damage Fig. 2.2.

The analytical description of Lamb waves in a plate is provided by the
Rayleigh–Lamb equations. In particular, the wavenumber, k, of a possible
propagating Lamb mode for a given frequency, ω, is found as a real solution
to the Rayleigh-Lamb characteristic equations:

tan(qh)

tan(ph)
= − 4k2qp

(k2 − q2)2
, S Modes (2.1)

tan(qh)

tan(ph)
= −(k2 − q2)2

4k2qp
,A Modes (2.2)
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Figure 2.2: Symmetric and anti-symmetric Lamb wave modes.

p2 = w2

c2L
− k2, q2 = w2

c2T
− k2, and k = ω

cp

where h, k, cL, cT , cp, ω are the half plate thickness, wavenumber,
velocities of longitudinal and transverse modes, phase velocity and wave
circular frequency, respectively. It was found that (2.1) gives rise to a family
of waves whose motion is symmetrical about the midplane of the plate,
while (2.2) gives rise to a family of waves whose motion is antisymmetric
about the midplane.

Modeling and simulation efforts for guided wave in the context of SHM
date back to early 1990. The literature in this area encompasses understand-
ing wave characteristics and dispersion relation, wave-damage interaction,
transducer structure coupling, the effect of environmental factors, etc.
Modeling methodologies can be numerical, analytical and semi-analytical.
Review article on simulation methods for guided wave (such as [72–74])
provides a compilation of such important studies.

2.2 Sensing and actuation of guided waves

Guided ultrasonic wave detection can be either based on transducers bonded
to the inspected structure or non-contact transducers. The choice of trans-
ducers is mostly based on factors such as sensitivity to mechanical responses,
compatibility with the geometry of the structures, the efficiency of stress or
energy transfer, lower level of interference of transducer dynamics with the
wave propagation, frequency of operation, or environmental conditions [75].

Various types of transducers such as piezoelectric, inter-digital, macro-
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fibre and microelectro-mechanical systems are utilized for actuation and
registration of signals of propagating elastic waves [76, 77]. Air coupled
transducer and Laser Doppler Vibrometer (LDV) are tools capable of
measuring a wavefield in an area [78].

2.2.1 Piezoelectric contact transducers

Guided waves can be excited and sensed by piezoceramic (PZT) based
transducers bonded to a specimen [79]. Other alternatives are piezoelectric
wafer active sensors (PWAS) (Fig. 2.3 a) [1,80], comb transducers [81] (Fig.
2.3 b), macro fiber composites (MFC) (Fig. 2.3 c), angled piezoelectric
wedge transducers [82–85] (Fig. 2.3 d) which have been used as both
actuators and sensors in non-destructive testing systems [67], polyvinylidene
fluoride (PVDF) transducers and fiber optic sensors [86–88] (Fig. 2.3 e),
and electromagnetic acoustic transducers (Fig. 2.3 f) [89].

PWAS are small, light and suitable for surface-mounting or embedding
in structures. Furthermore, PWAS can serve several purposes, such as
high bandwidth strain sensors and exciters, resonators, and embedded
modal sensors, therefore many researchers investigated the modeling of
transducer-structure interaction [90–93], also including the effect of the
bonding interface [94–98]. In recent years, many researchers studied how
PWAS actuators can achieve more flexibility and directionality [99, 100].
In particular, the PZT guided wave actuation and its mechanisms have
been well established [1, 80,101–104]. It is worth noting that piezoelectric
actuators, even when circularly shaped, may generate non-axisymmetric
wavefield amplitude distribution [93].

2.2.2 Air-coupled transducers

Air-coupled ultrasonic testing (AUT) is based on transducers interacting
with a specimen through a thin layer of air [105] (Fig. 2.4). AUT has
shown potential for non-contact inspection of built-up structures [106–108].
Air-coupled probes can insonify and detect leaky guided waves from the
component by exploiting as coupling agent the pressure filed in air actuated
by the probe, when the probe is driven as an actuator, or received by the
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Figure 2.3: Examples of various transducers: (a) PWAS [1]; (b) Comb
transducer [2–9]; (c) MFC [8]; (d) Wedge transducers [10]; (e) FBG [11]; (f)
EMAT transducer [12].
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Figure 2.4: Composite plate and Air-coupled transducer.

probe from the component in case of sensing [109]. In addition, air probes
can detect over the defect area high-frequency wave components, due to the
contact nonlinearity of the defect vibrations [110,111]. The advantages of
AUT include fast scan speeds, low cost, the possibility to excite pure Lamb
wave modes [112–114] and to inspect irregular and inaccessible regions under
harsh environments. However, AUT has also several disadvantages, mainly
related to data quality [115]. Because of the difference of impedance between
the air and the specimens, guided waves generated by air-coupled transducer
are often of low amplitude [106, 116–120]. In [121], a new system of air-
coupled transducer has been designed to generate higher amplitude guided
waves in composites. The setups described in [122–126] are examples of
hybrid systems in which PZT transducers are used as guided wave actuators
and an air-coupled transducer is used to measure the propagating waves.
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2.2.3 Laser Doppler Vibrometry

A Laser Doppler Vibrometer (LDV) is a device that employs a Laser beam
and the Doppler effect to measure the velocity of a moving object [127] Fig.
2.5. Optical Lamb wave measurements started in [128] by using an optical
fiber Michelson interferometer, and [129] concentrated on a portable laser
vibrometer that was developed for surface vibration measurement [130].
Laser vibrometry sensing provides a series of images that visualize the wave
propagation and interaction. The advantage of SLDV is the possibility of
automatic measurements over a large number of grid points. To improve
the signal-to-noise ratio of full wavefield measurement, signal averaging
is performed. One disadvantage of SLDV is it that needs several hours
of automatic measurements because the measurements are performed at
one point in space for a specified time and then repeated on a very dense
grid of points with the same wave excitation. A 1-D SLDV can only
measure the motion along the laser beam. When the test structure is placed
normal to the laser beam, the 1-D SLDV can measure the out-of-plane
wave components which are well-suited for studying anti-symmetric Lamb
wave modes. However, 3-D SLDV provides 3-D wave components (X, Y
and Z components), which contain rich information to assist the analysis of
complicated wave propagations and interactions [131].

The investigation of symmetric and antisymmetric modes of Lamb waves
which correspond to a specific distribution of in-plane and out-of-plane
displacements using SLDV was presented in [132–134]. Wavefield images
with high spatial resolution using SLDV have been explored in [135]. Laser-
vibrometers that are used for recording the surface velocities of structural
components from delaminations were presented in [136,137]. Ostachowicz
et al. used a 3-D laser scanning vibrometer to measure wavefields of Lamb
waves and to understand the interactions between the waves and structural
discontinuities such as notch and holes [138]. Swenson et al. compared the
1-D and 3-D SLDV measurements of Lamb waves that were excited by a
piezoelectric transducer [133]. They showed that the 3-D SLDV can provide
both in- and out-of-plane wave components, which are especially important
for the study of both symmetric and antisymmetric wave modes.

Sohn et al. used a 1-D SLDV to visualize the wave interaction with
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Figure 2.5: Scan Laser Doppler Vibrometer (SLDV)

delamination damage in a composite plate and observed the “standing waves”
trapped by delaminations [139]. Ruzzene [140] and Michaels et al. [132,141]
measured full wavefield with a 1-D SLDV to detect delamination and
crack damage. They also compared the wavefield measured by the 1-D
SLDV with the wavefield measured by the traditional scanning air-coupled
ultrasonic transducer (SAUT) [141]. The comparison showed that the SAUT
measurement has a better SNR, while the SLDV result exhibits less ringing
and is more broadband. In [142], both scanning laser Doppler vibrometer
and air-coupled transducer were used for crack detection and crack length
evaluation.

Laser vibrometers for measuring full wavefield have been used in many
other researches [13, 143–160]. Such techniques are based on fixed point
actuation using conventional piezoelectric transducers or contact probes.
Alternatively, wavefields can be generated at scanning locations with a pulse
laser and then measured with a piezoelectric transducer [161,162], or with
a fixed LDV [163].
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However, the most common approach is to generate the wavefield with
attached piezoelectric transducers and acquire with SLDV in the spatial and
temporal domains to measure the displacements associated with the elastic
wave’s motion. This is done using either mechanical motion to move the
laser head of the LDV over the material’s surface [45] or by using systems
with precision controlled mechanical mirrors [164].

2.2.4 Other sensing methods

Pulsed Laser [165, 166], is another wavefield imaging modality. Defect
visualization using pulsed lasers for excitation has been extensively used
[53,161,162,167–172]. In [173–175] the generation of the guided waves at
arbitrary locations was performed with pulsed lasers, then the corresponding
responses were measured at a single point using a conventional ultrasonic
transducer.





Chapter 3

Damage imaging

3.1 Damage imaging with in situ sensors

Guided wave SHM technologies based on phased arrays of permanently
installed piezoelectric transducers have been widely investigated in the
literature [6, 176–184]. Sparse arrays concepts [185, 186], time-reversal
methods [187–189] and tomography [190,191] are the ground basis for the
implementation of several damage imaging methods. which show a good
application potential [6, 185,187,192–198].

Unfortunately, the propagation of the guided waves is very complex
because it is influenced by different conditions, such as holes and irregu-
lar geometries [199], presence of corrosion [200], somehow unpredictable
scattering in the defective area characterized by delaminations [201], or
various crack orientations [202], reflection of guided modes in the inspected
specimen [203], and also the sensor-pair, that may be attached on the
two opposite sides of the plate at the same location or in several different
arrangements [202,204,205]. Moreover, guided wave propagation is charac-
terized by its dispersive and multi-modal nature which further complicates
the acquired signal interpretation. Therefore, the analysis of Guided wave
requires the use of signal processing techniques such as dispersion compen-
sation [206, 207] and mode filtering [140, 141] or the usage of multiscale
representations [208,209]. For example, in [210], adaptive dispersion com-
pensation was performed to improve imaging of defects on an aluminium

19
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plate using a distributed transducer array.
There exist some techniques to experimentally measure the dispersion

relations of a media such as the one presented in [211], which investigated
an accurate determination of dispersion curves by applying the matrix
pencil method. The authors of this study were able to extract automatically
smooth curves of different symmetric (S) and antisymmetric (A) Lamb
wave modes from experimentally measured data on an aluminum plate
and compared to theoretical values. Regarding the guided wave mode
extraction and separation, a time–frequency ridges based method has been
proposed by Xu et al [212]. In addition, with the known dispersion curves,
the dispersive Radon transform can be used to extract the individual mode
component efficiently [213]. Moreover, works in the area of time–frequency
representations (TFRs) have been proposed in [214–216]. In order to improve
TFRs for guided wave signals, a considerable amount of work has been done,
including short-time Fourier transform [217], reassigned spectrogram [218],
warped frequency transform [219], and chirplet transform [220] that have
been employed to process Lamb wave signals.

The techniques for signal analysis can be very sophisticated when the
transducers are used in a purely passive manner for the localization and
characterization of acoustic events occurring in the structures (e.g. those
Due to impacts). In this application domain, impact localization is based
on the time differences of arrival through peak detection techniques and
the analysis of the structure geometry [221–223] as well as on the study of
impact mechanical model [224,225].

Most of the scientific literature, however, is dedicated to active meth-
ods, i.e. methods in which one or more transducers are used to actively
interrogate the structures. Some of these methods are reviewed in the next
subsection.

3.1.1 Guided wave array imaging

Active guided wave array imaging methods can be categorized into two
groups: i) sparse array imaging, in which sensors are sparsely distributed
over the structure being inspected [185–189], and ii) phased-array imaging,
in which sensors are physically placed close to each other [6, 12, 176–179,
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181–184].

In both cases, it is important to minimize the array elements in order to
reduce the complexity associated to transducers and to the processing of the
large amounts of recorded data. This can be done by optimizing the sensor
positioning, as well as by increasing the resolution of the damage localization
procedures [226–229]. Diligent et al. [230] measured the evanescent waves
generated at a free end of a plate upon reflection of the first symmetrical
mode. They found that evanescent modes can be neglected at distances
five times the plate’s width.

Guided wave sparse arrays for SHM were proposed by Wang et al. [192].
In their approach, a synthetic time-reversal imaging algorithm was used
to process sparse array data to obtain an intensity image for locating and
sizing damage. Later, Michaels and Michaels applied time shift averaging
algorithms to differential Lamb wave signals filtered at multiple frequencies
[231]. A set of images corresponding to each center frequency is then
generated and combined to form an image for locating the damage. They
used time shift averaging to process the differential signals filtered at
multiple frequencies, resulting in multiple images of the component being
inspected. Later, Michaels et al. presented an in-situ sparse array for
damage detection, localization and characterization in plates by using
differential signals between diagnostic signals and baselines, and the delay-
and-sum algorithm to construct intensity images [185].

Hall and Michaels proposed a weighting coefficient to the traditional
DAS method to decrease the noise and artifacts by using the so-called
minimum variance distortionless response method [232]. The time-reversal,
delay-and-sum and MVDR methods all rely upon baseline subtraction to
separate scattered signals from direct arrivals and geometrical reflections.
However, in real applications, baseline data may not be available, or the
baseline data may have been recorded under mismatched environmental or
operational conditions. Lee et al. developed a baseline-free imaging method
which was based upon estimating the source waveform and then adaptively
removing the direct arrival from each received signal [184].

A multiparameter approach was presented in [233] using the reconstruc-
tion algorithm which enhanced the damage localization of single detection
framework by extracting different features from the propagating wave.
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Sparse arrays have been used for various applications. For example, a
baseline subtraction method has been implemented for a numerical study
on guided wave based damage detection in the corrugated steel door of a
commercial shipping container [186]. Cho and Lissenden used a sparse array
on a multi-fastener joint for fatigue crack growth monitoring [234]. Yu and
Leckey used Lamb-wave based sparse arrays by a frequency-wavenumber
domain analysis using 2-D Fourier transform for crack detection in an
aluminum plate [154]. Su et al. utilized the time of flight (TOF) between
the incipient fundamental symmetric Lamb waves and delamination-induced
fundamental shear horizontal mode to triangulate the delaminations in
composite laminates [193].

Chen et al. have developed a load differential method that evaluated
the crack detection with the load dependence of the crack openings. The
delay-and-sum imaging algorithm was used to visualize the opening effects
on the cracks due to the increasing tensile loads [235].

Guided wave phased arrays with closely spaced sensors have been studied
intensively and show some advantages such as efficient and flexible control
of the beam direction, reinforced wave energy in the beam, large area
inspection with a small sensing area, improved signal-to-noise-ratio, and
promising damage detection results [6, 12,176–179,181,182,236–243].

An embedded-ultrasonic structural radar (EUSR) with 1D linear phased
arrays for thin-wall metallic structures was developed in [176]. This work
showed the capability of 1D linear phased array in detecting both broadside
and offside cracks in metallic plates. However, 1D linear arrays have some
limitations, such as the degradations of beamforming properties at angles
close to 0° and 180° directions, and the half-plane mirror effect, that does
not allow discriminate between a target placed above the array and a
target placed below the array. [1]. 2D planar arrays have been adopted
to overcome the limitations of 1D linear arrays because they can perform
full-range (360 deg) beam steering and reduce the mirror effect, as well as
provide more control and optimization parameters for improving the array
performance [1, 6, 12].

Wilcox presented omnidirectional guided wave EMAT transducer arrays
which contain a circular pattern of elements for the inspection of large areas
of aluminum plates based on phased arrays with 2D circular configurations



3.1. DAMAGE IMAGING WITH IN SITU SENSORS 23

[12]. The work [6], proposed by Giurgiutiu and Yu, is based on the use of
piezoelectric wafer active sensors (PWAS) that can be directly mounted
on the surface of plate-like structures or even embedded between layers
of composite structures. This work studied the 2D phased arrays design
and its implementation for damage detection in aluminum plates. There
are various 2D phased array configurations, such as cross-shaped array,
rectangular ring array, circular ring array, and concentric circular array.

Koduru et al. proposed a 2D phased annular array transducer that
can generate mode controlled Omni-directional guided waves in isotropic
plate [244]. The work by Ambrozinski et al. proposed an efficient tool
for the designing of 2D phased arrays for isotropic plates [238]. Yoo et
al. developed a 2-D spiral phased array by using piezoelectric-paint for
isotropic panels [182]. A frequency-steerable 2D periodic array of emitters
can be used to drive all the elements simultaneously with a narrowband, or
tone burst, signal such that there is constructive interference in a particular
angular direction [183].

The detection of defects can be further complicated by the anisotropicity
of the inspected materials. Phased arrays for composite materials have
been investigated in [178] and by Yan and Rose in [245]. Rajagopalan et
al. used weakly anisotropic wave modes [246]. They adopted an array of a
single transmitter and multiple receivers (STMR) for damage localization
in a composite plate.

Vishnuvardhan et al. used the STMR array to detect impact induced
delamination damage in a quasi-isotropic composite plate. Leleux et al.
used ultrasonic phased array probes for long range detection of defects in
composite plates [242]. Purekar et al. adopted a linear PZT sensor array
and a finite element modeling method to obtain frequency narrowband
Lamb wave signals and the corresponding wavenumber curve respectively.
Based on the wavenumber curve, a spatial-wavenumber filter was realized
to be a directional filter to search the damage direction [178]. Osterc et al.
studied the beam-steering of 1D linear arrays in composite laminates [247].

In composite plates, the group velocity direction is not always parallel
to the phase velocity direction. Moreover, the wavenumbers, phase velocity
and group velocity in an anisotropic composite plate are directionally
dependent [192, 248,249]. Therefore, they have significant influences on the
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phased array beamforming.

3.2 Damage imaging based on wavefield anal-

ysis

As anticipated, Guided wavefield Imaging (GWI) is an inspection technique
relying on the collection of large amounts of information provided by the
detection of guided wavefield to identify surface and subsurface defects. The
wavefield is stored in 3D arrays W (x, y, t), taking into account measurement
locations and time instants. Wavefield imaging has proven to be a valuable
tool for studying guided waves in various materials and quantifying their
interactions with defects [250]. For example: in [251], wavefield imaging
was used to identify damage in reinforced-concrete walls by using LDVs to
measure guided waves, in [252], to localize thickness variations in aluminum
using sub-1 MHz waves; and in [253] to investigate characteristics of piezo-
ceramic sensor damage and degraded performance. Additionally, efforts
have been made to use LDVs and wavefield imaging for composite material
inspection. In this field, several studies have shown effective identification
of matrix cracking and layer delaminations [254].

3.2.1 Wavefield imaging basics

The term guided ultrasonic wavefield imaging is generally referred to as the
analysis of a series of images representing the time evolution of propagating
guided ultrasonic waves over large areas and, possibly, their interaction with
defects. During the last decade, ultrasonic wavefield imaging technology
has proven to be an effective nondestructive ultrasonic inspection tool for
various engineering materials [140,250,255,256].

The wavefields can be generated and received with various kinds of trans-
ducers and may allow diagnosing the health of structures by determining
the location and the extent of the defects [141]. Typically a source at a fixed
position generates ultrasonic waves in a structure, and a scanning receiver
collects the corresponding ultrasonic wave responses across a predefined
spatial sampling grid on the surface. Using the scanning measurement data
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sets, wavefield images are generated, where the interaction between propa-
gating waves and the structural features can be observed and determined.
Fig. 3.1 shows some snapshots of wavefields at 60 µs, 81 µs and 110 µs in
the aluminum plate 5mm with cross shaped cut.

Fig. 3.2 shows a surface plot of waves propagating in an aluminum plate
and interacting with a clamped mass, (in-plane and out-of-plane directions).
Fig. 3.3 gives the experimental results of displacements in the z-direction
at 150 kHz, 75 kHz, and 40 kHz excitation frequencies.

Another example of a guided ultrasonic wavefield image is depicted in
Fig.3.4 (a) and (b), which show the experimental setup and a snapshot
at 98µs of waves propagating in a simple aluminum plate and interacting
with a clamped mass. The multiple wavefronts generated by the embedded
transducer and scattered by discontinuities are clearly visible. In the selected
frequency range (75 kHz), two modes (S0 and A0) are generated, but A0
mode has much greater amplitude than S0 mode.

The wavefield imaging technology usually is combined with an additional
data processing method to extract damage-induced scattered wavefields,
thereby visualizing possible damage in a structure [13,141,257].

Time slice images, waveform envelopes, accumulated kinetic energy
[255,258], and standing wave filtering [259], are useful features to highlight
the characteristics of the inspected medium and the presence of defects.
For example, Fig.3.4 (c) shows that the processing of wavefield acquisitions
can be adopted to highlight the position of the defect [13,54,146].

Alternatively, the collected data can be analyzed in time and frequency
domains [141] or by using multiscale representations [209], as will be further
discussed in the next section.

3.2.2 Wavefield analysis and Damage Detection tech-
niques

Damage detection techniques can be based on measurements from dis-
tributed sensors. However, these techniques have several limitations in-
accurate damage localization and characterization [154]. These limita-
tions can be overcome through the acquisition and analysis of full wave-
fields [13, 132,153,260–262].
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Figure 3.1: Snapshots of wavefields at 60 µs, 81 µs, and 110 µs in an
aluminum plate.
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Figure 3.2: Wavefield propagation imaging plots for 75 kHz excitation:
(a) in-plane X direction, (b) in-plane Y direction and (c) out-of-plane Z
direction

Figure 3.3: Experimental results of displacements in the z direction: (a) at
150 kHz excitation, (b) 75 kHz excitation, (c) 40 kHz excitation.
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Figure 3.4: (a) Sketch of a setup constituted by a simple aluminum plate
with a clamped mass, (b) Snapshot at t = 98µs of the measured ultrasonic
wavefield; (c) damage image generated by computing the maximum value
of the wavenumber-domain filtered signal, as suggested in [13]. The white
dot circle represents the actual position of the clamped mass.

Applications

Wavefield imaging methods may contribute to the understanding of how
guided waves interact and are reflected by structural features such as edges,
stiffeners, bolts, rivets, and various types of defects such as cracks [185],
corrosion [263], and impact damage [139]. It is worth noting that delamina-
tions [264], and hidden delaminations [265], [152] have unique scattering
patterns [266], which can be tracked with full wavefields representations.

In a recent work [267], the improved imaging method was developed to
obtain accurate results of localization and sizing damages in metallic plates
and composite laminates. Kudela et al. [268] studied the relation between
impact energy and BVID detectability through a suitable wavenumber-
adaptive image filtering.

Due to multiple reflections that may be induced by delamination in com-
posite plates, most detection methods focus on locating the delamination,
without quantifying its depth and size [139,141,178,193,258,269–283].

However, the quantification of delamination depth can be attempted by
performing a deeper characterization of the wave propagation in the defective
region [272,284–286]. In particular, Ramadas et al. studied the interaction of
the antisymmetric A0 mode with symmetric [287]. In particular, the trapped
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energy phenomenon of guided waves in delaminated composites has been
studied experimentally through the use of wavefield images obtained from
laser vibrometry tests [139,288]. It was shown that the incident wave energy
is divided above and below the delamination, propagating independently
through the upper and lower laminates. As waves propagate towards
the edge of delamination damage, a portion of wave energy is reflected
backwards from the far edge of the delamination. Then the reflected waves
in the damage region pass back above the delaminated area and experience
reflections at the original entrance to the delamination region. The process
is repeated until the energy is dissipated. This complicated behavior has
been revealed by computer simulations and visualization in [289]. In [273],
a damage detection procedure of aerospace composites based on three-
dimensional (3D) wave interaction was described. Glushkov et al. also
observed wave energy trapping and localization in strip delamination from
wavefields measured by laser vibrometry [269]. Guided wave energy trapping
in delamination damage has also been quantitatively studied in [284]. The
trapped waves compared to those traveling in the undamaged area have
different wavenumbers. Therefore, it is expected that by analyzing the
trapped waves, the delamination dimensions can be quantified [284].

Frequency-wavenumber representations

Although guided wavefields in time-space domain can visually show guided
wave propagation and interaction, detailed wave signatures such as wave
modes, frequencies, and wavenumbers are not directly available. To achieve
these detailed wave signatures guided wavefields can be converted from
the representation in the time-space domain to the representation in the
frequency-wavenumber domain. For example, spatial Fourier transform
(FT) approaches have been proposed for scattering analysis in composite
structures in [290,291].

By using multidimensional FT, time-space wavefields are transformed
to frequency-wavenumber spectra, where different wave modes and wave
components can be easily identified and extracted for further analysis
[139, 141, 285, 286, 292, 293]. FT 2D and 3D methods have been applied
to wavefield data by many authors to quantify propagation and filter
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wavefields to extract, for example, a single-mode or propagation directions
[140,141,270,294].

Alleyne and Cawley used 2D FT to transform a guide wavefield into
the frequency-wavenumber domain where they obtained detailed dispersion
information of multi-modal Lamb waves [295]. Wilcox et al. proposed a
dispersion compensation method by transforming the frequency spectrum
to the wavenumber domain through linear interpolation and then compen-
sating the dispersion effect in the wavenumber domain [180]. Hayashi and
Kawashima used a filtering technique in the frequency-wavenumber domain
and successfully separated A0 and S0 modes [270]. Ruzzene presented a
damage visualization technique by filtering the damage reflection waves in
the frequency-wavenumber domain and demonstrated an application on
crack damage visualization [140]. Michaels et al. presented source removal
and wave mode separation techniques by using frequency wavenumber
filtering and demonstrated applications on delamination and crack detec-
tion [141]. In [294], 3D frequency-wavenumber filtering has been applied to
bulk wave propagation to separate Rayleigh, shear and longitudinal waves.

Moreover, it has been proven in [296] that the value of the wavenumber of
the Lamb waves changes locally in the presence of a defect. This information
was exploited in the already mentioned work by Rogge and Leckey [272],
where it was demonstrated that wavenumber information can be used to
determine the approximate depth and size of near-surface delamination
damage.

Flynn et al. proposed a local wavenumber estimation method, using a Q-
switched laser system and a fixed sensor to detect local impact delamination
in a complicated composite component [53]. By using the local wavenumber
estimation method (also referred to as acoustic wavenumber spectroscopy -
AWS) impact damage on composites, fatigue cracks, and wall-thinning in
aluminum have been detected [172, 297–300]. For these tasks, the optimum
excitation frequency and mode selection strategy were proposed by Moon
et al [301].

Again basing on local Fourier-domain analysis, Jeon et al. compared
the performances of acoustic wavenumber spectroscopy (AWS) and local
wavenumber mapping (LWM) [302], while in [303], a novel Lamb Wave
Local Wavenumber Approach for Characterizing Flat Bottom Defects in an
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Isotropic Thin Plate was presented. A different setup was proposed in [255],
where the quantification of crack dimensions in aluminum plates by using
spatial wavenumber imaging was presented. It is worth to mention the work
described in [286], which demonstrated delamination depth quantification
by correlating local wavenumber data for multiple excitation frequencies to
dispersion curves.

Scattering patterns investigation

Other approaches to damage imaging use scattering patterns in order
to improve damage sensitivity and reduce localization errors [232, 304].
One possible method for characterizing the scattering is by computing
transmission and reflection coefficients that define an amplitude or energy
ratio between the incident and scattered waves. However, the description of
scattering along a specific incident direction does not provide information
about alternative scattering directions [305]. Such limitation has been
addressed by describing all scattering directions through angular patterns
for a specific incident direction. The collected information has been used
for the characterization of scattering from notches, through-holes, and
cracks via experimentation and simulation in isotropic media using guided
waves [306,307].

Karunasena et al. [308] showed how scattering from a crack of various
lengths behaves differently for S0 and A0 modes and a work by Karim and
Kundu [309] showed that scattering amplitudes from an incident A0 wave
mode continually reduces as the length of a crack approaches the thickness
of the plate. Chen, in [310], showed how scattering patterns could be
represented by a scattering matrix through experiments with guided waves
in aluminum. Bratton et al. [311] showed that a specific relations between
scattering amplitude and crack depth exists but it is typically difficult to
extract this information from the scattered signals. Correlation between
S0 wave velocity and crack density was revealed through experiments by
Toyama et al. [312] and led to a crack detection method that utilizes this
changing S0 wave velocity [313].

As anticipated, delaminations can have various effects on scattering
behavior based on their size, depth, and shape. However, delaminations are
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more sensitive to the A0 wave mode [314], The depth of the delamination
can significantly affect S0 scattering [281]. The size of delamination and
the central frequency of the incident wave also play a significant role in
how scattering occurs [315]. Hu et al. [204] verified that backscattering
occurs more strongly at the entrance of the delamination rather than the
exit one through an experimental study, and that the overlap of multiple
backscattered waves in smaller delaminations can produce higher amplitude
waves.

Overally, the interaction of the A0 wave mode with delamination pro-
duces backscattered waves that are smaller in magnitude than forwarding
scattered waves [316]. This variation in scattering amplitude as a func-
tion of direction has been studied using finite element modeling (FEM)
to analyze the angular-dependent scattering nature of delaminations and
results have also been compared with some experimental studies [317]. In
the work by Murat et al. [318] finite element simulations were compared
with experimental data regarding angular scattering from multiple incident
angles and it was shown that delamination depth and width can have a
significant effect on scattering directivity.

Root mean square and cumulative kinetic energy methods

One of the simplest but most efficient techniques of damage imaging is
based on vibration energy distribution and utilizes the calculation of a root
mean square (RMS) [153].

The general idea of this visualization method is based on evaluating
the signal energy in every point on the surface of the inspected area. The
RMS has been successfully used in various damage detection applications
[319–325].

In particular, a damage imaging example based on the root mean square
error (RMS) technique was presented in [326].

Localization of damaged rivets in a stiffened plate structure based on
RMS maps was conducted by Radzieński et al. [321]. This work used a
five-cycle burst of different frequencies (5 kHz, 35 kHz, and 100 kHz), and
the best results were obtained in the case of an excitation signal of 100
kHz, where the wavelength was shorter than the distance between two
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rivets. Another work by Marks et al. [324] presented also experimental
investigations on the detection of disbonds in a stiffened panel based on the
RMS plots. They used Wave packets with three different frequencies (100
kHz, 250 kHz, and 300 kHz). The authors concluded that the excitation
frequency is an important parameter for the inspection of disbonds. In the
conducted works, only higher frequencies (250 kHz and 300 kHz) were able
to detect damage. The RMS method was improved to be more effective
in damage detection by defining a weighting mechanism (weighted root
mean square - WRMS- method [327]). The performance of WRMS was
demonstrated using aluminum, composite plates and composite elements
of a helicopter, all with damage being simulated by a mass. Lee and
Park [322] considered an aluminum plate with notches of various orientation
based on RMS images. They showed that only tangential damage could be
successfully detected without a comparison to the intact images. They also
applied the WRMS to localize the notches and corrosion areas in aluminum
plates.

Saravanan et al. [323] used radially weighted and factored RMS for
damage localization in an aluminum plate. Detection of delamination in a
composite T-joint using RMS images was studied by Geetha et al. [328].
Kudela et al. [319] studied the detection of delamination in a composite
plate using WRMS They also proposed a selective WRMS that enabled the
elimination of edge reflections.

Pieczonka et al. [320] performed the detection of disbond inserts in
composite elements by using RMS and three-dimensional (3D) scanning.
In the conducted experimental investigations, it was noticed that in-plane
RMS maps provided a better indication of damage than out-of-plane RMS
maps. The main problem that is connected with damage imaging using
weighted RMS is in the fact that the weighting factor is set arbitrary with
no clear explanation for the choice of a specific value [153].

Statistical and Machine Learning techniques

Various neural architectures are used in SHM, the most popular being the
multi-layer perceptron. It consists of several neurons connected in a layered
feed-forward architecture. They are trained using the backpropagation



34 CHAPTER 3. DAMAGE IMAGING

gradient descent algorithms. Su and Ye [329] presented a feed-forward ANN
scheme for Lamb wave-based damage detection in a composite laminate.
Neural Network (ANN)-based Crack Identification in Aluminum [330]. A
similar multi-layer feed-forward ANN has been implemented for damage
detection in a thick steel beam using guided waves [331].

Damage indices based on Lamb wave response of complex geometry
structures are used in conjunction with ANN for damage detection in the
reference [332] and aluminum skin panel [333]. Agarwal and Mitra [334]
reported Lamb wave-based damage detection in the aluminum plate using
ANN and SVM approaches together with matching pursuit for increasing
the sparsity of data and denoising it. Anomaly detection via dictionary
learning to detect damage was presented in [335]. In [336], an application
of Artificial Neural Networks for damage detection using Lamb waves, in
this work the wave propagation data are used to determine the location
and degree of damage in metallic and composite plates. The EMI-based
methods have been combined with various machine learning algorithms and
used for extending the capacity of the conventional methods to classify the
damage types [337]. In [338], artificially deteriorated signals of Lamb waves
were used to train the novelty detection (ND) system for damage detection.
In particular, auto-associative Neural Networks were trained using principal
components calculated on the basis of experimentally measured signals. A
deep learning interpretation of ultrasonic guided waves was proposed in [339]
to achieve fast, accurate, and automated structural damaged detection. In
this work, the accuracy of the damage prediction rate is 99.98%.

An online monitoring technique proposed for continuous fatigue crack
quantification and remaining fatigue life estimation is developed for plate-
like structures using nonlinear ultrasonic modulation and artificial neural
network (ANN) [340]. [341] introduced a guide waves-based local probability-
based diagnostic imaging (PDI) method for multi-damage identification,
which included a path damage judgment stage, a multi-damage judgment
stage, and a multi-damage imaging stage. Methods using a single baseline
subtraction are not viable for long-term embedded SHM systems. It has
been shown that by using a database of baselines recorded over various
experimental conditions, long-term detection stability could be obtained
despite temperature variations [342].



Chapter 4

Compressive Sensing of
wavefields

4.1 Summary

One of the main challenges faced by the structural health monitoring
community is acquiring and processing huge sets of acoustic wavefield data
collected from sensors such as scanning laser Doppler vibrometers (SLDV)
or air-coupled scanners. In fact, extracting information that allows the
estimation of the damage condition of a structure can be a time-consuming
process. This section describes the Compressive Sensing (CS) of wavefield
that can lead to fast scanning and improved damage detection1.

4.2 Rapid and Sparse Lamb waves inspec-

tion techniques

As discussed in Chapter 2, Wavefields can be actuated and sensed with
various techniques, such as those based on piezoelectric or scanning laser
Doppler vibrometers. The principal limitations of wavefield-based imaging

1This chapter is based on the paper Full Wavefield Analysis and Damage Imaging
Through Compressive Sensing in Lamb Wave Inspections, Keshmiri et al.
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methods are i) the collection of a large amount of data, since measurements
should often be repeated and then averaged to increase the signal to ac-
quisition noise ratio, and, most importantly, ii) the associated time for the
acquisition. Therefore, there is a recognized need in reducing the number
of sampled waveforms to minimize the acquisition time.

The first attempts to perform rapid inspection techniques for detecting
and quantifying damage in large composites were proposed in [280,343].

More recently, the work described in [344] is based on a two-step proce-
dure that performs at first a fast global inspection with phased array to
identify damaged areas and then high-density wavefield measurements for
precise damage quantification.

Other research and development efforts are addressing this issue by
considering continuous-wave excitations [172, 256], and multi-point laser
vibrometry [345]. The authors of [346] demonstrate the effectiveness of the
dictionary learning baseline subtraction framework. In [347], Alguri demon-
strates a data-driven approach for computing optimal transforms/models
from data of a surrogate structure. Frequency Domain Instantaneous
Wavenumber (FDIW) was introduced by Mesnil et al. in [285]. In this work,
guided wavefields analysis provide an abundance of information regard-
ing the health of the waveguide, in particular, instantaneous wavenumber
estimation was used to quantify delamination damage in composites.

The wavefield acquisition process can benefit also from the recent ad-
vancements in the Sparsity-based signal processing research. One noticeable
example in this field is given by the so-called Compressive Sensing theory.

CS [348,349] is an efficient technique for sampling a signal with fewer
samples than the number dictated by classic Shannon/Nyquist theory. The
assumption underlying this approach states the possibility of reconstruct-
ing a signal without loss of information by feeding a limited number of
measurements into an `1 norm minimization procedure. As a prerequisite,
the signal must be sparse, i.e. it should be well approximated by a linear
superposition of a few atoms of an appropriate basis. In addition, the
second condition to be met is incoherence, which is related to the idea that
the elements of the sparsifying basis should be poorly correlated with the
sampling functions [350].

The CS found several applications in the SHM field: for example, a
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damage detection study for bridges by recovering compressive-sensing data
was performed in [351], while, in [352] a compressive sensing technique
for detecting damage using a Gaussian random matrix of a structure was
proposed.

The application of CS in wavefield acquisition was proposed for the first
time in [353] (to the best of this author knowledge). In particular, sampling
point distribution strategies and decomposition bases were investigated to
produce the best recovery for a subsampled wave field signal obtained with
a scanning laser Doppler vibrometer (SLDV).

Mensil et al. [354] proposed a method to reconstruct a guided wave signals
from compressive measurements and presented the achieved performance.
A subsequent paper ( [355]) presented a sparse wavefield reconstruction
and damage detection technique based on the analysis of guided wavefields
by locating the non-pristine structural reflectos generating scattered wave-
fields. Many other researchers also did considerable work in Lamb wave
sparse decomposition with tone-burst (or dispersive tone-burst) dictionar-
ies [356–358]. In [359] and [360], a methodology named sparse wavenumber
analysis was adopted for reconstructing the dispersion relations of a plate
through sparse measurements. This technique has also been applied to
pristine wavefield reconstruction [361]. The dispersion and amplitude mod-
ulation for each mode could also be experimentally tested using sparse
wave number analysis [362]. The potential of Sparse wavenumber analysis
(SWA) was investigated in [363] through the retrieval of the sparse repre-
sentations of three different wave propagation systems, namely oscillations
on a fixed string (standing waves), Lamb waves traveling in an isotropic
plate, and guided waves in a unidirectional anisotropic plate. They also
refer to the anisotropic model and reconstruction process as anisotropic
SWA (ASWA), [363], 2D-SWA [364], and Fourier reconstruction (low-pass
filtering/interpolation).

High-resolution dispersion curves extraction is proposed in [365]. In [366],
the authors used sparse wavenumber analysis, sparse wavenumber synthesis,
and data-fitting optimization to accurately model damage-free wavefield
data. In [367], the authors localized and estimated the severity of damage
through a compressive sensing technique using blind feature extraction.
Possible strategies to further increase CS performance include model-based
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CS [368].

The concept of sparsity which is the ground basis of CS can be used also
for signal analysis purposes. Without attempting to reconstruct wavefield,
a technique to locate defects relying on a sparse representation of the
wavefield and dictionary learning is proposed in [335]. Krishnaswamy
designed a Gabor dictionary for Lamb wave sparse decomposition and
the extraction of meaningful wave components for damage localization in
aluminum plates [369]. Chang designed an adaptive Gaussian dictionary
to distinguish overlapping wave components of Lamb waves for pipeline
crack inspection [370]. The excited tone-burst were used as dictionary
atoms in sparse decomposition for characterizing pipeline defect in [371].
Similarly, in [372], dispersive tone-bursts were used to build a dictionary
for location-based sparse decomposition and damage imaging.

The authors of [373] presented an accelerated laser scanning technique
to localize and visualize damage by using compressive sensing and a binary
search approach. To improve the reconstruction quality of the compressed
sensed images, different solutions were investigated in [55, 125, 374]. In
particular, [374] proposed the fast analysis of wave speed (FAWS) algorithm
to process waveforms recorded by a random-spaced geophone array based on
a CS platform. Compressed sensing was also adopted for mode separation in
far field in the frequency-wavenumber domain [69]. Similarly, the separation
of multi-mode components of Lamb wave signals through the reconstruc-
tion of pure mode basis signals calculated from phase and group velocity
information was proposed in [375]. A weighted sparse reconstruction-based
anomaly imaging method is proposed for plate-like structures by [376].

The authors of [377] presented a sparser representation of guided waves
obtained by incorporating information of the measurements in polar coordi-
nates (polar sparse wavenumber analysis - PSWA). [378] investigated the
efficacy of guided wave reconstruction techniques, based on sparse wavenum-
ber analysis, for predicting the behavior of guided waves in composite
materials. In [379], the authors presented an ultrasonic wavefield recon-
struction technique by developing the sparse characteristics of the wavefield,
to realize damage localization and imaging in a metal plate and used the
coherence coefficient of power spectral density to evaluate the wavefield re-
construction effect. In [380], a decomposition dictionary was established by
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taking excitation waveform, dispersion, multi-mode, amplitude modulation,
and environmental conditions into consideration. Finally, [381] analyzed
the ultrasonic data using a tomographic and a probabilistic reconstruction
algorithm based on different reconstruction techniques and several damages
ultrasonic parameters analysis.

Therefore, when applicable, CS can be used to boost the acquisition
of multidimensional ultrasonic data by reducing the dimensionality of
processed samples and at the same time speeding up the data acquisition
phase [382–385].

4.3 Compressive Sensing theory

The Compressive sensing (CS) theory [386] states that, under specific
conditions, a signal s ∈ Rn can be reconstructed from a linear combination
of random measurements y ∈ Rm.

The measurements y can be expressed as the result of a vector-matrix
product:

y = Φs (4.1)

where Φ ∈ Rm×n is the measurement matrix, and m is the number of
measurements, which can be much smaller than the dimension of the signal
(m << n).

In this section, s is the wavefield signal acquired according to the Nyquist
sampling theory in both the spatial and temporal domains, and called full
grid, the grid of sampling points used to acquire s. More specifically, if n1,
n2, and n3 are the numbers of scan points in the x1 and x2 coordinates (i.e.
the spatial grid), and the number of samples in the time axis, respectively,
the dimension of the signal s sampled according to the full grid is n =
n1 × n2 × n3.

Our main goal is to implement a procedure capable to reduce the
inspection time in order to minimize the offline period of the inspected
structure and to use more efficiently the (typically, very expensive) wavefield
acquisition equipment. To achieve this goal, it is important to reduce the
number of the spatial scan points, while discarding time samples is not
beneficial with this respect. For this reason, in the current work, the signal
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is not subsampled in the time domain but only in space. Thus, the number
of measurements m is equal to m1 ×m2 × n3, with m1 < n1 and m2 < n2.

In order to reduce the number of acquisition points in space, and
consequently the acquisition time, Φ is defined as a subsampling operator,
more specifically, as the Jitter subsampling operator presented in [387].
Such subsampling is based on the definition of an equispaced under-sampled
grid of scan points which are subsequently perturbed. The jitter sampling
scheme is illustrated in Fig. 4.1. More formally, the coordinates of the
undersampled scan points are given by:

xu1 = ik · η ·
√
γ + εi, ik ∈ [0, 1, ...,m1 − 1] (4.2)

xu2 = jk · η ·
√
γ + εj, jk ∈ [0, 1, ...,m2 − 1] (4.3)

where γ ∈ [1,∞) is the undersampling factor, εi and εj are random vari-
ables independent and identically distributed on the interval (−η

2

√
γ, η

2

√
γ),

and η is the spatial spacing imposed by the Nyquist theorem. In the full grid,
each scan point has coordinates (x1, x2) = (i·η, j ·η) with i ∈ [0, 1, ..., n1−1],
and j ∈ [0, 1, ..., n2−1]. From Eqs. (4.2) and (4.3) it follows that, in the un-
dersampled grid, the number of acquired data points is equal to N = m1×m2

with m1 = bn1/
√
γe, and m2 = bn2/

√
γe (b·e being the nearest integer

function). It is worth noting that the jitter sampling intrinsically prevents
the presence of large gaps between scan points (maximum gap ≤ 2η

√
γ),

which may cause the improper reconstruction of standing waves localized
in small regions or rapidly vanishing wave-packets.

CS performs on the assumption [386] that s has a sparse representation
in some model basis Ψ ∈ Rn×n, as following:

s = Ψα (4.4)

More specifically, s ∈ Rn is called S-sparse if α has only S < m < n non
zero elements, i.e. S is the number of nonzero elements of α. Furthermore,
the down sampling measurement matrix Φ has to be incoherent with the
model basis Ψ [350]. This means that µ ∼ 1, being µ the measure of the
largest correlation between any two elements of Φ and Ψ:

µ(Φ,Ψ) =
√
n max

˜16i,j6n
|〈ϕi, ψj〉| , (4.5)
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where ϕi, ψj are the rows of Φ and the columns of Ψ, respectively, and
µ ∈ [1,

√
n].

Many algorithms have been proposed in the literature to find the sparse
coefficients α, ranging from convex relaxation techniques to greedy ap-
proaches such as Orthogonal Matching Pursuit (OMP) [388], to iterative
thresholding schemes such as Iterative Hard Thresholding (IHT) [389], [390]
and Iterative Soft Thresholding (IST) [391], [392].

In practical cases, measurements are very often corrupted by a noise
term δ:

y = ΦΨα + δ (4.6)

Moreover, in most cases, data are not exactly sparse. However, when the
coefficients of vector α decrease exponentially in absolute value, the signal is
still compressible, and the approximation of α which guarantees the signal
recovery with a bounded error [393] can be found by solving the following
`1-norm minimization problem (Basis Pursuit Denoising, BPDN):

min‖α̃‖`1 subject to ‖ΦΨα̃ − y‖`2 ≤ ζ, (4.7)

where ζ is a constant related to the noise level in the data. In this work,
I used the spectral projection gradient algorithm (SPGL1) [394], which
solves the sequence of the following sub problems:

αi = arg min
α̃∈Rn

‖ΨΦα̃− y‖`2 subject to ‖α̃‖`1 ≤ τi (4.8)

The algorithm starts by defining the first tentative solution α0 and the
initial value (i = 0) for the parameter τ0 = ‖α0‖`1. At each iteration i, τi
is updated as detailed in [395]. The iterations are stopped when a given
maximum number of iterations iMax is met. The recovered wavefield sΨ is
then computed as ΨαiMax .

4.4 CS Recovery results

In [353], it was shown that the CS framework can be applied to wavefield
images achieving very low reconstruction errors on average.
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Figure 4.1: Jittered sampling of the measurement region: the black dots
represent the scan points obtained by regularly subsampling the x1 − x2

space; their position is then randomly perturbed (red circles) to define the
new scan points with coordinates xu1 and xu2.

Figure 4.2: (a) Jitter masks used to undersample the acquisitions for an
area of 80 mm × 80 mm of the aluminum plate test case: (a) 50%, (b)
33% and (c) 20% retained scan points. White dots are retained full grid
scanpoints and black dots are those discarded.
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To demonstrate these results, first full wavefield data were acquired
according to the Nyquist sampling and used as a reference wavefield (s) for
the validation of the CS strategy. Next, as a mean to simulate the reduction
of the number of acquisition points (and consequently the acquisition time),
the Jitter subsampling operator Φ described in the previous section was
applied.

In particular, in the following, 3 values for the undersampling factor γ
are considered, namely: γ = 2, γ = 3 and γ = 5 [55]. These three values
are representative of a medium (50% of retained scan points), consistent
(33%) and very consistent (20%) spatial grid undersampling to show the
performances of the proposed idea. An example of retained scan points by
the three percentages is shown in Fig. 4.2. These percentages are referred
to as the Compressive Rates (CRs) of the reconstructed wavefield which
can be expressed with respect to the Nyquist sampling rate as:

CR(%) = 100× (1− N

NNyq

) (4.9)

where NNyq is the number of measurements required by Nyquist theorem.
The time waveforms associated to the retained scan points provide the
input wavefield data to the CS reconstruction based on the l1-minimization.
Fourier (FT), Curvelets (CT), and Wave atoms (WA) dictionaries can be
used to generate multiple sparsifying model bases Ψ (a detailed analysis
of these representation domains is presented again in [353]). The SPGL1
algorithm was applied with different numbers of iterations to evaluate the
effect of this parameter in terms of reconstruction accuracy and damage
detectability. In particular, iMax = 30, 90 and 150 iterations of the SPGL1
algorithm were considered as representative of a small, a medium and
a large number of iterations to show the convergence of the wavefield
recovery procedure. It is worth mentioning that the SPGL1 toolbox for
MATLAB™ [395] was used in this work, with the support of the suite
Sparco [394].

For the considered CRs and number of iterations, the wavefields recov-
ery performed by using the different sparsity promoting bases are then
computed.

It is worth noting that the recovery time depends on the sparsity basis
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Table 4.1: Computational time (in minutes) of the CS recovery in case of
CR=50% for the aluminum plate.

Dictionary Iteration=30 Iteration=90

2DFT 5.09 24.54
3DFT 3.45 14.00
2DCT 81.00 352
2DWA 266.00 780.00

selection as well: Table 4.1 shows the recovery times (achieved with an Intel
i5/ 2.5 GHz processor, 8GB of RAM) for the case of 50% retained scan
points for a n1 × n2 × n3 wavefield propagating in an aluminum plate.

The recovery of two snapshots related to the different setups are il-
lustrated in Figs. 4.3 and 4.4. In Fig. 4.3(a), the signal acquired on a
composite plate at a given time instant is shown along with the signals
recovered with FFT 2D as a dictionary Fig. 4.3(b). The recovery was
performed 33% measurements with respect to the original grid. Fig. 4.4
shows the signals recovered with the FFT 2D by 50%, 33% and 20% of
scanpoints.

Such images can be used to qualitative evaluate the performances of the
CS wavefield recovery. A quantitative assessment of this fast acquisition
method was presented in [353]). In the next Chapter, it will be shown how
such good recovery results can be further improved by taking advantage of
a novel algorithm which post-processes the CS recovered wavefields with
neural networks, while in Chapter 6 it will be shown how CS can be used
for damage imaging purposes.
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Figure 4.3: Original full wave field on simple composite plate at a given time
instant (a), full wave field recovered with FFT 2-D by 33% measurements
with respect to the original sampling grid (b).

Figure 4.4: Full wave field recovered with FFT 2-D by 50% (a), 33%(b)
and 20%(c) measurements with respect to the original sampling grid in the
composite plate.





Chapter 5

CNN for Enhancing Image
quality

5.1 Summary

As anticipated, ultrasonic wavefield imaging with a non-contact technology
can provide detailed information about the health status of an inspected
structure. However, high spatial resolution, often necessary for accurate
damage quantification, typically demands a long scanning time. This chapter
1 investigates a novel methodology to acquire high resolution wavefields with
a reduced number of measurement points to minimize the acquisition time.
Such methodology is based on the combination of the compressive sensing
methodology discussed in the previous chapter and convolutional neural
networks to recover high spatial frequency information from low resolution
images. A dataset was built from 652 wavefield images acquired with a
laser Doppler vibrometer describing guided ultrasonic wave propagation
in 8 different structures, with and without various simulated defects. Out
of those 652 images, 326 cases without defect and 326 cases with defect
were used as a training database for the convolutional neural network. In
addition, 273 wavefield images were used as a testing database to validate

1This chapter is based on the paper Deep learning for enhancing wavefield image
quality in fast non-contact inspections, Keshmiri et al.
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the proposed methodology. For quantitative evaluation, two image quality
metrics were calculated and compared to those achieved with different
recovery methods or by training the convolutional neural network with
non-wavefield images dataset. The results demonstrate the capability of the
technique for enhancing image resolution and quality, as well as similarity to
the wavefield acquired on the full high resolution grid of scan points, while
reducing the number of measurement points down to 10% of the number of
scan points for a full grid.

5.2 High resolution Wavefield imaging

Guided ultrasonic wavefield images quality greatly affects the subsequent
image analysis and processing. In fact, structural imaging in high spatial
resolution reveals accurately structural details. In other words, the amount
of information that can be extracted from the wavefield is directly related to
the number of points at which the wave propagation is measured, enabling
accurate image diagnostic for identifying waves interaction with defects
such as cracks, corrosion, and impact. In most cases, high resolution (HR)
wavefield images are required to make a proper diagnosis. However, HR
measuring strategies typically involve long scanning time, further increased
by the adoption of extensive waveform averaging required to improve the
signal to noise ratio. Therefore, there is a recognized need in reducing
the number of sampled waveforms to minimize the acquisition time while
increasing the signal to noise ratio without any artifacts resulting.

The Compressive Sensing (CS) method has been investigated in the
previous chapter as a mean to tackle this problem by reconstructing wave-
field images from a few sampling data, thus reducing the scanning time
significantly [353]. To improve the reconstruction quality of the compressed
sensed images, different solutions were investigated in [55]. However, the
downsampling which allows meeting the quality requirements for wavefield
reconstruction is still relatively modest (20-50% of scan points retained).
Alternative approaches based on CS are those presented by Harley and
co-workers [359,378]. Recently, they used an autoencoder neural network
to learn low-dimensional representations of wave propagation [396]. Mesnil
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and Ruzzene [355] presented a sparse wavefield reconstruction and damage
detection technique based on the analysis of guided wavefields by locating
the nonpristine material points generating scattered wavefields. In these
cases, the achieved downsampling rate is significant but the subsequent
recovery is not meant to be used for HR imaging, but for the extraction
of information related to wave propagation (such as dispersion curves, or
anomalous reflector positions).

Therefore, high-speed and HR wavefield imaging is still an open research
field. Possible strategies to further increase CS performance include model-
based CS [368], or novel sparsity-based methods such as gradient-based
[397], and operator splitting algorithms [398]. Although these methods are
generally very efficient, it is not trivial to set their parameters to have the
proper reconstruction accuracy.

Recently, Neural Networks (NN) have achieved noteworthy successes in
image denoising tasks because of the strong ability to learn from data [399].
Some authors have evaluated the combined used of NNs and CS [400,401].

The idea is to firstly recover images from compressive or low resolution
(LR) samples, and then map the result into HR images by applying properly
trained Super-Resolution Convolutional Neural Networks (SRCNNs) [402].
Such concepts have been used in a large number of computer vision problems,
including image enhancement, such as denoising [403] and deblurring [404].
Learning based on super-resolution was shown to be capable of obtaining
HR images without any over-smoothing, no ringing and jagged artifacts
such as aliasing, blur, and halo around the edges [405]. The first attempt to
combine CS and SRCNN in wavefield imaging was done, to the best of the
authors’ knowledge, in a conference paper by Park et al. [406], where some
first qualitative results were presented. The approach described in Park’s
work was based on a training set constituted by generic heterogeneous
images.

In this chapter, it is shown how crucial in the quality of the HR image
recovery can be i) the creation of a large and representative training database
of wavefield images and the proper tuning of CS parameters, and ii) the move
from SRCNN to Very-Deep Super Resolution (VDSR) procedures. Deep
neural network are NN with multiple layers between the input and output
layers. Thanks to their complexity, they achieve superior performances with
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Figure 5.1: Experimental setup used to measure ultrasonic guided wavefields.

respect to conventional NN [407].

Finally, the benefit brought by the proposed approach with different
performance metrics are quantified.

5.3 Materials and methods

This chapter focuses on guided ultrasonic wavefields generated by piezoelec-
tric transducers attached to the inspected structures, and acquired with
SLDV in the spatial and temporal domains. More specifically, non-contact
measurement of the in-plane and out-of-plane velocity is performed using
a 3-D Laser Doppler Vibrometer (3D-LDV) over a square grid of points
to extract the required information. A sketch of the setup adopted for
ultrasonic wavefield measurement is shown in Fig.5.1. Waves travel across
the inspection area and are recorded at several measurement grid points.

The data is stored in 3D arrays W (x, y, t), taking into account measure-
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Figure 5.2: Overview of the SRCNN scheme for HR image reconstruction.

ment locations and time instants. 3D data arrays contain information that
can be used for structural characterization [141].

5.3.1 Recovered Wavefield Images

As anticipated, low resolution wavefield data can be acquired with Com-
pressive Sensing procedures.

In the following, the mathematical notation adopted in the Chapter
4 is used: s is the wavefield signal acquired (after averaging) in HR; n1,
n2 and n3 are the number of scan points in the x1 and x2 coordinates (i.e.
the spatial grid), and the number of samples in the time axis, respectively.
Therefore, the dimension of the signal sampled according to the full grid is
n = n1×n2×n3. s can be reconstructed from a linear combination of random
measurements y = Φs. In order to reduce the number of acquisition points
in space, and consequently the acquisition time, Φ acts as a subsampling
operator, more specifically, the jitter subsampling operator [387] can be
adopted.

Again, three undersampling cases were considered. These three values
are representative of a medium (50% of retained scan points), consistent
(33%) and very consistent (10%) spatial grid undersampling. These per-
centages are referred to as Compression Rates (CRs) of the reconstructed
wavefield.
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Figure 5.3: Overview of the VDSR scheme for HR image reconstruction.

Fourier (2D, 3D) exponentials have been used to generate the sparsifying
model bases Ψ. The following section presents how image recovery can be
improved by combining the CS recovery with conventional or deep NNs.

5.4 Single image super-resolution

Super-resolution (SR) [408] refers to the task of restoring HR images from
LR observations, such as those resulting from compressed acquisitions. De-
pending on the number of input low resolution images, the SR can be divided
into Single Image Super-Resolution (SISR) and Multi-Images Super Resolu-
tion (MISR) [409]. SISR has typically higher efficiency than MISR [410].
Super-resolution algorithms can be roughly divided into: i) interpolation-
based methods such as bicubic interpolation [411], ii) reconstruction-based
methods which are typically very efficient and fast [412–414].

5.4.1 Super-resolution convolutional neural network

Among learning based methods, the one based on SRCNN was the first
which was applied in wavefield imaging [406]. This section has compared
the results achievable with this method with the deep learning strategies
which will be introduced in the following subsection. The architecture of
the SRCNN is shown in Fig. 5.2. As can be seen, SRCNN is a 3-layer
CNN. The tasks performed by these three layers are: patch extraction and
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Figure 5.4: Examples of guided ultrasonic wavefield images related to
Aluminum and CFRP plates setups which were used to train the SRCNN
and VDSR. Plate features and mass positions (dotted circles) have been
highlighted.
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Table 5.1: Geometrical features of the aluminum (AL) and carbon fiber
reinforced polymer (CFRP) structures

Category Features Thickness Size (mm) Illustration

AL Simple 2 mm 610×610

AL Hole and defect 3 mm 620×620

AL T-spar Species Change 610×610

AL Rivet 2 mm 620×620

CFRP Simple 3 mm 500×500

CFRP Thickness variation Taper angle 500×500

CFRP T-spar Species Change 620×620

CFRP Curved 3 mm 510×510

representation, non linear mapping, and reconstruction, respectively. The
patch extraction and representation layer extracts patch from the LR input
image and compute the following mapping function F :

F1(Y) = max(0,W1 ∗Y +B1) (5.1)

where Y , W1, B1, f1 and n1 represent the LR image, the applied filters,
the biases, the filter size, and the number of filters respectively. More
specifically, W1 corresponds to n1 filters, whose size is f1×f1, being f1 the
spatial size of a filter. Following [402]. The output is thus composed of n1
feature maps, and B1 is an n1-dimensional vector.

As can be seen in Fig. 5.2, in this work, the input to SRCNN is made of
the wavefields recovered from the CS procedure, and acquired with different
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compression rates (50%, 33% and 10%). Moreover, the CS-recovered images
have been cropped into a set of fsub × fsub-pixel sub-images, to further
expand the training set.

The middle layer involves a non-linear mapping, which maps the feature
vectors in F1 non-linearly to another set of feature vectors (F2). The
operation of middle layer is as follows:

F2(Y) = max(0,W2 ∗ F1(Y) +B2) (5.2)

where W2 is an array of n2 filters whose size is n1× f2×f2, and B2 is an
n2-dimensional vector.

Finally, the reconstruction layer generates the final HR image. The
operation of the last layer is as follows:

F (Y) = W3 ∗ F2(Y) +B3 (5.3)

W3 has a size of n2×f3×f3, and B3 is a vector. In this work, n1=64, f1=9,
n2=32, f2=5, f3=5.

The SRCNN scheme is first used in a training phase with a training
dataset for estimating its parameters, and then in a validation phase, with
a testing dataset. In the training phase, the network parameters Θ =
W1,W2,W3, B1, B2, B3 are estimated. This is achieved through minimizing
the error between the reconstructed images F (Yi; Θ) and original high
resolution image X. The error function E is given by the mean squared
error:

E(Θ) =
1

n

n∑
i=1

‖F (Yi; Θ)−Xi‖2 (5.4)

where n is the number of training images, Xi is a set of HR images, and
Y i is the set of their corresponding LR images [402].

In the testing phase, image quality metrics are used to assess the recovery
performance of the HR image for LR cases not included in the training
dataset.

5.4.2 Very-deep super resolution

To further improve the reconstruction accuracy, a VDSR architecture was
evaluated in this work. Deep structured learning [415] is a branch of machine
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learning algorithms based on directly learning diverse representations of data.
Deep learning has shown superiority over conventional machine learning
algorithms in computer vision [399] and speech recognition [416] tasks.
Most modern deep learning models are based on NNs. Very deep models
used in SISR tasks are usually referred to as VDSR models [417]. The
residual learning for CNN was originally proposed to solve the performance
degradation problem, i.e., performance gets saturated and then degrades
rapidly along with the increase of network depth [418]. The main idea
of residual learning lies in that instead of hoping each few stacked layers
directly fit a desired underlying mapping, explicitly letting these layers fit
a residual mapping would alleviate the degradation problem.

As shown in Fig. 5.3, the VDSR adopted in this work has 20 layers
which is consequently much deeper compared with SRCNN which only had
3 layers. As suggested in [419], all kernel sizes are set equal to 3×3. In the
SRCNN, the HR image is generated directly from the learned features. In
the VDSR, the neural network performs a residual-learning, in the sense
that the output of the NN is an image which should be added to the original
LR image Y to produce the estimated HR one (X̂).

Defining a residual image R = Y −X, the error function becomes:

E(Θ) =
1

2
‖R− FR(Y )‖2 (5.5)

where FR(X) is the network prediction of the residual. Thus, the network is
learning the residual error between the output (HR image) and input (LR
image). The VDSR network used in this work takes the CS recovered images
as LR input. More specifically, the original full grid training images are
reconstructed by using CS technique with different CRs and using Fourier
exponentials as sparsifying basis.

5.5 Experimental validation

5.5.1 Training and testing of SRCNN and VDSR

It is worth nothing that, in SRCNN, the exact copy of the input has to go
through all layers until it reaches the output layer. With many weight layers,
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Figure 5.5: Wavefield images recovered for the simple CFRP plate using
various methodologies; (a) sketch of the setup and original wavefield image;
(b) images recovered uniquely with the CS procedure for CRs:50%, 33% and
10%; (c) images recovered with the CS and SRCNN; (c) images recovered
with the CS and VDSR.



58 CHAPTER 5. CNN FOR ENHANCING IMAGE QUALITY

Figure 5.6: Wavefield images recovered for the simple aluminum plate with
a clamped mass using various methodologies; (a) The schematic of plate
and original wavefield image; (b) images recovered uniquely with the CS
procedure for CRs:50%, 33% and 10%; (c) images recovered with the CS
and SRCNN; (c) images recovered with the CS and VDSR.



5.5. EXPERIMENTAL VALIDATION 59

Figure 5.7: (a) HR wavefield image acquired in the simple CFRP plate; (b)
CS recovery (CR= 50%); (c) recovered image achieved by combining CS
and VDSR.

Figure 5.8: (a) HR wavefield image acquired in the simple aluminum plate
with a clamped mass; (b) CS recovery (CR= 33%); (c) recovered image
achieved by combining CS and VDSR.
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this becomes an end-to end relation requiring very long-term memory. For
this reason, the vanishing/exploding gradients problem can be critical [420].
VDSR can solve this problem simply with residual learning. In the other
word, residual connections are a popular element in convolutional neural
network architectures. Using residual improves gradient flow through the
network and enables training of deeper networks. In this work, the training
of the SRCNN was performed based on the open-source package Caffe [421].
Two different training datasets were considered:

• a Non-Wavefield Images or NWI dataset constituted by 652 hetero-
geneous images including photos of people, animals, cities and more,
joining the General-100 [422], the 91-image [423], and the ImageNet
datasets [424];

• and a Wavefield Images or WI dataset, having the same cardinality
as the first one, but constituted of actual guided ultrasonic wavefield
images (size equal to 509 × 509 pixels.)

Our aim was to show how the type and number of training cases affect
the performance of the HR image recovery.

The wavefield images were collected with a SLDV in a large number
of different setups and on a dense grid of points to generate HR images.
The excitation signal was a sinusoidal burst (central frequency equal to
75kHz) applied to a circular piezoelectric transducer (10 mm in diameter)
and bonded on the surface of the plates. Averaging and post-processing
procedures were employed to extract displacement images with high signal
to noise ratios. Some sample training images are depicted in Fig. 5.4, while
materials and geometries of the test structures are reported in Table 5.1.
As can be seen, the dataset includes both aluminum (AL) and carbon-fiber
reinforced polymer (CFRP) plates, with irregularities such as thickness
variations, T-spars and rivets. The material properties of the aluminum
plate 7075-T6 alloy are the following:

Density: 2810 kg/m3 Modulus of elasticity: 71.7 GPa Poisson ratio:
0.33

For the CFRP plate, the properties of the unidirectional lamina (each
layer) are listed in Table 5.3.
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On the whole, the WI dataset contains 326 cases in which the presence
of anomalies was simulated with magnets (20mm in diameter) and 326 cases
of undamaged structures.

In the training phase of the SRCNN scheme, the original full wavefield
images are subdivided in 32×32 pixel sub-images. In total, 177687 sub-
images were used in the training phase. The LR samples were generated
from the HR ones by applying the CS recovery to subsampled versions of
the original images. More specifically, the downsampling was achieved with
the jittered method described in [353].

Finally, the wavefield data recovery with VDSR [417] trained using the
same wavefield images used for the SRCNN scheme was tested. Differently
from SRCNN, VDSR patch size is 41×41 pixels, while the batch size
is equal to 64. The network was then trained using the MATLAB Deep
Learning Toolbox, using the same configuration parameters adopted in [417].
Moreover, gradient clipping was adopted to prevent gradient explosions and
speed up the training.

Table 5.2: The results of PSNR using CS and NN methods trained by Non
Wavefield Images (NWI) and Wavefield Images (WI), and the results of
PSNR using bicubic method trained by Wavefield Images (WI).

HR
recovery

CR=50 [%] CR=33 [%] CR=10 [%]
CFRP AL CFRP AL CFRP AL

CS 42.65 43.05 41.40 40.61 35.22 27.88
CS+SRCNN (NWI) 42.97 43.19 41.79 40.63 36.00 29.56
CS+SRCNN (WI) 43.96 43.45 43.42 40.65 36.83 30.22
Bicubic+VDSR (WI) 43.81 42.54 42.17 40.50 36.82 34.36
CS+VDSR (WI) 44.87 45.57 43.50 41.62 37.15 34.60

Quantitative validation

To quantitatively evaluate the reconstructed super-resolution images, two
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types of image quality metrics: (Peak signal-to-noise ratio (PSNR) [425]
and structural similarity index (SSIM) [426]) have been computed.

The PSNR is defined as follows:

PSNR(x, x̂) = 10log
Nmax

MSE
(5.6)

where Nmax is the maximum pixel value and (MSE) is Mean-Square-Error
of the pixels between the original full wavefield image and its reconstruction
from the LR observation. A high PSNR value means high quality recovery.
Obviously, the maximization of PSNR implies the minimization of MSE as
objective function.

The SSIM [426] was used to measure the similarity between the original
wavefield and the HR recovered one:

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c1)
(5.7)

where µx , µy , σx , σy and σxy are the local means, standard deviations,
and cross-covariance for images x and y. c1 = (k1L)2 , c2 = (k2L)2 , and L
are the dynamic range, k1 = 0.01 , and k2 = 0.03 .

5.6 Results and discussion

In this section, results of the recovery of HR images by means of CS and
NN are presented to assess qualitatively and quantitatively the performance
of the proposed methodology as a function of CR and NN characteristics.
It must be clarified that the images used in this assessment do not belong
to the training dataset. In addition, the combination of the conventional
Bicubic interpolation with NN was evaluated, to quantify the advantage
brought by the adoption of CS schemes.

The qualitative performance of the CS recovery combined with SRCNN
and VDSR can be observed in Figs. 5.5 and 5.6 for the two specific test cases
of a curved CFRP plate and an aluminum plate, respectively. In particular,
it can be observed how the image recovered with the combination of CS
and VDSR is very similar to the original HR wavefields in both cases, even
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Figure 5.9: Comparison of the SSIM between the training models with
WI and NWI datasets and the CS technique for an aluminum plate with
CR=10%, 33% and 50%.

Figure 5.10: Comparison of the SSIM between the training models with WI
and NWI datasets and the CS technique for a CFRP plate with CR=10%,
33% and 50%.
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Figure 5.11: Training of SRCNN with the wavefield images (WI) dataset
for a curved CFRP plate.

for very low CRs. The improvement with respect to the pure CS recovery
is quite evident, especially by focusing on the details, as those shown in
Figs. 5.7 and 5.8.

Figs. 5.9 and 5.10 present the comparison in terms of the SSIM achieved
with the CS recovery and the training of the SRCNN and VDSR schemes
with varying CRs. SSIM values are computed for the wavefield images
relative to the aluminum and CFRP plates shown in Figs. 5.5 and 5.6.
The results show that the value of SSIM of the recovered wavefield image
trained by VDSR network is significantly higher in all the considered cases.
Also clearly visible is the beneficial effect brought by the adoption of
the WI dataset with respect to the results achieved by using the NWI
dataset. Table 5.2 shows that similar trends are obtained by quantifying
the effectiveness of the different HR image recovery methods in terms of
PSNR. As shown in this Table and in Figs. 5.9 and 5.10, the combination
of CS and VDSR(WI) demonstrated a performance superior with respect
to all the other combinations (including the Bicubic interpolation with
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Figure 5.12: Comparison of the SSIM between the CS, the SRCNN scheme,
and the VDSR scheme for all the considered cases in the testing dataset with
CR=10%, 33% and 50%. In the boxplot representation, the central mark
indicates the median, and the bottom and top edges of the box indicate the
25th and 75th percentiles, respectively. The whiskers extend to the most
extreme data points.

Figure 5.13: Comparison of the PSNR between the CS, the SRCNN scheme,
and the VDSR scheme for all the considered cases in the testing dataset with
CR=10%, 33% and 50%. In the boxplot representation, the central mark
indicates the median, and the bottom and top edges of the box indicate the
25th and 75th percentiles, respectively. The whiskers extend to the most
extreme data points.
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VDSR(WI)) in all the considered CRs cases for both plates.

To better illustrate the importance of the size of the training dataset in
the recovery performance, Fig. 5.11 has reported the PSNR as a function
of the dataset cardinality. It can be observed how the cardinality of the
dataset improves the performance.

The performance of the different HR image recovery schemes was then
quantified on a large testing dataset. As already mentioned, the images
used for the evaluation of recovery performances are different from the ones
used in the NN training. More specifically, 273 wavefield images, randomly
selected among those acquired on the setups shown in Table 5.1, were
used for training, quantitative testing and validation. Such images were
down-sampled with different CR ratios.

Figs. 5.12 and 5.13 represent the box plot of the SSIM and PSNR in
all the considered dataset for: i) CS; ii) SRCNN trained using NWI; iii)
SRCNN trained using WI, and VDSR trained using WI. As can be seen, the
highest quality HR recovery in terms of SSIM and PSNR is achieved with
the VDSR scheme. The mean and the standard error of PSNR of the CS-
VDSR (WI) method is 41.21 and 1.65 dB, respectively. This performance
is significantly higher than that of the CS-SRCNN (WI) scheme (39.75 ±
2.00 dB).

From these results, it can be clearly observed that VDSR outperforms
SRCNN. This is achieved thanks to the deeper neural network. Besides,
residual learning networks, when used in SR tasks, have been proved to
possess better visual performance and PSNR performance [427], [428]. It is
also worth nothing that, since deep-learning has recently prospered, many
new learning-based algorithms can be used in SISR to replace VDSR, such
as VGG [417], ResNet [429] and GAN [430].

5.7 Discussion

HR wavefield scans convey important information about the health status
of the inspected structures. However, the acquisition of these images is
typically a slow process. For this reason there is a growing interest in
finding solutions for speeding up the measurements. One possible solution



5.7. DISCUSSION 67

Table 5.3: The properties of the unidirectional lamina for the CFRP plate.
Properties Properties Density

Longitudinal modulus E11 (GPa) 148
Transverse modulus E22 (GPa) 9.5

Out-of-Plane modulus E33 (GPa) 9.5
In-plane shear modulus G12 (GPa) 4.5

Out-of-Plane shear modulus G13 (GPa) 3.17
Out-of-Plane shear modulus G23 (GPa) 3.17

In-plane Poisson’s ratio V12 - 0.3
Out-of-Plane Poisson’s ratio V13 - 0.4
Out-of-Plane Poisson’s ratio V23 - 0.4
Longitudinal tensile strength XT (MPa) 2000

Longitudinal compressive strength XC (MPa) 1500
Transverse tensile strength YT (MPa) 50

Transverse compressive strength YC (MPa) 150
Out-of-Plane tensile strength ZT (MPa) 100

Out-of-Plane compressive strength ZC (MPa) 253
In-Plane shear strength S12 (MPa) 150

Out-of-Plane shear strength S13 (MPa) 41.5
Out-of-Plane shear strength S23 (MPa) 41.5
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is based on the reduction of the number of scan points and on the subsequent
recovery of the HR image by means of CS procedures. Unfortunately, the
quality of this reconstruction method degrades rapidly as the reduction of
the scan points becomes more consistent. To counteract this degradation,
this dissertation, investigated the use of SR techniques based on the training
of NNs. In particular, two main findings were demonstrated:

• The training should be performed based on a sufficiently large and
comprehensive dataset of wavefield images rather than recurring to
conventional image datasets.

• Deep networks have clearly superior performance with respect to
shallow neural networks.

Experimental results demonstrate that the proposed methodology can
be applied in a variety of structural components to reduce acquisition time
and achieve high similarity to the HR images, even when just the 10% of
the original scan points retain. It is worth nothing that the definition of
resolution is based on pixel values, and the aim is to reconstruct the signals
so that they are very similar to the wavefield acquired on the dense grid.
In addition, the resolution of the final defect identification needs further
experiments.

Future work will investigate: i) The possibility to apply the CS algorithm
to raw SLDV data (without averaging); ii) the possibility to exploit this
imaging methodology to characterize defects; iii) alternative Deep Learning
architectures; iv) the benefit brought by further increasing the number of
wavefield images in the training phase with different setups or excitation
frequencies. Indeed, it is a well-known fact that deep learning strongly
benefits from training on big data. Moreover, the results need to be
confirmed in additional cases in order to have a better assessment of the
performance, given the vast number of applications which can be targeted
by this inspection method.



Chapter 6

CS and Damage Imaging

6.1 Summary

Ultrasonic wavefield imaging techniques are typically applied to full acoustic
wavefield data acquired over the area of the structure to be inspected. Such
techniques can be very useful but present also some limitations, including
slow data acquisition and lack of accuracy. This chapter investigates how
the Compressive Sensing approach, which speeds up the acquisition process
through a random spatial undersampling, can be used in conjunction with
damage imaging methods to perform the characterization of the inspected
medium. Two novel analysis tools to process recovered wavefield data are
presented and compared to widely adopted damage imaging algorithms,
namely the local Wavenumber Estimation technique [53] and the Cumulative
Kinetic Energy [54].

The first tool1 is based on the fact that, as discussed in Chapter 4, the
compressive sensing recovery performances are dependent on the selection
of the measurement method (i.e. the subsampling scheme) and on the
sparsifying representation basis. However, the sparsity of the coefficients is
influenced by the presence of defects. In fact, defects usually cause mode
conversion and incoherent scattering. When the sparsity prerequisite is

1The first wavefield analysis tool was presented in Full Wavefield Analysis and Damage
Imaging Through Compressive Sensing in Lamb Wave Inspections, Keshmiri et al.
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lost, the wavefield recovery can be imprecise and strongly dependent on the
reconstruction basis selected. It will be shown that this limitation can be
turned into a mean to detect the presence of defects.

The second proposed strategy is based on the removal of the injected wave
from the overall response, in order to highlight the presence of reflections
associated with damage. This strategy is based on the application of the 3D
discrete Fourier transform (3DFT) to the CS reconstructed wavefields to pro-
duce the frequency-wavenumber representation. The frequency-wavenumber
coefficients are then thresholded, and, finally, a Laplacian filter is applied
to enhance the discontinuities.

These concepts were tested over multiple experiments2 related to different
setups, including aluminium, composite and epoxy structures to illustrate
the pros and cons of the different damage modalities. The results illustrate
that the combined use of wavefield imaging and compressive sensing provides
sufficient information to non-destructively evaluate the structural integrity
in many situations of interest even for very low compression ratios (CRs).
Moreover, the application of these processing procedures minimizes artifacts
and small-scale noise without significant loss of accuracy in the damage
detection.

6.2 Materials and methods

Three main datasets have been used for the evaluation of the damage
imaging methods:

• Numerically simulated wavefields were included in the analysis. In
particular, a simulation of a 1 mm-thick aluminum plate (400 ×
400 mm2 wide) was performed. A piezoelectric excitation at the center
of the plate was modeled using 3D solid spectral elements with six
nodes in the x1 and x2 directions and three nodes in the z- direction
per element distributed according to the Gauss-Lobatto-Legendre

2The experiments were conducted thanks to a collaboration between the Polish
Academy of Science (M. Radzienski, P. Kudela, and Prof. W. M. Ostachowicz)
and the University of Bologna in the framework of the HARMONIA project (UMO-
2012/06/M/ST8/00414).
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rule. A convergent mesh at the maximum frequency of interest was
adopted. The excitation was in the form of a sinusoidal tone burst.
One notch of 10 mm length was modeled by a 0.1 mm separation of
appropriate nodes of the kissing spectral elements. The out-of-plane
surface displacements on the opposite side of the plate with respect to
the transducer were considered. The nodal displacements of the finite
spectral element model were mapped into a regular grid of 500 × 500
points by linear interpolation and further used for signal processing.

• The second dataset was obtained by using a scanning laser Doppler
vibrometer Polytec PSV400M2 SLDV (Polytec GmbH, Waldbronn,
Germany). Guided waves propagating in a glass fiber reinforced
polymer (GFRP) plate (4 unidirectional glass fiber layers oriented
along the x-axis, overall thickness equal to 3.2 mm) were recorded.
A notch cut 15-mm long, 0.5 mm wide and 70% of the specimen
thickness deep, was machined by a sharp tool. The excitation signal
was generated by an arbitrary waveform generator, amplified to 400
Vpp by a dedicated amplifier. The excitation signal was applied to a
round piezoelectric transducer (10 mm in diameter) bonded at the
center of the plate. Out-of-plane displacements were registered by the
SLDV on a dense grid of 385 × 389 equally spaced (1 mm) points.

Moreover, the SLDV was used to acquire the guided waves propa-
gating in a 0.5 mm thick carbon-fiber-reinforced (CFRP) plate (500
× 500 mm wide). In this case, delamination was thermally induced
on the plate. A 10 mm diameter piezoelectric transducer was used
to excite the guided waves field in the structure, whereas the plate
response was recorded on a grid of 277× 279 equispaced points. In
the experimental data, both S0 and A0 modes were excited but A0
mode had much greater amplitude than S0 mode.

• The third dataset was acquired with a measurement system which
consists of the following elements: i) a piezoelectric transducer bonded
to the inspected structure for the generation of guided waves; ii) an
air-coupled probe mounted on a CNC machine and connected to an
oscilloscope for the guided waves wavefield detection; iii) an arbitrary
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function generator to drive the piezoelectric transducer (a sinusoidal
burst with Gaussian modulated envelope was used), iv) a PC to
control the CNC machine, and store and process the data. A sketch
of the setup adopted for ultrasonic wavefield measurement is shown
in Fig. 6.1.

Multiple plates were inspected with this setup. The first one was
constituted by a 3 mm-thick epoxy glass (50 × 50 cm wide). The
second one was a 3 mm-thick composite (CFRP) plate (50 × 50 cm
wide) and the third case study considers guided waves propagating in
a sandwich-type panel constitute by the top and bottom aluminium
surface plates and an inner honeycomb core. The latest plate measured
500×500×7 mm. The presence of defects was simulated with a bonded
mass placed in different positions, and GWs were generated by exciting
the transducer with a 40 kHz frequency. Compressed wavefield data
was recorded in a region surrounding the mass using the air couple
probe mounted on the CNC machine.

6.2.1 Cumulative kinetic Energy

The simplest possible approach for analyzing the wavefield data is to
compute the cumulated kinetic energy (CKED). More specifically, the local
energy is calculated by computing the squared sum of each measurement
over time:

CKEDsx(x1, x2) =
1

2

K∑
k=1

(sx(x1, x2)[k])2 (6.1)

Indeed, CKEDsx(x1, x2) is the energy of the signal sx(x1, x2) in a point
defined by the x1 and x2 coordinates and in a generic time interval defined
by the time samples [1, K]. The CKED (or its squared root, the RMS value)
applied to the full wavefield images has been used as a tool for damage
localization and visualization by many authors [13, 54,139,146].

The CKED algorithm was applied to the datasets related to the plate-like
components schematized in Figs. 6.2(a-c).



6.2. MATERIALS AND METHODS 73

Figure 6.1: Sketch of the experimental setup using air probe and CNC
machine.

For validation purposes, the sampling process is firstly done according to
the Shannon-Nyquist theorem in the spatial (x1 − x2) and in the temporal
domain, then downsampled and finally recovered with the CS procedure.
Figs. 6.2 (d-f) show some sample snapshots of the propagating waves
interacting with the defects.

Fig. 6.3 depicts the CKED of three wavefield signals. It is worth noting
that high energy guided wave signals are evident in correspondence to
the defect locations. However, in all the considered cases, the defect is
barely distinguishable from image artifacts. In particular, in the aluminum
case where the defect is oriented perpendicularly to the incident wavefront,
and consequently a relatively weak scattering occurs, the defect is almost
invisible from the full wavefield observation.
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Figure 6.2: Sketch of the three (numerical and SLDV) setups (a, b, c), the
dashed lines are the perimeters of the imaged areas. Snapshots of the full
measured wavefield at t = 66 µs, t = 53 µs and t = 89 µs for the aluminum
plate with numerical data, GFRP and CFRP plates with experimental data,
(d, e, and f), respectively.
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Figure 6.3: CKED computed on the full wavefield signals acquired on the
aluminum (a), GFRP (b) and CFRP (c) plates, respectively. The considered
time interval is equal to 512 µs for the aluminum, 512 µs for the GFRP
plate, and 1024 µs for the CFRP plate. The time window was selected in
order to capture the most energetic portion of the wavefield after actuation.
After a certain time, due to dissipation, the energy drops to a negligible
level and the wavefield samples can be discarded.

6.2.2 Differential CS Recovery for Damage Imaging

This damage imaging method was conceived starting from the observation
that, despite the good average performance, the CS recovery applied to
acoustic wavefield measurements is far from being perfect in correspondence
to structural defects. In fact, modal conversion and incoherent scattering
occur where defects are located, and such phenomena cannot be represented
sparsely in the considered decomposition bases. In this sense, the limitation
in the CS recovery can be turned into a mean to detect the presence of
defects. Indeed, the proposed approach is based on the computation of
the CKED of the difference between the waveforms recovered with two
different representation bases B1 and B2 (sx(x1, x2)[k] = sB1(x1, x2)[k]−
sB2(x1, x2)[k]), where k is the index of a given time sample.

In the three cases analyzed in the previous Section, for an assumed CR,
the Jittered subsampling strategy described in the previous Chapters was
applied, then the signals on the Nyquist Shannon grid were recovered by
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using the different reconstruction bases and, finally, the CKED quantity
related to the difference signals was computed. The experiments were
repeated multiple times, with a different number of iterations of the SPGL1
algorithm. To quantitatively evaluate the recovery and damage imaging
procedure the signal to (reconstruction-) noise ratio (SRNR) was computed:

SRNR =
‖sB1(x1, x2)[k]‖

‖sB2(x1, x2)[k]− sB1(x1, x2)[k]‖
(6.2)

where sBx is the recovered wave field signal obtained by exploiting the
sparsifying representation basis Bx. Such quantity was computed both for
the whole imaged area (W) and in the subregions corresponding to the
damage locations (D).

Moreover, the Contrast-to-noise ratio (CNR) was used as a metric to
assess the damage image quality. CNR is defined as:

CNR =
meanD[CKEDsx ]−meanW−D[CKEDsx ]

stdW [CKEDsx ]
(6.3)

where CKEDs(x) is computed as in Eq. (6.1), meanX [...] and stdX [...]
are the spatial mean and standard deviation computed in the imaged area
X. More specifically, I have considered the non-damage (background, W-D)
and the damage areas (D), respectively, where W are the whole imaged
areas indicated by the dashed lines in Figs. 6.2(a,b,c), whereas the damaged
subregions (label D) have dimensions equal to 33 mm2 for the Al and GFRP
plates, and to 266 mm2 for the CFRP plate.

Tables 6.1, 6.2 and 6.3 show the SRNRs for different sparsifying basis,
different subsampling ratios (50%, 33% and 20% of retained scan points)
and different number of iterations for both the whole imaged areas (label
W) and the damaged subregions (label D).

The implemented procedure was applied to the numerical simulation
of the aluminum plate, and it can be observed from the results reported
in Table 6.1, that the SRNR reaches the maximum value after about 30
iterations when using the 2DFT and 3DFT as a sparse representation basis
(CR= 50%). However, a noteworthy degradation (-9 dB) occurs when I
circumscribe the SRNR calculation to the defective area.
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Table 6.1: SRNR for wavefields obtained in the aluminum plate (undamaged
and damaged regions).

SRNR (50%) [dB] SRNR (33%) [dB] SRNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2 W D W D W D W D W D W D
2DF-3DF 56.8 47.5 56.5 40.9 45.0 45.0 43.9 38.1 34.5 33.6 33.1 30.4
2DF-2DW 35.2 31.5 53.6 49.6 33.7 31.6 43.0 35.8 29.5 29.2 32.9 31.0
2DF-2DC 24.8 21.8 41.8 38.5 23.1 20.0 34.6 33.4 20.2 17.4 27.2 26.2
2DC-2DW 24.5 22.8 42.3 38.9 23.9 21.4 35.7 32.8 19.5 18.3 27.4 25.3

Table 6.2: SRNR for wavefields obtained in the GFRP plate (undamaged
and damaged regions).

SRNR (50%) [dB] SRNR (33%) [dB] SRNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2 W D W D W D W D W D W D
2DF-3DF 36.8 23.0 36.3 28.8 30.3 21.9 29.1 18.8 24.6 24.3 23.0 22.8
2DF-2DW 30.8 22.5 39.8 27.0 27.4 22.0 28.8 20.0 21.1 16.8 20.9 16.5
2DF-2DC 23.4 22.3 36.8 28.8 15.4 12.7 22.6 16.6 6.6 4.5 10.0 6.7
2DC-2DW 24.7 19.4 39.5 28.5 16.2 11.9 23.0 15.7 7.3 3.8 10.5 6.6

Table 6.3: SRNR for wavefields obtained in the CFRP plate (undamaged
and damaged regions).

SRNR (50%) [dB] SRNR (33%) [dB] SRNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2 W D W D W D W D W D W D
2DF-3DF 53.8 48.1 52.0 46.4 40.1 38.2 39.4 36.0 23.8 19.1 23.8 21.3
2DF-2DW 33.5 30.0 51.0 43.9 32.6 25.3 39.0 28.9 23.9 18.8 25.2 19.9
2DF-2DC 35.2 31.8 49.9 37.5 31.9 24.7 38.4 27.1 22.9 16.2 24.7 17.3
2DC-2DW 32.6 30.8 52.0 43.3 31.1 26.0 41.3 25.2 25.0 17.2 29.0 17.0
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Table 6.4: CNR for wavefields obtained in the aluminum plate, (CNRr =
10.93dB).

CNR (50%) [dB] CNR (33%) [dB] CNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2
2DFT-3DFT 17.71 23.42 11.33 16.46 6.09 14.54
2DFT-2DWA 11.15 13.54 7.89 14.62 4.27 9.10
2DFT-2DCT 7.30 7.73 6.17 6.87 3.87 5.62
2DCT-2DWA 5.66 7.53 3.71 7.07 3.43 6.70

Table 6.5: CNR for wavefields obtained in the GFRP plate, (CNRr =
2.69dB).

CNR (50%) [dB] CNR (33%) [dB] CNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2
2DFT-3DFT 9.24 9.44 6.14 6.98 0.05 0.10
2DFT-2DWA 9.84 12.04 3.37 4.15 0.59 1.39
2DFT-2DCT 6.05 6.21 1.63 2.41 0.16 0.19
2DCT-2DWA 4.77 7.65 1.60 2.33 0.15 0.17

Table 6.6: CNR for wavefields obtained in the CFRP plate, (CNRr =
6.18dB).

CNR (50%) [dB] CNR (33%) [dB] CNR (20%) [dB]

it=30 it= 90 it=30 it=90 it=30 it=90

B1-B2

2DFT-3DFT 9.62 10.07 5.04 7.29 4.45 4.69
2DFT-2DWA 7.98 8.61 5.00 5.24 4.22 4.44
2DFT-2DCT 9.76 10.90 5.70 5.40 4.25 6.32
2DCT-2DWA 4.38 5.15 4.69 5.14 3.58 3.31
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Figure 6.4: Wavefield imaging performances in terms of CNR for the
aluminum plate for 50% of downsamples.
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Figure 6.5: CKED damage influence maps based on the simulated wavefield
signals (aluminum plate). The results related to different reconstruction
bases and different subsampling factors with 90 iterations are presented. on
the figures of 2DFT-2DCT and 2DCT-2DWA, artifacts might be caused by
a recovery error in the CS procedure.
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Figure 6.6: CKED damage influence maps based on the wavefield signals
acquired with the SLDV on the GFRP plate. The results related to different
reconstruction bases and different subsampling factors with 90 iterations
are presented.
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Figure 6.7: CKED damage influence maps based on the wavefield signals
acquired with the SLDV on the CFRP plate. The results related to different
reconstruction bases and different subsampling factors with 90 iterations
are presented.
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These results confirm the heuristic evaluated in this work, i.e. the defec-
tive region cannot be represented sparsely and consequently the compressive
sensing procedures outputs recovered wavefields which are influenced by
the adopted representation basis.

Furthermore, it can be observed that, when Curvelet and Wave-Atoms
are adopted as sparse representation bases, the values of SRNR decrease
and a greater number of iterations is necessary to maximize such quantities.
Moreover, the experiments proved that decreasing the CR led to an increase
of the error in the wavefield reconstruction for reduced numbers of iterations.

Tables 6.4, 6.5 and 6.6 show the CNRs results for the cases of 50%, 33%
and 20% of retained scan points and the three different plates. Moreover,
the reference CNR (CNRr) was computed on the original full wavefield
signals to assess the damage image quality.

For example, it can be noticed that the high CNR value (17.71 dB)
reported in Table 6.4 for the case of 50% retained scan points (and 30
iterations) clearly confirms that the defective area is better highlighted by
the proposed procedure with respect to what can be achieved by computing
the CKED on the original signal (CNRr = 10.93). Similar improvements
are achieved for the GFRP and CFRP plates.

In Fig. 6.4, for the aluminum plate case, the results of the implemented
procedure are shown in terms of CNR versus the number of iterations. In
all cases, the quality of the wavefield imaging reaches its maximum value
for the maximum number of iterations considered.

Taking into account the recovery times discussed in Chapter 4, it can
be concluded that the best trade-off between CNR and recovery times is
offered by the differential recovery performed with 2DFT and 3DFT bases
which provides high CNRs, with relatively few iterations and, consequently,
very fast processing.

The effect of the proposed processing can be qualitatively evaluated in
Figs. 6.5, 6.6, and 6.7, where the CKED maps related to the considered
setups and multiple settings of the algorithm are shown. It is worth noting
that there is a substantial agreement between the CNRs values reported
in Tables 6.4, 6.5, 6.6, and the quality of the damage images: higher
CNRs values correspond to a better quality of the wavefield imaging in the
localization of the defective region.
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Figure 6.8: Damage map related to an area which includes edge reflections:
GFRP plate (B1= FFT2D, B2=FFT3D, 50% downsampling).

Finally, the algorithm was tested also on areas close to the edge of
the plates to verify that edge reflections are clearly distinguishable from
the anomalous scattering induced by defects. The results supporting such
assumption are shown in Fig. 6.8.

6.2.3 Local Wavenumber estimation

The local wavenumber estimation technique (LW) method was applied
to experimental wavefield data to characterize damages in the plate like
structures [53]. The local wavenumber method can be implemented by
applying a three-dimensional Fourier transform (3D FFT) to convert the
wavefield in the frequency wavenumber domain where multiple propagating
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Figure 6.9: Diagram of local wavenumber estimation process.

modes can be isolated. Then, the signal is bandpass filtered using a
frequency-domain Gaussian-shaped window. An additional filter bank is
applied to isolate multiple narrowband wavenumber components. In the
next step, each narrowband component is transformed back in the spatial
and temporal domain and an envelope signal is calculated in the spatial
grid. Finally, the damage is visualized by plotting the central wavenumber
of the subcomponent that maximizes the amplitude of the spatial envelope,
as schematically depicted in Fig. 6.9.

6.2.4 Laplacian filtering

In this section, a wavefield imaging method based on Laplacian filtering is
presented. The application of these filters minimizes artifacts and small-
scale noise without significant loss of accuracy in the damage detection. The
effectiveness of the proposed approach is demonstrated through experimental
results obtained from compressed wavefield data acquired with air-coupled
probes. The reconstructed ultrasonic responses are subsequently processed
to produce damage images. The quantitative and qualitative assessment of
such images prove that the proposed method provides reliable results even
for very low compression ratios (CRs).

The implemented damage imaging method is based on the 3D discrete
Fourier transform (DFT) that is applied to the acquired wavefield signal to
produce the frequency wavenumber representation w(x,y,t).
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W (Kx, Ky, ω) = F3D(w(x, y, t)), (6.4)

where F3D is the Fourier transform operator. A cosine tapered windowing
with 10% taper width across the spatial and temporal dimensions was
applied preliminarily to the acquired data in order to avoid truncation
effects. The frequency-wavenumber representation is then thresholded 3:

M(Kx, Ky, ω) =

{
0 if W (Kx, Ky, ω) < threshold

1 otherwise,
(6.5)

Ŵ (Kx, Ky, ω) is the output of the masking procedure:

Ŵ (Kx, Ky, ω) = W (Kx, Ky, ω)M(Kx, Ky, ω), (6.6)

In addition, a Laplacian filter is applied to enhance the discontinuities.
More specifically, the following quantity is computed:

∇W =
∂2w

∂kx2
+
∂w2

∂kx2
(6.7)

Such quantity is then transformed back into the spatial and temporal
domain via inverse Fourier transform:

w̃(x, y, t) = F−1
3D (∇Ŵ (Kx, Ky, ω)) (6.8)

Finally the CKED(x,y) of the processed data is computed.
The dataset collected with the air coupled probes (aluminum plate) was

used to test the performance of the Laplacian filter processing. Fig. 6.10
illustrates the effectiveness of the damage imaging process for different posi-
tions of the mass and different distances from the source. In particular, Figs.
6.10 (a,b,c) show different snapshots, while different damage identification
results are shown in Figs. 6.10 (d,e and f).

Fig. 6.11 (a) depicts an original wavefield (top row: CR= 33% and
bottom row: CR=10%) acquired by an air-coupled probe in the aluminum

3The threshold is set as a given percentage of the maximum of the absolute value of
the data in the wavenumber domain.
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Figure 6.10: Snapshots of the reconstructed wavefields at different times
and mass positions (a,b,c), and results of the Laplacian Filtering procedures
(d,e and f). The damage images peak in correspondence to the actual mass
positions.



88 CHAPTER 6. CS AND DAMAGE IMAGING

Figure 6.11: Snapshot of the wavefield acquired in the aluminum plate with
air-coupled probe (a), CKED of the signal (b), CKED of the signal after
wavenumber-filtering (c), damage map after Laplacian filtering (d) with
CR=33% (top row) and CR=10% (bottom row).

plate. Fig. 6.11 (b) illustrates the cumulative kinetic energy of the wave-
field. In this case, the defect is barely distinguishable from image artifacts.
Fig. 6.11(c) illustrates the effect of thresholding the frequency-domain
representation of the signals, and Fig. 6.11(d) show how the Laplacian
based method reaches the highest quality and an accurate detection of the
damage thanks to the lower background noise level and the energy trapping
of the incident waves caused by the bonded mass.

6.3 Results and discussion

The presented damage imaging algorithms were applied to three different
datasets acquired with air-coupled probes and related to the plate-like
components sketched in Fig. 6.12(a-c) and 6.13. Figs. 6.12 (d-f) show
snapshots for a mentioned sets up respectively as well as a snapshot at 78,
82 and 93 µs in the epoxy, composite and aluminium plates. The response
of the system in such areas was measured with rapid scan acquisition
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by using the CNC machine to place the air-coupled probe in a subset of
51×51 cartesian grid points and then by applying the compressive sensing
technique to recover the wavefield in the full grid. The generated datasets
are three dimensional matrices, of size N ×M ×T , where N,M, T represent
cardinalities in the spatial x direction, in the y direction, and the number
of time samples, respectively. Fig. 6.14 show the measured frequency
wavenumber plot with the propagation direction for: Epoxy glass plate (a),
composite plate(b), and Honeycomb plate (c).

As can be seen in Figs. 6.15, 6.16 and 6.17, the analyzed processing
techniques combined with the CS acquisitions detect damage very effectively.
Figs. 6.15(a), 6.16(a) and 6.17 (a) show the resulting plot for cumulative
kinect energy (CKED), epoxy glass, composite and aluminum plates respec-
tively with the 50% of downsamples. Although the damage map in 6.15(a)
has a peak in correspondence to the source transducer position, both the
energy trapping and shadowing of the incident waves caused by the bonded
mass are evident. The damage imaging results based on the differential com-
pressive sensing technique are shown in Figs. 6.15(b), 6.16(b) and 6.17(b)
with 50% of the sampling rate and 30 iterations. Figs. 6.15, 6.16 and 6.17(c)
illustrate the damage processing produced by the local wavenumber estima-
tion procedure and Figs. 6.15, 6.16 and 6.17(d) show the Laplacian filtering
technique for the epoxy, composite and aluminium plates, respectively. In
all the considered cases, the local energy associated to the mass is lower
with respect to the one associated to the acoustic source. Figs. 6.15, 6.16
and 6.17(d) look qualitatively better with respect to the others, because of
the lower background noise level in all the considered cases. Quantitative
comparisons of the different analysis modalities’ performances can be found
in Table 6.7. To assess the accuracy and precision of the damage image
results the SNR and CNR were calculated with the methodology described
in [55]. In particular, the SNR is defined by the ratio of the average signal
value to the standard deviation of the signal [431]:

SNR = 20log10

(
µ(w(x, y))

σ(w(x, y))

)
, (6.9)

where σ is the standard deviation of the signal and µ is the average of
the signal w(x, y). While CNR was computed basing on eq. (6.3).
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Figure 6.12: Sketch of the three setups (a, b, c), the dashed lines are
the perimeters of the imaged areas. Snapshots of the measured wavefield
at t = 78µs, t = 82µs and t = 93µs for the Epoxy glass, CFRP and
Honeycomb plates, (d, e, and f), respectively.

Figure 6.13: The three plates investigated with air couple probes: Epoxy
glass, CFRP and Honeycomb plates, respectively.
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Figure 6.14: Frequency-wavenumber map with the propagation direction
for the Epoxy glass (a), Composite (b) and Honeycomb (c) plates.

As demonstrated by the cases discussed in this study, all techniques
resulted in a fairly accurate detection of the damage and have high SNR.
However, the Laplacian filtering method reaches the highest quality in term
of SNR, while the LW technique is the best as far as computational time is
concerned.

Fig. 6.18 shows the SNR performance achieved with different damage
imaging modalities when the air-coupled transducers were used to acquire
the wavefields on the epoxy glass plate. The CS recovery was performed by
setting the number of iterations equal to 30, and by preserving the 20%,
33% and 50% of the samples of the cartesian grid.

Future work will investigate: i) the possibility to exploit these imaging
modalities to characterize the entity of the defect, and ii) the possibility to
further decrease the number of scan points by using different subsampling
strategies or different sparsifying representations.
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Figure 6.15: CKED (a), Differential CS with 50% of subsamples and 30
iterations by using FFT2D (b), LW (c), Laplacian filter(d) on the epoxy
glass.

Figure 6.16: CKED (a), Differential CS with 50% of subsamples and 30
iterations by using FFT2D (b), LW (c), Laplacian filter (d) on the CFRP
plate.

Figure 6.17: CKED (a), Differential CS with 50% of subsamples and 30
iterations by using FFT2D (b), LW (c), Laplacian filter (d) on the aluminum
plate.
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Figure 6.18: SNR performances achieved with the 30 number of iterations
of the SPGL1 algorithm for 20%, 33% and 50% of the downsamples for the
epoxy glass.
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Table 6.7: Comparison of the techniques for wavefield obtained in the
epoxy glass, CFRP and Honeycomb plates with 50% of downsamples.
Method Data acquisition Computational time SNR CNR Plate

CS 600 S 405 S 22.88 18.18 Epoxy
LW 600 S 127 S 15.37 14.36
LF 600 S 480 S 36.02 18.13

CS 600 S 495 S 20.84 4.82 Composite
LW 600 S 127 S 14.46 19.01
LF 600 S 480 S 20.82 15.96

CS 600 S 615 S 15.05 4.54 Aluminum
LW 600 S 127 S 15.61 4.67
LF 600 S 480 S 38.25 19.33



Chapter 7

Conclusions

7.1 Conclusion

This dissertation describes the research conducted to develop guided wave
methodologies for full-wavefield damage imaging. Non-contact-based sys-
tems have been widely studied for damage detection and localization for
SHM applications. In particular, wavefields can be generated by a fixed
piezoelectric transducer and measured by SLDV, or air-coupled moving
transducers. However, the use of air-coupled transducers, which are low
cost devices when compared with SLDV, has several disadvantages, mainly
related to data quality. On the other hand, SLDV needs several hours
of automatic measurements to improve SNR of ultrasonic responses via
averaging procedures.

For this reason, there is an urgent need in trying to develop novel
methodologies or technologies to speed up the acquisition time while pre-
serving the informative content of full wavefield acquisitions. In this context,
the contribution of this dissertation is twofold:

• First, a rapid algorithm for wavefield imaging based on the CS and
CNN frameworks was proposed. The main goal was to show the
effectiveness of combining CS with deep learning methods, leading
to an increase in the speed of inspection, without sacrificing the
quality of wavefield images. The presented CS technique was applied

95
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to reduce acquisition time. Then, CNNs are applied to recover HR
images from LR sub-sampled wavefields. The WI datasets were
obtained by measuring the out-of-plane displacement field arising
from the propagation and interaction of the ultrasonic guided waves
with simulated defects in the structures. The structures were chosen as
being representative of typical aerospace structures. The datasets were
obtained at one specific frequency (75 kHz), associated to different
wavelengths, depending on the structure and the propagating mode.

• Secondly, the compatibility of the CS recovery with multiple damage
imaging techniques was investigated. Namely, the implemented signal
processing methods were i) the cumulative Kinect energy, ii) differ-
ential compressive sensing iii) local wavenumber mapping, and iv)
Laplacian filtering It was shown that: 1) signals with high SNR could
be achieved, and 2) such methods are all compatible with the CS
approach which allows to minimize the acquisition time. In order to
validate the proposed techniques, several experiments were conducted
with aluminium, composite and epoxy plates.

The damage imaging produced by the differential Compressive sensing
was particularly effective. Such imaging method is based on the
analysis of the difference between the CS recovery of the downsampled
wavefield that can be achieved by using different sparsity promoting
dictionaries. It was shown that computing the difference between
the recovery performed in the 2D and 3D Fourier domain produces
the most effective results, leading to a fast and artifact-free defect
imaging strategy. In particular the interactions of elastic waves with
damages clearly emerge over the incident waves as well as with respect
to the wave reflections from the structure edges. Experimental results
demonstrate that the proposed technique can be applied in a variety
of structural components to reduce acquisition time and achieve high
performance in defect detection and localization.
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Figure 7.1: Comparison of the recovery of a 10% down-sampled image with
VDSR, DCSCN and PR. The three deep learning architectures produce
very similar results.

7.2 Future work developments

In the conducted research the CS was applied to averaged data. However,
the possibility to apply the CS algorithm to raw data is very interesting
and will be explored in future works.

Moreover, in this dissertation, the VDSR scheme was extensively eval-
uated for HR images recovery but many variants of the Deep Learning
architectures are currently under investigation in the scientific community.
A nice and very recent review on the topic is provided in [428].

For example, I have tested another Deep learning architecture (namely
the DCSCN [432]) and found that the results are comparable to the VDSR
approach (See Fig. 7.1). Additional investigations related to the usage
of alternative deep learning schemes (such as the Pixel Recursive – PR –
method 7.2) could possibly lead to further performance improvement.

HR reconstruction of wider band displacement fields could be per-
formed by enriching the training set with WI datasets at other frequen-
cies/wavelengths. This also will be the object of future works.

Finally, an important aspect which requires additional investigations is
the trade-off between undersampling ratios and defect detectability. On
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Figure 7.2: Illustration of pixel recursive super resolution model trained
end-to-end on a dataset of wavefield images. The left column shows original
wavefield images. The middle and last columns show 8×8 low resolution
inputs from the test set and 32×32 high resolution images.
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one hand, imaging the defect with just 1% of the scanpoints of the full grid
would be a very impressive result, and the combination of CS+VDSR seems
to work very well even at such high undersampling ratios. On the other
hand, the wave reflections caused by defects may be very weak, since they
represent a relatively small fraction of the wave energy captured by the
measurements and they are rapidly vanishing far from the defect location.
In this sense, moving from SSIM =0.91 (achieved with the simple CS at
CR=10%) to SSIM=0.96 (achieved with the deep learning framework) is
very important. This can be qualitatively judged by looking at the recovered
wavefield around the (relatively large) mass location (See Fig. 5.6). So, by
further lowering the number of scan points, it can be faced with the risk of
having undetected defects (especially, small defects) due to the larger gaps
between scan point locations.

Finally, on a broader scope, future work will investigate the capability
of the presented compressed imaging modality to characterize the type of
defect.
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[351] J. Höglund, T. Voigt, B. Wei, W. Hu, and R. Karoumi, “Compressive
sensing for bridge damage detection,” Proc. 5th Nordic Wksp. on
System and Network Optimization for Wireless, 2014.
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