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Il mare insegna all’uomo l’umiltà… 

Il mare insegna ancora una cosa importantissima                                                                                    

per la sopravvivenza dell’uomo stesso… 

Gli insegna che dietro un orizzonte                                                                                                               

ce n’è sempre un altro. 

- Enzo Maiorca 

 

 

All’apnea,                                                                                                                                                          

la quale, oltre alle indescrivibili emozioni che regala,                                                                                  

funge da canalizzatore di energia e passione,                                                                                    

contribuendo in questo caso                                                                                                                                  

al completamento del mio Dottorato e                                                                                                                         

alla scrittura di questo lavoro.  
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Abstract 

Against a backdrop of rapidly increasing worldwide population and growing energy demand, the 

development of renewable energy technologies has become of primary importance in the effort to reduce 

greenhouse gas emissions. In addition, rapid increase in the oil prices coupled with concerns about the 

stability and security of fossil fuels extraction have led to emphasized interest in the exploitation of 

offshore renewable energy sources, such as offshore wind, sunlight, waves and tidal currents. However, 

it is often technically and economically infeasible to transport discontinuous renewable electricity for long 

distances to the shore. Another shortcoming of non-programmable renewable power is its integration into 

the onshore electrical network without affecting power quality, grid stability and the dispatching process.  

On the other hand, the offshore oil & gas industry is striving to reduce overall carbon footprint from onsite 

power generators and limiting large expenses associated to carrying electric energy from the shore in case 

of remote facilities. Furthermore, the increased complexity and expansion towards challenging areas of 

offshore hydrocarbons operations call for higher attention to safety and environmental protection issues 

from potential major accident hazards. The rise of offshore oil & gas assets approaching the end of their 

useful life requires to deal with complex evaluation of the decommissioning options. Another multi-

dimensional problem is the monetization of offshore natural gas reservoirs, particularly in case of stranded 

and depleted gas fields close to the shore.  

Innovative hybrid energy systems, as Power-to-Gas (P2G), Power-to-Liquid (P2L) and Gas-to-Power 

(G2P) options, implemented at offshore locations, would offer the opportunity to overcome challenges of 

both renewable and oil & gas sectors by different strategies. The chemical conversion of renewable power 

into gas and liquid synthetic fuels (P2G and P2L) at offshore oil & gas facilities allows to ease storage 

and transportation of renewable energy from remote areas and to create new opportunities for aging 

offshore structures. On the other hand, gas turbine energy balancing systems coupled with renewable 

plants in G2P offshore projects offer the advantages of improving the dispatchability of renewable power 

injected into the grid and of valorising untapped gas resources. Despite the widespread experience of these 

concepts at the onshore context, no evidence has been found on offshore applications and existing 

literature studies are limited to feasibility assessments of the sole offshore P2G (hydrogen) option.  

The present study aims at the development of systematic methodologies based on proper sustainability 

and safety performance indicators supporting the choice of P2G, P2L and G2P hybrid energy options for 

offshore green projects in early design phases. An in-depth analysis of the different offshore hybrid 

strategies was performed and key parameters for a preliminary screening of the alternatives were 

identified. The literature reviews on existing methods proposing metrics to assess sustainability of hybrid 
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energy systems, inherent safety of process routes in conceptual design stage and environmental protection 

of installations from oil and chemical accidental spills were carried out. To fill the gaps evidenced in the 

state of the art, a suite of specific decision-making methodologies was developed in the present study, 

based on representative multi-criteria indicators addressing technical, economic, environmental and 

societal aspects of alternative options. The integrated set of methods was specifically developed to capture 

different complex issues related to the offshore context, e.g. end-of-life oil & gas infrastructures, remote 

areas, stranded and depleted gas reservoirs, safety and environmental concerns of oil & gas operations. 

Sustainability assessment models are proposed for evaluation of alternative P2G/P2L strategies at remote 

off-grid areas and G2P options at depleted gas fields close to the grid. An inherent safety approach is 

defined to rank the hazard level of process units and overall facility of alternative designs of the offshore 

systems with respect to human, assets and environment targets of the offshore potential hazards. Finally, 

a process intensification screening methodology is proposed to investigate emerging chemical process 

routes for production of renewable fuels at low maturity level in view of further implementation in 

P2G/P2L offshore hybrid energy projects. A set of five case-studies was defined, covering different 

offshore scenarios of concern, to provide an assessment of the effectiveness and value of the suite of tools 

developed. The results of the case-studies show that the supporting tools and novel metrics developed are 

able to capture criticalities of the analysed offshore systems and to orient the choice of the best 

P2G/P2L/G2P hybrid energy option or design solution from the sustainability and/or safety perspectives. 

The results of sensitivity analysis based on the Monte Carlo simulation, applied to the outcome of some 

of the case-studies, confirm the ability of the methods to yield robust and meaningful results. The results 

obtained pave the way to consolidate informed strategies for the sustainable and safe development of 

offshore renewable energies.  
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1.1. Renewable energy exploitation and challenges 

Since the advent of the industrial revolution, fossil fuels have been the main source to supply the energy 

requirements of the human society. According to the International Energy Agency (EIA), in 2017 the 

global energy system continues to be dominated by fossil fuels, with oil accounting for 32% of energy 

supply worldwide, closely followed by natural gas and coal, at 22% and 27% respectively [1]. In the 

International Energy Outlook 2019 provided by the U.S. Department of Energy [2], the total world energy 

consumption has been projected to increase by 50% during the period 2018-2050. Despite the fastest 

growth of renewable energy worldwide, fossil fuels are expected to continue to meet most of the world’s 

energy demand.  

In the last years, concerns about pollution and climate change have raised public awareness confirming 

that carbon dioxide (CO2) emissions associated with fossil fuels combustion represent the largest source 

of greenhouse gas (GHG) emissions [3]. On the other hand, energy security has become complex,  due to 

the combination of rising political issue in major energy-producing countries, resource competition and 

record oil prices [4]. As a consequence, various internal frameworks and legally binding agreements have 

been released, emphasizing the urgent need for low carbon technologies, especially those from renewable 

energy sources [5]. In this framework, European Union became a worldwide pioneer in promoting 

renewable energy exploitation with the aim to improve supply security, competitiveness and 

environmental sustainability of renewable sources [6].  

The deployment of sustainable emission-free renewables plays an important role for decarbonising the 

energy supply [7]. To date, a wide range of renewable energy resources located at onshore areas has been 

promoted for large-scale exploitation, e.g. hydro, solar, wind, geothermal, biofuels, biomass [8]. On the 

other hand, a huge quantity of clean power can be provided also from offshore renewable energy sources, 

such as offshore wind, solar energy, marine renewable energies in forms of surface waves and tidal 

streams [9].  

Offshore wind energy can be defined as the energy generated from the wind at sea. Wind is produced by 

uneven heating of the earth’s surface by the sun. A wind energy turbine can convert the kinetic energy of 

the wind into mechanical or electrical energy that can be harnessed for practical use: wind blows across 

the rotor blades, causing them to rotate and to drive a shaft which is connected to the rotor hub [10]. Over 

the last decade, offshore wind power has presented considerably high increase capacity worldwide 

reaching at the end of 2015 a quantity of 12.1 GW, from which 11 GW were developed in Europe [11]. 

Further growth led to a total installed offshore wind capacity in Europe of about 18 GW in 2018: UK gave 

the largest contribution, with 44% of all installations in MW, followed by Germany (34%), Denmark 

(7%), Belgium (6.4%) and Netherland (6%) [12]. The motivation for this development can be explained 
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by several benefits compared to its onshore counterpart [13]: high available area to harvest wind energy 

since there are no limitations relative to urban buildings and human activities, stronger and more uniform 

wind speed with less turbulence, limited visual and sound impact. However, these advantages are 

counterbalanced by some drawbacks [14,15]: higher costs of the permitting and engineering process, 

higher demand of raw materials, complex and expensive installation requiring specialized workers, need 

for adequate port infrastructure for the movement and assembly operation of the components, expensive 

subsea cables for farther systems from the shore, reduced reliability and availability with increasing 

distance of the system from the shore.  

Offshore Wind Turbines (OWTs) show similarities to the onshore designs although several modifications 

must be applied to deal with aggressive marine environment specifically. Main components of an OWT 

are foundation, sub-structure, tower, blades-rotor-nacelle. Classification of OWTs can be made based on 

the number of blades (two- and three-blades), energy extraction mechanism (lift- and drag-based), axis 

orientation (horizontal and vertical axis), method at which the power is regulated at high wind speeds 

(stall-regulated and pitch-regulated) [16]. Typical OWTs in operation are characterized by three-bladed 

horizontal axis, pitch-regulated, upwind rotors whose diameter can range from 65 to 130 m and capacity 

between 1.5 MW and 5 MW. However, some vertical axis wind turbine prototypes (e.g. Aerogenerator 

X, Deepwind) have been proposed due its simple structure, rotation regardless of wind direction, low 

maintenance costs, potential for larger power production in deep waters [17]. Another classification of 

OWTs is based on the support structure, as illustrated in Figure 1.1. Fixed-grounded monopile foundations 

are predominant for 3-4 MW OWTs up to a water depth of 30 m. Different foundations (e.g. jacket, tripods 

and tripiles) are employed for large sizes and intermediate water depth (up to 50 m) [18]. In these years, 

the development of OWTs has succeeded in providing different floating designs (Tension Leg Platform 

or TLP, Semi-submersible, Spar Buoy), able to operate at higher distances from the shore and in deeper 

waters, thus allowing large energy potentials to be harnessed [19]. Several floating offshore projects have 

been fully commissioned and investigated all around the world (e.g. Hywind, Sway, WindFloat, PelaStar, 

Winflo, Hexicon Energy Design) [12,20,21].  
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Figure 1.1. Classification of OWTs based on sub-structure [22].  

 

Solar radiations, i.e. electromagnetic radiations emitted by the sun, represent the most abundant natural, 

easily exploitable, clean and reliable resource on earth, which can be exploited to produce solar power by 

means of solar Photovoltaics (PV) and Concentrating Solar Power (CSP) technologies [23]. Solar PV is 

one of the fastest growing renewable technologies reaching a global installed capacity of 481 GW in 2018, 

while CSP technology accounted for around 5 GW in the same year [24].  

Solar CSP plants have increased in interest in the solar energy sector due to higher efficiency and lower 

costs [25]. Generally, CSP plants are composed of several components, i.e. solar concentrators, receiver, 

steam turbine and electrical generator and thermal storage: mirrors are used to concentrate solar rays and 

convert them into high-temperature heat; the heat is then channelled through a conventional generator to 

produce electricity [26]. As illustrated in Figure 1.2, CSP can be classified into four main technologies. 

Among them, the parabolic trough collectors show the most advanced operational experience up to 354 

MW, operating temperature up to 500°C, high modularity and the best land-use factor [26]. They are used 

to concentrate sunlight into receiver tubes placed in the trough’s focal line. A thermal transfer fluid as a 

synthetic thermal oil is delivered along these tubes. After heated to approximately 400°C by the solar 

radiation, the oil is pumped through heat exchangers to supply heat for vapour generation or other thermal 

applications. By installing the solar parabolic trough plant at offshore areas, the requirements for the 

concentrator systems can be simplified due to the sun’s tracking along a vertical axis and the 

thermodynamic efficiency can increase due to the availability of huge quantity of cooling sea water [27].  
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Figure 1.2. Classification of solar CSP technologies and related installed ratios in the technology mix, adapted from 

[26].  

 
Solar PV plants consist of multiple cells, mechanical and electrical connections, which allow the direct 

conversion of solar rays into electricity without any heat engine [28]. Solar cells are the main components 

of the system which can be distinguished into three different generations based on the materials 

(crystalline silicon wafer-based cells, thin-film cells, organic materials-based cells) [29,30]. The 

classification of solar PV technologies is shown in Figure 1.3. Beside the common grounded mounted and 

roof top solar PV arrays, emerging applications are represented by offshore and floating PV plants due to 

the beneficial higher solar reflectance and low visual impact in open sea, availability of sea water for 

cooling [31,32]. Considering the same occupied area (e.g. at an offshore installation), it is reported that 

solar PV arrays at the commercial stage are more efficient in terms of electricity production compared to 

solar CSP technologies [23]. 
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Figure 1.3. Classification of solar PV technologies, adapted from [33].  

 
Wave energy is generated by blowing of wind on the sea surface, which is in turn created by the 

differential heating of the earth’s surface induced by solar energy. There are several benefits supporting 

the emerging role of wave energy in the electricity mix compared to the other resources [34,35]: wave 

power density (2-3 kW/m2) is greater than that of wind (0.4-0.6 kW/m2) and solar (0.1-0.2 kW/m2), wave 

energy offers smaller hourly and daily variability with greater predictability, waves can travel longer 

distances with minor energy losses and environmental interferences. On the other hand, the wave energy 

industry is a new and developing sector which requires research on basic components to overcome 

technological barriers, effective planning and consenting processes to deal with the non-technical issues 

and innovative instruments to support demonstration projects [36]. In 2016, 21 pre-commercial and first-

of-a-kind demonstration projects have started production in marine environment, whose 15 projects were 

located within the European waters; maximum capacity has ranged from few kW to 10 MW. A few of 

them are grid-connected and have delivered electricity to the network [37]. 

The devices which capture the kinetic energy from waves and transform it into electricity are called Wave 

Energy Converters (WECs). WECs consist of four main components, i.e. structure and prime mover, 

foundation or mooring, the power take-off (PTO) system that converts mechanical energy into electrical 

energy, the control system [38]. Classification of WECs can be according to the installation location, i.e. 

shoreline, near shore (within 10-25 m water depth) and offshore (in water depth greater than 40 m) devices 

[39]. WECs can be also classified based on the conversion principle [39], as illustrated in Figure 1.4. 

According to a previous literature review [40], the following WECs were suggested to retain for offshore 

installation due to their higher technological status: Pelamis (based on the attenuator principle), 

Powerbuoy (based on the point absorber principle), Wave Dragon (based on the overtopping principle).  
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Figure 1.4. Classification of WEC technologies based on conversion principle, adapted from [41].  

 
Tidal currents or tidal streams are water flows resulting from the rise and fall of the tides caused by the 

rotational and gravitational forces between earth, sun and moon [42]. Hence, tidal current energy is more 

regular and predictable over a longer time scale compared to wind, wave and solar energies and has the 

potential to provide a stable power output to the grid [43]. The tidal resource potential at a given site can 

be considered almost reliable in a short time span [44]. As the wave energy sector, the tidal energy industry 

has not yet reached the full commercial stage. However, significant progresses towards commercialization 

were established over the period 2014-2016: 14 tidal energy projects had been grid-connected and 

operated at the end of 2016 with capacity ranging from few MW to a maximum of 14 MW. Several 

devices in UK had delivered electricity to the network continuously for long periods [37]. 

Tidal Energy Converters (TECs) are turbines which utilize the energy of flowing water in tidal currents 

to generate electricity directly. Similar to OWT designs, TECs consist of a number of blades mounted on 

a hub, a gear box and a generator; these components are mounted on a support structure. Despite the 

similarities between the extraction methods of wind and tidal stream energies, rotor diameter of the tidal 

stream turbine is expected to be about half that of OWT of the same rated power since seawater is 800 

times denser than air and water flow speed is generally smaller. As a result, power outputs are comparable. 

On the contrary, TECs must withstand greater water loading forces and effects of blockage and free 

surfaces [45]. As the conventional OWTs, TECs can be classified into horizontal and vertical axis 

technologies, which represent the first generation tidal devices for bottom-mounted installation [45]. 

Moreover, the European Marine Energy Centre (EMEC) includes other four types of technologies to the 

classification of TECs, as illustrated in Figure 1.5. thanks to the evolution towards second- and third-
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generation devices. Another classification is made based on the TEC foundation, i.e. seabed 

mounted/gravity base, pile mounted, floating, hydrofoil inducing downforce, which evolves with 

increasing distance from the shore as in the case of OWTs sub-structure (Figure 1.1) [46].  

 

Figure 1.5. Classification of TEC technologies according to EMEC, adapted from [47]. 

 
Despite large potential and ongoing technological development of offshore renewable power generation, 

the main problem of all renewable energy sources, including offshore resources, is generally their 

dependency on daily or seasonal patterns and on environmental conditions which vary from place to place 

[48].  

It is often considered technically and economically infeasible to transport discontinuous renewable power 

for long distances [49]. High voltage alternating current (HVAC) transmission lines are the preferred 

option to deliver large quantities of electricity from offshore areas due to the low cost of voltage 

transformation and more compact converter stations. However, HAVC cables have the disadvantage that 

energy losses become much larger with longer distances, in particular because of the capacitive 

phenomena concerning submarine cables which require dynamic-reactive power control. High voltage 

direct current (HVDC) cables can minimize the transmission losses and are suitable for long distances 

and large capacity of power transmission. Nevertheless, in DC systems the most important energy losses 

are due to the power conversion that is independent of the cable length. HVDC is capital intensive and 

requires costly converter stations at either end of the transmission line [50,51]. A critical transmission 

distance beyond which HVDC technology becomes convenient in terms of efficiency than HVAC is 

estimated as 55-80 km [16,52,53].  
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In addition, penetration of large amounts of intermittent renewable power may cause difficulties in the 

operation of the onshore electric grid [54]. Connecting intermittent and uncertain renewable sources to 

the electrical grid introduces challenges in various technical aspects, such as power quality, protection, 

generation dispatch control and reliability [55,56]. Usually grid operators evaluate the impact on the 

power quality of the local grid by means of dynamic models of the renewable power plant for use in the 

power system simulator. Such models should demonstrate that the actual power generation of the device 

and array of devices meet the specific grid code requirements (e.g. frequency stability, voltage, power 

factor, harmonics) in order to guarantee a safe grid connection [57]. Concerning the offshore wind power, 

currently there are different national codes and requirements, different power system simulators used by 

grid operators from one country to another, as well as scarce dialogue between wind farm 

developers/producers and grid operators [10]. Similarly, international standards provide discrepancies 

about the grid code and requirements for connecting solar PV plants to the grid [58]. However, a great 

effort was made by EWEA and DERLab and CENELEC to develop a harmonised grid code for wind and 

solar PV power integration in Europe [59,60]. From the perspective of wave and tidal current power, 

limited examples of the devices delivering electricity to the grid have been operating to date, and no 

specific grid code requirements have yet been issued at both national and European level [61,62].  

1.2. Offshore oil & gas production and challenges 

In such a transition perspective, the oil & gas industry is striving to become more energy efficient and 

sustainable [63]. Nowadays, offshore hydrocarbons installations often consist of energy consuming 

facilities and onsite electrical power is produced traditionally by low-efficiency polluting gas turbines 

(GTs) and synchronous diesel generators to drive directly compressors and pumps, power control systems 

and cathodic protection, supply heating for living and recreation areas, etc. [64]. Electrification by means 

of grid-connected subsea cables represents a possible option to reduce the consumption of fossil fuels, but 

the cost is high, particularly for remote installations [65].  

Furthermore, several new offshore oil & gas projects have been developed in the Gulf of Mexico and in 

the North Sea, starting operations in challenging scenarios (e.g. increased technological and operational 

complexity, harsh environmental conditions, etc.), as well as implementing new design concepts (e.g. 

subsea production, advanced separation techniques, etc.) [66–69]. This requires a higher attention to the 

potential for safety and environmental impacts. Lessons learnt from past accidents [70,71], such as the 

Piper Alpha explosion (North Sea, 1988), the Bombay High fire (Arabian Sea, 2005) and the Macondo 

blowout (Gulf of Mexico, 2010), tragically evidence the potential for major accident hazards of offshore 

oil & gas operations. Such potential threats inevitably increase in view of the progress of the offshore 

sector. Directive 2013/30/EU on the safety of offshore oil & gas operations [72] introduced strict criteria 
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related to the safety and environmental performance of offshore facilities, also requiring companies to 

operate on the basis of a systematic risk management with respect to humans, assets and environment, 

and to demonstrate the ability of covering liabilities from major accidents. 

On the other hand, offshore oil &gas production installations have a limited lifecycle and production 

decline of several mature offshore fields is expected due to resource depletion, thus the decommissioning 

of oil & gas assets is an unavoidable phase of offshore projects [73]. Among 6500 offshore oil & gas 

production installations worldwide, over 600 installations are designed to be decommissioned in the short-

term, and a further 2000 structures by 2040 [74]. For example, in the North Sea 349 fields across the UK, 

Norwegian, Danish and Dutch continental shelves (2379 wells and 950000 tonnes of topsides) will enter 

the decommissioning phase over the period 2018-2027. In the UK continental shelf, including most of 

these infrastructures, about £15 billion are the forecasted costs of decommissioning by 2027 [75]. 

Moreover, in 80 gas production platforms installed in the Northern Adriatic Sea, most are at the moment 

approaching the end of their life or are completely disused [10]. Apart from the financial costs, 

decommissioning of an offshore production facility is a complex process, characterized by technical 

feasibility, environmental protection, safety, public opinion and legal challenges [74,76]. Fam et al. [77] 

reviewed the international and national regulations relevant for decommissioning, arguing that regulations 

in experienced countries should guide countries with less experience in that field. A typical offshore oil 

& gas installation can be composed of a topside, a jacket which supports the topside, and pipeline for 

export of hydrocarbons. Several options for decommissioning of an aging offshore installation can be 

distinguished [74,77–79], as illustrated in Figure 1.6. The selection among the alternatives should need 

the application of a systematic assessment accounting for multiple criteria (e.g. environmental, safety, 

etc.) [80,81]. 

 

Figure 1.6. Classification of decommissioning options for offshore oil & gas production installation. 
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Natural gas is a versatile form of low polluting fuel, which is fast becoming the most promising of all the 

fossil resources since it is deposited more widely in the world than crude oil and coal [50]. It is estimated 

that the total proved reserves of natural gas at the end of 2018 are around 196.9 trillion m3 [82]. Sources 

of natural gas may be not only non-associated gas reservoirs, but also associated gas from oil reservoirs, 

which is gas produced along with oil. Associated gas is generally considered as an undesirable by-product, 

which is either reinjected, flared, or vented [83]. To make natural gas and associated gas a major energy 

source coming after oil, infrastructure to transport and distribute gas to the power market should be 

developed.  

Mokhatab et al. [50] reviewed the available technologies of gas transportation, such as compressed natural 

gas, natural gas hydrate, liquefied natural gas (LNG), pipeline natural gas, gas-to-liquid, with a wide range 

of possible products including clean fuels, plastic precursors, liquid hydrocarbons, and Gas-to-Power 

(G2P). This latter option consists in electrical power production at the producing field and transportation 

of the electricity by cable to the grid market. The evaluation of gas monetization options has become a 

multidimensional problem requiring a systematic approach to select the optimal option. Bearing in mind 

the technicalities of gas transportation, the economically attractive gas transmission mode depends on a 

number of parameters, i.e. reserve base, production capacity and distance between the gas source and the 

consumers [84], as illustrated in Figure 1.7.  

 

Figure 1.7. Gas valorisation options, adapted from [85]. 

 

1.3. Options for integration of renewable and conventional energy sources 

In order to provide more reliable and steady power to the consumer, integration of more energy sources 

forming a hybrid power system has become very popular in recent years [86–88]. In general, the term 

hybrid energy system is used to define any power system which combines one or more renewable with 
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non-renewable energy sources, and can be grid-connected or off-grid, depending upon its purpose and 

production methods. A hybrid renewable energy system includes invariably an electricity storage system 

to meet the demand when either the demand is peak load demand or renewable energy source is not 

available for its intermittency. Therefore, the basic components of the hybrid energy system mainly 

comprise renewable energy generators (i.e. OWTs, solar PV arrays, WECs, etc.), non-renewable 

generators (i.e. GTs, diesel generators, etc.) to compensate for periods of non-productivity, power 

conditioning unit, storage device, load and sometimes may include grid [89]. Capitalizing on the strengths 

of both conventional and renewable energy sources, a suitable hybrid energy system could be able to 

achieve reduction in the costs associated to implementation and maintenance of the system, limited 

emission levels, improvement in reliability and performance of the overall system [49]. In addition, an 

appropriate electrical energy storage technology could enhance smoothing of the mismatch between time 

and occurrence of peak load and maximum power generated, increasing system flexibility, and reducing 

costs and losses for electricity transmission [57]. Some electrical energy storage devices using various 

physical principles are pumped hydro storage, compressed air energy storage, batteries, capacitors and 

flywheels. They vary broadly in terms of efficiency, storage capacity, cost, response time as well as 

technical maturity, but they provide limited storage capacity and durations [90,91].  

Chemical energy conversion based on hydrogen (H2) is commonly recognized as a promising solution to 

offer large storage capacity, with flexible storage durations from minutes to months, of surplus renewable 

electricity according to the peak-shaving technique [92]. Since it can be produced easily from water 

electrolysis and valorised in a full range of sectors, H2 plays a fundamental role in the decarbonisation 

and security of the future energy system [93]. H2 is also the first possible end-product of the “Power-to-

Gas” (P2G) process chain [94]. To provide a practically unlimited injection into natural gas infrastructure 

or direct use as fuel, the second core block in the P2G technology consists of methanation, where the 

generated H2 can further react with CO2 to form synthetic natural gas (SNG) [95]. Another peak-shaving 

solution is represented by the “Power to Liquid” (P2L) pathway [96] aiming at the renewable production 

of synthetic liquid fuels as potential substitutes of liquid fossil fuels. In particular, methanol (CH3OH) 

was identified as a more safe and easy-to-manage energy carrier than H2 and SNG, due to its higher 

volumetric energy density, minor transport/handling issues and diverse applications [97]. On the other 

hand, according to the valley filling technique, during the last years several authors have proposed and 

modelled GTs as energy balancing system when the renewable energy is not enough than the required one 

in order to improve the dispatchability of renewable power into the grid [98–102].  

The synergy of offshore renewable production with hydrocarbons exploitation at offshore facilities could 

avoid or limit long and less stable transmission power links, but also to make the oil & gas operations 

more sustainable [103,104]. With respect to the decommissioning issues, leaving aging oil & gas 
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infrastructure in place for alternative uses could offer great opportunities for prolonging their lifetime 

through energy, aquaculture, scientific and multi-purpose applications (Figure 1.5). In particular, the re-

use of offshore structures for the exploitation of renewable energy sources would foster the “green 

decommissioning” or “blue economy”, which plays an important role in the energy transition panorama 

[105,106]. In the last years, the concept of reconversion of aging offshore platforms for energetic uses 

(e.g. CO2 sequestration for enhanced oil recovery, offshore wind and wave energies exploitation) has been 

largely addressed in the literature [107–110]. Moreover, as shown in Figure 1.6, G2P can be a more 

flexible, cheaper, less massive transport solution than pipeline or LNG technologies for stranded gas 

fields, i.e. marginal gas field and associated gas with a flowrate between about 380 billion Nm3 and 38 

trillion Nm3 [84], and depleted gas fields, i.e. remaining gas in hydrocarbon reservoirs where the sale of 

its product no longer covers the production costs and production has been stopped due to the progressive 

decrease in reservoir pressure [111]. In addition, G2P appears the optimal option rather than gas-to-liquid 

if the gas field is located within a certain distance from the power market, e.g. 2500 km. In a G2P system, 

gas is processed and combusted at the offshore location and the produced electricity is sent either to the 

onshore grid or to other offshore platforms. 

The implementation of P2G and P2L hybrid energy options at offshore oil & gas facilities, i.e. P2G/P2L 

offshore hybrid energy options, would overcome challenges of both renewable and oil & gas sectors, 

allowing an easier storage and transportation of energy and creating more valuable purposes for offshore 

structures approaching the decommissioning phase other than the lifetime extension [105]. GTs coupled 

with renewable plants in G2P offshore projects, i.e. G2P offshore hybrid energy options, would give dual 

advantages, compensating renewable power output fluctuations for grid integration as well as monetizing 

stranded and depleted gas resources.  

1.4. Objectives and outline of the research project 

In the last years, the P2G concept has claimed significant interest in the onshore context, with several pilot 

plants operating or under construction [112,113], while some P2L demonstration plants synthetizing 

CH3OH from CO2 hydrogenation have recently started production worldwide [114,115].  

In the technical literature there are various examples of comprehensive techno-economic analyses 

investigating the feasibility and competitiveness of different onshore P2G business cases using well-

known techno-economic and financial metrics [92,116,117]. Several scientific papers [118–128] analysed 

the performance of the P2G pathways for wind and solar energy conversion. Furthermore, during the last 

decade, many efforts have been made to evaluate the performance of renewable CH3OH production. 

Almahdi et al. [129] investigated the catalytic hydrogenation of CO2 using photocatalytic H2 and carbon 

capture based on amine absorption. The same CH3OH synthesis route was simulated and assessed 
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coupling with solar photovoltaic-based H2 [130] and wind energy-based H2 [131]. Finally, a new CH3OH 

process based on water and thermochemical splitting of CO2 linked to solar CSP technology was proposed 

by Kim et al. [132]. 

With respect to offshore applications, currently no real practical examples of P2G and P2L offshore hybrid 

energy systems can be found. As a part of the European H2ocean project [133], Serna et al. [134,135] 

demonstrated the feasibility of an offshore wave-H2 platform for a specific location in the North Sea and 

then focused on the optimized control of H2 production driven by co-located wind and wave power 

sources. Jepma et al. [136,137] evaluated the techno-economic feasibility of different offshore wind-based 

conversion options producing H2 for different sectors. By applying an appropriate financial model, the 

results point out that a positive investment could be obtained if H2 produced at offshore location is 

delivered to dedicated niche applications where green gas is valorised by means of a financial premium 

(chemical industry or the mobility sector). Similarly, a study by Meier [138] demonstrated that adoption 

of state-of-the-art technologies allows realizing large-scale offshore wind-H2 platforms in the North Sea. 

Even though the project has appeared unprofitable due to high production costs of H2, an economic 

improvement may be expected with the increase in fossil fuels prices and decrease in installation and 

operation costs of wind farms and electrolyzers. A recent study by Leporini et al. [78] pointed out that 

offshore H2 production at a disused oil & gas structure for fuel shipping and automotive sectors is 

economically viable if powered by OWTs farm in case of the North Sea location and driven by floating 

solar PV panels in case of the Adriatic Sea site. On the contrary, offshore SNG synthesis driven by 

renewable sources was proposed as an interesting alternative to H2 production at offshore oil & gas 

platforms by few authors [136,139]. However, no feasibility assessments addressing the performance 

analysis of this pathway has been carried to date. Similarly, no published work can be found in the 

literature evaluating CH3OH process schemes for the valorisation of offshore renewable energy sources, 

as well as of the synergy between renewable and offshore oil & gas infrastructures. 

Advantages of combining high solar shares and GTs into hybrid energy systems have been widely 

demonstrated in many projects worldwide [140–144]. In 2009, Aora Solar Energy Company, formerly 

known as EDIG Solar, launched start-up of the world’s first hybrid solarized GT system to provide power 

to kibbutz Samar located in the southern desert of Israel [145]. Currently, combination of wind and solar 

power with gas generation technologies is commercially feasible through the modern FlexEfficiency* 50 

combined-cycle power plant manufactured and tested by General Electric (GE) [146]. The core of such 

hybrid plant, the new F-class GT, shows higher efficiency and higher output resulting in less fuel 

consumption and lower emissions on a MWh basis. In addition, the ability to start up quickly, to change 

load rapidly and to run at low loads allows to compensate for the variable output of solar plants and wind 

farms [147–149]. In 2015, the first GE’s FlexEfficiency* 50 plant started operation in Turkey, integrating 
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a 50 Hz 9FB GT, a steam turbine, a generator, 22 MW of GE wind turbines and 50 MW of eSolar’s CSP 

tower technology [150]. However, to the best of the author’s knowledge, no literature studies and practical 

applications exist on GTs technologies coupled with offshore renewable power plants for the valorisation 

of untapped fossil resources in G2P applications, as well as to increase renewable energy penetration for 

grid balancing. 

The overall objective of this research project is to develop a suite of integrated, systematic methodologies 

supporting the choice of sustainable and safe hybrid energy systems integrating offshore renewable power 

generation with oil & gas production activities in challenging offshore scenarios, i.e. remote areas, 

stranded and depleted gas reservoirs, end-of-life oil & gas infrastructures, designs with high safety and 

environmental issues. To reach this goal, some sub-objectives were set, as summarized in the following.  

• Analysis of the different offshore hybrid energy options 

The analysis aims at gaining insights into the P2G, P2L and G2P strategies proposed for the synergetic 

exploitation of renewable sources at given offshore oil & gas sites, including the definition of the possible 

technology options and identification of strengths, weaknesses, opportunities and threats for their 

development. This analysis is intended to identify key parameters addressing the preliminary choice of 

the alternative strategies at different offshore contexts. 

• Definition of indicator-based methodologies assessing sustainability and safety performance of 

alternative offshore hybrid energy options 

The definition of quantitative assessment models aims to compare the performance of alternative 

P2G/P2L/G2P hybrid energy options by means of a set of multi-criteria indicators quantifying technical, 

economic, environmental and societal aspects. The methods are intended to be tools supporting decisions 

during the conceptual and front-end engineering design phases of offshore green projects and dealing with 

specific complex issues which may be experienced in the offshore context. 

• Application of the assessment methodologies to case-studies 

The introduction of specific case-studies aims to demonstrate the potential of the developed 

methodologies to capture the different issues related to the offshore context, to assess systematically and 

comprehensively the alternatives from sustainability and safety viewpoints and to orient the most suitable 

solution for each problem.  

The present study is organized in six chapters. Chapter 1 introduces the background related to the 

renewable power production from offshore renewable energy sources, to the offshore oil & gas production 
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operations and possible options for synergy of these two sectors, in order to clearly define the motivation 

and objectives of the research project. 

Chapter 2 contains the state of the art on P2G, P2L and G2P offshore hybrid energy options proposed for 

the exploitation of renewable sources at given offshore oil & gas sites and the definition of strengths, 

weaknesses, opportunities and threats for their development. 

Chapter 3 reports the literature reviews on previous methods proposing metrics for the assessment of 

sustainability of hybrid energy systems, inherent safety of process routes in early design stages and 

environmental protection of installations from oil and chemical accidental spills. For each review, limits 

of the existing indicators are identified.  

Chapter 4 describes a portfolio of methodologies based on multi-criteria indicators for the sustainability 

and safety performance comparison of alternative P2G, P2L and G2P offshore hybrid energy options in 

order to fill the research gaps emerged in the previous literature methods. Two sustainability assessment 

methodologies with a common framework and similar set of performance indicators are presented 

separately for the analysis of P2G/P2L strategies at remote oil & gas production facilities and for G2P 

systems at depleted gas fields closed to the shore, respectively, in order to address the specific peculiarities 

of such different systems. An inherent safety methodology based on the consequence analysis of accident 

scenarios with respect to personnel, structural assets and marine environment targets is defined to rank 

the hazard level of process units and overall facility of alternative designs of the offshore systems showing 

specific safety and environmental concerns. Finally, a methodology integrating sustainability and inherent 

safety performance analyses based on the concept of process intensification is described for screening the 

feasibility of emerging chemical process routes in view of suitable implementation in P2G/P2L offshore 

hybrid energy projects at remote oil & gas areas. 

Chapter 5 defines a set of five case-studies showing specific peculiarities to provide a proof of the 

effectiveness and the value of the developed methodologies. Case-study 1 is introduced to demonstrate 

the applicability of the sustainability assessment methodology to alternative P2G and P2L strategies for 

the valorisation of offshore wind energy at a remote gas platform in the North Sea. Case-study 2 is defined 

to validate the proposed sustainability assessment methodology through the comparison of alternative 

offshore wind power-G2P options at a depleted gas field in the Adriatic Sea. Case-study 3 consisting of 

alternative designs with safety and environmental concerns at a gas production platform in the Adriatic 

Sea aims to prove the potential of the developed inherent safety assessment methodology. Case-study 4 

concerning different releases from alternative offshore oil production installations is presented to 

investigate applicability of the novel indicators for environmental protection from oil accidental spills 

proposed within the inherent safety method. Case-study 5 is described to demonstrate the ability of the 
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process intensification screening methodology to assess comprehensively the sustainability and inherent 

safety performance of eleven emerging processes for renewable CH3OH production and to address the 

most feasible designs to detailed assessment of alternative P2L hybrid energy options in a remote oil & 

gas site in the Atlantic Ocean.  

Chapter 6 summarizes the conclusions of the research project and reports some recommendations for 

further work.  
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Chapter 2.  

State of the art on P2G/P2L/G2P offshore hybrid energy 

options 
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2.1. Introduction 

This chapter describes the state of the art on P2G/P2L/G2P offshore hybrid energy options proposed for 

the exploitation of offshore renewable energy sources in an energy transition framework. In the following 

paragraphs, each option considered is defined, including the assessment of different technology 

alternatives and the identification of strengths, weaknesses, opportunities and threats for their 

development at the offshore context. 

2.2. State of the art on P2G and P2L hybrid energy options 

Chemical energy carriers are considered as potential solutions to improve the penetration of fluctuating 

renewable power providing large-scale and long term capacity [151]. Converting electricity into gaseous 

and liquid fuels at the offshore facility and then delivering them to the onshore market can valorise more 

the resource exploitation thanks to the direct use of energy without storage and reconversion into 

electricity [105]. In the following, P2G and P2L options for offshore applications are presented separately.  

2.2.1. Definition of P2G options 

Renewable H2 is mainly produced by water (H2O) electrolysis which is the most important H2O splitting 

method based on the generation of H2 and oxygen (O2) by means of direct electric current in an 

electrochemical device called electrolyzer [152]. The overall electrochemical reaction illustrated in 

Equation (2.1) can be segmented into two reactions. At the negatively charged cathode the reduction 

reaction occurs (Equation (2.2)), while oxidation reaction takes place at the positively charged anode 

(Equation (2.3)) [153].  

H2O → H2 + ½ O2                                                                                                                                  (2.1) 

H2O + 2 e− → H2 + O2
−                                                                                                                          (2.2) 

O2
− → ½ O2 + 2 e−                                                                                                                                 (2.3) 

Electrolyzers can be classified preliminarily with respect to the state of electrolyte (solid, liquid), the type 

of electrolyte (acid, alkaline or ceramic) and the charge carrier (OH-, H3O
+, O2-) into three main types: 

alkaline H2O electrolysis with a liquid alkaline electrolyte, acidic proton exchange membrane electrolysis 

with a proton conducting polymer electrolyte membrane, and solid oxide electrolysis with oxygen ions 

conduction. The main techno-economic and environmental parameters of the H2O electrolysis 

technologies investigated are summarized in Table 2.1.  
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Table 2.1. Comparative performance between H2O electrolysis technologies. 

 Alkaline electrolysis Proton exchange 

membrane electrolysis 

Solid oxide 

electrolysis cell 

Technological status [92,152,154] Commercial Commercial R&D 

System size range  [112,155] 0.25-760 Nm3/h H2                         

(1.8-5300 kWHHV) 

0.01-240 Nm3/h H2                              

(0.2-1150 kWHHV) 

- 

Feed-in [138] Potassium lye (KOH) – 

H2O solution 

Fresh H2O Steam 

H2O characteristics [156] H2O with an electrical 

conductivity of less than 5 

µS/cm 

Very pure H2O with low 

conductivity (< 1 µS/cm) 

Similar to proton 

exchange membrane 

electrolysis 

Electrolyte [152] Highly concentrated 

aqueous solution of KOH 

(25–30 wt%) 

Acid polymer membrane 

(proton conducting) 

Solid oxides ceramic 

membrane (oxygen 

ions conducting) 

Current density (A/cm2) [92,157] 0.3-0.5 0.6-2 0.3 - 0.6 

Cell voltage (V) [154] 1.8-2.4 1.8-2.2 0.9 - 1.3 

Operating temperature (°C) [158] 60-90 50-80 700 - 900 

Operating pressure (bar) [158] 10-30 20-50 1 - 15 

Electrical consumption (kWh/Nm3 

H2) [155,157] 

4.5 - 7.0 4.5-7.5 2.5 - 3.5 

Electrical consumption including 

auxiliaries (kWh/Nm3 H2) [158] 

5.0 - 5.9 5.0 - 6.5 3.7 - 3.9 

System efficiency (%HHV) [112] 60-71 65-83% - 

System lifetime (y) [92] 10-20 years proven at 2-

4% annual degradation 

rate 

5 years proven at 2-4% 

annual degradation rate 

1 year proven at 17% 

degradation rate 

Stack lifetime (h) [116] 60000 40000 - 

Product purity (%) [159] 99.5 (before purification); 

>99.999 (after deoxidiser 

and dryer) 

99.95 (before 

purification); > 99.9998 

(after deoxidiser and 

dryer) 

- 

Investment costs (€2017/kWHHV) 

[160] 

873 - 2347 306 – 4748 - 

Operational costs (% investment 

costs per year) [158] 

2 – 3 3 - 5 - 

Minimum load factor (%) [157] 20 – 40 0 - 10 - 

Ramp-up time (%full load/s) [161] 0.13 – 10 10 - 100 - 

Footprint (cell area, m2) [157] >4 <0.03 - 

GHG emissions (kgCO2eq/kgH2) 

[162] 

0.5995-2.9975 

 

It is remarkable that strict requirements in terms of the inlet H2O are needed to guarantee long-term 

performance: ionic conductivity must be very low, with the number depending on the membrane 

characteristics [156]. Among sea H2O desalination technologies, multi-stage flash distillation, multi-effect 

distillation, mechanical vapour compression, reverse osmosis, electrodialysis and membrane distillation 

can be evaluated [163]. A comparison of the techno-economic and environmental parameters of these 

technologies is illustrated in Table 2.2. In the present analysis, reverse osmosis was chosen as reference 
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technology for the sea H2O desalination stage since it demonstrates high compatibility with renewable 

sources [164–166] and good ability to produce relatively pure H2O required from proton exchange 

membrane electrolysis [167,168]. Moreover, reverse osmosis seems to be feasible for offshore 

applications due to modularity, minimum interruption time during maintenance and low electrical energy 

needs [169,170].  

Table 2.2. Comparative performance between sea H2O desalination technologies.  

 Multi-Stage 

Flash 

Distillation 

Multi-Effect 

Distillation  

Mechanical 

Vapour 

Compression 

Sea H2O 

Reverse 

Osmosis 

Electrodialysis Membrane 

Distillation 

Technological status 

[164,171] 

Commercial  Commercial Commercial Commercial Commercial R&D 

System size range 

(m3/d H2O) [172] 

50000 - 

70000 

5000 - 

15000 

100 - 3000 <128000 2 - 145000 - 

Feed-in [164] Sea H2O 

(any) 

Sea H2O 

(any) 

Sea H2O 

(any) 

Sea H2O 

(35000) 

Brackish H2O 

(<5000) 

Sea H2O 

(any) 

Product quality 

(ppm) [172] 

10 10 10 400 - 500 150 - 500 - 

Operating 

temperature (°C) 

[158] 

90 - 110 70 <70 15 - 20  15-20 60 - 90 

Energy use (kWh/m3) 

[163,172] 

Electrical: 

2.5 - 5; 

Thermal: 

15.8 - 23.5 

Electrical: 2 

- 2.5; 

Thermal: 

12.2 - 19.1 

Electrical: 7 

- 12  

 

Electrical: 3 

- 8 (with 

energy 

recovery) 

Electrical: 0.8-

5.5  

Total 

electrical and 

thermal: 628  

Investment costs 

(€2013/(m3/d)) [163] 

1596-3325 1197-2660 -  1197-

3325 

-  -  

Operational costs (% 

investment costs per 

year) [164] 

1.5 - 2.5 

GHG emissions 

(kgCO2eq/m3
H2O) [173] 

14.4-24 7.7-19.2 10.6-11.5 4.8-8.6 2.5-5.3 - 

Investment costs are estimated based on the assumption that 1$ = 0.75 € [174]. 

Besides the onsite uses as fuel for ships and GTs, another end-use can be represented by the onshore gas 

grid. The injection of the produced H2 into existing gas pipeline leads to a H2 enriched natural gas (HENG) 

blend which offers several benefits in terms of emissions and efficiency compared to natural gas [175]. 

However, transportation of HENG mixture depends firstly on the pipeline delivery pressure and on the 

maximum blending ratio tolerated by the existing infrastructure. Most transmission pipelines deliver 

natural gas along long distances at pressures from 60 bar to more than 125 bar, thus often requiring the 

operation of gas compressors at the offshore platform to ensure that the natural gas flowing through the 

pipeline maintains the desired pressure. On the other hand, the range of 5-20% by volume of H2 in natural 

gas can be considered feasible by taking into account the general behaviour of the onshore gas grid and 

of specific gas devices [176]. Once arrived to the onshore terminal, the HENG blend may be injected into 
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the natural gas grid, provided that acceptability standards on heating value and Wobbe index required 

from the national gas-network regulation are fulfilled [177]. 

Other possible onshore end-uses for H2 than gas grid injection can be the industry (refineries, chemical 

industry, light industry, etc.) and the mobility (fuel cell electric cars and buses) sectors. Thus, relatively 

pure H2 can be delivered from the offshore facility to the onshore terminal avoiding limitations in the 

admixture injection in the existing gas grid. The development of an offshore H2 transmission can be 

envisaged by adopting the existing experience gained in the onshore context. As investigated in the 

European Roads2HyCom project [178], there are several H2 pipeline systems all around the world for 

industrial applications: these include networks in the Netherlands, Northern France, Belgium, Germany 

(Ruhr and Leipzig areas), UK (Teesside area), and North America (Gulf of Mexico, Texas-Louisiana, 

California). Overall, these pipelines transport pure and ultra-pure H2 with an inner diameter of 100-300 

mm and smaller extension compared to the lengths of existing natural gas networks (about 1500 km in 

Western Europe and 900 km in the USA). They are mostly realized using low to medium strength steels, 

with maximum operating pressures of 100 bar [179]. It should be noted that pipe diameters are expected 

to be smaller than pipeline delivering natural gas or admixture, due to the low density of pure H2. An 

example of recommended diameters obtained from application of the general flow equation based on 

Bernoulli law for a range of volumetric flowrate of H2 is reported in Table 2.3. These data derived from 

a recent study [180] consider an upstream pressure from about 30 to 75 bar, a downstream pressure of 24 

bar (gauge) and pipeline length of 100 km. Once arrived at the onshore gas terminal, H2 can be addressed 

to the mentioned end-uses, after passed the required gas quality control measurements and fulfilled the 

specific market requirements.  

Table 2.3. Example of diameters of pipeline delivering pure H2 for different throughputs [180].  

H2 volumetric flowrate (Nm3/h) Pipeline diameter (mm) 

12000 100-150 

40000 150-250 

80000 200-300 

120000 250-400 

 

The combination of electrolysis and methanation allows to produce SNG, which can be easily delivered 

via existing gas pipeline without the need of new infrastructures or alternative systems [113]. The current 

processes available to produce SNG are based on catalytic or biological three-step methanation involving 

H2 and CO2. Catalytic methanation is a thermochemical exothermic process which typically operates at 

high temperature (200-700 °C) on a proper catalyst (usually based on nickel). SNG can be produced 

according to the Sabatier reaction [181]: 

CO2 + 4 H2 = CH4 + 2 H2O                                                                                                                    (2.4) 
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From the thermodynamic point of view, the reaction yield is promoted by high pressures (up to 100 bar), 

low temperatures, stoichiometric ratio of reactants (i.e. H2 to CO2 molar ratio equal to 4:1) and removing 

H2O produced in the reactors [182]. Several steady-state reactor concepts were developed for the catalytic 

methanation, namely fixed-bed, fluidized-bed, three-phase and structured reactors. Whatever reactor 

design is chosen, the generated heat of the methanation reaction needs to be removed continuously: one 

possibility is to use at least two adiabatic beds and dilute the feed through recirculation of a part of the 

reactor’s cooled gas outlet, while another one is the isothermal operation by transferring the reaction heat 

to a cooling medium [183]. In biological methanation, methanogenic archaea work in complex 

cooperation with co-enzymes as catalyst for the synthesis of H2 and CO2. Although the conversion occurs 

with the same reaction as in the chemical methanation, different temperature ranges for the reaction and 

response time are used [95]. The method is currently moving from research stage to demonstration phase 

based on in situ digester and separate reactor [154]. Some techno-economic and environmental parameters 

assessing the performance of methanation technologies are summarized in Table 2.4.  

Table 2.4. Summary of comparative performance between methanation technologies. 

 Catalytic methanation Biological methanation  

Technological status [92,95,154] Commercial  Pre-commercial (pilot scale) 

System size range [95] Up to 1000 Nm3/h SNG (< 

500 MWHHV) 

Up to 5.3 Nm3/h (< 12 

MWHHV) 

Feed-in [92] Any mixture of CO2, H2, 

CH4, H2O with low 

tolerance for sulphur, O2 

and vapour 

Any mixture of CO2, H2, CH4, 

H2O with high tolerance for 

sulphur and vapour, but 

limited for O2 

Catalyst [95] Ni, Ru, Rh, and Co Methanogenic archaea  

Product quality (conversion yield, %) [92] 92-96 98-99 

Operating temperature (°C) [95] 200-750 20-60 

Operating pressure (bar) [95] 4-80 1-3 

Electrical consumption (kWh/kgSNG) [184–186] 0.33 0.54 

Efficiency excluding electrolysis (%HHV) 

[92,95,120,187,188] 

70-85 75-98 

Catalyst lifetime (h) [95] 24000 - 

Investment costs (€2013/kWHHV) [95] 600-2750 100-800 

Operational costs (% investment costs per year) [95] 10 (including replacement 

of the catalysts) 

5 (heating requirements), 5 

(miscellaneous) 

Minimum load factor (%) [92,154,189] 0 0  

Ramp-up time between 0-90% (min) [92] 30-60 0.02-3 

Response time from standby mode (min) [95] < 5 < 1 

Footprint (gas hourly space velocity, h-1) [154] 500-5000 < 100 

GHG emissions (kgCO2,eq/kgSNG) [162,186] 0.3-1.8 0.85 

 

It should be noted that, H2 buffer storage is required to operate the methanation reactor continuously, even 

though the correlation between the optimum capacity of storage facility and methanation performance has 
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to be clearly determined yet [154]. An estimation of the pressurized H2 storage can be based on the tank 

volume required to cover inoperability period of the electrolyzers [190].  

Besides the onsite uses as fuel for ships and GTs, the main onshore end-use of SNG is the gas grid 

injection. Since CH4 is the main component of conventional natural gas, SNG produced at the offshore 

facility can be delivered via existing natural gas without any limit in terms of maximum concentration, 

given the required compression to reach the desired delivery pressure. Once arrived to the onshore gas 

terminal, SNG can be directly injected into the onshore natural gas network, provided that constraints on 

heating value and Wobbe index imposed from the local grid code are met [177]. 

As described above, apart from H2, CO2 is the second reactant for methanation. CO2 should be supplied 

with low costs and energy needs, ideally with high purity and suitable flowrate to balance the fluctuating 

demand [159]. Among the different CO2 sources, CO2 removal from raw natural gas or associated gas at 

the offshore facility represents a feasible option when the extracted hydrocarbons require to be purified 

to meet the requirements for transportation. CO2 is a naturally occurring diluent in oil and gas reservoirs 

and can react with H2S and H2O to form corrosive compounds which threaten steel pipelines; no more 

than 2-3% concentration of CO2 in natural gas pipeline is usually recommended [50]. Chemical absorption 

with amine solutions and membrane permeation are two of the most mature technologies which may be 

employed for this purpose [191,192]. A comparison based on relevant parameters between these 

separation techniques is reported in Table 2.5. A successful example of offshore carbon capture from 

natural gas by means of amine absorption is represented by the Sleipner Carbon Capture and Sequestration 

(CCS) project in the North Sea [193], where CO2 is separated from natural gas containing up to 9% CO2 

at Sleipner T and transported to Sleipner A where it is injected into the Utsira formation. 

Table 2.5. Comparative performance between CO2 removal technologies from natural gas.  

 Amine absorption Membrane permeation  

System size range [194] Gas flowrate >20 MMscfd Gas flowrate <20 MMscfd 

Feed-in [194] Low CO2 conc. (2-15 %mol) High CO2 conc. (15-40 %mol) 

CO2 recovery % [195] 82-91 33-81 

Operating pressure (bar) [191] 1-120 ≤ 4 

Electrical consumption (kWh/kgCO2) [195] 0.84-0.89 0.13-0.28 

Investment costs (M€2008) [195] 2.1-12 1.2-9.6 

Operational costs (% investment costs/y) [191] 15 18 

GHG emissions (kgCO2,eq/kgCO2,recovered) [196] 0.0828 0.1957 

Calculation of investment costs are based on the assumption that 1$ = 0.68€ [174]. 

 

It must be remarked that further gas treatment and significant compression may be required before 

supplying relatively pure CO2 to the methanation reactor. The onshore CO2 capture and transport to the 

offshore installation can be an alternative to deal with the problems issued by the onsite CO2 separation 
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as well as to valorise offshore enhanced oil or gas recovery (EOR or EGR) activities [197,198]. Over 40 

years, several projects worldwide have developed and applied successfully CO2-EOR technology giving 

two major advantages: additional hydrocarbon recovery that extend the producing life of the depleted oil 

& gas fields and CO2 storage to reduce GHG emissions [199,200]. Production from natural gas reservoirs 

can be also benefitted from CO2-EGR applications, which is a recent technique providing pressure support 

in natural gas reservoirs to prevent subsidence and H2O intrusion via both displacement and re-

pressurization on the remaining natural gas [201]. 

Two main modes may be applied to transport CO2 to the offshore site: offshore pipeline and shipping 

[202]. Shipping transport requires liquefaction, cryogenic buffer storage and on-ship conditioning [203]. 

Concerning the pipeline option, existing offshore transmissions can be re-used for CO2 transportation 

under specific design constraints [204]. Carbon steel pipelines seem to be metallurgically suitable, 

provided that a proper verification of moisture content is performed. However, the main constraint of 

existing infrastructure is the design pressure which may be lower than the range 200-300 bar of optimal 

pressure rating required for new pipes delivering CO2, thus CO2 transportation capacity may be reduced. 

Another limitation is represented by the age of the existing pipeline, requiring that integrity analysis 

should be performed to evaluate its use during the remaining service life [205]. Examples of primary 

candidates of North Sea pipelines for re-use in CO2 transportation can be found in the literature [204]. 

Knoope et al. [206] pointed out that gaseous CO2 transportation in the range 15-30 bar is a cost-effective 

solution if the required pressure at the offshore facility is lower than 80 bar (i.e. the minimum allowable 

level for safe transportation of liquid phase CO2) and the design pressure of existing infrastructure is 

between 90 and 150 bar. Moreover, gas phase transportation is recommended for relatively small CO2 

mass flowrates, e.g. less than 100 kg/s [206].  

2.2.2. Definition of P2L options 

P2L option aims at the renewable production of synthetic liquid fuels as potential substitutes of liquid 

fossil fuels in an energy transition panorama, e.g. CH3OH, dimethyl ether, ammonia, Fischer-Tropsch fuel 

[207]. In particular, as first conceptualized by Olah in the so-called “Methanol Economy” [208], CH3OH 

was proposed as more safe and easy-to-manage energy carrier than H2 and SNG, due to its higher 

volumetric energy density, minor transport/handling issues and diverse applications [209]. Moreover, 

different green processes for CH3OH production have been recently investigated instead of the traditional 

method via syngas [210], thus highlighting the promising role of this fuel for the global future energy 

transition. For this reason, CH3OH has been selected as of P2L product to be investigated in this study.  
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Among the CO2-to-CH3OH production processes promoting the Carbon Capture and Utilization (CCU) 

concept, catalytic hydrogenation and electrochemical reduction of CO2 were widely investigated in the 

literature [211–213]. Catalytic hydrogenation of CO2 can occur by means of the following reaction [131]: 

CO2 + 3 H2 = CH3OH +H2O                                                                                                                        (2.5) 

As proved in the ICI, Lurgi, and Mitsubishi processes, typical ranges of temperature and pressure for this 

reaction are 250-300°C and 50-100 bar, respectively, over a Cu-based catalyst in a multi-tubular reactor 

requiring a strong need for H2O and heat removal [214].  

On the other hand, electrochemical conversion of CO2 involves the reduction of CO2 and oxidation of 

H2O in an electrochemical cell at mild operating conditions, according to the overall global reaction [215]: 

CO2 + 2 H2O = CH3OH +1.5 O2                                                                                                                          (2.6) 

A comparison based on some techno-economic and environmental parameters of these two production 

methods is reported in Table 2.6. 

Table 2.6. Comparative performance between CH3OH synthesis technologies using CO2 source. 

 Catalytic hydrogenation Electrochemical reduction  

Technological status  Commercial/Pre-commercial 

(pilot scale) [114] 

Research & Development 

[211] 

System size range [216] 0.05 – 3000 t/y - 

Feed-in  CO2, H2 CO2, H2O 

Catalyst/Electrode [211,215] Cu-based Cu-based 

Product quality (CH3OH selectivity %) [212,215] 30-99.5 2-40 (faradic efficiency) 

Operating temperature (°C)  250-300 15-25 

Operating pressure (bar)  50-100 1-1.5 

Energy efficiency excluding electrolysis (%) [92,215] 70-85 5-60 

Investment costs (M€2014/(tCH3OH/d)) [131,217] 0.18-0.22 - 

Operational costs (% investment costs per year) [218] 5 - 

Greenhouse gas emissions (kgCO2eq/kgCH3OH) [216] 0.2-3.8 - 

The investment costs are based on the assumption that 1$ = 0.75 € [174]. 

 

The same considerations reported above for CO2 source supply to methanation are applied to the case of 

offshore CH3OH synthesis. It is worth noting that catalytic hydrogenation of CO2 may require that both 

H2 and CO2 are compressed to higher level than those required for catalytic methanation, thus adding 

further compression steps in the pathways producing CH3OH. In particular, it would be convenient to pre-

compress CO2 to the same pressure of H2 before being mixed and then compressed together to the reactor 

operating pressure [219].  

Differently from H2 and SNG, CH3OH can be obtained in liquid phase at ambient conditions [131]. 

Therefore, it can be stored at the offshore platform in storage tanks commonly used for gasoline storage, 
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provided a proper protection from ignition sources in a dedicated location. Besides the onsite end-use as 

gas hydrate preventer, CH3OH can be delivered to the onshore market using sealed cargo holds of tanker 

ships similar to those adopted for marine transportation of hydrocarbons [220]. Despite the several 

applications of CH3OH as basic building block for a wide variety of chemical products, the most attractive 

end-use of renewable CH3OH can be identified in the mobility sector due to its suitability for a flex-fuel 

mixture with gasoline in conventional internal combustion engines driven road vehicles [116,212]. 

 

2.3. State of the art on G2P hybrid energy options 

The most common method to generate power from natural gas uses GT generators which are a type of 

internal combustion engine comprising of three sections, i.e. a compressor, combustion chamber and 

turbine, mounted on the same shaft. Compressed air is mixed with fuel injected through nozzles, the air-

fuel mixture ignites under constant pressure conditions and the hot combustion gases are routed to spin a 

turbine driving a generator that converts the energy into electricity [221]. Therefore, the process of 

producing electricity involves combustion, compression, heat transfer and spinning, resulting in the need 

for equipment consuming a great deal of fuel, requiring considerable operation and maintenance efforts 

and inevitably producing GHG emissions.  

The thermodynamic process used in GTs is the Brayton cycle, which is characterized by the firing 

temperature and pressure ratio. The pressure ratio is the compressor discharge pressure divided by the 

compressor inlet pressure, while the firing temperature is defined as the highest temperature in the cycle. 

The fuel to power efficiency and resulting emissions of the engine can be optimized by increasing these 

two parameters, which depends on the design of GTs [222]. Commercially, GTs are classified into 

industrial (heavy frame), aeroderivative designs, and micro GTs characterized by different capacity range 

and which can fulfil the high requirements of a wide spectrum of applications in terms of efficiency, 

reliability, flexibility and environmental compatibility [223,224]. Table 2.7 summarizes the comparison 

of these types of GTs technologies in simple cycle.  

GTs can be either in simple-cycle or combined-cycle configurations. Simple-cycle power plants use GTs 

without heat recovery, while combined-cycle power plants use GTs and recover the waste heat from their 

exhaust-gas streams with heat-recovery steam generators to allow steam runs steam turbine generators, 

thus producing additional power. A typical simple-cycle GT can convert 30–40% of the fuel input into 

shaft output. Compared to simple-cycle installations, combined-cycle installations show higher power 

plant efficiency (55-60%) and thus less environmental emissions, but they are characterized by longer 

start-up time, purge needs and ramp-up to full load [221,222]. 
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Table 2.7. Comparative performance between commercial GT technologies in simple cycle. 

 Heavy frame GTs Aeroderivative GTs Micro GTs 

Output power range  Up to 340 MW [222] Up to 66 MW [222] 30-800 kW [225] 

Nominal frequency 50/60 Hz 50/60 Hz 50/60 Hz  [226] 

Pressure ratio 18:1 [222] 30:1 [222] 3-4.5:1 [225] 

Fuel-to-power efficiency  28-34% [227] 37-42% [227] 26-33% [225] 

Internal design Single shaft fixed to 

generator speed, multiple 

variable compressor 

vanes to control airflow 

[227] 

Multiple independent 

shafts to run at optimal 

speed with secondary 

turbine matched to 

generator speed [227] 

Air bearing 

technology, one 

moving part, no 

coolants, oils or 

grease [225] 

Operational flexibility Single high power unit 

[227] 

Multiple lower power units 

[227] 

Multiple lower 

power units [225] 

Starting No fast start capability 

without adverse impact 

to cyclic life, only about 

350 kW required [227] 

10 min depending upon 

configuration, without 

impact to cyclic life, helper 

motors required [227] 

About 2 min, helper 

motors required 

[225] 

Ramp-up time (acceleration to load) Slow (10-15 min) [227] Rapid (idle to full load in 2 

min) [227] 

- 

Maintenance location On-site maintenance 

requiring larger space 

[227] 

Either on-site or at off-site 

facility[227] 

- 

Maintenance downtime  110-140 d (<99% 

availability) [227] 

Up to 40 d (99% 

availability) [227] 

- 

Annual inspections 6-15 d [227] 30 h (heavy lift equipment 

not necessary) [227] 

- 

Combustion inspection 2-5 d [227] Every 4000-8000 h [227] 8000-40000 h [225] 

Skid dimension 50 m2 [227] 37 m2 [227] 22 m2 [226] 

Driver skid weight  120 tonnes [227] 60 tonnes [227] 12-14 tonnes [226] 

Investment costs (€2013/kW) 620 [228] 900 [228] 1158 [225] 

Fixed operational costs 7 €2013/kW-y [228] 11 €2013/kW-y [228] 0.034-0.038 

€2013/kWh [225] 

Greenhouse gas emissions 

(kgCO2eq/kWh) 

202 [229] 202 [229] 185 [230] 

The investment costs are based on the assumption that 1$ = 0.75 € [174]. 

 

GTs are common technologies at offshore oil & gas platforms producing their own power. Due to weight 

and space constraints in offshore installations, GT simple-cycle configurations are the preferred method 

for power generation [53]. Aeroderivative GTs are typically the most prevalent in offshore facilities 

because of their compactness, lighter-weight designs and higher power density than comparable GTs 

[221]. Their high efficiency and fast-start capabilities mean that aeroderivative GTs also perform well in 

decentralized power generation applications [223,231]. Moreover, micro GTs allow to valorise associated 

gas with high tolerances on H2S, CO2, N2, thus requiring minimal fuel pre-treatment and no exhaust after 

treatment [232]. Example of a large -scale offshore application of the G2P technology is represented by 

the advanced Sevan 700 MW power plant concept, developed by Sevan Marine in cooperation with 

Siemens Oil & Gas [233], which aims to serve as a power-supply hub for offshore oil & gas operations 
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and to transmit power from marginal or remote gas fields to shore over distances of 70-100 km. The 

concept consists of a cylindrical platform equipped by eight combined-cycle GTs fuelled by imported and 

re-gasified LNG or by gas from a local (stranded) gas field and an amine-based CO2 capture system for 

injection into the sub-seabed reservoir facilitating EOR initiatives [234]. 

 

2.4. SWOT analysis of the alternative options 

To raise full awareness about all the factors involving the feasibility of the innovative offshore hybrid 

energy options defined above, SWOT analysis, a tool frequently used in the field of business management 

[235], is performed for each pathway to highlight strengths, weaknesses, opportunities and threats. Figures 

2.1, 2.2., 2.3 and 2.4 illustrate the results for the Power-to-H2 option, Power-to-SNG option, Power-to-

CH3OH option, G2P option, respectively.  

 

 

Figure 2.1. SWOT analysis for the P2G - H2 offshore hybrid energy option.  
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Figure 2.2. SWOT analysis for the P2G - SNG offshore hybrid energy option. 

 

Figure 2.3. SWOT analysis for the P2L - CH3OH offshore hybrid energy option. 
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Figure 2.4. SWOT analysis for the G2P offshore hybrid energy option. 

 
As a result of the opportunities highlighted in the SWOT analyses, a set of key parameters is identified 

addressing the preliminary choice of suitable P2G/P2L/G2P hybrid energy options which may be 

developed in a given site. The influencing parameters are listed in the following.  

• Phase of the installation in its lifecycle, in order to evaluate the possibility for re-using the 

installation limiting technical, economic and environmental issues of decommissioning process. 

• Distance to the onshore market of chemical products or of electrical power, in order to estimate 

the potential for conversion of renewable power into chemical carriers or for power dispatching 

into the grid.  

• Type of field: to evaluate the monetization of stranded and depleted gas field.  

• Onsite power generation and/or electrical cables to shore or to other platforms, in order to evaluate 

the use of existing conventional power generators and/or transmission of electricity directly via 

subsea cables.  

• Presence of existing gas pipelines, in order to consider the transportation of gaseous chemicals.  
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• Presence of regular ship voyages, in order to consider the transportation of liquid chemicals in 

tankers or supply vessels; 

• Presence of CO2-EOR or CO2-EGR activities, in order to assess the CO2 supply to the chemical 

synthesis.  

Table 2.8 summarizes the preliminary screening of the alternatives based on these factors. As emerged in 

this table, all the pathways may be considered for facilities at the end of their useful life for the energetic 

valorisation of the site. P2G and P2L may be more suitable options when the offshore facility is located 

at remote areas far from the product markets, and pipeline to shore and ship voyages exist. On the other 

hand, G2P may be adopted when the offshore facility is located in stranded or depleted gas fields, 

relatively close to the onshore electrical network and linked to it by means of subsea electrical cables. 

Finally, P2G - SNG and P2L options may be attractive solutions when CO2-EOR or CO2-EGR activities 

exist at the offshore site taking advantage of CO2 supply for the chemical synthesis.  

Table 2.8. Preliminary screening of P2G, P2L and G2P offshore hybrid energy options based on key parameters. 

Key parameter  P2G (H2) P2G (SNG) P2L (CH3OH) G2P 

Lifecycle phase 

(decommissioning) 

 X X X X 

Distance to the onshore 

power/product market 

High X X X  

Short    X 

Type of field (stranded or 

depleted gas) 

    X 

Onsite power generation/ 

subsea electrical cables 

    X 

Existing gas pipeline   X X X  

Regular ship voyages    X  

CO2-EOR/EGR activities    X X  
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Chapter 3.  

State of the art of sustainability and safety assessment 

methods 
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3.1. Introduction 

This chapter describes the literature methods based on sustainability indicators suitable for the analysis of 

hybrid energy systems. Moreover, the state of the art of indicators quantifying inherent safety and 

environmental protection from oil and chemical spills is described. The limits of the existing methods are 

identified. 

3.2. Sustainability assessment methods 

3.2.1. Generalities 

Sustainability consists in a comprehensive concept presenting different interpretations based on the 

approaches and the goal of each work. No exact definition for sustainability exists [236]. However, the 

most frequently quoted definition is from “Our Common Future” (also known as the Brundtland Report) 

by the World Commission on Environment and Development [237]. This report introduced for the first 

time the concept of sustainable development as the “sustainability that satisfies the needs of the present 

without compromising the ability of future generations to meet their own needs”, thus sustainability can 

be seen as the final goal of balancing social and economic activities and the environment. In 1998, the 

Encyclopedia of Life Support Systems [238] presented an enhanced definition of sustainable development 

as “the wise use of resources through critical attention to policy, social, economic, technological and 

ecological management of natural and human engineered capital so as to promote innovations that assure 

a higher degree of human needs fulfilment, or life support, across all regions of the world, while at the 

same time ensuring intergenerational equity”. In the analysis of sustainability of a system three main 

pillars were commonly identified according to the triple bottom line framework [239]: environment, 

economy and society. On the contrary, Dincer and Rosen [240] proposed four key requirements to reach 

sustainable development, i.e. technological sustainability (e.g. providing efficient technologies), 

economic sustainability (e.g. providing affordable technologies), environmental sustainability (e.g. 

minimizing environmental impact), societal sustainability (e.g. satisfying societal, ethical and safety 

standards). Such four dimensions or aspects of sustainability are commonly addressed in the literature for 

the evaluation and comparison of alternative energy systems [241–243]: a sustainable technology should 

balance energy consumption and production with minimal negative impacts on economics and 

environment and meeting societal aspirations and needs.  

Due to the multi-disciplinary concept of sustainability, the use of multi-criteria decision analysis (MCDA) 

methods were widely applied to perform a broad evaluation of the energy systems [244]. MCDA 

methodologies are popular techniques in sustainable energy management providing solutions to complex 

problems involving conflicting and multiple domains [245]. The selection of proper evaluation criteria or 
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indicators quantifying the different aspects of sustainability plays a key role in the MCDA process for the 

resolution of the problem and thus the identification of the best alternative [246]. Clearly enough, it is not 

helpful to use too many indicators for the sustainability performance assessment and decision-making. 

The indicators should cover all the aspects of sustainability without showing repeatability and overlap 

[247]. A set of desired properties of the indicators for an energy decision-making problem is defined in 

the following, as suggested in the literature [246–248]. 

• Exhaustivity: the criteria should reflect the essential characteristics and the whole performance of 

the system discriminating between the alternatives.  

• Consistency: the indicators should be consistent with the decision-making objective. 

• Independency: the indicators should not be functionally related at the same level.  

• Measurability: the indicators should be measurable in quantitative value or qualitative terms.  

• Simplicity: the indicators should be easily understandable and applicable. 

• Limitation of measurement: the indicators should be small as enough in number at each level 

avoiding to communicate redundant and unneeded information.  

During the last twenty years several authors have posed their attention on the sustainability assessment of 

energy systems and hybrid energy systems proposing indicator-based methodologies [242,246,249–251]. 

An in-depth investigation of existing indicators is crucial in order to identify a set of relevant indicators 

quantifying the sustainability performance of offshore hybrid energy options meeting the principles above 

listed. The review analysis of the state of the art on sustainability indicators is presented in the following.  

3.2.2. Sustainability indicators for hybrid energy systems 

The literature review has focused on MCDA evaluations for sustainability of energy systems and hybrid 

energy systems, involving a total of 110 studies published over the period 2000-2019. The indicators used 

are mainly divided into the aspects of sustainability mentioned above, i.e. technical, economic, 

environmental, societal. Tables 3.1 and 3.2 report the most frequently indicators applied in the literature, 

including the occurrence of each indicator in each dimension.  

The reviewed articles analysed different energy systems, such as combined heat and power plants and 

natural gas systems (e.g. [252–255]), renewable energy systems involving wind farm, solar PV and CSP 

plants (e.g. [256–263]), hybrid systems with H2 production and storage (e.g. [243,264–269]), SNG and 

biogas production (e.g. [120,124,270,271]), CH3OH (e.g. [131,272]) and other biofuels and chemical 

commodities (e.g. [273–276]). Some studies focused on energy planning for given regions or countries 
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(e.g. [249,277–283]), while others dealt with energy policy and management issues (e.g. [250,259,284–

287]).  

Table 3.1. Technical and economic indicators found on the existing MCDA sustainability assessments of energy systems 

and hybrid energy systems. 

Aspect Indicator Reference Occurrence 

in related 

aspect 

Technical Energy efficiency [120,243,252,253,255,256,258,259,261,264,266–268,288–310] 40.0% 

 Exergy efficiency – 

Destruction 

[243,255,261,264,268,278,311–313] 10.0% 

 Primary energy ratio – 

Energy Pay Back 

Period/Return of Investment 

[282,313–315] 4.4% 

 Lifetime [267,269,286,299,300,309,310,316–318] 11.1% 

 Electricity/production rate [258,262,280,289,308,319–321] 8.9% 

 Installed capacity [120,255,260,279,280,286,298,300,311,316–318,322,323] 15.6% 

 Space requirement – 

Footprint 

[243,252,262,264,265,267,277,280,286,290,298,311,313,317,324,32

5] 

17.8% 

 Energy use (fuel, 

renewables, electricity) 

[131,268,273,283,285,288,294,301,320,326–329] 14.4% 

 Material use (raw materials) [131,273–275,330] 5.6% 

 H2O use [249,263,278,279,282,301,302,320,323,330,331] 12.2% 

 Resources availability [256,266,276,286,302,311,317,318,327,332]  11.1% 

 Diversity of energy supply 

mix 

[120,249,250,266,268,283,287,290,301,333] 11.1% 

 Operational flexibility [120,263,266,268,277,287,298,310,311,318,325–327,334]  15.6% 

 Technological maturity [243,264,266,268,272,281,284,286,296,300,310,313,314,317,321,32

2,325,331,335–337] 

22.2% 

 Operational reliability  [131,255,300,308,318,321,322,325,338,256,258,266,268,271,277,28

4,297] 

18.9% 

 Compatibility of the 

technology  

[258,266,276,286,317] 5.6% 

 Security of supply [131,276,281,284,286,289,296,298,311,317,327,333,334,339–343] 20.0% 

 Cumulative energy demand [271,289,311,326,333,344] 6.7% 

Economic Investment costs [120,249–257,259,263,266,267,269,271,272,275–278,281,283,286–

288,290,291,293–295,297,299,303,306–309,312,313,316–318,322–

326,329,333,334,336,341,345–350] 

64.0% 

 Operation and maintenance 

(O&M) costs 

[243,249–

252,255,256,258,259,275,281,286,287,290,291,295,300,308,316–

318,322–325,329,333,336,345,349,350] 

34.8% 

 Fuel/energy/raw materials 

costs 

[252–

254,258,266,267,269,275,288,293,294,303,306,307,318,323,326,334

,340,349] 

22.5% 

 Levelized cost of 

product/energy 

[124,243,249,250,279,283,290,298,302,304,308,312,315,318,321]  16.9% 

 Value added [274,278,330]  3.4% 

 Net Present Value [131,273,297,299,304,313,316,319,335,351,352] 12.4% 

 Pay Back Period - Internal 

Rate of Return 

[124,131,243,277,291,292,297,299,304,309,313,345,352] 14.6% 

 Levelized value of 

product/energy- Incentive 

[124,318,337]  3.4% 

 Affordability [264,266,277,296,301,341] 6.7% 

 Competitiveness [263,266,276,300,325,337] 6.7% 

 Annual production costs [120,249,250,261,278,280,282,283,302,311,312,327,348,353,354] 15.9% 
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Table 3.2. Environmental and societal indicators found on the existing MCDA sustainability assessments of energy 

systems and hybrid energy systems. 

Aspect Indicator Reference Occurrence 

in related 

aspect 

Environmental Global warming 

potential 

[120,124,243,249,250,253,255,256,258,261,264,269,271,274,275,27

8,279,282,283,286,288,290,297,300,302,303,306–

308,311,312,314,316–318,320–322,325,327,330,333–

335,337,340,348–350,352–356] 

51.9% 

 GHG emissions [131,266,276,277,284,285,296,302,315,320,341] 10.6% 

 Direct CO2 emissions [252,263,266,267,272,288,293–295,304,313,323,329,331] 13.5% 

 CO2 emission avoided [255,259,295,323,331,263,266,267,272,281,288,293,294] 12.5% 

 NOx emissions [252,260,264,287,288,299,302,303,307,308,313,319,322,327,334,33

8,342,354] 

17.3% 

 SO2 emissions [254,264,288,303,308,334,354,355] 7.7% 

 Acidification potential [124,243,249,250,255,256,261,273–

275,278,283,302,307,312,318,320,326,327,333,337,340,348,353,354

,356] 

25.0% 

 Particulate matter 

emissions 

[124,243,254,264,314,338,354] 6.7% 

 Waste generation [131,266,273,277,278,284,288,296,320,327,337,341,344,345] 13.5% 

 Ozone layer depletion [124,243,249,250,264,273–275,283,312,318,330,337] 12.5% 

 Abiotic depletion 

potential 

[243,249,250,264,271,278,297,312,318,329] 9.6% 

 Biodiversity impact [259,262,266,276,289,291,295,302,316,321,322,331,345,351] 13.5% 

 Photochemical smog [124,243,249,250,274,275,278,312,318,348,354]  10.6% 

 Eutrophication 

potential 

[124,243,264,273,275,278,283,312,337,339,348,354,357] 12.5% 

 Aquatic/Terrestrial 

ecotoxicity potential  

[243,250,254,264,273–275,302,330,337,339,354] 11.5% 

 Land use  [243,252,253,256,258–

260,272,273,279,282,287,288,295,296,298,306,309,311,313,314,323

,326,327,338,340,346,348,349,354,357] 

29.8% 

 Air quality [266,276,279,296,325] 4.8% 

 Aggregated 

environmental 

indicator 

[251,257,266,284,291,332,358] 6.7% 

 Noise [251,252,260,270,287,298,301,302,311,313,316,321,322,324,326,32

7,333,346] 

17.3% 

 Visual impact [251,260,266,270,284,287,296,302,319,321,322,326,327,333,343] 14.4% 

Societal Job creation – 

Employment 

[131,243,256,258–260,262,267,270,272,277–279,282–

289,291,292,295,296,298,300,303,304,308,314,316,317,319,323,326

,327,329,333,338,339,342,347,351,357,359] 

61.3% 

 Injury (workplace) [250,278,283,284,293,294,339,344,357] 12.0% 

 Fatalities (workplace) [250,278,279,283,284,308,320,326,327,339,357] 14.7% 

 Social acceptance [250,256,259,266,277,281,284,286,295,298,300,301,308,309,317,32

1–323,329,336–338,340] 

30.7% 

 Chemical inherent 

safety 

[273–275,330] 5.3% 

 Process inherent 

safety 

[273–275,330] 5.3% 

 Occupational health [124,243,250,252,273–

275,278,287,297,298,312,313,326,327,329,330,334,337,339,343,348

,354,357] 

30.7% 

 Labour [256,271,291,309,311,327,344,347] 10.7% 

 

From Table 3.1, it is observed that “energy efficiency” arises as the most common technical indicator. 

Few authors proposed exergy measures (“exergy efficiency” and “exergy destruction rate”) in addition to 

energy efficiency [243,255,261,264] or preferred the sole exergy metrics [268,278,311–313] to address 
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the technical dimension of sustainability. Energy efficiency based on the first-law of thermodynamics 

represents how well an energy conversion or transfer process is accomplished, i.e. the quantity of energy, 

while exergy efficiency based on the second law of thermodynamics provides a measure of approximation 

to reversible or ideal operation, i.e. the quality of energy [360].  

With respect to the economic dimension in Table 3.1, the “investment costs” and “O&M costs” appear as 

the most used indicators. It is worth noting that some studies (e.g. [124,279,298,302,304,315,321]) 

preferred “levelized cost of energy/product” as alternative to these two indicators, while other works (e.g. 

[243,250,283,308,312,339,357,359]) selected all the three metrics for the economic assessment. 

Levelized costs are the total present costs of the system/technology (including both investment and O&M 

costs) divided by the electricity or chemical production over the economic lifecycle. Only one article 

among the mentioned ones [124] took into account a further indicator quantifying the levelized 

revenue/value of product in addition to the cost metrics. On the other hand, some authors proposed the 

“net present value” indicator accounting for the difference between cash inflows and cash outflows in a 

given period [361] instead of separated “investment costs”, “O&M costs”, “levelized cost of 

product/energy”, “levelized value of product/energy” indicators [131,273,319,335,351,352], while others 

used different indicators for the assessment [297,304,313,316,362].  

Focusing on the environmental aspect of sustainability in Table 3.2, “global warming potential” (i.e. how 

much energy can be absorbed when 1 ton of a specific gas is released into the atmosphere over a given 

period relative to the emission of 1 ton of CO2) is the preferred indicator in the reviewed literature; it was 

used with other indicators commonly employed in Life Cycle Analysis (LCA) method for estimating the 

environmental impacts associated to the life cycle of a system/technology (e.g. “acidification potential”, 

ozone layer depletion”, etc.). After the definition of goal and scope, LCA requires inventory analysis by 

collecting materials and energy used in the system and related to the environment and impact assessment 

by applying midpoint and endpoint approaches [363]. As alternative to the life cycle “global warming 

potential” indicator, “greenhouse gas emissions” or “direct CO2 emissions” were proposed by some 

authors.  

Finally, the most adopted societal indicator in the reviewed literature (Table 3.2) is represented by “job 

creation-employment”. It is worth mentioning that several authors considered the impact of harmful 

emissions into air on humans by means of “occupational health” indicators including human toxicity 

potential (as LCA indicator) and workplace impacts due to fugitive emissions, but only a few addressed 

chemical and process inherent safety issues by means of quantitative metrics. 

Another finding from the review analysis is that none of the indicator-based methods were applied to 

hybrid energy systems installed or projected to be implemented at offshore oil & gas facilities.  
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3.2.3. Limits of the existing methods 

From the analysis reported above, it can be found that several indicators addressing technical, economic, 

environmental and societal dimensions were proposed in the literature for the MCDA assessment of 

sustainability performance of energy systems and hybrid energy systems. However, some limitations exist 

in the most used metrics as summarized in the following. 

The technical dimension is mainly addressed through the “energy efficiency” indicator by most of the 

reviewed methods. However, traditional energy analysis based on the first law of thermodynamics should 

be augmented by an exergy approach based on the second law of thermodynamics [364]. Thus, both 

energy and exergy metrics should be accounted for a clear understanding of the efficient use of resources 

within offshore hybrid energy production options.  

In case of economic indicators, double counting problems arise if “investment costs” and “O&M costs” 

are used with “levelized cost of product/energy”, thus violating the principle of independency described 

above. Similar issues emerge when “net present value” is included in the economic indicators since it 

depends on “investment costs”, “O&M costs” or “levelized cost of product/energy”. Furthermore, the 

concept of market prices and revenues which may influence highly the economic feasibility of the 

system/feasibility are not clearly investigated by the reviewed methods through specific indicators but 

considered indirectly in the “net present value” indicator. Despite “net present value” may be adopted as 

the sole metric for economic performance assessment in the sustainability model, it can be concluded that 

separated metrics addressing costs and revenues can be considered advantageous in order to pinpoint the 

expected performance of alternatives offshore hybrid energy options with respect to two different aspects 

separately.  

LCA for environmental impact assessments is a systematic framework widely employed in the reviewed 

studies. However, it is worth mentioning that double-counting is a common issue in such a type of 

analysis, particularly when different products and processes are overlapped in the overall system [365]. 

Another double-counting issue when applying LCA may occur when both midpoint indicators focussing 

on single environmental problems (e.g. climate change or acidifications) and endpoint indicators (e.g. 

human health) are used in the assessment [366]. Furthermore, the independency principle may be not 

fulfilled adopting different environmental LCA indicators, e.g. “global warming potential” seems to 

depend partially upon “stratospheric ozone depletion potential” since ozone-depleting substances cause 

inevitably an increase in GHG emissions.  

The reviewed methods do not explore largely chemical and process safety indicators within the societal 

dimension of sustainability. Nevertheless, safety is a paramount factor in the selection of suitable 

technologies for greener use of offshore oil & gas facilities. Specific indicators accounting for the potential 
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hazards and targets of offshore operations should be included for a thorough sustainability assessment of 

offshore hybrid energy systems.  

A lack of applications to energy systems installed at the offshore oil & gas facilities represents another 

limitation of the reviewed sustainability metrics.  

 

3.3. Inherent safety assessment methods 

3.3.1. Generalities 

Several new offshore projects have been developed in the Gulf of Mexico and in the North Sea, starting 

operations in challenging areas (increased technological and operational complexity, harsh environmental 

conditions, etc.) as well as implementing new design concepts [66–69]. This requires a higher attention 

to the potential for safety and environmental impacts. Lessons learnt from past accidents [70,71], such as 

the Piper Alpha explosion (North Sea, 1988), the Bombay High fire (Arabian Sea, 2005) and the Macondo 

blowout (Gulf of Mexico, 2010), tragically evidence the potential for major accident hazards of offshore 

oil & gas operations affecting human, assets, environment and reputation. Such potential threats inevitably 

increase in view of the progress of the offshore sector. In particular, the adoption of innovative solutions, 

e.g. hybrid power systems involving hazardous chemical energy carriers (H2, SNG, CH3OH), may add 

further criticalities to the profile of the offshore facility, thus requiring to improve safety records 

adequately and to be more aware of environmental issues. 

The safety performance of an offshore oil & gas installation originates from decisions taken in the 

different stages of the project lifecycle (i.e. conceptual study, front-end engineering and design, detailed 

design, construction, commissioning, operation, decommissioning) [367,368]. Addressing the underlying 

hazards in the early phases of a project, where the degrees of freedom for system change are higher, was 

widely proven as a cost-effective strategy in the process and chemical industry [369–371] and suggested 

also for offshore installations [372–374]. Procedural, passive and active risk reduction strategies are often 

relied upon, but these have yet to achieve optimal risk reduction due to inadequacies in procedures or to 

the degradation of physical safety systems. A more robust way of achieving hazard management in 

offshore oil & gas activities, thus meeting high safety and environmental standards on an offshore facility, 

may be to take advantage of the inherent safety approach. 

Professor Kletz [375–377] was the first to propose the inherent safety concept consisting in eliminating, 

where possible, or in drastically reducing hazards at source rather than controlling the risk during process 

design and operation. A well-known set of principles or guidewords was formalized to orient technology 

design toward inherent safety [378], as listed in the following.  
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• Intensification: it identifies the actions aimed at the minimization of the plant and equipment 

inventory, thus reducing the hazard level associated to the possible loss of containment. 

• Moderation: it consists in the promotion of actions aimed to the reduction of the hazards due to 

operating conditions. 

• Substitution: it classifies the actions aimed to the development of substances, process schemes 

and equipment characterized by a higher inherent safety. 

• Simplification: it concerns the design actions aimed to reduce the complexity of the process and/or 

of the plant, thus reducing the possibility of errors and likelihood of loss of containment. 

• Limitation of effects: it consists in actions aimed to the design of a process and/or of a plant where 

the consequences of the possible loss of containment are effectively reduced and possibility of 

escalation is minimized. 

Benefits of implementing inherent safety philosophy throughout the whole plant lifecycle have been 

clearly highlighted by several studies [379–382]. Moreover, it has been proven that an inherently safer 

design has a positive effect on all three spheres of sustainability [383–386]. The implementation of 

inherent safety strategies in the conceptual and front-end engineering design of an offshore project can 

reduce design and management costs, simplify the requirement for engineered safety devices and related 

procedures [387].  

However, the sole inherent safety principles do not yield a quantitative picture of the achieved safety 

performance of design alternatives [388]. Applying inherent safety strategies in the early design of 

offshore facilities, traditionally dominated by economic considerations, requires objective metrics, able 

to pinpoint the fundamental differences in the hazard profile among the alternative options and reduce 

time and efforts when fewer expensive modifications are needed later [389–391].  

In the process and petrochemical industry, the use of metrics specifically developed for supporting design 

activities in the implementation of inherent safety strategies widely emerged in the last two decades as a 

result of an effort to overcome the difficulties in judging inherent safety only on the basis of conceptual 

principles [392,393]. However, a recent literature search by Tang et al. 2018 [394] reveals that no inherent 

safety indicators specific to the offshore sector have been proposed so far: offshore oil and gas installations 

present distinctive features in terms of layouts and interaction with the environment which are not 

accounted in the indicators developed for onshore applications. The analysis of the state of the art of 

indicators related to inherent safety assessment of alternative process and design options in early design 

activities is presented in the following. 
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3.3.2. Inherent safety indicators for early design activities 

In order to rank the process routes in the early design phase, Edwards and Lawrence [395] developed a 

metric called Prototype Index for Inherent Safety (PIIS), which takes into account reaction conditions 

such as temperature and pressure, properties of materials such as explosiveness, flammability and toxicity, 

process inventory and reaction yield. One drawback of PIIS is to concentrate on reactions and do not 

consider other process aspects. Another approach proposed later by Cave & Edwards [396] was the 

Environmental Hazard Index (EHI) intended to be used in conjunction with PIIS since it allows to rank 

the chemical process route by the estimated environmental impact of a chemical release.  

In 1999, Heikkilä [397] developed an index, called the Inherent Safety Index (ISI), which considers a 

wider range of factors, such as process safety structure, safety of equipment, side reactions, chemical 

reactions, etc. by means of chemical and process ISIs. These sub-indicators are based on Boolean 

mathematics, and each sub-range can be seen as a set with proper boundaries. This behaviour may produce 

two significant effects, i.e. excessive sensitivity in regions close to the limits of each sub-range and 

insufficient sensitivity within each sub-range.  

In order to overcome these problems, Gentile et al. [398] improved some factors in the ISI indicator by 

using fuzzy set theory and thus developing the Fuzzy Logic-based inherent Safety Index (FLSI), which 

considers chemical properties and plant layout as main factors and uses hierarchical fuzzy if-then rules to 

combine qualitative information (expert judgment) and quantitative data (numerical modelling).  

Furthermore, within the European INSIDE project, a paper-based toolkit called INSET [399] was 

developed to provide an aid process engineers to choose and optimize inherently safer and 

environmentally friendly plants. However, similarly to ISI and FLSI, this tool relies on the evaluation of 

inherent safety scores and requires much time and efforts.  

A more systematic and automated expert system for the design of inherently safer processes in route 

selection and flowsheet development stages was proposed by Palaniappan et al. [400,401], presenting a 

new Inherent Safety Index (the i-Safe index) for ranking process routes and a graphical method for 

analysing reaction networks. Compared to the pioneering PIIS [402], i-Safe includes direct reaction 

hazard evaluation through heat of reaction and reactivity rating but it does not have direct inventory or 

process equipment related metrics.  

A different approach for assessing environment, health and safety (EHS) aspects in early phases of design 

was considered by Koller et al. [403] in their EHS method, which incorporates all available information 

with the help of different priority levels and is applicable when some substance data are missing. The 

EHS method do not yet propose an aggregation algorithm addressing different effects.  
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The Dow Fire & Explosion Index (F&EI) [404], the Dow Chemical Exposure Index (CEI) [405], and the 

Mond Fire, Explosion and Toxicity Index (FETI) [406] were developed as possible tools for quantitative 

inherent safety assessment, even though they require information which is not always available in the 

early design stages of the project.  

The Hazard Identification and Ranking (HIRA) method was developed by Khan and Abbasi [407] to 

overcome some drawbacks of Dow’s methods. It allows to rank the chemical processes units mainly in 

terms of the hazardous substances and operating conditions associated with them based in two metrics, 

i.e. the Fire and Explosion Index and the Toxicity Index. An attempt to incorporate into the HIRA the 

contribution of safety measures needed to minimize the unit hazards was made later by Khan et al. [408] 

through an indicator called Safety Weighted Hazard Index (SWeHI). Successively, Khan and Amyotte 

[409,410] proposed an Integrated Inherent Safety Index (I2SI) which integrates the hazard potential and 

safety costs and is intended to be applicable throughout the life cycle of process design. In order to produce 

a method driving inherently safer choices in the early phases of the layout design, some modifications 

were introduced to the original version of I2SI [411,412]. In particular, reference indicators were added 

to the indexing system in order to reduce the expertise used in the definition of inherent safety principles 

applicability. Among which, the Domino Hazard Index (DHI) allows to assess the actual consequences 

of potential domino accident escalation and rank the domino hazards of all units considering also the 

effect of active and passive protection measures.  

Following the approach of the Integrated Risk Estimation Tool (iRET) for explosion consequences studies 

[413], Leong and Shariff proposed the Inherent Safety Index Module (ISIM) [414] to overcome issues of 

previous indicators (in particular ISI by Heikkilä [415]) related to the need for manual data transfer of 

process information and parameters for inherent safety level calculation. ISIM developed in Microsoft 

Excel spreadsheet was integrated with Aspen HYSYS for simplicity of data transfer. However, ISIM 

suffers from the shortcomings highlighted above for ISI. Moreover, ISIM quantifies the inherent safety 

level with respect to specific aspects (temperature, pressure, explosiveness) without propose an overall 

indicator. An enhancement of ISIM with respect to the level of explosiveness was represented by the 

Process Route Index (PRI) [416]. It allows to quantify the inherent safety level of the overall process route 

considering single contributions of components in the mixture. PRI was developed based on process 

parameters which influence the outcome of explosion incident (mass, energy, combustibility) taking into 

account the average values. Moreover, in order to further improve the selected route, the process streams 

can be ranked to identify and prioritize streams requiring modifications by means of the Process Stream 

Index (PSI) [417]. Instead of considering the average values of the properties of the process route as for 

PRI, the ratio of the specific parameter for the selected stream to the average of that parameter for the 



 

48 

 

whole simulation was used. Similar to PRI, expert judgement cannot be used since the scaling scoring 

approach was eliminated from the analysis.  

In 2011, the Enhanced Inherent Safety Index (EISI) [418] was proposed to overcome some limitations of 

ISI [415], i.e. consideration of the sole maximum value of parameters, unconcern about the material 

quantity, number of equipment in the plant and complexity of the process. By this way, similar processes 

which would normally obtain the same score in Heikkilä method [415] can be compared even though 

additional input data concerning material balances are necessary. An improvement of this approach was 

proposed by Gangadharan and co-workers through the Comprehensive Inherent Safety Index (CISI) 

[419], which accounts also for the reactivity hazard due to particular mixture in the calculation of 

equipment index and the complexity due to connections between single units for the calculation of the 

total inherent safety index. However, differently from EISI, CISI relies on expert judgement for the 

scoring and weighting of indicators for the overall metrics, as proposed in the ISI method.  

An alternative approach proposed by Srinivasan & Nhan [420] concerns the calculation of an Inherent 

Benign-ness Indicator (IBI) based on safety, health and environment factors. Avoiding any expert 

judgement, parameters are first scaled through an objective scaling mechanism and then assessed by 

means of a multivariate statistical approach based on principal component analysis. The scores and 

loadings on the first two principal components lead to the IBI. IBI allows to identify the similarities and 

differences between alternative chemical routes and points out the most hazardous property in a process 

route. However, as the methods mentioned above, the IBI approach does not provide an assessment based 

on accident scenarios and their consequences.  

To reduce the disadvantage of subjectivity in indicators values and weighting, Jiao & Xiang [421] 

proposed a metrics integrating fuzzy inference and Analytic Hierarchy Process (AHP), called Inherent 

Preference Index (IPI). The method comprises safety and health aspects proposing seven sub-indicators.  

Another alternative to the discrete subjective scoring index-based method was given by Ahmad et al. 

[422] who proposed an inherent safety assessment method for the petrochemical industry called 

Numerical Descriptive Inherent Safety Technique (NuDIST). NuDIST incorporates logistic functions in 

the score assignments to chemical and process safety parameters and then adds together all the scores to 

obtain the final NuDIST score for each route. The NuDIST technique was extended through the addition 

of root-cause analysis to identify the largest hazards in a process by means of a technique called Graphical 

Descriptive Technique for Inherent Safety Assessment (GRAND) [423]. Later, a new method called 

Inherent Safety Assessment for Preliminary Engineering Design Stage (ISAPEDS) was proposed by the 

same co-authors [424] involving five main safety parameters which are operating temperature, operating 

pressure, flammability, explosiveness and toxicity, assessed in relations to each other. 



 

49 

 

Inherent Safety Key Performance Indicators (IS-KPIs) was proposed as a consequence-based approach 

addressing separately humans and process equipment targets due to domino accident escalations 

[425,426]. The KPIs are based on damage distances estimated through consequence simulation tools and 

equipment safety scores to account for the credibility of equipment releases. Domino hazard indicators, 

i.e. Unit Domino Hazard Index (UDI) and Target Domino Hazard Index (TDI), were proposed by Cozzani 

et al. [16] for a simplified and straightforward layout screening with respect to escalation hazard. The set 

was based on the assessment of inherent safety distances calculated using specific escalation thresholds. 

Simple rules of thumb were presented, without the need for running models for consequences analysis.  

Rusli et al. [427] proposed a risk-based method aiming at the calculation of the Inherent Risk of Design 

Index (IRDI) to rank the process options considering the severity and potential of hazard transfer to other 

parts of the process after the introduction of inherently safer modifications. IRDI was derived from the 

combination of DI indicator proposed in the I2SI method [410] and the Likelihood Index of Hazard 

Conflicts (LIHCs) after the evaluation of inherent safety design options.  

Another risk-based approach was developed by Rathnayaka et al. [428] called Risk-based Inherent Safety 

Index (RISI) to orient decisions on the optimum design with maximum inherent safety addressing hazard 

likelihood reduction. RISI can be calculated by first estimating the Risk for Base Design, RiskBD, and 

then the Inherent Safety Risk for alternative design, ISRisk, which is the quantitative representation of the 

residual risk of the alternative design after implementing inherent safety strategies into the system. No 

aggregation of effects was defined in this method since the damage radius of each accident scenario is 

multiplied for the probability of occurrence of the considered scenario.  

Table 3.3 summarizes the comparison of indicator-based methods for inherent safety implementation in 

early design stages. It can be observed that most of the methods require in input information about 

chemicals, reactions, operating conditions, inventory, process flow diagrams. On the other hand, site 

characteristics, meteo-marine conditions and preliminary layout are needed for calculation of few 

indicators (e.g. Dow’s methods, HIRA-FEDI, HIRA-TDI, SWeHI, IS-KPIs, RISI, DHI, I2SI). It is 

emerged that a number of studies rely on elements of expert judgment to define the safety scores (e.g. 

PIIS, EHI, ISI, ISIM) or have embed scoring tables that were defined with reference to processes in 

onshore chemical plants (e.g. INSET, i-Safe, Dow F&EI). More sophisticated indicators rely on 

consequence simulation models for the objective quantification of the hazard level from expected 

scenarios. However, the requirements for application in early phases of the project lead to customization 

of such models for situations typical of the onshore plants. For example, some methods (e.g. Dow CEI, 

HIRA-FEDI, HIRA-TDI, SWeHI, I2SI, DHI, RISI) embed consequence models in their calculation 

formula, but provide fixed equations with adjustable parameters. Other metrics (e.g. IS-KPIs) allow for 

user-defined consequence modelling, thus being customizable to different contexts than the onshore one. 
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While all the proposed indicators consider hazards for human targets in the assessment, only a few include 

the evaluation of potential damage to the environmental aquatic targets (EHI, INSET, EHS, IBI, I2SI). 

The potential damage to assets is considered only by a few dedicated indicators (IS-KPIs, DHI, UDI/TDI), 

even though referring to process equipment in the onshore context. Finally, aggregation of results can be 

performed through specific functions (e.g. IS-KPIs, SWeHI, DHI, I2SI, UDI/TDI) or can be implicit 

derived from the combination of different effects with penalties (e.g. Dow F&EI, Mond FETI, HIRA-

FEDI). 
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Table 3.3. Comparison of the existing inherent safety indicator-based methods. 

 PIIS[395], 

EHI [396] 

ISI [397], 

FLSI [429], 

EISI [418], 

CISI [419],  

IPI [421] 

INSET 

(I,J 

tools) 

[399] 

i-Safe 

[400,401] 

EHS 

[403] 

ISIM [414], 

PRI [416], 

PSI [417] 

IBI 

[420] 

NuDIST [422], 

GRAND [423], 

ISAPEDS  

[424] 

Dow F&EI 

[404], Dow 

CEI [405] 

Mond FETI 

[430] 

HIRA-FEDI 

and TDI [407], 

SWeHI [408], 

I2SI [409,410] 

IS-KPIs 

[425,426] 

IRDI 

[427] 

RISI 

[428] 

DHI + I2SI 

[411,412] 

UDI/TDI 

[431] 

Input data                

Chemicals  X X X X X X X X X X X X X X X 

Reactions X X X X X X X X X X X X X X  

Operating 

conditions 

X X X X X X X X X X X X X X X 

Equipment 

inventory 

X X X  X X  X X X X X X X X 

Flowrates  X       X X X X X X  

PFD X X X X X X X X X X X X X X X 

Preliminary layout         X X   X X X 

Site and weather 

data 

        X X X  X X  

Accident 

consequence 

evaluation 

               

None / Expert 

judgement 

X X    X   X X  X X   

Fixed formula (non 

customizable) 

        X X   X X  

Customizable 

models 

          X     

Considered targets                

Humans X X X X X X X X X X X X X X  

Process equipment            X   X X 

Structural elements                

Aquatic 

environment 

X  X  X  X   X    X  

Aggregation of the 

results 

 X  X     X X X X  X X 

Indicators with similar features (e.g. progressive versions based on the same indexing system) are grouped together. 
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3.3.3. Limits of the existing methods 

From the analysis reported above, it can be found that several indicator-based approaches were proposed 

in the literature for the assessment of inherent safety performance of alternative chemical process 

alternatives in early design stages related to the onshore context. However, some limitations exist in such 

metrics as summarized in the following. 

The methods which rely on consequence simulations models with a fixed formula (e.g. Dow CEI, HIRA-

FEDI, HIRA-TDI, SWeHI, I2SI, DHI, RISI) do not take into consideration features relevant for offshore 

applications, such as high congestion, possibility of structural damage, and weather conditions typical of 

the marine environment. The IS-KPIs method allowing a customizable consequence modelling is 

potentially tailorable to the case of offshore installations. However, no specific guidance is provided on 

the application to this context. Hence, specific expertise is required for the application and results are 

potentially inconsistent among different assessments. Furthermore, no method from the literature review 

focuses explicitly on damage on the marine environment and structural elements of the assets, both critical 

aspects for the offshore oil & gas industry. Overall, it can be concluded that offshore oil & gas installations 

present distinctive features in terms of layouts and interaction with the environment which are not 

accounted in the indicators developed for onshore applications. 

As a result of the limitations described above, examples of application of inherent safety indicators to the 

design of offshore oil & gas facilities are currently limited: the study by Xin et al. [432] applies I2SI and 

DHI to the layout optimization of topside deck of a FLNG facility, while Crivellari et al. [433,434] applied 

a customized version of IS-KPIs method to the process selection. In both cases, the study presented is 

specific to the case assessed and lacks of a detailed methodology description to support the generalized 

application to widespread multi-target analysis of offshore projects. 

 

3.4. Assessment of environmental damage caused by the spill of oil or 

chemicals in sea water  

3.4.1. Generalities 

The offshore oil & gas industry recognizes an extreme importance to the management of the risk related 

to the spill of oil or hydrosoluble chemicals into the sea deriving from its activities. Directive 2013/30/EU 

on the safety of offshore oil & gas operations [72] introduced strict criteria related to the environmental 

performance of offshore facilities, also requiring operators to demonstrate the ability of covering liabilities 

from major accidents. However, it is worth noting that the Directive does not propose or require the 

application of any specific methodological tool to assess the environmental consequences associated with 
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potential oil and chemical spills causing severe marine pollution with serious impacts to wildlife and their 

habitats.  

Oil releases are a form of marine pollution which can result in both immediate and long-term 

environmental damage to different environmental compartments, i.e. sea surface, water column, sea 

bottom, shoreline, as proved by some relevant past oil accidents reviewed in the following. 

The 2010 BP Deepwater Horizon accident in the Gulf of Mexico caused the largest offshore spill in the 

USA history, with extensive contamination of surface water, water column, deep-sea corals and benthos, 

nearshore and coastal ecosystems [435]. Despite massive clean-up efforts following major oil spills, 

historical evidence showed that long-term effects of embryonic exposure to hydrocarbons may be 

expected for several years in fish along the water column, in addition to the immediate mortality of 

seabirds and benthic invertebrates on oiled shores [436–438].  

In 1989, the oil tanker Exxon Valdez slammed into Bligh Reef and spilled more than 42 million L of 

crude oil into the cold, clear waters of Alaska's Prince William Sound [439]. The spill caused acute 

mortality of seabirds, sea otters and harbour seals as well as macroalgae and benthic invertebrates on oiled 

shores. Long-term effects of embryonic exposure in fish along the water column were also reported [440].  

In 1969, the barge Florida went aground near West Falmouth and spilled between 650 000 and 700 000 

L of No. 2 fuel oil into Buzzards Bay [441]. Animals were highly impacted by the spilled oil, and massive 

mortality of marine life including fish, worms, crustaceans, and molluscs occurred in a few days. Oil-

covered marsh grasses died within a few weeks after the spill [442]. It was found that petroleum-derived 

hydrocarbons persist in sediments and that detectable sub-lethal biological impacts in fiddler crabs, salt 

marsh grasses and ribbed mussels are still evident 40 years after the original spill [443–445]. 

Other past accidents from oil tankers, e.g. Sea Empress (1996), Erika (1999), Prestige (2002), MSC Napoli 

(2007), revealed that birds approaching the sea surface, fish and benthos along the water column, and 

shellfishes living in shallow seafloor close to the shoreline were the most damaged environmental targets 

[446].  

On the other hand, completely hydrosoluble chemicals used in offshore oil & gas operations, such as 

glycol and CH3OH for gas dehydration, are classified as hazardous and noxious substances, i.e. any 

substance other than oil likely to induce harm to living resources and human health or that has harmful 

impact on marine environment if released into the sea, which dissolve rapidly and completely after their 

spill [447]. As a consequence, spills from such substances have the potential to cause only acute damage 

compared to oil spills which can produce both short- and long-term effects. Overall, water column can be 
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considered as the most impacted environmental compartment by chemical accidental spills, as 

demonstrated by some relevant past accidents described in the following.  

In 2000, the Ievoli Sun, a chemical tanker in route from Fawley to Barcelona with 6000 t of chemicals 

sank to a depth of 70 m in the English Channel leading to spill into the sea of 3998 t styrene, 1027 t of 

methylethylketone, 996 t isopropyl alcohol. It is reported that styrene spill led to a slight contamination 

of recovered shellfish [448].  

Overloading of the tanker Crystal Rubino at Port of Harmina in 2000 resulted in a spill of 2 t of 

nonylphenol ethoxylate. Mortal consequences on fishes and reproduction problems on seagulls which ate 

the dead fishes were noticed from this maritime accident [449].  

It must be remarked that according to ISO 31000:2018 [450], risk can be defined as the combination of 

the likelihood of occurrence of an event and the entity of consequences (i.e. severity) associated to that 

event. Severity of environmental accidents can be considered as combination of hazard and vulnerability 

if wildlife in the area factors. The hazard of environmental damages caused by oil and hydrosoluble 

chemicals depends on multi-faceted aspects related not only to the quantity spilled, but also to the ambient 

conditions during and after the accident [451,452]. The identification of the hazard associated to the 

offshore oil and chemicals spills is thus fundamental in order to reduce or mitigate their impact on the 

different environmental compartments of the sea.  

The use of indicators represents a widespread approach in offshore risk management to capture and 

effectively communicate complex issues, as the hazards due to accidental events [394]. During the last 

decade several quantitative oil spill risk/hazard models were proposed in literature taking advantage of 

recent progress in comprehensive oil spill fate and trajectory models. Moreover, some metrics were 

developed to evaluate the risk/hazard associated to chemical spills. The analysis of the state of the art of 

indicators related to oil spills and hydrosoluble chemical spills is presented in the following. 

3.4.2. Indicators for environmental damage caused by oil spills 

Kleissen et al. [453] proposed an environmental risk assessment tool for oil spills due to shipping 

accidents based on risk maps derived from the combination of oil presence vulnerability, average spill 

size per year reported for given spill class and ecological vulnerability in each grid cell.  

Astiaso Garcia et al. [454] developed the Oil Spills Hazard Index associated to the discharge of crude oil 

from tankers in a given port of the Italian coasts within a 50 km distance between the release and the 

shoreline.  
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A marine oil spill risk mapping tool was defined by Dongdong et al. [455] using a hierarchical system 

based on technical characteristics, environmental conditions, emergency plan and vulnerability of risk 

receptor of the coastal area. This model does not take into account meteo-marine information and oil fate 

modelling for the calculation of the indicators, as the methods above described.  

In 2012, Olita et al. [456] combined hazard maps of oil mass stranded on the shoreline per unit of surface 

and vulnerability maps of coastal environment into severity maps based on a 3D finite element model 

simulating hydrodynamics and waves of the Strait of Bonifacio and oil weathering process. 

A severity mapping method to assess the risk posed by operational oil discharges from ships using the 

deterministic-stochastic MEDSLIK-II model was provided by Liubartseva et al. [457] for Southern 

Adriatic and Northern Ionian seas. They proposed the estimation of hazard based on distribution of hourly 

oil concentration at given threshold values of mass oil per unit of surface (i.e. thickness) for oil slick and 

mass oil per unit of coastline length for beached oil. The same model was used by Al-Shami et al. [458] 

to produce an oil spill risk map by combining the Environmental Sensitivity Index for shoreline with the 

Weighted Assessment of Shoreline Hazard index (WASH) based on oiling probability of being hit at each 

beach segment, average concentration of oil stranding on the shore, average time needed for oil to beach 

on a coastline. Similarly, Marignani et al. [459] proposed the Oil Spill Risk Index for based on Shoreline 

Exposure Index adapted from WASH, Biodiversity Vulnerability Index and Environmental Sensitivity 

Index for the coastal site. The concept of oil stranded mass per unit of coastal length combined with 

vulnerability of the shoreline was adopted also in the deterministic risk model by Sepp Neves et al. [460].  

Melaku Canu et al. [461] developed a 3D finite element hydrodynamic model (SHYFEM) method to 

evaluate the risk for a given coastal segment by oil spills generated in open sea from offshore facilities 

and reached the coastal site within a given period of 10 days.  

A statistical oil spill risk model for port areas based on probability of slick occurrence, volume of oil in 

the thick slick over the entire slick lifetime (i.e. volume exposure) and vulnerability of the area was 

presented by Guo [462]. A 0.1 mm thickness was reported as threshold for eco-toxicity of the slick.  

Finally, a quantitative oil risk management system using 2D/3D oil spill VOILS (Vela-OIL-Selfe) model 

for estuarine-to-oceanic spaces was described in Azevedo et al. [463] as combination of vulnerability and 

severity maps in coastal areas.  

Table 3.4 summarizes the comparison of the indicator-based methods for environmental damage from oil 

spills. It can be observed that some methodologies are risk evaluations, while other models provide 

severity indicators as combination of hazard and vulnerability factors. Moreover, it should be noted that 

most of the approaches assess accidental releases from ships in coastal sites with shoreline as main 
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environmental target. The severity indicator by Melaku Canu et al. [461] is based on oil spills from 

offshore oil & gas facilities, but this model still focuses on shoreline marine organisms as the unique target 

damaged by oil. A specific oil hazard indicator is provided in the method by Astiaso Garcia et al. [454], 

but its use is limited to hydrocarbon maritime traffic along the coastlines, as all the methods mentioned 

above. The sea surface compartment is considered exclusively in Guo et al. [462], but this method shows 

the same characteristics of most of other models related to spills from ships in port areas.  

Table 3.4. Comparison of the existing indicator-based methods for environmental protection from oil spills. 

Reference of the model Evaluation 

type 

Release 

type 

Location  Sector Environmental 

compartment target  

Kleissen et al. [453] Risk  Accidental Open sea Shipping Sea surface, shoreline 

Astiaso Garcia et al. [454] Severity 

(Hazard) 

Accidental Coast Shipping Sea surface 

Dongdong et al. [455] Severity Accidental Coast Shipping Shoreline 

Olita et al. [456] Severity Accidental Coast Shipping Shoreline 

Liubartseva et al. [457] Severity Operational Coast Shipping Sea surface, shoreline 

Al-Shami et al. [458] Risk Accidental Coast Shipping Shoreline 

Marignani et al. [459] Risk Accidental Coast Coastal tourism, 

industry 

Shoreline 

Sepp Neves et al. [460] Severity Accidental Coast Coastal oil storage  Shoreline 

Melaku Canu et al. [461] Severity Accidental Coast Offshore oil & gas 

operations, Shipping 

Shoreline 

Guo [462] Risk Accidental Coast Shipping Sea surface 

Azevedo et al. [463] Risk Accidental Coast Shipping Shoreline 

 

3.4.3. Indicators for environmental damage from chemical spills  

Edwards and co-workers [396,464] proposed EHI metrics as combination of released inventory of a given 

chemical and summation of Specific Water Hazard Index (SWHI) and Specific Terrestrial Hazard Index, 

related to loss of containment from onshore plants. SWHI was defined as the ratio of the predicted 

environmental concentration (PEC) of chemical into aquatic environment to LC5O limit (i.e. concentration 

of chemical in water which kills 50% of a test population over a given period).  

Similarly, the Environmental Harm Index was defined by the English Department of Environment, 

Transport and the Regions (DETR) [465,466] to estimate the hazard associated to the aquatic environment 

(river, estuaries, lakes) from accidental chemical releases. In addition to the ratio of PEC to LC50, the ratio 

associated to length at which the release exceeds the threshold concentration in water and the ratio 

associated to recovery time were considered.  

In 1998, Wilday et al. [467] proposed the Environmental Severity Index by revising the metrics by DETR 

including the short-term and long-term DoE criteria for definition of reference values in the ratios of 
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parameters. This model does not take into account meteo-marine information and spatial variation of PEC 

for the calculation of the indicators, as the methods above described. 

Successively, the Environmental Impact Factor (EIF) by SINTEF [468,469] was developed based on the 

Dose related Risk and Effect Assessment Model (DREAM) for risk of operational produced water and 

drilling cuttings discharges. For release of single chemical compound, EIF can be defined as the number 

of cells of the water column (with volume of 100000 m3) where the ratio of PEC to Predicted No Effect 

Concentration (PNEC) (i.e. the concentration of a chemical at which below no adverse effects of exposure 

in an ecosystem are measured) is equal or greater to 1 which corresponds to a risk equal or greater than 

5%. Whereas, for release of mixture, EIF is the number of cells of the water column (with volume of 

100000 m3) where the sum of the risk calculated for each compound in the mixture is equal or greater to 

5%. According to the DREAM model, PEC is 3D and time variable.  

The ratio of PEC to PNEC was proposed as measure of hazard also in the PROTEUS multi-models system 

by the UK Natural Environment Research Council (NERC) and Engineering and Physical Sciences 

Research Council (EPSRC) [470,471] and in the MIKE hydrodynamic tool by the Danish Hydraulic 

Institute (DHI) [472]. 3D and temporal variable simulations are carried out to support environmental risk 

assessments of discharges of produced water and drilling wastes from offshore exploration and production 

activities.  

Finally, the Chemical Hazard Unit (CHU) method was suggested by IMARES [473] to mathematically 

simplify the EIF, PROTEUS and MIKE models for hazard estimation from produced water discharges. 

CHU can be defined as combination of chemical discharged load and the hazard quotient related to the 

ratio of PEC at a given distance of 500 m from the reference platform to PNEC.  

Table 3.5 summarizes the comparison of the indicator-based methods for environmental protection from 

chemical spills reviewed above. It clearly appears that some methodologies are risk evaluations, while 

other models provide directly hazard measurements. However, all the methods are consistent in estimating 

the damage due to chemical spills as ratio of the actual concentration derived from the release and a given 

threshold value. Moreover, they consider the water column as main environmental target. The approaches 

by SINTEF [468,469], NERC and EPSRC [470,471], DHI [472] and IMARES [473] are based on spills 

in open sea from offshore oil & gas facilities, but these models are intended for operational discharges of 

produced water and drilling cuttings. The other methods assess accidental releases into aquatic 

environment, but they are limited to the shipping and chemical industry sectors and to onshore locations.  
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Table 3.5. Comparison of the existing indicator-based methods for environmental protection from hydrosoluble chemical 

spills. 

Reference of the 

model 

Evaluation 

type 

Release 

type 

Location  Sector Environmental 

compartment target  

Edwards and co-

workers [396,464] 

Severity 

(Hazard) 

Accidental Onshore plant Chemical 

industry 

Water column 

DETR [465,466] Severity 

(Hazard) 

Accidental Rivers/estuaries/lakes Shipping Water column 

Wilday et al. [467] Severity 

(Hazard) 

Accidental Rivers/estuaries/lakes Shipping Water column 

SINTEF [468,469] Risk Operational Open sea Offshore oil 

& gas 

operations 

Water column, 

Seafloor 

NERC and EPSRC 

[470,471] 

Risk Operational Open sea Offshore oil 

& gas 

operations 

Water column 

DHI [472] Risk Operational Open sea Offshore oil 

& gas 

operations 

Water column 

IMARES [473] Risk Operational Open sea Offshore oil 

& gas 

operations 

Water column 

 

3.4.4. Limits of the existing methods 

From the analysis reported above, it can be concluded that several indicator-based approaches were 

proposed in the literature for the environmental damage due to oil spills, while only few metrics were 

proposed with respect to hydrosoluble chemical spills. Some limitations exist for both type of indicators, 

as summarized in the following.  

Most of the indicators related to oil accidental releases consider mainly the shipping sector, thus 

neglecting the offshore oil & gas activities. Moreover, they focus mainly on the shoreline, thus ignoring 

the other environmental marine compartments which may be polluted in case of oil spills, as emerged 

from the analysis of oil past accidents. Finally, they are mostly intended for risk evaluation without 

specifying proper hazard metrics.  

Concerning the indicators available for chemical spills releases, all of them consider the water column as 

environmental target thus confirming the findings from the analysis of past accidents. A few are related 

to offshore oil & gas operations, even though providing risk evaluations of operational discharges of 

produced water.  
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Chapter 4.  

Assessment methodologies for P2G, P2L and G2P 

offshore hybrid energy options  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

60 

 

4.1. Introduction 

This chapter presents the methodologies developed within the present research project for the assessment 

of the offshore hybrid energy options described in Chapter 2. Four methods were developed, showing a 

similar schematic procedure (displayed at the end of Chapter 3) but presenting specific features associated 

to the analyzed hybrid energy options and/or the performance aspects. 

The novel aspect of such methodologies is presented on a general basis in Section 4.2, and are discussed 

in the light of the state of the art presented in Chapter 3. 

The different characteristics of P2G/P2L systems and G2P systems highlighted in the SWOT analysis in 

Chapter 2 ask for the development of separate methodologies able to capture peculiarities of the hybrid 

energy options even though presenting the same model framework and similar set of sustainability 

indicators. Therefore, two assessment methodologies for the comparison of the sustainability performance 

are defined for P2G and P2L options in Section 4.3 and for G2P options in Section 4.4, respectively.  

The complexity of the threats of concern in the offshore context requires the development of an array of 

inherent safety indicators to completely address the different targets of the potential hazards (people, 

environment, assets, etc.). A multi-target methodology assessing the inherent safety profile of alternative 

offshore design options at early design stages is thus described in Section 4.5.  

In order to provide an integrated analysis of sustainability and safety performance, a systematic multi-

criteria methodology is presented in Section 4.6 based on the idea of process intensification for the 

conceptual design of emerging chemical production processes.  

Finally, Section 4.7 describes some sensitivity analysis techniques to be used in the proposed 

methodologies. 

 

4.2. Novelty of the methodologies developed in the present study 

To deal with the shortcomings of the existing assessment methods highlighted in Chapter 3, in the present 

research project an effort was made to propose novel systematic indicator-based methodologies, which 

are based on a common MCDA scheme but are tailored to capture specific sustainability and safety issues 

of offshore P2G/P2L and G2P hybrid energy projects. These quantitative methodologies represent 

detailed decision-making support tools in problems regarding the choice of the optimal offshore system 

in decommissioning projects and the valorization of depleted reservoirs.  

Figure 4.1 displays the general assessment procedure based on the systematic MCDA approach which is 

adopted in the development of the methodologies proposed in the present study. As shown in the figure, 
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different alternatives are first formulated, defining a common reference basis and boundaries for the 

analysis and collection of the required input data. After that, proper indicators are defined to evaluate the 

performance of the alternatives. Optionally, indicators scales are transformed into commensurable units 

in the normalized step, then weights are assigned to the indicators to reflect their importance in the weights 

elicitation step. Next, a mathematical algorithm (MCDA method) is applied for the aggregation of the 

indicators. Finally, alternatives are ranked based on the single and aggregated indicators. Sensitivity 

analysis may be performed to test the robustness of the results.  

 

Figure 4.1. Scheme of the general model used for the assessment of offshore hybrid energy options. 

 

A novel aspect of the present study consists in the introduction of specific peculiarities in the general 

procedure presented above, which are related to the type of offshore hybrid energy options under analysis 

(P2G/P2L and G2P systems) and the type of performance evaluation (sustainability and/or inherent safety 

analyses). 

Other novelties of in the developed methodologies regard the definition of multi-criteria performance 

indicators addressing sustainability and safety aspects of the alternative offshore systems in order to fill 

the gaps in the existing literature.  

A concise yet representative set of technical, economic, environmental and societal indicators was 

developed and is proposed to evaluate the sustainability performance of the offshore hybrid energy 

options, thus avoiding double-counting problems and quantifying separately important aspects for 

innovative systems design (e.g. energy and exergy, costs and revenues).  

Moreover, a new array of inherent safety indicators is defined addressing all the potential targets of the 

hazards in offshore oil & gas production facilities (e.g. humans, structural elements of the assets, marine 

environment) and accounting for the characteristic layout of the offshore installations. For instance, in the 

perspective of defining indicators addressing the environmental target, new metrics are specifically 

developed to quantify the hazard level associated to accidental oil and hydrosoluble chemical spills in the 

open sea from offshore oil & gas operations.  

Finally, a comprehensive integration of such inherent safety indicators into the proposed set of 

sustainability indicators is provided in order to cover the safety issues of the societal dimension.  
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4.3. Sustainability assessment methodology for P2G and P2L options 

In this section, the sustainability assessment methodology proposed for P2G and P2L offshore hybrid 

energy options is described. An overview of the method including the details of the steps and proposed 

performance indicators is presented in the following paragraphs.  

4.3.1. Overview of the method 

As per literature review reported in Chapter 3 (Section 3.2), a sustainability assessment model is proposed 

to provide a systematic comparison of alternative P2G and P2L options for offshore renewable energy 

conversion at given offshore oil & gas sites. A limited yet exhaustive number of indicators addressing 

technical, economic, environmental and societal dimensions of sustainability is defined to capture specific 

features of the strategies including production at the offshore oil & gas installations, transportation to the 

land and end-use at the onshore market. Moreover, a profitability metrics is proposed to compare the 

effective viability of the green offshore projects, providing a further important measure of the performance 

of the strategies, besides the four aspects mentioned above.  

The methodology is intended to be a decision-making tool to assess the feasibility of P2G and P2L projects 

at offshore oil & gas production facilities located at remote areas from the onshore electrical grid, which 

may be at the end of their useful life thus projects on renewable power exploitation have been initiated or 

are under investigation for the energetic valorisation of the site. The approach has a general applicability 

to every type of renewable energy source, even though resources for which technology development has 

succeeded in providing renewable generators able to operate at higher distances from shore and in deeper 

waters (e.g. offshore wind power) are currently the most reasonable for the analysis. Moreover, different 

P2G and P2L strategies may be compared, even though pathways producing H2, SNG, CH3OH for 

multiple applications in the onshore market are specifically considered in the description of the model.  

The flow chart of the methodology is illustrated in Figure 4.2. As shown in this figure, a preliminary step 

(step 0) is necessary divided into two stages. The first stage (step 0.1) concerns the definition of the 

offshore oil & gas site providing input data about the field and infrastructures. Table 4.1 summarizes this 

information. In the second stage (step 0.2), the offshore renewable energy to be exploited is preliminarily 

evaluated by taking into account existing projects and/or feasibility studies on resource potential 

assessment in the selected area. After that, the procedure is divided into five main steps, which are 

described in detail in the following paragraphs. 
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Figure 4.2. Flow chart of the sustainability assessment model for P2G and P2L offshore hybrid energy options.  

 
Table 4.1. Details of the offshore site required in input to the sustainability assessment methodology. 

Data about the field  

a) Entity of gas reservoirs (type, production, CO2 presence and concentration) 

b) Water depth 

c) Distance from site to the closest onshore grid, to onshore shipyard, to port  

Data about the infrastructures 

d) Characteristics of the offshore structures (type, remaining lifetime) 

e) Preliminary dimensions and estimated free space of the offshore structure, if available 

f) Features of gas pipelines to the grid and/or other platforms, if present (delivery pressure, length, capacity) 

g) Features of electrical subsea cables to the grid and/or other platforms, if present (voltage, length, diameter) 

h) Number of regular voyages of supply vessels every year, if present 
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4.3.2. Step 1: Evaluation of alternative strategies and assessment of technology options  

In the first step of the procedure, a preliminary evaluation of the possible P2G and P2L strategies which 

may be considered for application of the present methodology to the selected site is performed based on 

the information collected in step 0.1 about the field and infrastructures.  

Strategies to be considered need to first identified and characterized in terms of process stages from input 

supply to end-use. Process stages can be input supply, first conversion, first conditioning (including 

storage and compression), second conversion, second conditioning (including storage and compression), 

etc., transportation. A further specification should be made about the location of the process stage, i.e. 

onshore or offshore.  

As described in Chapter 2, different strategies can be conceptualized as potential pathways for conversion 

of offshore renewable energy in remote areas. Figure 4.3 shows an example of schemes of six P2G and 

P2L strategies involving H2, SNG, CH3OH, including the main process stages. Clearly enough, alternative 

strategies and/or different process stages may be considered to carry out this step of the procedure. As 

shown in Figure 4.3, all the pathways start with H2 production (first conversion step) by means of H2O 

electrolysis after seawater desalination. Conditioning step (including storage and compression) and 

second conversion step can then be added based on the final product of the pathway. Options 1 and 2 

produce H2, Options 3a and 3b have SNG as final product, Options 4a and 4b aim at CH3OH production. 

All these steps are supposed to take place at the offshore oil & gas platform defined in step 0.1 and 

completely supplied by the electricity produced from the renewable plant linked to it. The final product 

can then be transported onshore by means of pipeline (in case of H2 and SNG) or ships (in case of CH3OH) 

and sold to the market for specific end-uses, i.e. gas grid (in case of H2 and SNG), industry and mobility 

(in case of H2), mobility (in case of CH3OH). In Option 1, the produced H2 is transported via existing gas 

pipeline in admixture with natural gas flow, while pure H2 is delivered by means of new pipeline in Option 

2. Two different CO2 inputs can be supplied to options producing SNG and CH3OH, i.e. CO2 separation 

from raw gas at the offshore facility or CO2 purchase from the onshore market and delivery to the offshore 

site. As a matter of fact, if gas pipelines from the offshore platform to the onshore gas terminal and/or to 

other platforms are not present at the site under analysis, Options 1 and 2 should be excluded from the 

analysis, as well as Option 3b and Option 4b. If CO2 is present in relatively small composition in the raw 

gas, onsite separation of CO2 may be unfeasible, thus Options 3a and 4a should not be taken into account 

in the comparative assessment.  
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Figure 4.3. Simplified block diagram of the proposed P2G and P2L strategies for offshore renewable energy 

conversion. 

 

Once evaluated the strategies and associated process stages, a given technology option needs to be selected 

for each process stage. A review of alternative technologies for the process stages illustrated in Figure 4.3 

is reported in Chapter 2. Table 4.2 summarizes some recommendations which may be used to address the 

choice in this step of the procedure, including the technology proposed as the most suitable according to 

them. There is no doubt that other options may be chosen based on the knowledge status and data 

availability about the technologies selected for the analysis.
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Table 4.2. Recommendations for the assessment of technology options of some process stages of P2G and P2L strategies. 

Process stage Technology options Recommendations for the choice Proposed suitable technology 

H2 production Alkaline electrolysis, Proton exchange 

membrane electrolysis, Solid oxide 

electrolysis cell 

For P2G and P2L applications, it is recommended that electrolyzers operate with high 

efficiency to avoid unnecessary energy losses, with highly dynamic behaviour (small ramp-

up time) to follow the fluctuant power input of renewables and with very low minimal load 

for flexible operation. Pressurized operation is advantageous to reduce or eliminate the cost 

of an external compressor and its associated additional equipment. A simple and compact 

layout is highly desired in offshore context. A reliable and modular system may facilitate 

marine transportation and reduce installation and maintenance time at offshore platform. 

Proton exchange membrane 

electrolysis [156,157,165] 

Sea H2O 

desalination 

Multi-stage flash distillation, Multi-

effect distillation, Mechanical vapour 

compression, Reverse osmosis, 

Electrodialysis, Membrane distillation 

For sea H2O desalination driven by renewable energies, it is suggested that the technology 

option demonstrates high compatibility with renewable sources and good ability to produce 

water at a suitable purity required in input from the electrolysis technology. A technology 

with high modularity, minimum interruption time during maintenance and low electrical 

energy needs is more suitable for offshore applications.  

Reverse osmosis [164–170]  

H2, SNG, CO2 

compression 

Centrifugal compressor, Reciprocating 

compressor 

Smooth operation, high reliability and suitability for process fluctuations may be better 

features.  

Centrifugal compressor [474] 

H2 new pipeline Low to medium strength steels, with 

maximum operating pressures of 100 

bar 

The design of new offshore pipeline is strictly related to the pipeline flow capacity which 

depends upon several factors, such as the desired mass flowrate at the destination and 

required delivery pressure, as well as the pipe diameter, allowable pressure drops, viscosity 

and molecular weight of the gas. The steady-state isothermal flow may be a good 

approximation for relatively long pipeline operating in stable conditions [475].  

Use of Weymouth equation 

applicable to compressible fluid in 

turbulent flow, long pipelines and 

pressure drop greater than 40% of 

the upstream pressure [476] 

SNG production Catalytic methanation, Biological 

methanation 

Offshore methanation may take advantages from higher maturity technology, smaller reactor 

size per equal feed gas (i.e. higher gas hourly space velocity), lower power input and 

maintenance time.  

Catalytic methanation [154] 

CO2 capture 

from raw gas 

Amine absorption, Membrane 

permeation 

Given the strict constraints of offshore oil & gas platform, modularity, footprint and 

equipment weight may be the more important criteria. Relatively higher concentration of 

CO2 in moderate gas flowrates may require a simpler process scheme.   

Membrane permeation [194] 

CO2 delivery Liquid transportation, Gas 

transportation in pipeline 

Gaseous CO2 transportation in the range 15-30 bar may be a cost-effective solution if the 

required pressure at the offshore facility is lower than 80 bar (i.e. the minimum allowable 

level for safe transportation of liquid phase CO2) and design pressure of existing 

infrastructure is between 90 and 150 bar. For P2G and P2L application at offshore platform, 

it is expected the need for relatively small CO2 flowrate (i.e. below 10 kg/s).  

Gas transportation [206] 

CH3OH 

production 

Catalytic hydrogenation, 

Electrochemical reduction 

Higher maturity, higher conversion of CO2, higher selectivity of CH3OH are better 

characteristics.  

Catalytic hydrogenation [114] 

 

CH3OH 

delivery  

Time charter or voyage charter party 

contract for ship hire 

A contract method mostly used for supply vessels in oil & gas operations and based on daily 

hire rate is more suitable.  

Time charter party contract [477] 
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4.3.3. Step 2: Definition of the reference process schemes for conversion strategies and 

of the offshore renewable power plant 

Step 2 of the methodology consists in the definition, characterization and collection of quantitative data 

for the comparison of the strategies identified in step 1. The comparison of different options requires to 

define first common reference basis and common boundaries to be considered in the analysis.  

When different strategies are characterized by the same starting process stage e.g. H2 production in Figure 

4.3, a common reference basis may be introduced by considering equal production capacity of the 

electrolyzers. Such a capacity can be expressed in terms of ratio of the rated size of electrolyzers to the 

size of the renewable energy plant which is assumed to supply power to electrolyzers. Therefore, the 

choice of the optimal ratio may be based on the typical actual energy production of the renewable plant 

with respect to its theoretical maximum at the site (i.e. capacity factor). Moreover, the capacity of 

electrolyzers may be chosen by considering their designs features (i.e. dimensions, distance between 

stacks, weight), provided that space and weight requirements of the offshore platform are met. An example 

of such analyses is reported in the literature [137]. Clearly enough, the final decision may be addressed 

by taking into account the impact of such a capacity on the economics of the conversion processes.  

The boundaries of the alternative strategies need to be defined consistently among the options. The goal 

of the assessment is to analyse the performance of pathways converting energy supplied by the same 

renewable power plant into chemicals at a given offshore location and delivering it to the onshore market 

for a given end-use. Thus, boundaries should limit to the process stages identified in step 1 leaving outside 

on-site utilities (e.g. boilers for steam production, nitrogen separation facilities, wastewater treatments, 

etc.) since they may be already in place or may be designed independently for other uses at the offshore 

platform. The performance and costs of the renewable plant and its connection with the oil & gas platform 

are important to assess the overall profitability of P2G and P2L strategies, but are neutral with respect to 

the selection of the technological alternatives for electric energy conversion if powered by renewable 

electricity. Therefore, the boundaries for calculation of the technical, economic, environmental and 

societal indicators as well as of the aggregated indicators for each alternative should be limited to the 

conversion process, thus excluding the renewable energy conversion and transmission to the offshore 

platform. These steps should be included in the analysis only for the profitability assessment in order to 

investigate effectively the viability of the offshore projects.  

As a consequence, step 2 is divided into two stages, as illustrated in Figure 4.2: the first one (step 2.1) is 

dedicated to the definition of the reference process schemes and the second one (step 2.2) is the definition 

of the renewable power plant. 
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In step 2.1, for each reference process scheme, components should be selected for the technology option 

identified in step 1. Example of quantitative data which should be collected for each component is 

summarized in Table 4.3. If the electrolyzers capacity is set as reference basis, H2 production in the 

scheme can be first calculated and then inputs (e.g. sea H2O and CO2) and further outputs (e.g. SNG and 

CH3OH) of the process schemes can be estimated based on the collected technical features of components.  

Table 4.3. Input data for the definition of reference process schemes in the sustainability assessment methodology. 

Technical data 

a) Unit capacity, electrical and mechanical efficiency and pressure ratio per stage in case of machinery, reaction 

conversion and stochiometric molar ratio in case of reactor 

b) Materials (substances, composition, properties, e.g. enthalpy and entropy), operating conditions (pressure, 

temperature), nominal flowrates, inventories 

c) Specific electrical power required, specific heat duty (in kWh/kg or kWh/Nm3) 

Economic data 

d) Capital expenditure (CAPEX) in units of currency 

e) Operational expenditure (OPEX) in units of currency per year 

f) Cost price of input material, e.g. CO2 supply from onshore market, if present (in units of currency per mass) 

g)  Grey market price (excluding financial incentive), green market price (including financial incentive) of the 

final products (in units of currency per mass) 

Environmental data 

h) GHG emission factor (in kgCO2,eq/kWh or kgCO2,eq/kg or kgCO2,eq/Nm3) 

 

Regarding the economic analysis, the required information is preliminary estimates of capital expenditure 

(CAPEX) and operational expenditure (OPEX). Typically, CAPEX includes development and project 

management costs (i.e. development and consenting services, environmental surveys, resource and met-

ocean assessment, geological and hydrographical surveys, engineering and consulting), all equipment 

costs, balance of plant costs (including electronics, instrumentation and controls), installation and 

commissioning costs (including installation of equipment and balance of plant, site work, logistics, 

development insurance, construction project management and spent contingency), and sometimes 

decommissioning costs. Whereas, OPEX commonly comprises fixed and variable operation and 

maintenance (O&M) costs including costs associated to operations related to management of the assets in 

terms of health and safety, logistics, monitoring, and to maintenance and service activities for equipment 

and balance of plant [361]. It should be noted that in case of use of existing gas pipeline in the field, 

CAPEX associated to transportation of gas in the strategy may be disregarded. Concerning transportation 

via ship, service speed of the supply vessel may be defined in order to estimate the number of days 

required for total round trip and total OPEX associated to ship hire based on the distance between the 

closest harbour and the offshore platform and number of ship voyages (collected in step 0.1). 

Decommissioning costs may be excluded from the analysis if the site can be energetically re-used in the 

future, taking advantage of the groundwork and construction already carried out. 



 

69 

 

For a consistent economic comparison of different strategies, a reference currency and year should be set 

Therefore, if required, cost data retrieved from the literature can be adjusted by applying an annualized 

average conversion rate from actual currency of the cost data retrieved in the literature to refence currency 

as well as a price index to account for inflation from a past year to reference year may be applied [478]:  

𝐶𝑜𝑠𝑡𝑐𝑢𝑟𝑟𝑟𝑒𝑓,𝑦𝑟𝑒𝑓
 = 𝐶𝑜𝑠𝑡𝑐𝑢𝑟𝑟𝑎𝑐𝑡,𝑦𝑎𝑐𝑡

∙ 𝐸𝑥𝑐𝑐𝑢𝑟𝑟𝑎𝑐𝑡,𝑦𝑎𝑐𝑡→𝑐𝑢𝑟𝑟𝑟𝑒𝑓,𝑦𝑎𝑐𝑡
 ∙ (𝑃𝑟𝑦𝑟𝑒𝑓

/𝑃𝑟𝑦𝑎𝑐𝑡
)                                           (4.1) 

where 𝐸𝑥𝑐 is the annual average exchange rate from actual currency to reference currency at the actual 

year [174], 𝑃𝑟 is the price index at reference and actual years, e.g. Chemical Engineering Plant Cost Index 

(CEPCI) [479] or the total industrial Producer Price Index (PPI) [480], “𝑐𝑢𝑟𝑟” and “𝑦” in the pedix refer 

to the currency and year of cost data respectively, “𝑎𝑐𝑡” and “𝑟𝑒𝑓” in the pedix refer to actual and 

reference cost data, respectively.  

Market prices of the final products of the pathways strictly depend upon the end-use defined for the 

strategy and the economic scenario where the strategy is going to operate. In order to investigate the 

economic feasibility of renewable P2G and P2L products from a possible investor’s view, two different 

prices can be considered for the use of the present methodology, as illustrated in Table 4.3: grey price and 

green market prices. Grey prices represent the conventional prices of the products without any 

consideration of their renewable energy content; they may be estimated based on the statistical data of 

local market for gas grid, industry and/or mobility sectors. Based on the policy support instruments 

implemented in the Regulation for promotion of renewable energy use, green prices can be defined as the 

prices of the products generated by 100% renewable energy, which include specific green premium in 

addition to grey prices or are directly green tariffs established by local Governments. Possible extensions 

of current incentives for biogas and biofuels as well as introduction of carbon emissions allowances and/or 

tax at national level may be considered for the estimation of these green prices of the strategies.  

In step 2.2, the renewable power plant intended to be linked to the offshore oil & gas platform hosting the 

P2G or P2L conversion processes is characterized by means of preliminary technical and economic data 

summarized in Table 4.4. The size may be chosen based on information about the capacity of existing 

offshore plants operating at full scale in distant zones and/or availability of techno-economic 

investigations in the literature. If needed, Equation (4.1) can be applied to adjust the economic data.  
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Table 4.4. Input data for the definition of the renewable plant in the sustainability assessment methodology. 

Technical data 

a) Size, preliminary layout, net energy production 

b) Distance to the offshore platform, to the closest port  

Economic data 

c) CAPEX including electrical transmission (in units of currency) 

d) OPEX including electrical transmission (in units of currency per year) 

f) Market price for renewable electricity into the onshore grid (in units of currency per kWh) 

 

It should be noted that access (i.e. the percentage of time that a device can be accessed for O&M 

operations) and availability (i.e. the time that the device is able to produce power) levels play an important 

role in the associated OPEX calculation of the renewable plant [481,482]. Furthermore, total CAPEX 

usually includes CAPEX associated offshore substation (i.e. alternating current switchgear, transformers, 

converter electronics and filter and used to increase the voltage prior to its use) and electrical connection 

to shore and onshore substation. Therefore, costs data related to offshore substation may be disregarded 

if the substation is assumed to be located at the offshore oil & gas platform linked to the renewable plant, 

taking advantage of infrastructures sharing of the hybrid energy system. Moreover, the cost associated to 

export cable to shore and onshore substation may be included in the analysis if further business scenarios 

are considered, e.g. zero integration of wind energy into the offshore oil & gas operations and the sole 

selling of renewable electricity to the grid, P2G and P2L conversion of the excess wind power otherwise 

curtailed according to grid agreements. In these latter situations, market price associated to selling of 

renewable electricity to the grid needs to be estimated (as shown in Table 4.4), taking into account the 

incentive mechanism implemented at national level for renewable power integration (e.g. feed-in tariff, 

feed-in-premiums, quota-based tradable green certificates, investment subsidies or tax cuts). Clearly 

enough, eligibility requirements to receive support should be verified case-by-case based on the local 

Regulation. 

It is worth mentioning that the present methodology does not pose any restriction in the approach used to 

obtain the required input data, as well as on databases and tools to support their collection. The uncertainty 

of input data may be verified in the last step of the procedure through sensitivity analysis.  

4.3.4. Step 3: Calculation of sustainability performance indicators 

In the third step of the methodology, the sustainability assessment of the defined reference process 

schemes for P2G and P2L strategies is performed by applying the battery limits and using information 

described in step 2. A set of indicators addressing technical, economic, environmental and societal aspects 

of sustainability is calculated for each reference process scheme. It must be remarked that the proposed 

set is a result of an optimization aimed to capture specific features of P2G and P2L offshore hybrid energy 
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options. Clearly enough, the set is open to the addition of further indicators in view of an improved 

assessment. 

In order to address both quantity and quality of energy, two metrics are proposed to evaluate the technical 

performance of the P2G and P2L strategies, namely global energy efficiency based on the first law of 

thermodynamics and the global exergy efficiency based on second law of thermodynamics. For steady-

state processes in systems, the energy and exergy efficiencies are defined as ratio of energy or exergy in 

product outputs with respect to energy or exergy in inputs [240].  

In the present methodology, the energy efficiency or first-law efficiency of each reference process scheme 

associated to the strategy can be defined as: 

𝜂 = 
𝐿𝐻𝑉 ∙ �̇�

∑ (�̇�𝑘+�̇�𝑘)𝑁
𝑘=1

                                                                                                                (4.2) 

where 𝜂 is the global energy efficiency indicator for the strategy , �̇� is the mass flowrate of the useful 

product (i.e. H2, SNG, CH3OH) in outlet from the reference process scheme, LHV is the lower heating 

value on mass basis of the useful product, �̇� and �̇� are the electrical power required and heat duty, 

respectively, of the k-th component of the reference process scheme, N is the total number of process 

stages in the reference process scheme. Note that the higher heating value (HHV) may be used in Equation 

(4.2) as alternative to LHV. �̇� and �̇� can be calculated by combining the specific electrical power required 

and heat duty of the component with information about the unit capacity. Values of HHV and LHV of the 

final products of the P2G and P2L strategies analysed in this work are summarized in Table 4.5.  

Similarly, the exergy efficiency or second-law efficiency of each reference process scheme associated to 

the strategy is: 

𝜓 = 
𝑒𝑥 ∙ �̇�

∑ (𝐸�̇�𝑘
�̇�+𝐸�̇�𝑘

�̇�
)𝑁

𝑘=1

                                                                                                               (4.3) 

where 𝜓 is the global exergy efficiency indicator for the P2G and P2L strategy, ṁ is the mass flowrate of 

the useful product (i.e. H2, SNG, CH3OH) in outlet from the reference process scheme, ex is the specific 

total exergy on mass basis of the useful product, 𝐸�̇��̇� and 𝐸�̇��̇� are the exergy rate due to electrical work 

and heat duty, respectively, of the k-th component of the reference process scheme, N is the total number 

of process stages in the reference process scheme.  

𝐸�̇��̇� illustrated in Equation (4.3) can be evaluated as follows:  
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𝐸�̇��̇� = �̇�                                                                                                                                                                            (4.4) 

where �̇� is the electrical power required associated to the component defined in Equation (4.2). On the 

other hand, 𝐸�̇��̇� expressed in Equation (4.3) is calculated as follows: 

𝐸�̇��̇� = �̇� (|1- 𝑇0/𝑇𝑠|)                                                                                                                                                            (4.5) 

where �̇� is the heat duty associated to the component defined in Equation (4.2), 𝑇𝑠 is the absolute 

temperature of the boundary where heat rate crosses and 𝑇0 is the reference environment temperature. 

Reference conditions can be taken as ambient temperature 𝑇0 of 298 K and ambient pressure 𝑃0 of 1.01 

bar [240]. 

The exergy associated to the outlet stream of the final product in Equation (4.3) is defined as sum of two 

main parts: 

𝑒𝑥 = 𝑒𝑥𝑝ℎ + 𝑒𝑥𝑐ℎ                                                                                                                                                           (4.6) 

where 𝑒𝑥𝑝ℎ is the physical exergy rate per mass flow, i.e. the maximum work obtainable from the system 

as it reaches the thermal and mechanical equilibrium with the environment. The physical exergy 𝑒𝑥𝑝ℎ is 

calculated as: 

𝑒𝑥𝑝ℎ = ℎ - ℎ0 - 𝑇0 (𝑠 - 𝑠0)                                                                                                                                                 (4.7) 

where h and s are the specific enthalpy and entropy of the stream, respectively, at operating conditions of 

the stream and at reference environment conditions, 𝑇0 is the reference environment temperature. 

Reference conditions may be taken as ambient temperature 𝑇0 of 298 K and ambient pressure 𝑃0 of 1.01 

bar [240]. On the other hand, the chemical exergy 𝑒𝑥𝑐ℎ is the chemical exergy rate per mass flow, i.e. the 

maximum work obtainable from the system as it moves from the environmental state to the reference 

state, which is defined as [240]: 

𝑒𝑥𝑐ℎ = 
1

𝑚𝑤
 ∙ (∑ 𝑥𝑐𝑐  𝑒𝑥𝑐ℎ,𝑐

0  + 𝑅 𝑇0 ∑ 𝑥𝑐 ln(𝑥𝑐))                                                                                                                 (4.8) 

where 𝑥𝑐 is the molar fraction of compound 𝑐 in the stream, 𝑒𝑥𝑐ℎ
0  is the standard specific chemical exergy 

of compound at T0 and P0 in kJ/mol units, 𝑅 is the universal gas constant (in kJ/mol-K), 𝑇0 is the reference 

environment temperature, 𝑚𝑤 is the molecular weight of the stream. Clearly enough, 𝑒𝑥𝑐ℎ is the same as 

𝑒𝑥𝑐ℎ
0  of the final product if the outlet stream from the reference process scheme can be considered as 

relatively pure. Values of 𝑒𝑥𝑐ℎ
0  of the final products of P2G and P2L strategies analysed in this work are 

summarized in Table 4.5.  

Given the definition of η and ψ, the higher their values, the higher technical performance of the strategy.  
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Table 4.5. Heating values and standard chemical exergies of some final products of P2G and P2L strategies. 

Chemical energy carrier LHV (kJ/kg) [360] HHV (kJ/kg) [360] 𝒆𝒙𝒄𝒉
𝟎  (kJ/kmol) [483] 

H2 120000 141800 236090 

SNG 50050 55530 831200 

CH3OH 19920 22660 720000 

 

To assess the economic performance of the different alternatives and identify the most suitable solution 

from a possible investor’s perspective, two metrics are proposed in this methodology, namely levelized 

cost of product (LCOP) and levelized value of product (LVOP), in order to account for the effect of costs 

and revenues associated to each strategy separately. All these parameters are expressed in units of 

currency per MWh of energy content in the final product of the strategy.  

LCOP represents a measure of the present costs (discounted to present value) divided by the production 

of the final product in terms of energy content throughout the economic lifetime of the project [124] and 

can be calculated for each strategy as follows: 

𝐿𝐶𝑂𝑃 = 
∑ 𝐶𝐴𝑃𝐸𝑋𝑘

𝑁
𝑘=1  + ∑ ∑ ( 

𝑂𝑃𝐸𝑋𝑘,𝑡

(1+𝑟)𝑡
𝑁
𝑘=1

𝑇
𝑡=1  ) )

∑ ( 
𝐵𝑡

(1+𝑟)𝑡
𝑇
𝑡=1  )

                                                                                        (4.9) 

where LCOP is the proposed levelized cost of product indicator, CAPEX in units of currency is the capital 

expenditure associated to the k-th component of the reference scheme, OPEX in units of currency per year 

is the operating expenditure associated to the k-th component of the reference scheme at the th-year of the 

lifecycle, N is the total number of the process stages considered in the reference scheme, 𝑇 is the total 

number of years in the economic lifetime of the strategy, 𝐵 is the annual production of the final product 

at the t-th year of the economic lifetime, 𝑟 is the discount rate referred to the th-year used to discount 

OPEX and B values. 𝐵 in Equation (4.9) can be estimated by multiplying the annual mass flowrate of the 

final product of each reference scheme for the corresponding heating value.  

In accordance with the levelized cost concept, LVOP is proposed as economic parameter quantifying the 

annualized total revenue (discounted to present value) derived from selling the final product to a given 

market with regard to the production in terms of energy content (discounted to present value) during the 

economic lifetime of the project [124]. LVOP can be calculated for each strategy as follows: 

𝐿𝑉𝑂𝑃 = 
∑ ( 

𝑅𝑠𝑒𝑙𝑙,𝑡 

(1+𝑟)𝑡
𝑇
𝑡=1  )

∑ ( 
𝐵𝑡

(1+𝑟)𝑡
𝑇
𝑡=1  )

                                                                                                                        (4.10) 
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where LVOP is the proposed levelized value of product indicator, 𝑅𝑠𝑒𝑙𝑙 is the revenue gained at the t-th 

year from the product selling to the corresponding market in units of currency per year, T is the total 

number of years in the project lifespan of the strategy, B is the annual production of the final product at 

the t-th year of the economic lifetime defined in Equation (4.9), r is the discount rate referred to the th-

year used to discount 𝑅𝑠𝑒𝑙𝑙 and B values. 𝑅𝑠𝑒𝑙𝑙 in Equation (4.10) can be calculated by multiplying the 

produced flowrate of the final product of each pathway for the corresponding market price. It is worth 

noting that two different LVOP can be calculated based on the input data used: the first one is evaluated 

by using in Equation (4.10) grey and green market prices of the products, respectively: one LVOP does 

not consider any financial incentive for selling of renewable chemicals, while the second one accounts for 

support schemes for promotion of renewable-based P2G and P2L products into the market.  

Given the definitions of the proposed indicators, the lower LCOP and the higher LVOP, the higher 

economic performance of the alternative.  

Total GHG emissions from the components of the reference process schemes can be considered as a 

measure of the environmental impact of the proposed strategies. An indicator called levelized GHG 

emissions (LGHG) is proposed in the present methodology in accordance with the LCOP and LVOP 

indicators described above, regardless the application of LCA method for environmental impact 

assessment. LGHG can be defined as the emissions from relevant components of the scheme divided by 

the production of the final product in terms of energy content: 

𝐿𝐺𝐻𝐺 = 
∑  𝑒𝐺𝐻𝐺,𝑘 

𝑁
𝑘=1

𝐿𝐻𝑉 ∙ �̇�
                                                                                                         (4.11) 

where LGHG in kgCO2,eq/MWh is the proposed environmental performance indicator for the P2G and P2L 

strategy, 𝑒𝐺𝐻𝐺 is the mass flowrate of GHG emissions from the k-th component of the scheme, N is the 

total number of process stages considered in the scheme, ṁ is the mass flowrate of the useful product in 

outlet from the reference process scheme, LHV is the lower heating value on mass basis of the useful 

product. 𝑒𝐺𝐻𝐺 can be calculated by combining the specific emission factor of the component with 

information about the unit capacity. Note that HHV may be used in Equation (4.11) as alternative to LHV. 

Given this definition, the lower LGHG, the higher environmental performance of the alternative. 

The societal dimension of sustainability is preliminarily disregarded in the description of this 

methodology. Throughout the present chapter (Section 4.5), some safety-related indicators which may be 

used to address this aspect of sustainability are defined.  



 

75 

 

The calculation of indicators described above allows to assess the expected performance of each reference 

process scheme with respect to specific issues. For the purpose of an easy and clear communication of the 

overall sustainability profile of the alternative strategies, a procedure is required to compare and combine 

the indicators addressing different aspects into a single-value indicator. The construction of a composite 

indicator commonly requires the application of normalization, weighting and aggregation steps, even 

though the approach to adopt in each step is based on the type of multi-criteria assessment.  

In MCDA method, normalization or scaling refers to any procedure where diverse-unit cardinal scores 

are converted into a dimensionless numerical value with a common direction [247]. Normalization 

appears a necessary precursor to weighting and aggregation procedures when applying compensatory 

MCDA methodologies, while it is not essential in non-compensatory MCDA techniques which usually 

rank the alternatives based on their relative performance. Compensability refers to the possibility of 

offsetting a bad performance of an alternative on one indicator by a sufficiently good performance of the 

same alternative on another indicator [244]. Moreover, in compensatory approaches, weights are 

substitution rates representing the capacity for trade-off between the indicators, thus variation in one of 

them lead to a change in the others accordingly. On the other hand, weights used in non-compensatory 

methods are considered as importance coefficients indicating the voting power of the indicators [484]. 

Coming to decision context involving sustainability, a “weak” sustainability perspective enables the 

substitution of different forms of capital (e.g. financial, ecological, human), while “strong” sustainability 

perspective believes that some natural capitals are highly important and cannot be substituted by man-

made capital [244]. According to these concepts, non-compensatory MCDA methods allows the adoption 

of the strong sustainability perspective by eliminating or limiting the need for compensation between 

aspects of sustainability, whereas compensatory approaches only make sense from the weak sustainability 

concept [236].  

In the following, a partial compensatory aggregation approach is described for use in the present 

methodology by revising a consolidated procedure from the existing literature [243,264]. As shown in 

Figure 4.1, the approach is composed of three main steps: the technical, economic, environmental and 

societal indicators calculated for each reference process scheme are first normalized and then combined 

into an overall aggregated indicator by means of proper weighting and aggregation techniques.  

Concerning normalization, a non-dimensional indicator can be determined between zero (undesired) and 

1 (desired) by comparing the actual indicator (𝐼𝑎𝑐𝑡) with respect to a given target values (𝐼𝑡𝑎𝑟𝑔𝑒𝑡). When 

the aim is to minimize the value of the indicator to increase the performance (e.g. minimizing the 
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environmental emissions, minimizing levelized costs, minimizing the hazard level for society) the non-

dimensional indicator (𝑋𝐼) is calculated for each option as follows: 

𝑋𝐼 = 
𝐼𝑡𝑎𝑟𝑔𝑒𝑡

𝐼𝑎𝑐𝑡
                                 𝐼𝑎𝑐𝑡 > 𝐼𝑡𝑎𝑟𝑔𝑒𝑡                                                                                                                 (4.12) 

If 𝐼𝑎𝑐𝑡 is lower than 𝐼𝑡𝑎𝑟𝑔𝑒𝑡, 𝑋𝐼 in Equation (4.12) is set equal to 1. On the other hand, when the goal is to 

maximize the indicator to increase the performance (e.g. maximizing efficiencies, maximizing levelized 

revenues), the following equation is applied to calculate 𝑋𝐼: 

𝑋𝐼 = 
1− 𝐼𝑡𝑎𝑟𝑔𝑒𝑡

1− 𝐼𝑎𝑐𝑡
                            𝐼𝑎𝑐𝑡 < 𝐼𝑡𝑎𝑟𝑔𝑒𝑡                                                                                                                       (4.13) 

If 𝐼𝑎𝑐𝑡 is greater than 𝐼𝑡𝑎𝑟𝑔𝑒𝑡, 𝑋𝐼 in Equation (4.13) is set equal to 1.  

The selection of 𝐼𝑡𝑎𝑟𝑔𝑒𝑡 is an important yet critical phase which may strongly influence the results of the 

assessment. In this methodology, an external normalization is proposed consisting in the use of reference 

values representing performance of the best available process for the considered alternative. When 

technology options are selected as the most suitable for the process stages of the strategy, the target 

performance may be referred to these technologies and considered as the expected performance in the 

near future due to improvement in the process. It must be remarked that complete flexibility is given to 

data sources from the literature used to collect the target values, despite proper selection of data is 

fundamental to obtain significant results. 

The normalized indicator associated to 𝜂 and 𝜓, i.e. 𝑋𝜂 and 𝑋𝜓 , can be calculated by means of Equation 

(4.13). The final technical normalized indicator (𝑋𝑡𝑒𝑐ℎ) should be obtained as suitable aggregation of 𝑋𝜂 

and 𝑋𝜓.  

Concerning the economic aspect, since LCOP and LVOP have an opposing direction, the normalized 

indicator associated to LCOP, i.e. 𝑋𝐿𝐶𝑂𝑃, is calculated by applying Equation (4.12), while the normalized 

indicator associated to LVOP is derived through Equation (4.13). It is reasonable to expect a decrease in 

LCOP due to cost reductions related to technology improvement and/or supply chain improvement, while 

an increase in LVOP because of higher incentives promoted by Regulations for production of renewable 

chemicals. The final economic normalized indicator (𝑋𝑒𝑐𝑜𝑛) should be calculated by means of proper 

aggregation of 𝑋𝐿𝐶𝑂𝑃 and 𝑋𝐿𝑉𝑂𝑃.  

From the environmental perspective, like for LCOP, the normalized indicator associated to LGHG, i.e. 

𝑋𝐿𝐺𝐻𝐺, can be calculated by applying Equation (4.12). Since one sole indicator is proposed within the 
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environmental dimension in the present methodology, 𝑋𝐿𝐺𝐻𝐺 corresponds to the final environmental 

normalized indicator (𝑋𝑒𝑛𝑣).  

Weighting is a relatively controversial issue of the entire aggregation approach, which can imply intrinsic 

subjectivity and application of social, environmental or economic policy objectives, and may strongly 

influence the outcomes [485]. Trade-offs weights are needed to obtain a composite indicator by combining 

normalized indicators. A common method to extract trade-offs between indicators is the AHP method 

[486] which makes use of pair-wise comparisons to evaluate performance of the alternatives on indicators 

(scoring) and indicators among themselves (weighting) [484]. To limit the intrinsic subjectivity of this 

process, the application of a literature procedure for deriving importance coefficients between indicators 

based on proper criteria and perspectives of decision makers [487] is proposed in this work for elicitation 

of trade-offs weights, as described in the following. 

The evaluation of relative importance of indicators is performed based on three main criteria, i.e. time, 

space and receptor. Time and space aspects of an indicator are related to the inter-generational and intra-

generational equity, respectively, of sustainability, while receptor criterion is associated to the level of 

impact of an indicator on human and ecosystem targets. The assessment is performed by using a Likert 

rating scale on five levels (i.e. 1: very unimportant, 2: unimportant, 3: neutral, 4: important, 5: very 

important) as a function of the perspective of decision makers [487]. Three different archetypes are 

defined to categorize abstractly the possible decision makers, i.e. the individualist, egalitarian and 

hierarchist schemes. Equal weighting is further added to these schemes.  

The individualist perspective is self-centred and unconcerned about inter- and intra-generational equity. 

Moreover, its viewpoint can be considered resilient focussing on human rather than ecosystem targets. 

Thus, according to individualist scheme, indicators are evaluated on a short-term horizon, local perception 

and based on concerns with respect to human receptors. The egalitarian archetype is interested in inter- 

and intra-generational equity and shows a precautionary thinking characterized by long-term and global 

viewpoint. In addition, its perspective is susceptible which can be translated into concerns addressing 

ecosystem rather than human receptors. The hierarchist scheme has more tolerant approach of decision 

making based on negotiation and compromise. It exhibits a medium-term horizon and regional 

perspective, as well as gives importance to both the receptors impartially [488]. To take an example of 

the procedure, Table 4.6 is used as support material. For each perspective, a score 1-5 is attributed to each 

of three indicators X, Y and Z with respect to a given criteria. X, Y, Z may be sub-indicators in a category 

(e.g. energy efficiency and exergy efficiency) or category indicators to aggregated in the overall indicator 

(e.g. technical, economic and environmental aspects). The overall score associated to each indicator is the 

sum of the scores given for three criteria. The relative importance of X, Y and Z is determined as the ratio 

of the associated overall score to the sum of overall scores, i.e. 0.22, 0.38 and 0.41, respectively.  
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Table 4.6. Example of scoring indicators based on time, space, receptor criteria for a given perspective. 

Criteria  Indicator X Indicator Y Indicator Z 

Time 3 5 5 

Space  3 4 5 

Receptor 2 5 5 

Overall score (sum) 8 14 15 

Relative importance weight 0.22 0.38 0.41 

 

After that, overall scores identified in Table 4.6 are used to derive trade-offs between indicators by means 

of a series of pair-wise comparisons. The score associated to the pair-wise comparison X-Y is the overall 

score associated to X (i.e. 8 in Table 4.6) minus the overall score associated to Y (i.e. 14 in Table 4.6), 

i.e. -6. Similarly, the score associated to the pair-wise comparison Y-Z is -1 and X-Z is -7. Thus, the trade-

offs associated to these scores can be derived by using Table 4.7 which shows results for pair-wise 

comparison between two general indicators A e B.  

Table 4.7. Trade-off of indicator A with respect to indicator B associated to pair-wise comparison A-B. 

Pair-wise comparison A-B Trade-off Pair-wise comparison A-B Trade-off 

-12 0.077 +1 2.000 

-11 0.083 +2 3.000 

-10 0.091 +3 4.000 

-9 0.100 +4 5.000 

-8 0.111 +5 6.000 

-7 0.125 +6 7.000 

-6 0.143 +7 8.000 

-5 0.167 +8 9.000 

-4 0.200 +9 10.000 

-3 0.250 +10 11.000 

-2 0.330 +11 12.000 

-1 0.500 +12 13.000 

0 1.000   

 

Once determined the trade-off for each pair-wise comparison, a pair-wise comparison matrix can be drawn 

for a given perspective to summarize the estimated trade-offs. Table 4.8 illustrates the comparison matrix 

associated to data in Table 4.6 by using Table 4.7. Also, the sum of the entries in column are reported in 

this table for each indicator. It should be noted that for a group of three indicators only three comparisons 

are needed to complete the matrix since values on the diagonal cells are always 1 and values in the 

remaining cells are equal to the reciprocal of their counterpart.  
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Table 4.8. Example of pair-wise comparison matrix built by using scores in Table 4.6 and data in Table 4.7. 

Criteria  Indicator X Indicator Y Indicator Z 

Indicator X 1.000 0.143 0.125 

Indicator Y 6.993 1.000 0.500 

Indicator Z 8.000 2.000 1.000 

Sum 15.993 3.143 1.625 

 

Finally, an evaluation matrix can be created (Table 4.9): values in the columns associated to X, Y and Z 

are first obtained by dividing each entry in Table 4.8 by the sum of the entries in column, then the trade-

offs weights between indicators are estimated through the common maximal eigenvector method (i.e. 

averaging values across the rows). As shown in Table 4.9, the trade-off weights associated to X, Y and Z 

are 0.062, 0.354 and 0.584.  

Table 4.9. Example of evaluation matrix associated to the pair-wise comparison matrix in Table 4.8 and trade-off weights. 

Criteria  Indicator X Indicator Y Indicator Z Trade-off weight 

Indicator X 0.063 0.045 0.077 0.062 

Indicator Y 0.437 0.318 0.308 0.354 

Indicator Z 0.500 0.636 0.615 0.584 

 

To check consistency of the evaluations, a consistency index is estimated by the following equation [486]: 

𝐶𝐼 = (𝜆𝑚𝑎𝑥 − 𝑚𝐼)/(𝑚𝐼 − 1)                                                                                                              (4.14) 

where CI is the consistency index, 𝜆𝑚𝑎𝑥 is the principal eigen value, 𝑚𝐼 is the number of indicators in the 

evaluation (i.e. the size of the evaluation matrix). 𝜆𝑚𝑎𝑥 can be estimated by multiplying each row of the 

pair-wise comparison matrix in Table 4.7 for the trade-off vector, thus obtaining a vector of three elements 

(0.185, 1.077, 1.786). Then, such latter vector is divided by the corresponding element in the trade-off 

vector and then assuming the mean value, i.e. 3.035 in the example described. A CI value of 0.0175 is 

then derived by applying Equation (4.14). A perfectly consistent decision maker should always obtain CI 

equal to 0. However, small inconsistencies may be tolerated. Therefore, a random index (RI) is estimated 

by using Table 4.10 (if number of indicators is less than 11) and then a consistency ratio is calculated as 

follows [486]: 

𝐶𝑅 =  𝐶𝐼/𝑅𝐼                                                                                                                                       (4.15) 

where CR is the consistency ratio, CI is the consistency index and RI is the random index. A value of CR 

lower than 0.1 is suggested for tolerable inconsistencies and thus reliable results from the process, 

otherwise the judgements are untrustworthy [486]. For the example illustrated, RI of 0.58 is applied from 

Table 4.10 and CR is estimated as 0.030, thus verifying the consistency of the evaluations.  
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Table 4.10. Values of random index for small problems to check consistency of pair-wise comparisons [486]. 

Size of comparison m 2 3 4 5 6 7 8 9 10 

RI 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.51 

 

Once identified the weights between sub-indicators within each category and weights between category 

indicators, a two-stage aggregation process is performed to obtain a single-value composite indicator. 

Among the different aggregation rules, the weighted arithmetic mean (WAM) or weighted geometric 

mean (WGM) are proposed in this study for each category indicator and then for the overall indicator.  

Next, normalized sub-indicators (e.g. 𝑋𝜂, 𝑋𝜓, 𝑋𝐿𝐶𝑂𝑃, 𝑋𝐿𝑉𝑂𝑃, 𝑋𝐿𝐺𝐻𝐺) are aggregated into a category 

indicator associated to each aspect of sustainability (e.g. 𝑋𝑡𝑒𝑐ℎ, 𝑋𝑒𝑐𝑜𝑛, 𝑋𝑒𝑛𝑣) by means of Equation (4.16) 

in case of WAM and of Equation (4.17) in case of WGM: 

𝑋𝑐 = ∑ 𝑤𝑓,𝑐
𝐹
𝑓=1 ∙ 𝑋𝑓,𝑐                          ∑ 𝑤𝑓,𝑐

𝐹
𝑓=1 = 1                                                                           (4.16) 

𝑋𝑐 = ∏ (𝑋𝑓,𝑐)𝑤𝑓,𝑐𝐹
𝑓=1                              ∑ 𝑤𝑓,𝑐

𝐹
𝑓=1 = 1                                                                         (4.17) 

where, pedix “𝑐” refers to the aspect of sustainability, pedix “𝑓” refers to the sub-indicator in the category 

𝑐, 𝐹 is the total number of sub-indicators in category c, 𝑤 is the weight associated to sub-indicator 𝑓 in 

category 𝑐. The sum of the intra-category weights is equal to one irrespective of the aggregation 

procedure. 

Overall indicator aggregating the category indicators of sustainability is called in this work Aggregated 

Sustainability Index (ASI), which is determined by using WAM in Equation (4.18) or WGM in Equation 

(4.19):  

𝐴𝑆𝐼 = ∑ 𝑤𝑐
𝐶
𝑐=1 ∙ 𝑋𝑐                              ∑ 𝑤𝑐

𝐶
𝑐=1 = 1                                                                             (4.18) 

𝐴𝑆𝐼 = ∏ (𝑋𝑐)𝑤𝑐𝐶
𝑐=1                                ∑ 𝑤𝑐

𝐶
𝑐=1 = 1                                                                           (4.19) 

where pedix “𝑐” refers to the aspect of sustainability, 𝐶 is the total number of aspects (categories) 

considered in the sustainability assessment, 𝑤 is the weight associated to category 𝑐. The sum of the 

category weights is equal to one irrespective of the aggregation procedure. 

It should be noted that WAM is characterized by full substitutability and compensability, thus implying 

that the overall aggregated indicator may be indifferent to extreme values of indicators. On the other hand, 

WGM can assume only partial compensability and substitutability [489] reflecting appropriately bad 

performance in any category or indicator in the overall aggregated indicator As a consequence, larger 

difference between indicators is penalized through a lower aggregated indicator [490]. Moreover, despite 
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the larger adoption of WAM to obtain comprehensive metrics, it is more susceptible to double counting 

when indicators are not independent [485]. Thus, in this latter case, WGM is the most preferred method.  

It must be remarked that the MCDA method described above should be applied when the process 

alternatives producing the same final product are compared in order to use consistent process-related 

target values among the options. In case of a comparison of process schemes producing different products, 

a non-compensatory method which is able to deal with heterogeneous scales of indicators and to maintain 

their original concrete verbal meaning seems to be more suitable. In this case, the calculated technical, 

economic, environmental and societal indicators are aggregated into a single-value metrics without the 

need for the normalization stage.  

Some examples of non-compensatory MCDA methods are preference-based or outranking methods, e.g. 

ELECTRE (ELimination and Et Choice Translating REality) [491] and PROMETHEE (Preference 

Ranking Organization METHod for Enrichment Evaluation) [492] which are widely used to assess 

sustainability-related problems [246]. The basic principle of these methods is the construction of 

outranking relations, i.e. a binary relation (S) defined on a set of alternatives such that, for each pair a and 

b, alternative a is at least as good as (i.e. it outranks) alternative b (aSb), and then the exploitation of the 

relations to allow the ranking of alternatives [493]. Both ELECTRE and PROMETHEE perform pair-

wise comparison of alternatives in order to rank them with respect to a number of criteria (i.e. indicators). 

To analyse the outranking relations, they make use of threshold values accounting for indifference and 

preference when two alternatives are compared (three types required with ELECTRE and two types with 

PROMETHEE), as well as weights between indicators in terms of importance coefficients. Among the 

different methods in the ELECTRE and PROMETHEE families, ELETRE II, III, IV and PROMETHEE 

II allow to obtain a final ranking of alternatives, particularly based on a dimensionless indicator with 

PROMETHEE II (i.e. the net outranking flow) [494,495]. Different approaches may be applied to 

determine proper threshold values and criteria weights [496–498]. The approach based on time-space-

receptor criteria and individualist-egalitarian-hierarchist archetypes proposed in this work can be useful 

for weights elicitation. For example, weights illustrated in Table 4.7 may be adopted for ranking of 

alternatives based on indicators X, Y and Z with ELECTRE and PROMETHEE methods.  

4.3.5. Step 4: Calculation of profitability performance indicators  

In step 4 of the procedure illustrated in Figure 4.2, a profitability analysis among the alternative strategies 

is performed in order to check the effective viability of the alternative projects. This can provide another 

important measure of the performance of the strategies, in addition to the technical, economic and 

environmental and societal performance assessments carried out in the previous step. To be a worthwhile 

investment, a venture for a new energy conversion process must be profitable; it is not enough that the 
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venture makes a large net profit, but that profit over the lifetime must be greater than the original capital 

investment for the venture. 

Among the possible profitability measures [361], the widely used net present value (NPV) is proposed in 

the present methodology separately from LCOP and LVOP in order to avoid any possible double-counting 

problems and aggregation issues into an overall sustainability indicator requiring the definition of 

common battery limits for calculation of the indicators. NPV is defined as follows:  

𝑁𝑃𝑉 = ∑ ( 
𝑅𝑠𝑒𝑙𝑙,𝑡

(1+𝑟)𝑡
𝑇
𝑡=1 −

∑ 𝑂𝑃𝐸𝑋𝑘,𝑡 𝑁
𝑘=1 + 𝑂𝑃𝐸𝑋𝑟𝑒𝑛𝑒𝑤,𝑡

(1+𝑟)𝑡
 ) −  ∑ 𝐶𝐴𝑃𝐸𝑋𝑘

N
k=1 − 𝐶𝐴𝑃𝐸𝑋𝑟𝑒𝑛𝑒𝑤                         (4.20) 

where 𝑅𝑠𝑒𝑙𝑙 is the revenue at th-year defined in Equation (4.10), CAPEX and OPEX are the costs 

parameters associated to the k-th unit and to the renewable power plant, 𝑁 is the total number of the 

process stages considered in the reference scheme, 𝑇 is the total number of years in the economic lifetime 

of the strategy, r is the discount rate referred to the th-year used to discount 𝑅𝑠𝑒𝑙𝑙 and OPEX values. A 

positive value of NPV implies that the revenues are greater than the total costs over the analysed period, 

thus the investor can make a profit. Otherwise, the project is not still feasible. NPV equal to 0 means no 

loss or gain.  

As discussed in the description of step 2, NPV may be calculated for different business scenarios, besides 

the situation considered in Equation (4.20), in order to investigate the attractiveness of the projects by 

adding or changing the revenues gained from the onshore market. Examples can be the baseline situation 

of zero integration of renewable power into the chemical processes, thus only electrical grid connection 

between the offshore wind farm and onshore substation, as well as revenues from the electricity selling to 

suppliers may be conceptualized. Another situation may be the inclusion of an electrical export cable to 

shore in addition to the connection to the platform, thus a part of offshore renewable power may be directly 

routed to the land and a double revenue may be obtained coming from the selling of both electricity and 

final product of the pathway. In case of these latter business scenarios, market price associated to the 

selling of renewable electricity to the grid needs to be included as well as costs for electrical cables and 

onshore substation. 

4.3.6.  Step 5: Ranking of alternatives and sensitivity analysis 

The calculation of the sustainability performance indicators in step 3 of the procedure allows to compare 

and rank the reference process schemes of the strategies from the viewpoint of different aspects and 

overall fingerprinting of sustainability. However, the construction of aggregated indicators may result in 

various issues of uncertainty associated to erroneous input data, normalization, weighting and aggregation 

methods.  
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Use of sensitivity analysis can assist in identifying gaps and verify the robustness of the ranking of the 

process schemes based on the aggregated indicator. In particular, if the compensatory aggregation 

approach proposed in the present methodology is adopted, normalized approach based on target values 

defined in the normalization of the indicators are unavoidably affected by a level of uncertainty, since 

they are derived from estimates about future projections. On the other hand, it is recognized that a number 

of parameters, e.g. preference functions and thresholds values, should be determined for use of outranking 

methods, thus resulting in a potential source of uncertainty which needs to be taken into account. 

Concerning weights elicitation, the adoption of the approach based on time-space-receptor criteria and 

individualist-egalitarian-hierarchist perspectives may be a way to reduce uncertainty associated to this 

stage. However, no matter the application of sensitivity analysis to check the influence of variation in 

weight factors on the aggregated indicators. 

The calculation of the profitability indicator proposed in step 4 of the procedure provides a ranking of the 

strategies under different business scenarios as well as identification of viable projects. This can be 

considered as a further important measure, besides the integrated performance assessment performed in 

the previous step. In this case, NPV values may be affected by uncertainty related to the estimation of 

input data, which are economic parameters associated to the renewable power plants and reference process 

schemes. Therefore, in the final step of the procedure, sensitivity analysis may be applied to assess the 

robustness of the relative ranking of the alternatives based on NPV by identifying the most critical 

(uncertain) input parameters and varying them in given ranges.  

Some sensitivity analysis techniques which may be used for the sake of these verifications are described 

in Section 4.7 of this chapter.  

 

4.4. Sustainability assessment methodology for G2P options 

This section describes the methodology proposed for the sustainability performance assessment of 

alternative G2P offshore hybrid energy options conceptualized in Chapter 2. An overview of the method 

including the details of the steps and proposed performance indicators is presented in the following 

paragraphs. 

4.4.1. Overview of the method  

From the limits of existing sustainability assessment methods highlighted in Chapter 3 (Section 3.2), a 

straightforward methodology is developed in this work to compare the sustainability performance of 

offshore renewable plant coupled with GT energy balancing system installed at existing offshore oil & 

gas installations for G2P applications. The set of sustainability indicators defined in the assessment model 
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described in Section 4.3 is properly adapted to capture the peculiarities of concern. Renewable-based 

target values are introduced for normalization of the proposed indicators in view of single-value metrics 

which eases the ranking of the alternative systems.  

The methodology is intended to be a support tool to evaluate the feasibility of offshore G2P projects at 

offshore oil & gas production facilities in non-associated gas reserves classified as stranded or depleted 

fields, which are located relatively close to the onshore electrical grid and for which projects on renewable 

power exploitation have been initiated or are under investigation for the energetic valorisation of the site. 

The approach has a general applicability to every type of offshore renewable energy source for which 

technology development and incentive schemes have promoted the integration into the onshore network, 

even though offshore wind and wave energy sources are specifically considered for the description of the 

methodology. Finally, the method can be adopted to both assess alternative G2P offshore hybrid energy 

system at a specific offshore site and compare different offshore sites for the same type of hybrid solution.  

The flow chart of the methodology is illustrated in Figure 4.4. As shown in this figure, a preliminary step 

(step 0) is necessary divided into two stages. The first stage (step 0.1) concerns the definition of the 

offshore oil & gas sites providing input data about the field and infrastructures, as summarized in Table 

4.11. In the second stage (step 0.2), the offshore renewable energy to be exploited is evaluated by taking 

into account existing projects and/or feasibility studies on renewable potential assessment and power 

integration into the grid in the selected areas. It should be noted that in case of more than one offshore site 

to analyse, the same type of renewable source should be considered for a consistent comparison. After 

that, the procedure is divided into seven main steps, described in detail in the following paragraphs. 
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Figure 4.4. Flow chart of the sustainability assessment model for G2P offshore hybrid energy options. 

 
Table 4.11. Details of the offshore site required in input to the sustainability assessment methodology. 

Data about the field  

a) Entity gas reserves (type, production, properties, e.g. heating value) 

b) Water depth, bathymetry  

c) Distance from site to the closest onshore grid, to onshore shipyard, to port  

Data about the infrastructures 

d) Characteristics of the offshore structures (type, remaining lifetime) 

e) Preliminary dimensions, elevation of decks, estimated free space of the offshore structure 

f) Features of electrical subsea cables to the grid and/or other platforms, if present (voltage, length, diameter) 
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4.4.2. Step 1: Collection of renewable energy data 

In the first step of the procedure illustrated in Figure 4.4, specific data about renewable energy potential 

need to be collected for each offshore site. This consists of characteristic meteo-marine parameters 

associated to each type of renewable source and needed for the estimation of available theoretical 

renewable power at a given site.  

In case of offshore wind energy, the wind force is converted into a turning force by acting on the rotor 

blades of a wind turbine; theoretically power of an air mass that the wind can transfer to the rotor is [10]: 

𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙(𝑣𝑤𝑖𝑛𝑑) =
1

2
∙ 𝜌𝑎𝑖𝑟 ∙ 𝐴𝑟𝑜𝑡 ∙ 𝑣𝑤𝑖𝑛𝑑

3 (𝑧)                                                                                     (4.21) 

where 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙 is the available kinetic wind power, 𝜌𝑎𝑖𝑟 is the density of air (assumed equal to 1.225 

kg/m3 at normal atmospheric pressure and 15°C), 𝐴𝑟𝑜𝑡 is the swept area of the wind turbine, 𝑣𝑤𝑖𝑛𝑑 is the 

mean wind speed at turbine hub height 𝑧. However, the power which van be extracted by the rotor is not 

equal to the kinetic power of flow; according to the Betz’s limit, the mechanical energy which theoretically 

is extractable from the wind is the maximum power coefficient 𝐶𝑝,𝐵𝑒𝑡𝑧 equal to 0.593 [16]. Therefore, 

average hourly wind speed is the environmental parameter required for the application of the proposed 

methodology when offshore wind energy is selected as renewable source.   

In case of irregular waves propagating in deep waters, the wave energy flux corresponding to the power 

content per unit of surface of the crest length is [499]: 

𝑃𝑤𝑎𝑣𝑒,𝑎𝑣𝑎𝑖𝑙 =
1

64 𝜋
∙ 𝜌𝑤𝑎𝑡𝑒𝑟 ∙ 𝑎𝑔

2 ∙ 𝐻𝑠
2 ∙ 𝑇𝑚                                                                                            (4.22) 

where 𝑃𝑤𝑎𝑣𝑒,𝑎𝑣𝑎𝑖𝑙 is the available wave power, 𝜌𝑤𝑎𝑡𝑒𝑟 is the density of seawater (generally 1025 kg/m3), 

𝑎𝑔 is the gravitational acceleration, 𝐻𝑠 is the significant wave height which is the average height of the 

highest third of waves during a certain period (typically 30 minutes), and 𝑇𝑚 denotes the mean spectral 

wave period which is the average time between consecutive crossings of the mean sea level line in an 

upwards direction. Note that the peak wave period (𝑇𝑝) representing the wave period with the highest 

energy can also be used in Equation (4.22), instead of 𝑇𝑚. Therefore, average hourly values of significant 

wave height, peak and mean wave periods are considered as input data to the present methodology in case 

of selection of wave energy source.  

For the purpose of G2P hybrid energy options integrated into the electrical network, two different types 

of parameters need to be retrieved independently from the considered renewable source in a given period: 

real data and forecast data. The choice of the period may be based on the time interval during which this 
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information is available. It is worth noting that in case of more than one offshore site to analyse, the same 

period should be considered for a consistent comparison. 

Real data are in-situ measurements derived from specific devices located at the offshore site or near it. 

An anemometer is the device for measuring wind speed (and often wind direction and air temperature), 

which can be classified into cup anemometer, hot wire anemometer, laser doppler anemometer and sonic 

anemometer [10]. If wind measurements are not available at the height at which the turbine is to be 

installed, wind speed values can be adjusted to the turbine hub height 𝑧 by means the following wind 

shear logarithmic law [500] 

𝑣𝑤𝑖𝑛𝑑(𝑧) = 𝑣𝑤𝑖𝑛𝑑,𝑟 ∙
ln (

𝑧

𝑧0
)

ln (
𝑧𝑟
𝑧0

)
                                                                                                                   (4.23) 

where 𝑣𝑤𝑖𝑛𝑑(𝑧) is the wind speed at hub height 𝑧, 𝑣𝑤𝑖𝑛𝑑,𝑟 is the wind speed at generic height 𝑧𝑟 (e.g. 

measured wind from anemometer), 𝑧 is the turbine hub height, 𝑧𝑟 is the generic height at which 𝑣𝑤𝑖𝑛𝑑,𝑟 is 

obtained (e.g. anemometer height), 𝑧0 is the roughness length in the current wind direction (commonly 

0.0002 m for water areas in open sea [501]). The available wind speed profile at the site can be assessed 

by taking into account the minimum threshold value of 6 m/s at hub height for the exploitation of offshore 

wind at a given site, as established by the Orecca FP7 project [502]. After collected, wind data are usually 

modelled by means of a distribution describing the frequency of various wind speeds over the selected 

period. Different statistical distributions can be used to represent the nature of the wind [503], among 

them the most widely used is the Weibull probability density function: 

𝑝(𝑣𝑤𝑖𝑛𝑑, 𝑘, 𝑐) =
𝑘

𝑐
 (

𝑣𝑤𝑖𝑛𝑑

𝑐
)

𝑘−1

𝑒−(
𝑣𝑤𝑖𝑛𝑑

𝑐
)

𝑘

                                                                                            (4.24) 

where 𝑣𝑤𝑖𝑛𝑑 is the random wind speed, 𝑘 is the shape factor, 𝑐 is the scale factor. Calculation of these 

latter parameters can be performed according to literature methods [504].  

In-situ recording of wave data can be performed by means of different devices: wavestaff, pressure 

recorder, accelerometer buoy or waverider buoy, shipborne wave recorder [505]. Based on the type of 

instrument and recording technique used, there are different ways to obtain statistics of wave climate. 

Among them, average values of wave parameters described above (and also mean wave direction) are 

commonly provided for short-term statistics. Bivariate distributions of occurrences corresponding to 

different combinations of 𝐻𝑠  and 𝑇𝑚 (or 𝑇𝑝) can be derived, i.e. scatter diagrams. A more condensed way 

to describe the way conditions than a scatter diagram is to group some bins of scatter diagram into a 

limited number of zones, referred to as sea states, according to the recommendations given in [506]. The 

monthly and annual available power per unit front can be also calculated by means of Equation (4.22); a 

value of 10 kW/m is suggested as possible minimum threshold for wave exploitation at a given site [106].  
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It should be noted that records from measuring devices may be provided at fixed interval which can vary 

from few minutes to 10 minutes or 30 minutes, and in some cases, they may be missing over the desired 

period. Therefore, a proper approach should be applied to convert the available values of parameters into 

hourly averages for the application of this methodology, e.g. arithmetic mean. In case of the lack of entire 

months data, missing hourly values may be created using linear interpolation using the same month from 

previous or subsequent years. It is worth noting that the use of times series as much complete as possible 

is recommended in order to achieve consistent results, particularly in the comparison of different offshore 

sites.  

On the other hand, forecast data can be obtained by means of a proper forecasting approach which depends 

first on the renewable source considered and forecast horizon. 

Wind speed forecasting techniques can be divided into four main groups according to the time horizon 

required [507]: ultra-low short term forecasting (from few minutes to 1 ahead), e.g. the persistence 

method; short-term forecasting (from one hour to six hours ahead) e.g. the statistical methods including 

auto regressive (AR), auto regressive moving average (ARMA) and auto regressive integrated moving 

average (ARIMA); medium-term forecasting (from several hours to 1 day ahead) and long-term 

forecasting (from one day to one week or more ahead), e.g. the physical approach based on numerical 

weather prediction (NWP) using weather forecast data. Around 6 h forecast horizon can be identified as 

limit between the use of statistical and physical methods [508].  

Concerning wave forecasting, two major groups can be distinguished: physics-based and time series 

models [509]. Physics models, such as the WAVEWATCH III, the Wave Model (WAM) of European 

Commission for Medium-range Weather Forecasts (ECMWF) and Simulating WAves Near shore 

(SWAN), use energy balance equation which solves the wave action balance as a function of source and 

sink terms. They can include wind-induced forces, nonlinear wave–wave interactions, and dissipation by 

white capping in deep water, while they can consider shoaling and bottom friction in shallow water. On 

the other hand, time series methods include regressions, neural networks, even though newer techniques 

such as genetic programming algorithms and artificial intelligence are used. From comparison between 

physics and time series model in the literature [510], it emerged that statistical methods are more accurate 

than physic models over horizon 1-4 h, while for longer forecasts physic-based methods tend to have 

better forecasting features, provided that the convergence point between the two groups of techniques at 

which comparable accurate results may be achieved is around 6 h forecast horizon [511], similar to the 

findings retrieved for wind forecasting. 

In order to provide an optimal integration of renewable energy generation into the electrical network 

through energy balancing systems, it is important to forecast renewable data over a time horizon consistent 
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with the operation of electricity grids and markets. The requirements regarding renewable power 

predictions rely on the specific market and usually driven by market operation constraints rather than 

technical or physical issues [16]. These horizons can be about 6 h in the USA, Canada and UK [512], 

while in Europe forecasts of 4-5 h in advance are required for real-time unit commitments (e.g. time 

required for switching on alternate sources) and forecasts in the order of 2-3 days ahead are used to 

determine the available reserves for the day-ahead market [509]. Overall, a time horizon of up to 6 h ahead 

allows to react to a varying production and regulating capacity at the system operators’ disposal, thus a 

selection of a given value of forecast horizon between 3 and 6 h is proposed in the present methodology, 

as shown in Figure 4.4. 

In accordance with the retrieved real data, forecast renewable parameters should be collected on an hourly 

basis over the same period. Based on the forecast dataset used, some information may be missing within 

the interval, thus averages between the available hourly values may be performed to fill the gaps for the 

sake of simplicity.  

4.4.3. Step 2: Selection of renewable energy converter and characterization of the 

power plant 

In step 2 of the proposed approach, the renewable energy converter needs to be selected based on the 

parameters collected in step 1 and features of the offshore site in order to calculate real and forecast power 

curves. After that, the renewable power plant is characterized by calculating the power curves and 

economic data. The procedures to apply are detailed in the following. 

 

The procedure for the selection of the suitable renewable energy converter is different depending on the 

type of renewable source considered. The choice of the OWT can be based on the water depth of the 

considered offshore site, according to the classification of the types of structures and foundations reported 

in Chapter 1. Moreover, wind turbine class defined in the International Electrotechnical Commission 

(IEC) design standard 61400-1 3rd Edition: Design Requirements [513] based on annual average wind 

speed, extreme 50-year gust and turbulence intensity can be determined according to the wind conditions 

at the offshore site and used as a criterion for the converter selection [514]. In order to gain more accurate 

results, a turbine with a height as much equal as possible to the height of the anemometer can be also 

considered in the turbine choice. Furthermore, power curve of the wind turbine representing the 

relationship between the produced output power and hub height wind speed as well associated trend of 

power coefficient 𝐶𝑝 (also called efficiency of aerogenerator) are given by the manufacturers and can be 
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used to model the performance of the OWT. Figure 4.5 illustrates an example of power curve for a 

constant speed and pitch regulated turbine. 

 

Figure 4.5. Example of power curve of a pitch-regulated wind turbine [515]. 

 

As shown in Figure 4.5, a first region can be identified below the lower wind speed limit, the cut-in speed, 

where the output power is 0. Then, a rapid increase in the power appears between the cut-in speed at 

which the wind turbine starts to operate and the rated speed at which the turbine produced the rated power 

(i.e. its nameplate capacity). Finally, in the third region, the output power is constant equal to the rated 

power up to the upper speed limit, the cut-off speed, beyond which the wind turbine stops production and 

turns out of the main wind direction (i.e. output power is zero). The selection of a wind turbine 

characterized by a power curve which matches more largely the wind regime of the site allows to optimize 

the efficiency of the wind energy plant. The gross annual energy production (AEP) can be estimated as 

key factor of the selected offshore wind turbine [516]: 

𝐴𝐸𝑃𝑤𝑖𝑛𝑑 = ∫ 𝑝𝑤𝑖𝑛𝑑(𝑣) ∙ 𝑃𝑂𝑊𝑇(𝑣) ∙ 𝑛𝑦𝑒𝑎𝑟 ∙ 𝐴𝑉𝑂𝑊𝑇 
𝑣𝑐𝑢𝑡−𝑜𝑓𝑓

𝑣𝑐𝑢𝑡−𝑖𝑛
𝑑𝑣                                                           (4.25) 

where 𝐴𝐸𝑃𝑤𝑖𝑛𝑑 is the predicted amount of wind power produced over a year (in kWh/year or MWh/year) 

based on the turbine power curve excluding losses (e.g. downtime, wake, electrical and other losses), 

𝑝𝑤𝑖𝑛𝑑 is the wind speed frequency distribution calculated e.g. by means of Equation (4.24), 𝑃𝑂𝑊𝑇 is the 

electrical power for each wind speed derived from the power curve, 𝑛𝑦𝑒𝑎𝑟 is the number of hours per year, 

AV is the OWT availability, i.e. the amount of time the device is able to produce power based on device 

reliability and access level for maintenance (typically 90-97% [482]). Another parameter which can be 

used to evaluate the chosen offshore wind turbine is the capacity factor (CF) representing the ratio of 

annual energy production to maximum energy production if the turbine runs at rated power all the year 

[516]. Therefore, the higher AEP and CF, the higher suitability of the turbine for the offshore site in terms 
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of production. Once selected the proper OWT device, the actual electrical power produced by OWT can 

be calculated for each wind speed over the period under analysis as follows: 

𝑃𝑂𝑊𝑇(𝑣𝑤𝑖𝑛𝑑) = 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙(𝑣𝑤𝑖𝑛𝑑)  ∙ 𝐶𝑝(𝑣𝑤𝑖𝑛𝑑)                                                                                 (4.26) 

where 𝑃𝑂𝑊𝑇 is the produced power from the OWT, 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙 is the available wind power illustrated in 

Equation (4.21), 𝐶𝑝 is the power coefficient of the OWT which usually accounts for the aerodynamic 

efficiency (describing blades performance), mechanical efficiency (i.e. efficiency of the drivetrain  and 

electrical efficiency (i.e. efficiency of generator and power electronics), 𝑣𝑤𝑖𝑛𝑑 is the average wind speed 

within the operating limits of the turbine (cut-in and cut-off). It should be noted that 𝐶𝑝 varies with wind 

speed and commonly provided by manufacturer in addition to the power curve. Useful computer program 

to estimate the performance of commercial wind turbines is provided by PelaFlow Consulting [517].  

On the other hand, the selection of the suitable WEC can be first based on the sea characteristics at the 

site of interest, i.e. the water depth and the distance from shore, as described in the classification of wave 

energy devices reported in Chapter 1. Also, the technological development level, i.e. the availability of 

real tests performed at different scales in terms of reliability, power production and designs, as well as 

connection to electrical network, can be considered. In particular, a conversion matrix relating the 

produced power 𝑃𝑤𝑎𝑣𝑒 to 𝐻𝑠 and 𝑇𝑚 (or 𝑇𝑝) for a characteristic length of WEC installed at a given water 

depth is useful way to model performance of the device and evaluate suitability of the wave climate at the 

selected area. An example of conversion matrix associated to Pelamis P2 device is illustrated in Figure 

4.6. As shown in this figure, the matrix is available at a resolution of 0.5 m for 𝐻𝑠 and 0.5 s for 𝑇𝑚. The 

maximum output power is 750 kW at 𝐻𝑠 greater or equal to 5.5 m. At 𝐻𝑠 of 5.5 m, the maximum power 

is for 𝑇𝑚 between 6.5 and 9.5 s, while at greater values of 𝐻𝑠 the maximum is reached for values of 𝑇𝑚 

up to 12 s. Conversion matrices for other devices are available in the literature, with different bin 

resolution [509,518,519]. Note that power matrix may refer to WEC electrical power: otherwise it 

corresponds to the absorbed power and power-take-off and generator efficiencies should be considered 

for electrical power generation.  
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Figure 4.6. Example of conversion matrix for Pelamis P2 device (power values are reported in kW and refers to 

electrical power) [519].  

 

Similar to the offshore wind energy, AEP by means of the WEC can be estimated as follows [506]: 

𝐴𝐸𝑃𝑤𝑎𝑣𝑒 =  ∑ 𝑃𝑤𝑎𝑣𝑒,𝑎𝑣𝑎𝑖𝑙,𝑠 ∙ 𝑝𝑤𝑎𝑣𝑒,𝑠𝑠 ∙ 𝐿 ∙ 𝜂𝑊𝐸𝐶,𝑠 ∙ 𝑒𝑛𝑤𝑎𝑣𝑒,𝑠 ∙ 𝜂𝑃𝑇𝑂  ∙  𝜂𝑔𝑒𝑛 ∙  𝑛𝑦𝑒𝑎𝑟  ∙ 𝐴𝑉𝑊𝐸𝐶                   (4.27) 

where s is the sea state over the period of interest characterized by proper combination of 𝐻𝑠 and 𝑇𝑒 (or 

𝑇𝑝) [506], 𝑃𝑤𝑎𝑣𝑒,𝑎𝑣𝑎𝑖𝑙  is the available wave power following Equation (4.22), 𝑝𝑤𝑎𝑣𝑒 and 𝑒𝑛𝑤𝑎𝑣𝑒 are the 

probability of occurrence and wave energy contribution of the sea state defined by proper combinations 

of 𝐻𝑠 and 𝑇𝑒 (or 𝑇𝑝) as suggested in [506], 𝐿 is the characteristic or active length of the device along which 

the machine absorbs the incoming wave energy (e.g. width of the ramp for an overtopping floating WEC, 

floater diameter in case of point absorber fixed WEC, length of WEC in case of attenuator, chamber width 

in case of oscillating water column [520]), 𝜂𝑊𝐸𝐶 is the WEC efficiency accounting for the primary 

conversion in the device and representing the ratio between the relative amount of energy absorbed and 

available wave energy to the device (or capture width ratio), 𝜂𝑃𝑇𝑂 is the power take-off efficiency used 

for conversion of absorbed power into rotating mechanical power, 𝜂𝑔𝑒𝑛 is the efficiency of generator used 

for conversion of rotating mechanical power into electrical power (e.g. frequency converters and filters). 

𝜂𝑊𝐸𝐶 values are often determined based on experimental tests or numerical simulations as a function of 

𝐻𝑠 and 𝑇𝑒 (or 𝑇𝑝) for given operating ranges based on the working principle of the device [506,521], while 

𝜂𝑃𝑇𝑂 and 𝜂𝑔𝑒𝑛 have typical values based on the type of PTO [520], 𝑛𝑦𝑒𝑎𝑟 is the number of hours per year, 

AV is the WEC availability i.e. the amount of time the device is able to produce power based on device 

reliability and access level for maintenance (typically lower than 90% [482]).  
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In case of lack of sea trials data for calculation of 𝜂𝑊𝐸𝐶, WEC conversion matrix provided in the literature 

can be used to convert the wave height and period series into power series (𝑃𝑤𝑎𝑣𝑒) by means of 

interpolations in computer programming codes. In case of power matrix referring to the absorbed power, 

AEP by means of WEC can be calculated as follows: 

𝐴𝐸𝑃𝑤𝑎𝑣𝑒 =  ∑ 𝑃𝑤𝑎𝑣𝑒,𝑠 ∙ 𝑝𝑤𝑎𝑣𝑒,𝑠𝑠 ∙ 𝜂𝑃𝑇𝑂 ∙  𝜂𝑔𝑒𝑛 ∙ 𝐴𝑉𝑊𝐸𝐶  ∙  𝑛𝑦𝑒𝑎𝑟                                                          (4.28) 

Otherwise, if the power refers to electrical power, 𝜂𝑃𝑇𝑂 and 𝜂𝑔𝑒𝑛 can be excluded from Equation (4.28). 

Similar to the case of offshore wind power, CF associated to wave energy production from WEC can be 

calculated. Higher values of AEP and CF at a given site can address the selection of the suitable WEC.  

The simple way to estimate the electricity production of a WEC at a specific site over the desired time 

interval is to convert the wave data into power data by using the power matrix associated to the WEC as 

described above. Therefore, the electrical power produced from WEC for each sea state is: 

𝑃𝑊𝐸𝐶(𝑠) =  𝑃𝑤𝑎𝑣𝑒(𝑠) ∙ 𝜂𝑃𝑇𝑂 ∙ 𝜂𝑔𝑒𝑛                                                                                                         (4.29) 

where 𝑃𝑊𝐸𝐶 is the WEC electrical power, s is the sea state over the selected period characterized by 

combination of 𝐻𝑠 and 𝑇𝑒 (or 𝑇𝑝), 𝑃𝑤𝑎𝑣𝑒 is the power derived from the conversion of wave data at s-th 

state by using the power matrix of WEC, 𝜂𝑃𝑇𝑂 and 𝜂𝑔𝑒𝑛 are the power-take-off and generator efficiencies, 

respectively, defined in Equation (4.27).  

Equations (4.26) and (4.29) can be applied by using both the real and forecast data collected for the 

offshore site in step 1, thus real and forecast power curves on an hourly basis are obtained accordingly for 

use in the following step of the procedure. It should be noted that selection of different forecast horizon 

in step 1 results in different forecast power curves.  

 

Once selected the renewable energy device for the analysis, the size of the renewable power system needs 

to be defined in this step of the procedure. Information about the capacity of existing plants already 

connected to the network or previously studied for future grid integration should be taken into account for 

a proper decision-making. It is worth noting that the same type of renewable energy device and same size 

of the plant should be adopted to ensure a consistent comparison between different offshore sites, provided 

that suitability to environmental conditions (e.g. water depth, average wind speed, wave energy flux per 

unit of crest length, etc.) of both the locations is verified.  

In case of offshore sites characterized by different energy potential for use of the same energy converter 

design, the site with better environmental features which lead to the adoption of more productive and 

mature device should be assumed as reference and proper similarity laws should be applied in order to 
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scale down the devices at the other sites. This could be verified more likely in case of marine energy 

sector since it is not at as advanced stage of development as the wind energy and solar energy industry.  

Various simplified scaling laws for wind turbine are available in the technical literature [522], which use 

expression of 𝑃𝑂𝑊𝑇 in Equation (4.26) and incorporate variation of rotational speed, variation of rotor 

radius and variation of the incidence of the blades (pitch setting) with respect to the rotor plane in case of 

a stall-regulated rotor. In wind turbine dimensional analysis, examples of dimensionless parameters are 

power coefficient 𝐶𝑝, thrust coefficient, moment coefficient, etc. If the scaling factor 𝜆 is based on the 

rotor diameter (D), the theory of geometric similarity between model and prototype devices can be 

achieved by keeping constant the tip speed ratio (i.e. the ratio of circumferential speed at the blade tip and 

wind speed upstream the rotor), by maintaining the same blade profile, number of blades and materials, 

as well as by adjusting proportionally all other dimensions (radius, profile chord, etc.) [523]. Main rules 

are summarized in Table 4.12. Therefore, by varying D with respect to the value selected for the reference 

OWT, 𝑃𝑤𝑖𝑛𝑑 varies and thus power curve may match better the wind speed distribution of the less 

productive sites leading to an increase in the associated AEP and CF. Note that these relations are 

approximations which are valid under specific assumptions [524], among which weight does not represent 

an issue for wind turbine blades and design parameters do not lead to Reynolds number, i.e. the ratio 

between inertial force and viscous force, less than 200000 [523]. 

In case of primary conversion in WEC, gravity and inertial forces are dominant and the effect of remaining 

forces such as kinematic viscosity is small, thus mechanical similarity is achieved by the Froude’s scaling 

law between model and prototype devices [525]. The scaling factor 𝜆 based on Froude similitude can be 

defined as the ratio between characteristic length L of the device along which the machine absorbs the 

incoming wave energy (e.g. width of the ramp for an overtopping floating WEC, floater diameter in case 

of point absorber fixed WEC, length of WEC in case of attenuator, chamber width in case of oscillating 

water column [520]) which derives from the fact that by varying the capture width the output power 

changes, but the device’s response keeps constant with the spread over the frequency range similar [526]. 

Then, 𝑃𝑤𝑎𝑣𝑒, 𝐻𝑠, 𝑇𝑚 and 𝑇𝑝 parameters change according to the scale dependence illustrated in Table 4.12. 

By using these rules, original conversion matrix of the WEC design selected for the reference site can be 

scaled down according to the procedure described by O’Connor et al. [527] to assess the different ratings 

of the device at different wave climates. 
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Table 4.12. Example of main scaling rules based on scaling factor 𝜆 for OWTs and WECs at different sites [523,526]. 

 
 OWT (𝜆 = 𝐷1/𝐷2) WEC (𝜆 = 𝐿1/𝐿2) 

Parameter Relation Scale dependence Scale dependence 

Wind power 𝑃𝑤𝑖𝑛𝑑 𝑃𝑤𝑖𝑛𝑑,1/𝑃𝑤𝑖𝑛𝑑,2 𝜆2  

Rotational speed 𝛺 𝛺1/𝛺2 𝜆−1  

Weight 𝑊 𝑊1/𝑊2 𝜆3  

Wave power 𝑃𝑤𝑎𝑣𝑒 𝑃𝑤𝑎𝑣𝑒,1/𝑃𝑤𝑎𝑣𝑒,2  𝜆7/2 

Significant wave height 𝐻𝑠 𝐻𝑠,1/𝐻𝑠,2  𝜆 

Wave period 𝑇𝑚 or 𝑇𝑝 𝑇𝑚,1/𝑇𝑚,2 or 𝑇𝑝,1/𝑇𝑝,2  𝜆1/2 

 

Once identified the nominal power of the down-scaled devices, it is important to determine the number 

of converters needed to produce the benchmark nameplate capacity of the renewable plant assumed for 

the reference site.  

Having calculated the real power and forecast power on an hourly basis, the curves can be matched over 

the selected period. It should be noted that the matching is specific for each offshore site, as well as for 

each forecast horizon selected in step 1. An example of combination of monthly 𝑃𝑟 and 𝑃𝑓 (estimated with 

forecast horizon of 6 h) for WEC at a given offshore site is illustrated in Figure 4.7. As evident from this 

figure, in several hours of the month there is a deviation between the real and forecast powers, which is 

important to quantify for the application of the following step of the procedure. 

 

 

Figure 4.7. Example of monthly real power and forecast power (6 h horizon) from WEC at a given offshore site. 
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Having characterized the renewable plant from the technical point of view (power production), some 

economic parameters need to be collected for the sake of the economic performance assessment in this 

methodology. The required information is preliminary estimates of CAPEX and OPEX to the renewable 

plant, as described in Section 4.3. It should be noted that CAPEX and OPEX costs for grid connection of 

the renewable plant are usually shared in a different way among producer and Transmission System 

Operator (TSO) based on the cost approach applied at transmission grid level in a given country: according 

to the shallow cost approach Producer bears the cost to connect the plant to the closest connection point 

of the onshore grid, while he/she bears costs of all connections and grid reinforcement due to integration 

in the deep cost approach [18]. For a consistent economic comparison of different strategies, a reference 

currency and year should be set Therefore, if required, cost data retrieved from the literature can be 

adjusted by applying an annualized average conversion rate from actual currency to refence currency as 

well as a price index to account for inflation from a past year to reference year in Equation (4.1). Another 

important economic parameter to be collected for the application of this methodology is the electricity 

market price for renewable power depending on the pull mechanism adopted at national level for 

promotion of renewable energy integration, as described in Section 4.3.  

For the purpose of the integration of non-programmable renewable power into the electrical grid, the 

producer is usually asked by local Energy Authorities, e.g. TSO, to declare the forecast power to be 

injected into the grid before the real injection. Thus, local TSO can perform some activities for good 

dispatching, e.g. planning reserve power generation required to offset unforeseen deviations between 

supply and demand, as well as quantifying balancing capacity reserves needed from utilities when supply 

is variable in order to cover unforeseen deficits (i.e. forecasting lower than injection) and surpluses (i.e. 

forecasting greater than injection) [528]. Based on the local regulations put in place to deal with grid 

integration and unbalances of renewable power, the producer may receive some incentives for 

participating on the market (i.e. when power injection is greater than the declared one), but he/she may 

pay economic penalties in case of negative power unbalances (i.e. when power injection is lower than the 

declared one) [229]. Therefore, for the purpose of the present methodology, prices established by local 

TSO for positive and negative power unbalances need to be collected. Such prices, commonly expressed 

in units of currency per MWh of power unbalance, are based on the local legislative framework on 

renewable integration into the grid and power unbalance mechanism. Clearly enough, eligibility 

requirements to these schemes should be verified case-by-case based on the local Regulation. 

4.4.4. Step 3: Definition of dispatching power plan 

In step 3 of the methodology, power prediction errors are analysed and used for definition of the 

dispatching plan to declare in view of the integration of renewable power into the grid. In order to limit 
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possible penalties imposed by TSO associated to incorrect declarations, the prediction error between the 

real injected power and forecast power should be estimated and minimized as much accurately as possible. 

To reduce the risk related to randomness of renewable energy source and foster the improvement of power 

predictions, a common principle is imposing to Producers a certain probability of being able to correctly 

produce the declared power (i.e. probability of correct dispatching, 𝑃𝑟𝑜𝑏𝑑), thus penalizing them only for 

injections which incur into an error higher than the allowable one with respect to forecast injections. 

It is worth mentioning that power injections into the grid do not correspond to real power production at 

the offshore site due to different energy losses, among which inter-array losses (i.e. losses related to wake 

effects) and electrical losses (i.e. ohmic losses dissipated as heat in inter-array cables, export cables to 

shore and HVAC substation). Whereas, electrical losses vary with power plant layout, voltage levels, 

cable length and type of sub-station, as well as can fall under the responsibility of TSO or Producer based 

on the country’s policy [20]. However, array losses can be generally reduced by optimizing the layout of 

the renewable plant, e.g. by means spacing between the devices. Moreover, HVAC cables (with maximum 

rating of about 200 MW per three-phase cable at voltage level of 150-170 kV and maximum distance of 

around 200 km) for which power losses increase significantly with cable length give relatively small 

losses if the distance between the offshore site and injection point is relatively small, i.e. 20-50 km, as in 

the case of G2P offshore hybrid energy solutions. Therefore, in the present methodology, a simplified 

assumption is made, i.e. produced power derived from real weather data in step 2 is approximated to the 

power injected into the grid. Under this hypothesis, the prediction error is calculated in step 3 of the 

procedure as follows: 

𝜉 = 𝑃𝑟 − 𝑃𝑓                                                                                                                                                    (4.30) 

where 𝜉 is the absolute error between the real power and forecast power corresponding to the same hour 

over the period under analysis, 𝑃𝑟 and 𝑃𝑓 are the real and forecast powers, respectively, calculated in step 

2 of the procedure for the renewable plant at a given site. As a matter of fact, 𝜉 has negative value in case 

of production lower than the forecast quantity, otherwise it shows a positive value. It is worth noting that 

every set of 𝜉 values is estimated for a given forecast horizon, given the definition of forecast power.  

Once estimated, prediction errors are statistically analysed in order to quantify the power corresponding 

to a 𝑃𝑟𝑜𝑏𝑑 lower than 100%, i.e. the dispatched power (𝑃𝑑), and match it with the corresponding 𝑃𝑟 and 

𝑃𝑓 curves in a dispatching plan. A proper distribution can be selected to approximate the sample of 𝜉 

values for different intervals over the analysed period, i.e. for each month if the period of the analysis is 

one year. Commercial statistical tools can be used for the approximation, e.g. EasyFit software [529] 

allows to analyse easily errors data, provide the histogram of the errors and fit a large number of 

distributions. The choice of the best fitting is based on the analysis of specific accuracy parameters 



 

98 

 

provided from the tool for the different distributions. Moreover, probability density function (PFD) and 

cumulative distribution function (CDF) of the sample of data can be obtained from the statistical analysis 

for each distribution. Figure 4.8 and Figure 4.9 show examples of PDF and CDF, respectively, for the 

Cauchy distribution which fits the monthly 𝜉 data referred to a forecast horizon of 6 h.  

 

Figure 4.8. Example of PDF of monthly prediction errors (6 h forecast horizon) provided from EasyFit tool.  

 

 

Figure 4.9. Example of CDF of monthly prediction errors (6 h forecast horizon) provided from EasyFit tool. 
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In order to define the dispatching plan, a given value of 𝑃𝑟𝑜𝑏𝑑 lower than 100% needs to be selected, as 

shown in Figure 4.4. Assuming a 𝑃𝑟𝑜𝑏𝑑 of 80% means that for 20% of the time the renewable energy 

source is not enough to produce the forecast power for injection into the grid [229]. Thus, 𝑃𝑑 declared for 

injection into the grid is necessarily lower than the forecast power 𝑃𝑓 and the available power between 𝑃𝑑 

and 𝑃𝑓 is considered to be lost. The reduction of 𝑃𝑑 with respect to 𝑃𝑓 is called in the present methodology 

dispatching error and defined as follows: 

𝜉𝑑 =  𝑃𝑑 − 𝑃𝑓                                                                                                                                              (4.31) 

where 𝜉𝑑 is the dispatching absolute error between 𝑃𝑑 and 𝑃𝑓 at the same hour over the selected interval 

whose value should be negative, 𝑃𝑑 and 𝑃𝑓 are the dispatched and forecast powers, respectively. In the 

proposed method, 𝜉𝑑 is calculated as the error corresponding to a cumulative probability of incorrect 

dispatching equal to 100% minus 𝑃𝑟𝑜𝑏𝑑, i.e. the probability that ξ is lower than or equal to the allowable 

𝜉𝑑. Thus, the best CDF curve selected by means of the statistical tool for each sample of 𝜉 is used to 

determine 𝜉𝑑 for a given 𝑃𝑟𝑜𝑏𝑑. For example, if 𝑃𝑟𝑜𝑏𝑑 is considered as 80% and Cauchy CDF in Figure 

4.9 is adopted for 𝜉 data, the allowable 𝜉𝑑 corresponding to a cumulative probability of incorrect 

dispatching of 20% (i.e. CDF equal to 20%) is equal to about -5.4 MW. Thus, the hourly 𝑃𝑑 values can 

be estimated as a quantity of 5.4 MW lower than 𝑃𝑓 values at the same hour by applying Equation (4.31), 

provided that the smallest possible value for 𝑃𝑑 is 0.  

It is worth noting that a given value of 𝜉𝑑 is obtained for CDF curve of ξ values in a given time interval 

(e.g. one month) thus different 𝜉𝑑 values correspond to different intervals of the period under analysis. 

Moreover, 𝜉𝑑 strictly depends on the assumed 𝑃𝑟𝑜𝑏𝑑, thus 𝑃𝑑 changes by varying 𝑃𝑟𝑜𝑏𝑑 while keeping 

the same forecast power 𝑃𝑓. An example of combination of monthly 𝑃𝑟, 𝑃𝑓 (estimated with 3 h forecast 

horizon) and 𝑃𝑑 (estimated with 𝑃𝑟𝑜𝑏𝑑 of 80%) for OWT at a given site is illustrated in Figure 4.10.  
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Figure 4.10. Example of monthly 𝑃𝑟 , 𝑃𝑓 (3 h horizon) and 𝑃𝑑 (80% probability) from OWT at a given offshore site. 

 

4.4.5. Step 4: Definition of the gas turbine park 

GT introduced in Chapter 2 is the technology chosen in the present methodology as energy balancing 

system to apply the valley filling technique when 𝑃𝑟 is not enough to satisfy the declared dispatching 

power plan, i.e. 𝑃𝑟 is lower than 𝑃𝑑. The choice can be motivated due to simple installation, good ability 

to work at partial load, as well as suitability to be fuelled by raw natural gas without the need for gas 

conditioning and purification (dehydration, sweetening, removal of impurities) of GTs compared to other 

turbomachines. The purpose of the GT park in the G2P offshore hybrid energy system is dual: on one 

hand it allows to reduce the economic penalties which may be paid by producer to TSO for negative power 

unbalances; on the other hand, it provides extra power with respect to the renewable energy, which can 

be sold to the electric grid increasing the revenue for producer. In addition, the GT park allows the 

monetization of the stranded and depleted gas fields located relatively close to the shore. However, it is 

worth mentioning that this conventional energy technology produces GHG emissions into the atmosphere 

and associated economic penalties. Due to the coupling with the offshore renewable power plant, the GT 

park is unavoidably characterized by lower energy efficiency than the nominal one due to its operation at 

partial load and during some hours of the considered time interval.  

In step 4 of the procedure, the size of the GT park is estimated by considering the maximum power which 

could be provided from the turbomachines (𝑃𝐺𝑇,𝑚𝑎𝑥) in the analysed period, i.e. when 𝑃𝑟𝑜𝑏𝑑 is equal to 

100% and thus 𝑃𝑓 corresponds to 𝑃𝑑 at each hour. Given the function of GTs, 𝑃𝐺𝑇,𝑚𝑎𝑥 can be evaluated 

only during the hours at which 𝑃𝑟 is lower than 𝑃𝑓 as the difference between the hourly 𝑃𝑓 and 𝑃𝑟 at the 
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same hour. Figure 4.11 shows an example of matching between the real power and forecast power from 

WEC calculated for an interval of few days in a month: hourly 𝑃𝐺𝑇,𝑚𝑎𝑥 is represented by means of the 

yellow bars in the figure, while greys bars in the figure are the hourly power surpluses when 𝑃𝑟 is greater 

than 𝑃𝑓 and GTs are not intended to work. 

 

Figure 4.11. Example of estimation of maximum power which could be provided from GTs coupled with WEC for a 

given interval. 

 

It is recommended to calculate 𝑃𝐺𝑇,𝑚𝑎𝑥 for the same intervals at which 𝜉𝑑 values are estimated in step 3. 

Then, the final size of the GT park is conservatively assumed in the present methodology as the highest 

𝑃𝐺𝑇,𝑚𝑎𝑥 occurred among the values calculated for different intervals, i.e. the maximum 𝑃𝐺𝑇,𝑚𝑎𝑥 over the 

entire period of the analysis. It is worth noting that the size of the GT park is strictly related to the forecast 

horizon selected for 𝑃𝑓, thus different capacities may be derived by varying the horizon. Moreover, when 

different offshore sites are evaluated at the same the interval, different sizes of the GT park are obtained 

correspondingly due to different trend of both real and forecast power curves.  

As the size of the GT park has been identified, it is necessary to select the equipment model to install at 

the offshore site by taking into account the nominal power and footprint of single machines. When 

different offshore sites are evaluated, the same GT model should be selected for a consistent comparison. 

Among the GTs typologies described in Chapter 2, compact and light-weight aeroderivative GTs are 

ideally suited for power generation at offshore platform in the low-medium range (4-66 MW), while micro 

GTs are the common option for small capacity (lower than 1 MW). After the selection, the nominal power 

at full load (𝑃𝐺𝑇,𝑛𝑜𝑚), nominal efficiency at full load (𝜂𝐺𝑇,𝑛𝑜𝑚) and dimensions of the machine are noted. 

The total number of GTs (𝑁𝐺𝑇,𝑡𝑜𝑡) needed to reach with their single nominal capacity the identified size 
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of the park is calculated and then total footprint of the park is derived. This latter parameter can be 

compared with the available free space in the offshore structure (Table 4.11).  

4.4.6. Step 5: Management and characterization of gas turbine park  

In step 5 of the methodology, the suitable part-load control strategy for the GT park designed in the 

previous step needs to be defined. When there is a certain number of machines operating at part-load, the 

electrical efficiency of the park tends to decrease with respect to the efficiency at full load (𝜂𝐺𝑇,𝑛𝑜𝑚) 

leading to the so-called part-load efficiency (𝜂𝐺𝑇). The efficiency reduction at part-load can be expressed 

as function of the part-load ratio depending on the category of GT. For aeroderivative GTs, the following 

correlation proposed in the literature [229] is used in the present methodology:  

𝜂𝐺𝑇

𝜂𝐺𝑇,𝑛𝑜𝑚
 =  0.7035 ∙ (

𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)

3

− 1.91151 ∙  (
𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)

2

+  2.0642 ∙  (
𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)  + 0.1481                     (4.32) 

For micro GTs, a proper correlation is derived in the present work by regressing the part load efficiency 

curve of commercial micro GTs by Capstone Turbine Corporation (C800 and C330 models) [225,530], 

expressed as follows: 

𝜂𝐺𝑇

𝜂𝐺𝑇,𝑛𝑜𝑚
=  2.1812 ∙  (

𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)

3

− 4.6655 ∙  (
𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)

2

+  3.4475 ∙  (
𝑃𝐺𝑇

𝑃𝐺𝑇,𝑛𝑜𝑚
)  + 0.0584                       (4.33)  

In both Equations (4.32) and (4.33), 𝜂𝐺𝑇 is the part-load efficiency, 𝜂𝐺𝑇,𝑛𝑜𝑚 is the efficiency of at full load 

(i.e. the nominal efficiency), 𝑃𝐺𝑇 is the power produced at part-load, 𝑃𝐺𝑇,𝑛𝑜𝑚 is the power produced at full 

load (i.e. the nominal power).  

The average efficiency of the entire park at part-load relies on the number of GTs in operation and their 

part-load, provided that keeping in operation the minimum number of turbines to produce the required 

power may lead the highest average load (i.e. highest average efficiency) and the lowest number of 

maintenance hours and costs. Among possible control strategies proposed in the literature for GTs [531–

535], the approach suggested by Guandalini et al. [229] is adopted in the present work, which consists in 

managing each GT of the park in parallel at the same part-load. Starting from the full-load condition of 

the park, i.e. when every machine is operating at its nominal power (𝑃𝐺𝑇,1,𝑛𝑜𝑚), if the load decreases all 

the machines reduce equally their load up to the condition at which one machine can be switched-off and 

all remaining machines return to operate with their 𝑃𝐺𝑇,1,𝑛𝑜𝑚. After a further decrease of the load, these 

machines reduce again their load up to the condition at which a second machine can be switched-off and 

the remaining machines return to operate at full load. This procedure proceeds until one sole machine 

works in the system before reaching its minimum technical load. It is worth noting that a minimum 

allowable load is set for GTs, i.e. 50% of the nominal load in order to meet the environmental limits on 
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CO and NOx commonly imposed in the technical specifications. In the following, an example of the 

application of such an approach to some hours of a day is described by using Table 4.13 as support.  

Table 4.13. Example of estimation of hourly part-load efficiency of the GT park. 

Hour 𝑃𝑟 

(MW) 

𝑃𝑓 - 6 h 

horizon 

(MW) 

𝑃𝐺𝑇,𝑚𝑎𝑥 

(MW) 

𝑃𝑑 – 80% 

𝑃𝑟𝑜𝑏𝑑 

(MW) 

𝑃𝐺𝑇,𝑒𝑓𝑓 

(MW) 

𝑁𝐺𝑇  𝑃𝐺𝑇 

(MW) 

𝑃𝐺𝑇/𝑃𝐺𝑇,𝑛𝑜𝑚 𝜂
𝐺𝑇

/𝜂
𝐺𝑇,𝑛𝑜𝑚

  𝜂
𝐺𝑇

 

16:00 8.3 47.2 38.9 36.8 28.5 5 28.5 55% 82% 26% 

17:00 16.2 49.3 33.0 38.8 22.6 4 22.6 43% 74% 24% 

18:00 30.6 49.8 19.2 39.3 8.7 2 8.7 17% 44% 14% 

19:00 35.4 50.0 14.6 39.5 4.1 1 4.1 8% 30% 10% 

20:00 43.3 50.2 6.9 39.8 - - - - - - 

21:00 42.7 50.3 7.6 39.8 - - - - - - 

22:00 37.3 50.2 12.9 39.5 2.5 - - - - - 

 

Since a 𝑃𝑟𝑜𝑏𝑑 less than 100% has been defined in step 2, the effective power which should be provided 

by the GT park to satisfy the defined dispatching plan (𝑃𝐺𝑇,𝑒𝑓𝑓) for a given hour is lower than the 

corresponding 𝑃𝐺𝑇,𝑚𝑎𝑥 identified in step 4. 𝑃𝐺𝑇,𝑒𝑓𝑓 can be estimated only during the hours at which 𝑃𝑟 is 

less than 𝑃𝑑 as the difference between the hourly 𝑃𝑑 and 𝑃𝑟 at the same hour. As shown in Table 4.13, 

𝑃𝐺𝑇,𝑚𝑎𝑥 is required at all the hours displayed because 𝑃𝑟 is lower than 𝑃𝑓, while 𝑃𝐺𝑇,𝑒𝑓𝑓 shows a value 

only in case of 5 out of 7 hours (i.e. when 𝑃𝑟 is lower than 𝑃𝑑).  

Having estimated the need for a GT park with total capacity of 52.2 MW and 𝑁𝐺𝑇,𝑡𝑜𝑡 equal to 9 

aeroderivative turbines (each one with single nominal capacity 𝑃𝐺𝑇,1,𝑛𝑜𝑚 of 5.8 MW and nominal 

efficiency 𝜂𝐺𝑇,𝑛𝑜𝑚 of 32.2%), it is possible to define the power corresponding to the switch-off point 

including the number of remaining turbines in operation and their part-load power range, according to the 

approach described above. Table 4.14 summarizes these data.  

Table 4.14. Example of power ranges for operating GTs in the part-load control strategy.  

Number of operating 

turbines 𝑁𝐺𝑇 

Power for turbine 

switch-off (MW) 

Power range for operating turbines 

before the next switch-off (MW) 

9 52.2 46.4 < PGT ≤ 52.2 

8 46.4 40.6 < PGT ≤ 46.4 

7 40.6 34.8 < PGT ≤ 40.6 

6 34.8 29.0 < PGT ≤ 34.8 

5 29.0 23.2 < PGT ≤ 29.0 

4 23.2 17.4 < PGT ≤ 23.2 

3 17.4 11.6 < PGT ≤ 17.4 

2 11.6 5.8 < PGT ≤ 11.6 

1 5.8 2.9 < PGT ≤ 5.8 

0 2.9 - 
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As shown in Table 4.14, the GT park can operate from its nominal capacity 𝑃𝐺𝑇,𝑛𝑜𝑚 of 52.2 MW to the 

minimum allowable load limit equal to 50% of 𝑃𝐺𝑇,1,𝑛𝑜𝑚 (i.e. 2.9 MW). At 52.2 MW all nine machines 

operate at full load. For power lower than 52.2 MW, the nine machines operate in parallel at the same 

part-load until switching-off one of them and operating the other eight machines at full load for a total 

power of 46.4 MW, which is the power corresponding to the first switch-off. Thus, the power range for 

operation of 9 machines at the same part-load before the switch-off is 46.4-52.2 MW. This procedure is 

applied to determine other 𝑃𝐺𝑇 ranges of operating turbines, whose values are illustrated in the table. From 

these data, the number of operating turbines 𝑁𝐺𝑇 required to supply 𝑃𝐺𝑇,𝑒𝑓𝑓 at the hours of interest can be 

estimated, as shown in Table 4.13. The hourly powers supplied by the operating turbines (𝑃𝐺𝑇) are then 

reported. No turbine operates in case of hour 22:00 since 𝑃𝐺𝑇,𝑒𝑓𝑓 is below the minimum load limit for the 

park of 2.9 MW, thus 𝑃𝐺𝑇 is zero at this hour and the quantity corresponds to the negative unbalance 

power for which Producer may pay an economic penalty to TSO. After that, the hourly ratio PGT/PGT,nom 

can be calculated and corresponding hourly ratio 𝜂𝐺𝑇/𝜂𝐺𝑇,𝑛𝑜𝑚 can be derived by application of Equation 

(4.32). Given 𝜂𝐺𝑇,𝑛𝑜𝑚, hourly 𝜂𝐺𝑇 values of the GT park are then evaluated. 

In view of the technical performance assessment in step 6 of the procedure, in addition to the power 

produced from the GT park during the operating hours, the hourly fuel input power (𝑃𝑓𝑢𝑒𝑙) is required 

resulting from the fuel (natural gas) combustion in GTs. 𝑃𝑓𝑢𝑒𝑙 can be calculated based on the hourly PGT 

and ηGT values. Table 4.15 summarizes the results based on the example above reported. Hourly Pfuel can 

be obtained as ratio of 𝑃𝐺𝑇 to 𝜂𝐺𝑇 at each hour, thus fuel input power occurs only during the hours at 

which GTs effectively operate under the defined control strategy. 

Table 4.15. Example of estimation of hourly fuel consumption and CO2 emissions of the GT park. 

Hour 𝑃𝐺𝑇 (MW) 𝜂
𝐺𝑇

 (%) 𝑃𝑓𝑢𝑒𝑙 (MW) 𝑒𝐺𝐻𝐺,𝐺𝑇 (kgCO2eq) 

16:00 28.5 26% 107.9 21796 

17:00 22.6 24% 94.7 19130 

18:00 8.7 14% 61.1 12350 

19:00 4.1 10% 42.8 8639 

20:00 - - - - 

21:00 - - - - 

22:00 - - - - 

 

Moreover, for the sake of the environmental assessment, GHG emissions from the GT park are required, 

provided that emissions from the renewable power plant can be neglected as mentioned in the description 

of step 2. Hourly emissions (𝑒𝐺𝐻𝐺,𝐺𝑇), commonly expressed in units of CO2eq for a given period can be 

evaluated from 𝑃𝑓𝑢𝑒𝑙 values estimated at the same hours by assuming a typical emission factor per unit of 

fuel (natural gas) power. For example, typical emission factor values are 202 kg/MWhfuel in case of 
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aeroderivative GTs [229] and 185 kg/MWhfuel in case of micro GTs [230,536]. Referring to the example 

above mentioned, 𝑒𝐺𝐻𝐺,𝐺𝑇 values from aeroderivative turbines in the considered period are reported in 

Table 4.15.  

For the economic evaluation in the following step of the procedure, CAPEX and OPEX associated to the 

GT plant. Example of costs data for aeroderivative and micro GTs which may be used for application of 

the present methodology is available in the literature [230,474,537]. Equation (4.1) may be applied to 

adjust the economic data. Furthermore, in view of the integration of hybrid energy system into the grid, 

price associated to the selling of conventional electricity to the grid is needed for the analysis. It should 

be noted that they rely upon the time interval and local market considered in the analysis. The wholesale 

market electricity prices, commonly expressed in units of currency per MWh, may be retrieved from 

available statistical trends at national level over the desired period and associated to conventional 

electrical power produced from the GT park.  

Finally, the last information required for economic analysis is the price associated to GHG emissions from 

the GT plant, which may be a carbon allowance total direct GHG emissions from specific sectors in a cap-

and-trade system (e.g. emission trading scheme or ETS) or a pre-defined carbon tax on GHG emissions 

based on the policy adopted by local Government to reduce carbon emissions [538]. Information about 

the regional, national and subnational carbon pricing initiatives implemented, scheduled and under 

considerations, including the associated prices, is published every year by World Bank [539].  

4.4.7. Step 6: Calculation of sustainability indicators for the hybrid energy system 

In the final step of the methodology (step 6), the sustainability performance of the G2P hybrid energy 

system at the offshore site are assessed by using the information derived from the previous steps and 

calculating a set of indicators addressing technical, economic, environmental and societal aspects. The set 

is adapted from the indicators defined in the sustainability assessment model for P2G and P2L hybrid 

energy option in Section 4.3, with the aims to capture in a concise yet representative way specific features 

of G2P offshore hybrid energy systems. Clearly enough, the set is open to the addition of further indicators 

in view of an improved assessment.  

 

Compared to the technical indicators defined in the sustainability model in Section 4.3, one sole indicator 

is proposed in this methodology for assessing the technical performance of the G2P hybrid energy system: 

𝜂𝑒𝑙 = 
∑ (𝑃𝑟,𝑡 + 𝑃𝐺𝑇,𝑡)𝑇

𝑡=1

∑ (𝑃𝑟𝑒𝑛𝑒𝑤,𝑎𝑣𝑎𝑖𝑙,𝑡 + 𝑃𝑓𝑢𝑒𝑙,𝑡)𝑇
𝑡=1

                                                                                                                                (4.34) 
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where 𝜂𝑒𝑙 is the electrical efficiency of the offshore hybrid energy system, 𝑃𝑟 is the hourly real power 

produced from the renewable plant estimated in step 2, 𝑃𝐺𝑇 is the hourly power supplied by the GT park 

estimated in step 5, 𝑃𝑟𝑒𝑛𝑒𝑤,𝑎𝑣𝑎𝑖𝑙 is the hourly available renewable power estimated in step 1, 𝑃𝑓𝑢𝑒𝑙 is the 

hourly fuel consumption of the GT park calculated in step 5, “t” in pedix is the hour at which parameters 

are evaluated over the entire period of the analysis 𝑇. It is worth mentioning that energy losses occurring 

inter-array cables and export cable are neglected for calculation of Equation (4.34). 𝑃𝐺𝑇 and 𝑃𝑓𝑢𝑒𝑙 give a 

contribution only during the hours at which the GT park operates under the control strategy defined in 

step 5. Given the definition of the proposed indicator, the higher 𝜂𝑒𝑙, the higher technical performance of 

the hybrid energy system.  

 

Similar to the economic indicators defined in the sustainability model in Section 4.3, two indicators are 

proposed in the present methodology, i.e. the levelized cost of energy (LCOE) and the levelized value of 

energy (LVOE), by revising the definition of such standard economic metrics for power generation 

systems given in the literature [540]. All these parameters are expressed in units of currency per MWh of 

total electrical power produced from the hybrid energy system and intended for grid injection.  

LCOE is defined for the hybrid energy system as follows: 

𝐿𝐶𝑂𝐸 = 

𝐶𝐴𝑃𝐸𝑋𝑟𝑒𝑛𝑒𝑤 + 𝐶𝐴𝑃𝐸𝑋𝐺𝑇 + ∑ ( 
𝑂𝑃𝐸𝑋𝑟𝑒𝑛𝑒𝑤,𝑡 + 𝑂𝑃𝐸𝑋𝐺𝑇,𝑡

(1+
𝑟
𝑚

)𝑚
𝑇
𝑡=1  )

∑ ( 
𝑃𝑟,𝑡 + 𝑃𝐺𝑇,𝑡

(1+
𝑟
𝑚

)𝑚
𝑇
𝑡=1  )

                                                  (4.35) 

where CAPEX in units of currency is the capital expenditure associated to the renewable plant and GT 

park, OPEX is the operational expenditure in units of currency per hour evaluated at t-th hour over the 

analysed interval for the renewable plant and GT park, 𝑃𝑟 and 𝑃𝐺𝑇 are the hourly powers defined in 

Equation (4.34), “t” in pedix is the hour at which parameters are evaluated over the entire period of the 

analysis, 𝑇 is the total number of the hours in the period of the analysis, 𝑟 is the discount rate referred to 

the period 𝑇 and m is the number of hours in this period. As opposed to 𝜂𝑒𝑙, the lower LCOE, the higher 

economic performance of the hybrid energy system from the costs viewpoint. 

On the other hand, LVOE is calculated as follows: 

𝐿𝑉𝑂𝐸 = 

∑ ( 
𝑅𝑠𝑒𝑙𝑙,𝑡 + 𝑅𝑢𝑛𝑏+,𝑡 − 𝐶𝑢𝑛𝑏−,𝑡 − 𝐶𝑒𝐺𝐻𝐺

(1+
𝑟
𝑚

)𝑚
𝑇
𝑡=1  )

∑ ( 
𝑃𝑟,𝑡 + 𝑃𝐺𝑇,𝑡

(1+
𝑟
𝑚

)𝑚
𝑇
𝑡=1  )

                                                                                          (4.36) 
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where 𝑅𝑠𝑒𝑙𝑙 is the revenue gained at t-th hour of the analysed period from electrical power selling to the 

grid, 𝑅𝑢𝑛𝑏+ is the revenue gained at t-th hour of the analysed period due to positive unbalance of the 

produced power 𝑃𝑟 with respect to declared 𝑃𝑑 in the dispatching plan, 𝐶𝑢𝑛𝑏− is the cost paid at t-th hour 

of the analysed period due to negative unbalance of the produced power 𝑃𝑟 with respect to declared 𝑃𝑑 

which are not covered by the GT plant, 𝐶𝑒𝐺𝐻𝐺
 is the hourly cost associated to GHG emissions from the 

GT park, 𝑃𝑟 and 𝑃𝐺𝑇 are the hourly powers defined in Equation (4.34), “𝑡” in pedix is the hour at which 

parameters are evaluated over the entire period of the analysis 𝑇, 𝑟 is the discount rate referred to the 

period 𝑇 and 𝑚 is the number of hours in that period.  

Rsell at t-th hour in Equation (4.36) can be defined as follows: 

𝑅𝑠𝑒𝑙𝑙,𝑡 = 𝑃𝑟𝑖𝑐𝑒𝑒𝑙,𝑐𝑜𝑛𝑣  ∙  𝑃𝐺𝑇,𝑡 +  𝑃𝑟𝑖𝑐𝑒𝑒𝑙,𝑟𝑒𝑛𝑒𝑤 ∙  𝑃𝑟,𝑡                                                                                     (4.37) 

where 𝑃𝑟𝑖𝑐𝑒𝑒𝑙,𝑐𝑜𝑛𝑣 is the price in units of currency per MWh of conventional electrical power, 𝑃𝑟 and 𝑃𝐺𝑇 

are the hourly powers defined in Equation (4.34), 𝑃𝑟𝑖𝑐𝑒𝑒𝑙,𝑟𝑒𝑛𝑒𝑤 is the price in units of currency per MWh 

of renewable electrical power based on the national pull mechanism.  

Hourly 𝑅𝑢𝑛𝑏+ and 𝐶𝑢𝑛𝑏− in Equation (4.36) are calculated as: 

𝑅𝑢𝑛𝑏+,𝑡 = 𝑃𝑟𝑖𝑐𝑒𝑢𝑛𝑏+ ∙ 𝑃𝑢𝑛𝑏+,𝑡                                                                                                                (4.38) 

𝐶𝑢𝑛𝑏−,𝑡 = 𝑃𝑟𝑖𝑐𝑒𝑢𝑛𝑏− ∙ 𝑃𝑢𝑛𝑏−,𝑡                                                                                                                  (4.39) 

where 𝑃𝑟𝑖𝑐𝑒𝑢𝑛𝑏+ and 𝑃𝑟𝑖𝑐𝑒𝑢𝑛𝑏− are the prices in units of currency per MWh of positive and negative 

unbalances, respectively, collected in step 2, 𝑃𝑢𝑛𝑏+ is the hourly positive unbalance occurring when 𝑃𝑟 is 

greater than 𝑃𝑑 estimated once defined the dispatching plan in step 3 , 𝑃𝑢𝑛𝑏− is hourly negative unbalance 

occurring when 𝑃𝑟 is lower than 𝑃𝑑 and GTs cannot operate due to technical minimum load limit which 

can be estimated once defined the management of the GT park in step 5.  

𝐶𝐺𝐻𝐺  at t-th hour in Equation (4.36) is estimated as: 

𝐶𝐺𝐻𝐺 = 𝑃𝑟𝑖𝑐𝑒𝐺𝐻𝐺 ∙ 𝑒𝐺𝐻𝐺,𝐺𝑇,𝑡                                                                                                                           (4.40) 

where 𝑃𝑟𝑖𝑐𝑒𝐺𝐻𝐺 is the price in units of currency per mass of CO2eq emissions, 𝑒𝐺𝐻𝐺,𝐺𝑇 are the hourly 

GHG emissions from the GT park. 

 

Similar to the environmental indicator defined in sustainability model in Section 4.3, LGHG quantifying 

GHG emissions from the GT park divided by the total energy production over the analysed period is 

proposed in this methodology: 
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𝐿𝐺𝐻𝐺 = 
∑ 𝑒𝐺𝐻𝐺,𝐺𝑇,𝑡

𝑇
𝑡=1

∑ (𝑃𝑟,𝑡 + 𝑃𝐺𝑇,𝑡)𝑇
𝑡=1

                                                                                                                                  (4.41) 

where 𝑒𝐺𝐻𝐺,𝐺𝑇 are the hourly GHG emissions from the GT park calculated in step 5, 𝑃𝑟 and 𝑃𝐺𝑇 are the 

hourly powers defined in Equation (4.34), “𝑡” in pedix is the hour at which parameters are evaluated over 

the entire period of the analysis, 𝑇 is the total number of hours in the analysed period. Similar to LCOE, 

the lower LGHG, the higher environmental performance of the hybrid energy system. 

 

As discussed in the sustainability model in Section 4.3, the societal dimension of sustainability is 

preliminarily disregarded also in the description of this methodology. Throughout the present chapter 

(Section 4.5), some safety-related indicators which may be used to address this aspect of sustainability 

are defined.  

 

The indicators defined above allow the assessment of different aspects of sustainability. In order to 

quantify and communicate the overall performance of the system, aggregation of the indicators into a 

single-value metrics is recommended.  

The compensatory aggregation approach presented in the sustainability assessment methodology in 

Section 4.3 is proposed in the present method, since alternative G2P offshore hybrid energy systems 

producing the same product, i.e. renewable and conventional electricity for grid applications, are 

compared. Therefore, normalization based on proper references target values, weighting based time-

space-receptor criteria and individualist-egalitarian-hierarchist perspectives, and aggregation based on 

WAM and WGM methods are applied in order to calculate ASI indicator defined in Equation (4.18) or 

Equation (4.19) for each system under analysis. The details of these stages and related considerations are 

described in sub-Section 4.3.4.5. For the sake of the present model, target values for normalization of 

disaggregated indicators are intended to be reference values for the power generation technology, e.g. 

measures of the expected performance of the renewable energy plant in the near- or long-term future 

provided from projections available in the relevant literature. 

4.4.8. Step 7: Ranking of alternatives and sensitivity analysis 

The calculation of the indicators in the previous step allows to compare and rank different G2P offshore 

hybrid energy systems at a given site or the same G2P offshore hybrid energy system at different locations. 

The ranking can be performed from the viewpoint of different aspects (e.g. technical, economic, 
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environmental) and overall profile of sustainability. The considerations presented for sensitivity analysis 

in the sustainability model of Section 4.3 can be applied also in this method.  

 

4.5. Inherent safety assessment methodology 

In this section, the inherent safety assessment methodology proposed for P2G/P2L/G2P offshore hybrid 

energy options is described. An overview of the method, including details of the steps and proposed 

performance indicators are presented in the following paragraphs.  

4.5.1. Overview of the method 

Given the literature review reported in Chapter 3 (Sections 3.3 and 3.4), a systematic methodology is 

defined in this study assessing the inherent safety performance of offshore facilities where hazardous 

materials (chemicals, oil, natural gas) are present. A specific set of inherent safety and environmental 

protection KPIs is proposed based on consequences of potential accident scenarios with respect to 

different targets of concern in offshore oil & gas production installations, i.e. humans, assets and the 

marine environment. The method evaluates and ranks the different hazard sources, also considering the 

specific features of offshore facilities (multi-layer layout, high congestion, etc.). Moreover, it provides a 

database of references (e.g. specific classification of oil & gas process units, generic event trees of surface 

and subsea releases, typical credit factors of equipment releases), which ease its application in the early 

phase of the design. 

The proposed multi-target methodology can be used to compare the inherent safety performance of 

alternative designs of P2G/P2L/G2P offshore hybrid energy options at offshore oil & gas production sites. 

It is intended to be an efficient support tool to orient inherent safety-oriented choices by ranking units of 

the option and entire scheme for further detailed assessment (risk assessment and management of change). 

The method is suitable to complement with its safety focus the technical, economic and environmental 

considerations of sustainability, thus providing some metrics to address the societal aspect of the 

assessment models described in Sections 4.3 and 4.4.  

The flow chart of the methodology is illustrated in Figure 4.12. The first step of the method (step 0) 

encompasses the definition of the design options and characterization of the potential targets of interest. 

In the following steps (from 1 to 7), each design option is assessed separately. The single equipment units 

are classified and match with suitable release modes and credit factors. Next, event trees are associated to 

each release mode and damage parameters are estimated for each accident scenario by using well-known 

consequence simulation models. Finally, a set of inherent safety indicators is calculated for each unit and 

for the overall facility addressing specific targets of concern. Aggregated multi-target indicators are 
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obtained by means of normalization and weighting strategies. All these steps are described in detail in the 

following paragraphs.  

 

 

Figure 4.12. Flow chart of the inherent safety assessment model for P2G and P2L offshore hybrid energy options.  

 

4.5.2. Step 0: Definition of design options and characterization of targets 

The definition of process design options to be analysed is performed in step 0 by collecting specific input 

data summarized in Table 4.16. They consist of preliminary information about process and utilities, 

general layout and dimensions of the installation, equipment units and environmental conditions at the 

offshore location.  
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Table 4.16. Input data required for the inherent safety assessment methodology. 

Data about the process, utilities and equipment 

a) Materials (substances, composition, dangerous properties, physical properties, i.e. °API in case of oil), 

operating conditions (pressure, temperature), nominal flowrates, inventories 

b) General plant specifications (pipework diameter, main dimensions of the equipment units) 

c) Piping and Instrumentation Diagram (P&ID), if present 

Data about the installation 

d) Characteristics of the offshore structure (fixed/floating, manned/unmanned) 

e) Preliminary layout, dimensions, elevation (deck) of each equipment unit 

Data about the environment 

f) Meteo-marine parameters (water depth, average values of air temperature, sea surface temperature, wind speed, 

currents speed) 

g) Ships approaching the installation (supply vessel, shuttle tanker, work vessel, authority ship) 

 

Since a multi-target approach is developed, in step 0 potential targets should be identified based on the 

input data collected, and then characterized. In the present methodology, three categories of potential 

targets from a major accident are identified for offshore installations: humans, assets and the marine 

environment.  

Human targets in offshore context are found both on the decks of the installation (e.g. personnel involved 

in processing and/or maintenance operations) and on board of marine vessels approaching the facility.  

Asset targets can be divided into three main sub-categories. The first includes process and utility 

equipment containing hazardous material, whose damage may trigger secondary scenarios with potential 

accident escalation (i.e. domino accidents) [541,542]. The second asset sub-category contains all 

structural elements of the installation (e.g. legs, columns, beams and other critical component) whose 

damage may result in partial or total collapse of the structure, while the third sub-category groups the 

hulls of supply vessels.  

Environmental targets includes marine organisms which may be damaged in the different environmental 

compartments (sea surface, water column, seafloor, shoreline) based on the type of fluid released (oil, 

diesel, and chemicals such as glycol and CH3OH). The air compartment of the environment is typically 

not of concern in the assessment of offshore accidental releases, due to the rapid dilution of vapour and 

gas phases into the atmosphere [543].  

Oil spills can cause a damage to all four compartments, as proved by the review analysis of past accidents. 

However, in case of loss of containment events occurring at open sea, the sea surface and the water column 

are the first to be affected by oil [544]. As soon as oil is released, it starts immediately to spread over the 

sea surface creating a slick which causes damage to the organisms living in the proximity of the sea 

surface, particularly in case of high viscosity and low volatile oils (i.e. persistent slicks). In the water 

column, oil enters the upper layers of the sea in the form of suspended droplets, as well as dissolved oil 
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compounds. The environmental damage of this compartment tends to be attributed only to the dissolved 

oil fraction and is usually limited to a small extent due to the positive effect of the currents on the dilution 

of the extremely small fraction of hydrosoluble oil molecules which dissolve in water. The contamination 

of the seafloor occurs when oil droplets dispersed in the water column interact with the particles suspended 

in water, thus leading to aggregates which sink slowly down to the seabed. Sedimentation mainly occurs 

along coastal zones with shallow waters where particulate is abundant, and water is subjected to intense 

mixing [545]. As the oil slick and droplets in the contaminated water column are moved simultaneously 

by wind and currents, spilled oil has the potential to reach the shore and the low-depth seabed in front of 

it [546]. Therefore, seafloor and shoreline pollution can be considered as secondary processes in case of 

open sea spills. Overall, sea surface is considered in the present methodology as the main environmental 

compartment for the quantification of the consequences of oil spills, because this is the first compartment 

to be impacted by the oil and the one from which the contamination of the other compartments begins. 

On the other hand, as demonstrated by the review analysis of past chemical spills, water column is 

considered as the sole environmental compartment which may be polluted by spills of completely 

hydrosoluble chemicals.  

As a result, two sub-categories of targets are considered in this study as the environmental targets, i.e. sea 

surface compartment polluted by oil spills and water column compartment damaged by releases of soluble 

chemicals.  

Once the targets have been defined, a reference damage threshold should be assumed for each critical 

target in order to characterize the extent of the effects of potential accident scenarios in the following step 

of the procedure. Table 4.17 shows an example of threshold values proposed for the application of the 

present approach. Clearly enough, different thresholds may be considered depending on the framework 

of application and on the presence of specific requirements deriving e.g. from applicable technical 

standards or legislation. 
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Table 4.17. Threshold values of accident scenarios proposed in the inherent safety assessment model for each target.  

Accident scenario 

and related effect 

Target  

Humans Assets (Process 

and utility 

equipment) 

Assets 

(Facility 

structures) 

Assets 

(Marine 

structures) 

Marine 

environment 

(sea surface) 

Marine 

environment 

(water column) 

Flash fire - transient 

radiation 

½ Lower 

Flammability 

Limit (LFL), 

%vol 

n.c. n.c. n.c. - - 

Fireball - transient 

radiation 

7 kW/m2 15a – 50b 

kW/m2 

100 

kW/m2 

100 

kW/m2 

- - 

Jet fire - stationary 

radiation 

7 kW/m2 15a – 50b 

kW/m2 

100 

kW/m2 

100 

kW/m2 

- - 

Pool fire - 

stationary radiation 

7 kW/m2 15a – 50b 

kW/m2 

100 

kW/m2 

100 

kW/m2 

- - 

Vapour Cloud 

Explosion (VCE) - 

overpressure 

0.14 barg 0.16b – 0.22a 

barg 

0.50 barg 0.30 barg - - 

Physical/mechanical 

explosion - 

overpressure 

0.14 barg 0.16b – 0.22a 

barg 

0.50 barg 0.30 barg - - 

Toxic cloud in 

atmosphere - toxic 

concentration 

Immediately 

Dangerous to 

Life and 

Health 

(IDLH), ppm 

- - - - - 

Ecotoxic dissolved 

volume 

(hydrosoluble 

chemicals) - 

ecotoxic 

concentration 

- - - - - Predicted No 

Effect 

Concentration 

(PNEC) in 

marine water, 

mg/L 

Ecotoxic floating 

slick (oil) – slick 

thickness 

- - - - Thickness 

for lethal 

dose to 

organisms, 

𝜇m 

 

Apex “a”: atmospheric target equipment; apex “b” pressurized target equipment. n.c. stands for not applicable. 

 

Thresholds for human targets are based on technical documents as representing 1% probability of 

irreversible effects on individuals exposed to fire, explosion and toxic release [547–550].  

Domino escalation thresholds for offshore process and utility equipment are based on previous work by 

Cozzani et al. [551,552]. For other assets categories, heat load and blast overpressure proposed for design 

of offshore structures are selected on the basis of relevant technical report and standards [547,553]. Toxic 

effects are not of concern for this target category.  
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With respect to the pollution of marine environment, the damage to the ecosystems may be caused by 

different environmental stress mechanisms (e.g. chemical stress, physical stress, particulate stress of 

droplets, burial stress, etc.) on the relevant environmental compartment [554]. The present methodology 

focuses on the chemical stressor (eco-toxicity), as it is closely related to the accidental releases and can 

affect all the considered compartments. In case of pollution of sea surface due to oil spills, the thickness 

of the floating slick causing lethal damage of seabirds, dolphins, sea otters, sea bears and other mammals 

living on the sea surface [555] is assumed as the threshold value. The most obvious impact of oil on these 

organisms is the fouling of their plumage or fur or skin, causing the loss of the insulation properties of 

their outer protective layer and thus their death by hypothermia [451]. On the other hand, PNEC of the 

chemical compound on sea birds, fishes, sea plants during long term or short term exposure 

[469,554,556,557] is conservatively assumed as the limit value for environmental pollution of water 

column due to chemicals dissolution. 

As the different targets can be present in different spatial zones around the facility, it is not possible to 

directly compare the KPIs related to different target categories. Thus, a normalization based on the 

characterization of the spatial zones where the targets are present (i.e. vulnerability zones for a target) will 

be used in steps 5 and 6 of the procedure illustrated in Figure 4.12. The plan view area of the vulnerability 

zone will be used as normalization factor, which is the “yardstick” for defining the relative magnitude of 

the potential accident scenarios in the normalization process. Table 4.18 reports examples of these area 

for each target of concern.  

Table 4.18. Reference vulnerability areas proposed in the inherent safety assessment model for each target of concern. 

Target Humans Assets (Process 

and utility 

equipment) 

Assets (Facility 

structures) 

Assets 

(Marine 

structures) 

Marine 

environment 

Vulnerability area 

(m2) 

Plan view area 

of the topside 

(case-specific) 

Plan view area 

of the topside 

(case-specific) 

Plan view area 

of the topside 

(case-specific) 

Circle area of 

the safety zone 

(500 m radius) 

Circle area of the 

safety zone (500 m 

radius) 

 

As shown in Table 4.18, the plan view area of the topside is proposed for human targets, process and 

utility equipment and facility structures. On the other hand, for marine assets structures and marine 

environment targets, the 500 m radius safety zone around the installation established by European 

Authorities for ship/installation collision avoidance [72,558–560] is suggested as impact area. It must be 

remarked that in case of sea surface compartment polluted by oil spills, the impact area may be covered 

several orders of magnitudes. As a consequence, the estimation of normalization factor seems to be more 

complex than the other targets and cannot ignore the definition of case studies. Nevertheless, the circle 

area of the safety zone (or at most multiples of it) can be preliminarily assumed as first try for the purpose 

of normalization.  
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4.5.3. Step 1: Classification of units and identification of release modes 

As shown in Figure 4.12, the starting point for the application of the procedure is the identification of 

equipment units and assignment of release modes for each offshore design option selected for the analysis. 

A classification of equipment based on its function was developed. A suitable scheme of eight general 

categories is proposed in Table 4.19 based on an in-depth analysis of the most common process and utility 

equipment used in offshore oil & gas facilities. From each main category, one or more sub-categories are 

derived specifying some equipment features. 

Table 4.19. Functional categorization proposed for equipment of offshore production oil & gas facilities. 

General categories Sub-categories Code 

Process/storage vessel Atmospheric vessel (storage tank, degasser, column, cryogenic tank, etc.)  EQ1.1 

 Pressurized vessel (separator, column, knock-out drum, scrubber, etc.) EQ1.2 

 Filter (cartridge, basket, plate screen, etc.) EQ1.3 

Heat exchanger Shell & Tube, plate, air-cooler EQ2.1 

Flare/vent system HP/LP vent, HP/LP flare EQ3.1 

Pipe Sealine EQ4.1 

 Riser (steel fixed, flexible), umbilical EQ4.2 

 Process piping, manifold, header EQ4.3 

Pressure change equipment Pump (centrifugal, reciprocating) EQ5.1 

 Compressor (centrifugal, reciprocating) EQ5.2 

Wellhead Surface, subsea EQ6.1 

Pig trap   Launchers, receivers EQ7.1 

Others Purge burner, reactor, etc. EQ8.1 

HP: high pressure, LP: low pressure 

 

Reference release modes for the possible offshore critical events are associated to each category of 

equipment. Critical events in offshore production oil & gas facilities are linked to the loss of containment 

of hydrocarbons and chemicals from process equipment and pipework [71,561–565]. The definition of 

reference release modes is used to characterize loss of containment events in terms of release geometry, 

duration, entity or conditions [566–569]. On the other hand, the wide availability and variability of 

techniques for the identification of appropriate release categories may create inconsistencies when applied 

to different types of equipment. For this reason, in the current methodology a set of four reference release 

modes is applied (Table 4.20). Table 4.21 matches the proposed release modes with the equipment 

categories proposed in Table 4.19.  
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Table 4.20. Proposed set of reference release modes associated to equipment units.  

Reference release mode  Code 

Small leak, continuous release from a 10 mm equivalent diameter hole R1 

Medium leak, continuous release from a 50 mm equivalent diameter hole R2 

Catastrophic 

rupture 

Instantaneous release of the inventory R3a 

Continuous release from a full-bore rupture of the main pip connected to the equipment R3b 

 

 
Table 4.21. Association of reference event tree codes to release modes of equipment units.   

Equipment EQ Post-release substance state  R1  R2  R3a  R3b  

EQ1.1 Atmospheric vessel Liquid  a) a) b) a) 

 Gas d) d) e) d) 

 Liquid-Gas g) g) h) g) 

EQ1.2 Pressurized vessel Liquid a) a) c) a) 

Gas d) d) f) d) 

Liquid-Gas g) g) i) g) 

EQ1.3 Filter Liquid a) a) b) a) 

Gas d) d) f) d) 

Liquid-Gas g) g) i) g) 

EQ2.1 Heat exchanger Liquid a) a) b) a) 

Gas d) d) f) d) 

Liquid-Gas g) g) i) g) 

EQ3.1 Flare/vent system Gas d) d) f) d) 

EQ4.1 Sealine Liquid l)* l)* - l)* 

Gas m)* m)* - m)* 

Liquid-Gas n)* n)* - n)* 

EQ4.2 Riser, umbilical Liquid a) / l)* a) / l)* - a) / l)* 

Gas d) / m)* d) / m)* - d) / m)* 

Liquid-Gas g) / n)* g) / n)* - g) / n)* 

EQ4.3 Manifold, header Gas d) / m)* d) / m)* - d) / m)* 

Liquid-Gas f) / n)* f) / n)* - f) / n)* 

EQ5.1 Pump Liquid a) a) - a) 

Liquid-Gas g) g) - g) 

EQ5.2 Compressor Gas d) d) - d) 

EQ6.1 Wellhead Gas d) / m)* d) / m)* - d) / m)* 

Liquid-Gas g) / n)* g) / n)* - g) / n)* 

EQ7.1 Pig trap Liquid a) a) c) a) 

Gas d) d) f) d) 

Liquid-Gas g) g) i) g) 

R1, R2, R3a and R3b are the reference release modes defined in Table 4.20. Letters a to l identify the reference event tree 

corresponding to the release, as reported in Appendix C. The codes marked with star (*) refer to a release below the water 

level. 

 

4.5.4. Step 2: Assignment of credit factors to release modes 

Credit factors are used in the present methodology in order to provide different weight to the credibility 

of the possible loss of containment events of concern for an equipment. As a matter of facts, equipment 

units, due to the inherent characteristics of their design and operation mode (multiple connections, moving 
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parts, safety margins, pressure cycles, etc.) have different likelihood to occur in a given release mode. 

Credit factors are based on expected equipment leak frequency data.  

In step 2 of the proposed approach, credit factors are calculated as the frequency of the reference release 

modes defined in Table 4.20 to occur for the equipment unit of interest. In the methodology, it is advised 

to use as credit factors the specific release frequencies reported in the technical literature for offshore oil 

& gas equipment [570–575].  

If the P&IDs of the facility are available as input data, a detailed analysis is also possible, based on parts 

count of the items and release frequencies obtained from past data repositories [576–579].  

Otherwise, generic data can be selected from a reference table of credit factors for different equipment 

classes illustrated in Table 4.22, which is developed in this study from a survey of several P&IDs of 

offshore oil & gas facilities. The specific value to be used in the proposed ranges in Table 4.22 should be 

selected depending on the level of complexity of the equipment (e.g. many flanged connections, 

instruments and valves correspond to the upper bound of the range) and age/maintenance status of the 

plant. Furthermore, modifications of the adopted credit factors may be applied to equipment not in 

permanent service (e.g. test separators). In this case the credit factor may be scaled by a utilization factor 

equal to the ratio of the working hours of the equipment to the yearly service hours of the plant. 
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Table 4.22. Example of ranges of credit factors proposed for releases from offshore oil & gas equipment.  

Equipment EQ R1  R2  R3a  R3b  

EQ1.1 Storage vessels 

(chemicals, diesel 

tanks) 

2.2 ∙ 10-3 ÷ 1.1 ∙ 

10-2 

7.6 ∙ 10-4 ÷ 3.7 ∙ 

10-3 

2.7 ∙ 10-5 ÷ 2.4 ∙ 

10-4 

n.a. 

Process vessels (oily 

drains tanks, oil-water 

degasser/separators) 

4.0 ∙ 10-3 ÷ 1.2 ∙ 

10-2 

1.1 ∙ 10-3 ÷ 2.3 ∙ 

10-3 

1.1 ∙ 10-3 ÷ 1.6 ∙ 

10-3  

1.1 ∙ 10-3 ÷ 1.6 ∙ 

10-3 

EQ1.2  Production separators 7.1 ∙ 10-3 ÷ 2.0 ∙ 

10-2 

1.3 ∙ 10-3 ÷ 1.7 ∙ 

10-2 

3.0 ∙ 10-4 ÷ 1.0 ∙ 

10-3 

3.0 ∙ 10-4 ÷ 1.0 ∙ 

10-3 

Other vessels (knock-

out drum, coalescer, 

scrubber) 

6.8 ∙ 10-3 ÷ 1.8 ∙ 

10-2 

1.1 ∙ 10-3 ÷ 9.7 ∙ 

10-3 

2.5 ∙ 10-4 ÷ 4.8 ∙ 

10-4 

2.5 ∙ 10-4 ÷ 4.8 ∙ 

10-4 

EQ1.3 Filter 3.7 ∙ 10-3 ÷ 1.6 ∙ 

10-2 

6.7 ∙ 10-4 ÷ 2.8 ∙ 

10-3 

2.3 ∙ 10-4 ÷ 3.9 ∙ 

10-4 

2.3 ∙ 10-4 ÷ 3.9 ∙ 

10-4 

EQ2.1 Shell & Tube (HC 

shell/tube side) 

4.4 ∙ 10-3 ÷ 2.3 ∙ 

10-2 

6.2 ∙ 10-4 ÷ 3.2 ∙ 

10-3 

3.0 ∙ 10-4 ÷ 1.5 ∙ 

10-3 

3.0 ∙ 10-4 ÷ 1.5 ∙ 

10-3 

EQ3.1  Flare/vent system Case-specific 

EQ4.1   Sealine 4.9 ∙ 10-4 ÷ 1.2 ∙ 

10-3 

7.6 ∙ 10-5 ÷ 2.2 ∙ 

10-4 

n.a. 3.9 ∙ 10-5 ÷ 1.0 ∙ 

10-4 

EQ4.2 Steel riser, umbilical 4.3 ∙ 10-4 ÷ 1.1 ∙ 

10-3 

7.5 ∙ 10-5 ÷ 3.4 ∙ 

10-4 

n.a. 3.9 ∙ 10-5 ÷ 1.6 ∙ 

10-4 

EQ4.3 Manifold, header 1.0 ∙ 10-3 ÷ 4.1 ∙ 

10-3 

1.5 ∙ 10-4 ÷ 6.9 ∙ 

10-4 

n.a. 1.4 ∙ 10-5 ÷ 2.8 ∙ 

10-4 

EQ5.1 Reciprocating pump 5.1 ∙ 10-3 ÷ 1.4 ∙ 

10-2 

1.2 ∙ 10-3 ÷ 3.1 ∙ 

10-3 

n.a. 8.0 ∙ 10-4 

Centrifugal pump 6.9 ∙ 10-3 ÷ 1.7 ∙ 

10-2 

7.2 ∙ 10-4 ÷ 2.3 ∙ 

10-3 

n.a. 1.3 ∙ 10-4 ÷ 5.1 ∙ 

10-4 

EQ5.2 Reciprocating 

compressor 

5.0 ∙ 10-2 ÷ 8.0 ∙ 

10-2 

6.0 ∙ 10-3 ÷ 9.0 ∙ 

10-3 

n.a. 1.0 ∙ 10-3 ÷ 3.0 ∙ 

10-3 

Centrifugal 

compressor 

1.2 ∙ 10-2  ÷ 1.6 ∙ 

10-2 

1.4 ∙ 10-3  ÷ 1.9 ∙ 

10-3 

n.a. 3.1 ∙ 10-4  ÷ 3.9 ∙ 

10-4 

EQ6.1 Surface wellhead 7.5 ∙ 10-6 ÷ 1.3 ∙ 

10-5 

7.2 ∙ 10-6 ÷ 1.3 ∙ 

10-5 

n.a. 4.4 ∙ 10-6 ÷ 3.1 ∙ 

10-5 

Subsea wellhead 1.1 ∙ 10-6 ÷ 1.9 ∙ 

10-5 

1.0 ∙ 10-6 ÷ 1.8 ∙ 

10-6 

n.a. 6.3 ∙ 10-7 ÷ 2.3 ∙ 

10-5 

EQ7.1 Launchers 7.2 ∙ 10-3 ÷ 1.2 ∙ 

10-2 

1.6 ∙ 10-3 ÷ 2.4 ∙ 

10-3 

8.1 ∙ 10-4 ÷ 1.1 ∙ 

10-3 

8.1 ∙ 10-4 ÷ 1.1 ∙ 

10-3 

EQ8.1  Others Case-specific 

n.a. stands for not applicable. R1, R2, R3a and R3b are the reference release modes defined in Table 4.20. 

 

4.5.5. Step 3: Characterization of accident scenarios 

Step 3 of the proposed methodology links the release modes to major accident scenarios associated to 

each unit, e.g. pool fire, fireball, toxic dispersion, etc. Coherently with established consequence analysis 

methods, post-release event trees are used for this task. While case-specific event trees can be built with 

a number of consolidated techniques [567–569], the standardized characteristics of the equipment and 
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operations in the offshore oil & gas industry allowed developing a customized set of reference event trees 

applicable to the present assessment.  

Appendix C reports the proposed set of generic event trees. Event trees are associated to each release 

mode on the basis of the equipment category (Table 4.19) and physical state of substance after the release 

(liquid phase, gas phase, gas/liquid mixture) according to the scheme reported in Table 4.21. Since in the 

offshore context a unit or part of it may be located below the sea level, specific event trees are proposed 

to account for the cases of subsea release in addition to those developed for surface releases. The reference 

event trees from Appendix C must be pruned accounting for the specific characteristics of the released 

material (e.g. if non-toxic materials are released, the branches related to “toxic cloud” are neglected). The 

event trees may be customized to include specific results of HazOp, bow-tie analysis or of other hazard 

identification techniques, and, in particular, to include the action of safety systems for the mitigation of 

release consequences. 

4.5.6. Step 4: Calculation of damage parameters 

In step 4 of the procedure illustrated in Figure 4.12, the consequence analysis of each accident scenario 

following the release mode of each unit is carried out, in order to calculate the damage parameter 

addressing each of the targets of concern (human, assets, sea surface, water column)  

The damage parameter for humans and assets targets are defined in this study as the maximum horizontal 

distance from the unit where the effect associated to fire/explosion/toxic scenarios reaches the threshold 

value defined in Table 4.17 and the target may be present. The calculation of the physical effects of a 

scenario is performed by using suitable consequence models [569,580–591]. Several models and 

commercial software tools are available in the literature and may be used for the purpose, e.g. Process 

hazard analysis software (PHAST) by DNV GL [592] and ALOHA hazard modelling program for the 

CAMEO software suite by EPA [593], commonly adopted for consequence analysis of atmospheric 

releases.  

Concerning the sea surface compartment impacted by possible surface oil spills, different damage 

parameters may be estimated in this methodology with different levels of detail, based on the desired 

complexity of the analysis as well as availability of simulation tools for predicting fates and effects of oil 

spills into the sea, e.g. the freeware software by NOAA, i.e. Automated Data Inquiry for Oil Spills 

(ADIOS) [594] and General NOAA Operational Modeling Environment (GNOME) [595], and the 

licensed software by SINTEF, i.e. Oil Spill Contingency and Response (OSCAR) [596] and Oil 

Weathering Model (OWM) [597]. The proposed damage parameters are briefly described in the following 

including some features for their estimation.  
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The simplest damage parameter for sea surface pollution (i.e. level 1 of detail) is considered in this study 

as the oil mass spilled into the sea, which can be estimated by using release categories in Table 4.20 and 

release source models available in the literature, without the need for any simulation tool and threshold 

value.  

Higher-level damage parameters quantifying the impact of oil spills on the sea surface (i.e. level 2 of 

detail) are the trend over time of the oil mass in the slick or the trend over time of the oil mass in the thick 

slick (i.e. with a thickness equal or greater than the threshold value in Table 4.17), and the persistence of 

the oil mass in the slick over a given time. The calculation of these parameters depends on the simulation 

tool adopted for consequence analysis and, in particular, on the ability to represent the slick as much 

realistically as possible, the simulation time, the ability to consider oil release temperature (estimated with 

the spilled mass using release source models), air and sea surface temperatures (collected in input data in 

Table 4.16), the ability to account for the wind and currents fields in the site.  

With respect to the oil fate simulation tools mentioned above, GNOME is not able to take into account 

any value of mentioned temperatures, ADIOS and OWM tools consider thermal equilibrium between air, 

water and release, thus requiring to specify only one value. OSCAR distinguishes between the three 

temperatures, thus all three values are needed in input. Concerning the environmental data, ADIOS, OWM 

and GNOME evaluates only the wind speed for modelling, while OSCAR also the currents speed. Except 

for ADIOS which has a limit in the released mass in input (between 320 kg e 79415 t), the tools are able 

to simulate all the possible values of oil mass. For accidental spills with a relatively short duration 

(instantaneous or continuous spills with a duration of about 10 minutes), it is advised to simulate the 

releases as instantaneous with ADIOS, GNOME and OWM, while setting a minimum duration time with 

OSCAR (e.g. 1 hour) since it requires this parameter in addition to the released mass without allowing the 

instantaneous spill simulation.  

Furthermore, all the softwares can provide the oil budget (i.e. oil mass balance) over the time; GNOME, 

ADIOS and OWM tools have a limit time for simulation (three days for GNOME, while five days for 

others), OSCAR does not pose limits on simulation time (i.e. a limit time cannot be identified).  

It is worth mentioning that an oil spill on the sea surface leads to a slick characterized by a first expansion 

phase until a maximum condition is reached and then a reduction phase until exhausting at the end of its 

lifetime. Only OSCAR tool allows to simulate both the phases, while ADIOS, GNOME and OWM 

consider the sole expansion phase and provide in outputs results until the end of this phase (if the 

expansion phase duration is lower than the limit time imposed by the software) or until their limit time (if 

the expansion phase duration is greater than the limit time imposed by the software). Moreover, ADIOS, 

GNOME and OWM model the slick as homogeneous entity, i.e. with variable thickness over time but 
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spatially uniform in each point of the slick; whereas, OSCAR considers a variable slick thickness over 

space and time, i.e. a realistic representation of the slick. As a result, ADIOS, GNOME and OWM allow 

to estimate the oil mass in the slick over the simulation time limit; OSCAR provides the oil mass in the 

eco-toxic thick slick over the entire lifetime of the thick slick (i.e. time where the slick show a thickness 

equal or greater to the threshold value somewhere). 

The most sophisticated damage parameters for environmental targets over the sea surface (i.e. level 3 of 

detail) are considered related to the geometric features of the oil slick, i.e. surface area of the slick or of 

the thick slick (with a thickness equal or greater than the threshold value in Table 4.17) and its persistence 

over a given time. These parameters can be estimated by means of a limited number of tools, e.g. OSCAR 

and ADIOS with differences imposed by the characteristics (and limits) of the software, as described in 

the considerations above.  

Lastly, in this research project one sole damage parameter is considered to quantify the water column 

pollution due to possible surface spills of completely soluble chemicals: this is the polluted volume of 

water derived from the ratio of the spilled mass of the chemical compound to the corresponding threshold 

value reported in Table 4.17. For the sake of simplicity and scares availability of suitable simulation tools, 

in this study such a parameter is estimated as radius of a hypothetical cylinder with volume equal to the 

calculated polluted volume and height equal to a water depth of 50 m. The latter value is assumed as the 

maximum limit in depth for water column contamination, also based on the results of simulations 

involving different chemical compounds in Oil Spill Contingency and Response (OSCAR) [596]. 

Offshore installations are characterized by a multi-level layout. The basic features of the preliminary 

layout (e.g. release point location, congested volumes) should be taken into account in the accident 

scenario simulation. Particular attention should be given to the simulation of liquid releases and sub-sea 

releases. The typical use of grated surfaces in offshore facilities results in liquid pools formed at sea level 

rather than at the elevation of the unit originating the release. Simulation of releases from equipment 

which are partially or totally submerged, e.g. risers or subsea items, must take into account the dispersion 

phenomena both below and above the sea surface. In order to obtain worst case consequences (maximum 

values of damage parameters), release orientation, target elevation, atmospheric conditions and marine 

conditions shall be appropriately selected among credible values in order to obtain the worst credible 

cases. 

4.5.7. Step 5: Calculation of unit inherent safety KPIs 

For each unit of the design option, in step 5 of the procedure, a set of two inherent safety KPIs is calculated 

addressing each target of interest: both indicators provide a quantification of the inherent safety 

performance of the units but focus on specific aspects of interest for early design stages.  
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The first KPIs is called potential hazard index (PI), which captures the worst-case accident scenario in 

terms of highest damage parameters within the release categories of the unit. Being independent from the 

credit factors, they rely upon design choices, e.g. operative conditions, unit inventories and equipment 

locations. Whereas, the second KPI, named inherent hazard index (HI), is calculated by weighting the 

damage parameters with credit factors associated to releases of the unit [426]. Therefore, this latter metric 

introduces the role of the safety score of the equipment unit used in the operation, anticipating the safety 

performance assessment typically defined only in the later detailed design stages of a project. By ranking 

the hazard level of potentially and credibly critical units, the proposed KPIs allow to limit time and costs 

for the offshore project and thus to address inherently safer solutions during the early design phase. It is 

worth noting that the proposed indicators both show lower values as the inherent safety performance of 

the unit increases. The procedure for the calculation of these KPIs is described in the following for each 

target of concern. 

For humans, the unit inherent safety KPIs are defined as follows: 

𝐻𝑃𝐼𝑘 =  𝜋 max
𝑖

(max
𝑗

𝑑𝑖,𝑗,𝑘
2 )                                                                                                                                                  (4.42) 

𝐻𝐻𝐼𝑘 =  𝜋 ∑ (𝑐𝑓𝑖,𝑘 ∙ max
𝑗

𝑑𝑖,𝑗,𝑘
2

𝑖 )                                                                                                                                      (4.43) 

where HPI is the potential hazard index addressing the human target for the k-th unit (in m2), HHI is the 

inherent hazard index addressing the human target for the k-th unit (in m2/y), 𝑑 is the damage parameter 

for the human target (in m) associated to the j-th accident scenario following the i-th release mode of the 

k-th unit, 𝑐𝑓 is the credit factor (in 1/y) assigned to the i-th release mode of the k-th unit. The distance 𝑑 

is estimated by means of consequence analysis as described in step 4, while 𝑐𝑓 is attributed to equipment 

release as described in step 3. As a matter of facts, HPI represents the maximum impact area derived from 

the worst-case accident scenario affecting humans among those originated from the unit reference release 

modes, while HHI is the credible damage area from the unit releases. 

Concerning the assets, the unit inherent safety KPIs are defined for each category (process and utility 

equipment, facility structures, marine structures) as follows: 

𝐴𝑃𝐼𝑙,𝑘 =  𝜋 max
𝑖

(max
𝑗

𝑒𝑖,𝑗,𝑘,𝑙
2 )                                                                                                                                                  (4.44) 

𝐴𝐻𝐼𝑙,𝑘 =  𝜋 ∑ (𝑐𝑓𝑖,𝑘 ∙ max
𝑗

𝑒𝑖,𝑗,𝑘,𝑙
2

𝑖 )                                                                                                                                      (4.45) 
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where API is the potential hazard index addressing the l-th assets category for the k-th unit (in m2), AHI 

is the inherent hazard index addressing the l-th assets category for the k-th unit (in m2/y), 𝑒 is the damage 

parameter addressing l-th assets category (in m) defined in step 5 for the j-th accident scenario following 

the i-th release mode of the k-th unit, 𝑐𝑓 is the credit factor defined in Equation (4.43). The distance 𝑒 is 

estimated by means of consequence analysis as described in step 4, while 𝑐𝑓 is attributed to equipment 

release as described in step 3. Given similar equations, API and AHI have the same meaning and unit of 

measure reported above for KPIs addressing human targets. A set of three potential KPIs and of three 

inherent KPIs may be at the most obtained for the assets target. 

For the environmental damage of sea surface and water column compartments, a different calculation of 

the unit inherent safety KPIs is proposed with respect to human and assets targets. As explained above, 

different types of damage parameters are considered addressing the vulnerable targets living along water 

column impacted by chemical spills and the vulnerable targets on the sea surface polluted by oil spills. 

Therefore, a different definition of KPIs associated to chemical releases and oil spills into the sea is 

provided in this study, as described in the following. 

The potential and inherent KPIs associated to chemical releases are defined as follows: 

𝐸𝑃𝐼𝑐ℎ𝑒𝑚,𝑘 =  𝜋 max
𝑖

𝑔𝑖,𝑘
2                                                                                                                                     (4.46) 

𝐸𝐻𝐼𝑐ℎ𝑒𝑚,𝑘 =  𝜋 ∑ (𝑐𝑓𝑖,𝑘 ∙ 𝑔𝑖,𝑘
2

𝑖 )                                                                                                                  (4.47) 

where 𝐸𝑃𝐼𝑐ℎ𝑒𝑚 (in m2) and 𝐸𝐻𝐼𝑐ℎ𝑒𝑚 (in m2/y) are the potential hazard index and inherent hazard index, 

respectively, addressing the water column target due to chemical spills derived from the k-th unit, 𝑔 is the 

damage parameter for water column target (in m) following the i-th release mode of the k-th unit, 𝑐𝑓 is 

the credit factor defined in Equation (4.43). The distance 𝑔 is estimated from the polluted water column 

as described in step 4, while 𝑐𝑓 is attributed to equipment release as described in step 3. 

Concerning the KPIs related to oil spills, three levels KPIs are defined in this research project with an 

increasing level of detail from the first to the third, corresponding to three levels of damage parameters 

described in step 4 of the method. It should be noted that such KPIs are alternative for quantification of 

the hazard level of oil leakages; the selection of suitable KPI is dependent upon the availability of data 

for the analysis and simulation tools for oil fate modelling.  

The level 1 KPIs for oil spill hazard quantification are associated to the oil mass spilled into the sea and 

can be calculated as follows: 
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𝐸𝑃𝐼𝑜𝑖𝑙1.1,𝑘 =  max
𝑖

𝑚𝑜𝑖𝑙−𝑟𝑒𝑙,𝑖,𝑘                                                                                                                                              (4.48) 

𝐸𝐻𝐼𝑜𝑖𝑙1.1,𝑘 =  ∑ (𝑐𝑓𝑖,𝑘 ∙ 𝑚𝑜𝑖𝑙−𝑟𝑒𝑙,𝑖,𝑘)𝑖                                                                                                                                (4.49) 

where 𝐸𝑃𝐼𝑜𝑖𝑙1.1 is the potential hazard indicator of level 1 addressing the environment target on the sea 

surface due to oil spills derived from the k-th unit (in units of tons), 𝐸𝐻𝐼𝑜𝑖𝑙1.1 is the inherent hazard 

indicator of level 1 addressing the environment target on the sea surface due to oil spills derived from the 

k-th unit (in tons/y), 𝑚𝑜𝑖𝑙−𝑟𝑒𝑙 is the oil mass spill following the i-th release mode from the k-th unit (in 

units of tons), cf is the credit factor defined in Equation (4.43). 𝑚𝑜𝑖𝑙−𝑟𝑒𝑙 is estimated as described in step 

4, while 𝑐𝑓 is attributed to equipment release as described in step 3. Clearly enough, avoiding the use of 

simulation tools for consequences of oil fate, the proposed two KPIs represent a preliminary estimation 

of the potential and credible hazard associated to the oil spill from the unit.  

The level 2 KPIs for quantification of oil leak hazard can be divided into two sub-level indicators: level 

2.1 KPIs are based on the sole oil mass in slick, while level 2.2 KPIs are based on both oil mass in the 

slick (or thick slick) and its persistence over a limit time (or thick slick lifetime). It must be remarked that 

the expressions of these KPIs may be different according to the simulation software used, given 

unavoidable differences (and limits) of the tools. KPIs of level 2.1 can be calculated as follows: 

𝐸𝑃𝐼𝑜𝑖𝑙2.1,𝑘 =  min
𝑡=0÷𝑡𝑙𝑖𝑚

(max
𝑖

𝑚𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡))                                                                                                                         (4.50) 

𝐸𝐻𝐼𝑜𝑖𝑙2.1,𝑘 =  min
𝑡=0÷𝑡𝑙𝑖𝑚

(∑ (𝑐𝑓𝑖,𝑘 ∙ 𝑚𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)))𝑖                                                                                                             (4.51) 

where 𝐸𝑃𝐼𝑜𝑖𝑙2.1 is the potential hazard indicator of level 2.1 addressing the environment target on the sea 

surface due to oil spills derived from the k-th unit (in units of tons), 𝐸𝐻𝐼𝑜𝑖𝑙2.1 is the inherent hazard 

indicator of level 2.1 addressing the environment target on the sea surface due to oil spills derived from 

the k-th unit (in units of tons/y), 𝑚𝑜𝑖𝑙−𝑠𝑙 is the oil mass in the slick following the i-th release mode from 

the k-th unit as function of time t (in units of tons), 𝑡𝑙𝑖𝑚 is the limit time imposed by the simulation 

software (e.g. ADIOS, GNOME, OWM), 𝑐𝑓 is the credit factor defined in Equation (4.43). 𝑚𝑜𝑖𝑙−𝑠𝑙 and 

𝑡𝑙𝑖𝑚 are estimated as described in step 5 for given simulation tools. Given the considerations reported 

above in the estimation of damage parameters (step 4), it is worth mentioning that Equations (4.50) and 

(4.51) can be calculated only by using ADIOS, GNOME and OWM tools. In case of OSCAR software, 

as the thick slick extinguishes at a given time, the oil mass in the thick slick becomes null, thus level 2.1 

KPI would lose its content.  

KPIs of level 2.2 are defined as follows: 

𝐸𝑃𝐼𝑜𝑖𝑙2.2,𝑘 =  ∫ (max
𝑖

𝑚𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)) 𝑑𝑡
𝑡𝑙𝑖𝑚

0
                                                                                                                        (4.52) 
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𝐸𝐻𝐼𝑜𝑖𝑙2.2,𝑘 =  ∫ (∑ (𝑐𝑓𝑖,𝑘 ∙ 𝑚𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)))𝑖 𝑑𝑡
𝑡𝑙𝑖𝑚

0
                                                                                                             (4.53) 

where 𝐸𝑃𝐼𝑜𝑖𝑙2.2 is the potential hazard indicator of level 2.2 addressing the environment target on the sea 

surface due to oil spills derived from the k-th unit (in units of tons ∙ d), 𝐸𝐻𝐼𝑜𝑖𝑙2.2 is the inherent hazard 

indicator of level 2.2 addressing the environment target on the sea surface due to oil spills derived from 

the k-th unit (in units of tons ∙ d /y), 𝑚𝑜𝑖𝑙−𝑠𝑙 is the oil mass in the slick defined in Equation (4.50), 𝑡𝑙𝑖𝑚 is 

the limit time imposed by the simulation software (e.g. ADIOS, GNOME, OWM), 𝑐𝑓 is the credit factor 

defined in Equation (4.43). Given the considerations reported above in the estimation of damage 

parameters (step 4), it is worth noting that Equations (4.52) and (4.53) can be calculated by using ADIOS, 

GNOME and OWM tools. In case of adoption of OSCAR software, the equations to be applied are: 

𝐸𝑃𝐼𝑜𝑖𝑙2.2,𝑘 =  ∫ (max
𝑖

𝑚𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡)) 𝑑𝑡
∝

0
                                                                                                                        (4.54) 

𝐸𝐻𝐼𝑜𝑖𝑙2.2,𝑘 =  ∫ (∑ (𝑐𝑓𝑖,𝑘 ∙ 𝑚𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡)))𝑖 𝑑𝑡
∝

0
                                                                                                            (4.55) 

where 𝑚𝑜𝑖𝑙−𝑡ℎ is the oil mass of the thick slick with a thickness equal or greater a threshold value in Table 

4.17 following the i-th release mode from the k-th unit as function of time (in tons), ∞ represents the 

concept that OSCAR does not pose limits on simulation time, thus the calculation can be made over the 

lifetime of the thick slick. Clearly enough, KPIs of level 2.2 represent the potential and credible oil mass 

slick exposure.  

The level 3 KPIs consider the geometric features of the thick slick, i.e. the surface of the slick, thus they 

are based on the most accurate modelling approach, since the thick area is the key parameter causing sea 

surface pollution. At this level, two sub-level indicators are defined: KPIs of level 3.1 are a function of 

the sole area of the slick (or thick slick), while level 3.2 KPIs represent the slick surface exposure, 

mentioned above. Similarly to level 2 KPIs, expressions of these KPIs may be different according to the 

simulation software used. Level 3.1 KPIs are calculated as follows: 

𝐸𝑃𝐼𝑜𝑖𝑙3.1,𝑘 =  max
𝑡=0÷𝑡𝑙𝑖𝑚

(max
𝑖

𝐴𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡))                                                                                                                         (4.56) 

𝐸𝐻𝐼𝑜𝑖𝑙3.1,𝑘 =  max
𝑡=0÷𝑡𝑙𝑖𝑚

(∑ (𝑐𝑓𝑖,𝑘 ∙ 𝐴𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)))𝑖                                                                                                             (4.57) 

where 𝐸𝑃𝐼𝑜𝑖𝑙3.1 is the potential hazard indicator of level 3.1 addressing the environment target on the sea 

surface due to oil spills derived from the k-th unit (in units of km2), 𝐸𝐻𝐼𝑜𝑖𝑙3.1 is the inherent hazard 

indicator of level 3.1 addressing the environment target on the sea surface due to oil spills derived from 

the k-th unit (in units of km2/y), 𝐴𝑜𝑖𝑙−𝑠𝑙 is the oil surface area of the slick following the i-th release mode 

from the k-th unit as function of time t (in km2), 𝑡𝑙𝑖𝑚 is the limit time defined in Equation (4.50), 𝑐𝑓 is the 

credit factor defined in Equation (4.43). It should be noted that Equations (4.56) and (4.57) should be 
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applied only in case of simulations with ADIOS among the tools mentioned above because of the 

considerations reported in the description of damage parameters (step 4). For modelling in OSCAR tool, 

the following expressions can be used: 

𝐸𝑃𝐼𝑜𝑖𝑙3.1,𝑘 =  max
𝑡=0÷∝

(max
𝑖

𝐴𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡))                                                                                                                         (4.58) 

𝐸𝐻𝐼𝑜𝑖𝑙3.1,𝑘 =  max
𝑡=0÷∞

(∑ (𝑐𝑓𝑖,𝑘 ∙ 𝐴𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡)))𝑖                                                                                                             (4.59) 

where 𝐴𝑜𝑖𝑙−𝑡ℎ is the surface of the thick slick with a thickness equal or greater a threshold value in Table 

4.17 following the i-th release mode from the k-th unit as function of time (in km2), ∞ represents the 

concept that OSCAR does not pose limits on simulation time, thus the calculation can be made over the 

lifetime of the thick slick. 

KPIs of level 3.2 calculated with tools imposing limit simulation time and dismissing the slick thickness 

concept, e.g. ADIOS, are defined as follows: 

𝐸𝑃𝐼𝑜𝑖𝑙3.2,𝑘 =  ∫ (max
𝑖

𝐴𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)) 𝑑𝑡
𝑡𝑙𝑖𝑚

0
                                                                                                                        (4.60) 

𝐸𝐻𝐼𝑜𝑖𝑙3.2,𝑘 =  ∫ (∑ (𝑐𝑓𝑖,𝑘 ∙ 𝐴𝑜𝑖𝑙−𝑠𝑙,𝑖,𝑘(𝑡)))𝑖 𝑑𝑡
𝑡𝑙𝑖𝑚

0
                                                                                                             (4.61) 

where 𝐸𝑃𝐼𝑜𝑖𝑙3.2 is the potential hazard indicator of level 3.2 addressing the environment target on the sea 

surface due to oil spills derived from the k-th unit (in units of km2 ∙ d), 𝐸𝐻𝐼𝑜𝑖𝑙3.2 is the inherent hazard 

indicator of level 3.2 addressing the environment target on the sea surface due to oil spills derived from 

the k-th unit (in units of km2 ∙ d/y), 𝐴𝑜𝑖𝑙−𝑠𝑙 is the oil surface area of the slick defined in Equation (4.56), 

𝑡𝑙𝑖𝑚 is the limit time defined in Equation (4.50), 𝑐𝑓 is the credit factor defined in Equation (4.43). 

Otherwise, for sophisticated software (e.g. OSCAR), the following equations can be applied for 

calculation of level 3.2 KPIs: 

𝐸𝑃𝐼𝑜𝑖𝑙3.2,𝑘 =  ∫ (max
𝑖

𝐴𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡)) 𝑑𝑡
∞

0
                                                                                                                        (4.62) 

𝐸𝐻𝐼𝑜𝑖𝑙3.2,𝑘 =  ∫ (∑ (𝑐𝑓𝑖,𝑘 ∙ 𝐴𝑜𝑖𝑙−𝑡ℎ,𝑖,𝑘(𝑡)))𝑖 𝑑𝑡
∝

0
                                                                                                             (4.63) 

where 𝐴𝑜𝑖𝑙−𝑡ℎ is the surface of the thick slick with a thickness equal or greater a threshold value in Table 

4.17 following the i-th release mode from the k-th unit as function of time t (in km2), ∞ represents the 

concept that OSCAR does not pose limits on simulation time, thus the calculation can be made over the 

lifetime of the thick slick. 
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For a concise yet representative inherent safety performance comparison between different units of the 

design option under analysis, an aggregated indicator addressing all the targets of the potential hazards in 

a single value is more suitable than an array of single indicators. In the present methodology, the KPIs 

calculated for single targets are combined in a two-stage compensatory MCDA approach, which 

comprises normalization of the indicators calculated for each category of targets and then aggregation 

into one multi-target indicator by applying proper trade-off weights.  

A site-specific external normalization approach based on spatial dimensions influenced by the impacts 

associated to each category [273] is adapted in the present methodology to obtained normalized indicators 

within each category of targets for further aggregation. The characteristic impact area in units of square 

meters defined for each target of concern in step 0 is proposed as normalization factor for the 

corresponding indicator. By this way, the normalization factor is independent from the considered process 

designs, but depends on the specific offshore facility where alternative design options are evaluated. Each 

normalized indicator can be obtained by applying the following general formula: 

𝑋𝐼 =  
𝐼𝑎𝑐𝑡

𝐴𝑣𝑢𝑙𝑛
                                                                                                                                                     (4.64) 

where XI is the normalized indicator associated to Iact, Iact is the actual indicator addressing a specific 

target of concern among humans, assets and environment, Avuln is the vulnerability area defined for the 

specific target in step 0 of the procedure. In case of the sea surface environment polluted by oil spills, 

different level KPIs are defined in terms of meaning and units of measure. Thus, normalization illustrated 

in Equation (4.64) and further aggregation can be applied only whether KPI level 3.1 based on the oil 

slick surface, defined in Equations (4.58) and (4.59), are used as KPIs addressing this sub-category of the 

environment target. For all the other KPIs defined above, no issues about the direct application of Equation 

(4.64). 

It should be noted that in case of assets and environment targets, more than one sub-category of targets 

may exist, i.e. process and utility equipment, facility structures, marine structures. The maximum 

normalized indicator among those addressing the sub-categories of the target is considered conservatively 

for further aggregation steps. The same procedure can be applied in the case of KPIs addressing 

environmental targets, considering the maximum normalized value among those addressing sea surface 

compartment due to oil spills and water column compartment due to chemical spills. It is worth noting 

that only one KPI among those of different levels defined for the sea surface pollution due to oil leaks 

should be selected for the aggregation.  
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The application of such normalization procedure is performed for both potential and inherent KPIs 

separately, thus leading to two sets of normalized indicators addressing three main categories of targets 

for each unit of the design option: the first set includes the potential KPIs, i.e. 𝑃𝐼ℎ𝑢𝑚, 𝑃𝐼𝑎𝑠𝑠, 𝑃𝐼𝑒𝑛𝑣 for 

humans, assets and environment respectively, the second one comprises the inherent KPIs, i.e. 𝐻𝐼ℎ𝑢𝑚, 

𝐻𝐼𝑎𝑠𝑠, 𝐻𝐼𝑒𝑛𝑣.  

Finally, WAM or WGM method is used to obtain single-value multi-target indicators for each unit of the 

design option, as described in the sustainability assessment methodology in Section 4.3. Equation (4.18) 

can be adapted to apply WAM method to this model:  

𝑃𝐼𝑜𝑣,𝑘 =  𝑤ℎ𝑢𝑚 ∙ 𝑃𝐼ℎ𝑢𝑚,𝑘 + 𝑤𝑎𝑠𝑠 ∙ 𝑃𝐼𝑎𝑠𝑠,𝑘 + 𝑤𝑒𝑛𝑣 ∙ 𝑃𝐼𝑒𝑛𝑣,𝑘                                                                                      (4.65) 

𝐻𝐼𝑜𝑣,𝑘 =  𝑤ℎ𝑢𝑚 ∙ 𝐻𝐼ℎ𝑢𝑚,𝑘 + 𝑤𝑎𝑠𝑠 ∙ 𝐻𝐼𝑎𝑠𝑠,𝑘 + 𝑤𝑒𝑛𝑣 ∙ 𝐻𝐼𝑒𝑛𝑣,𝑘                                                                                    (4.66) 

where 𝑃𝐼𝑜𝑣 and 𝐻𝐼𝑜𝑣 are the overall potential and inherent KPIs addressing multiple targets for the k-th 

unit, 𝑃𝐼ℎ𝑢𝑚, 𝑃𝐼𝑎𝑠𝑠 and 𝑃𝐼𝑒𝑛𝑣 are the normalized potential KPIs addressing humans, assets, environment 

targets, respectively, for the k-th unit, 𝐻𝐼ℎ𝑢𝑚, 𝐻𝐼𝑎𝑠𝑠 and 𝐻𝐼𝑒𝑛𝑣 are the normalized inherent KPIs 

addressing humans, assets, environment targets, respectively, for the k-th unit, 𝑤ℎ𝑢𝑚, 𝑤𝑎𝑠𝑠 and 𝑤𝑒𝑛𝑣 are 

the weights associated to humans, assets and environment targets categories, respectively, reflecting the 

trade-offs or substitution rates which can be accepted among the categories of targets (their summation 

closes to one) [236]. 

The unit aggregated KPIs using WGM technique are obtained adapting Equation (4.19): 

𝑃𝐼𝑜𝑣,𝑘 =  𝑃𝐼ℎ𝑢𝑚,𝑘
𝑤ℎ𝑢𝑚 ∙ 𝑃𝐼𝑎𝑠𝑠,𝑘

𝑤𝑎𝑠𝑠 ∙ 𝑃𝐼𝑒𝑛𝑣,𝑘
𝑤𝑒𝑛𝑣                                                                                      (4.67) 

𝐻𝐼𝑜𝑣,𝑘 =  𝐻𝐼ℎ𝑢𝑚,𝑘
𝑤ℎ𝑢𝑚 ∙ 𝐻𝐼𝑎𝑠𝑠,𝑘

𝑤𝑎𝑠𝑠 ∙ 𝐻𝐼𝑒𝑛𝑣,𝑘
𝑤𝑒𝑛𝑣                                                                                    (4.68) 

where the nomenclature is defined in Equations (4.65) and (4.66).  

The selection of weight factors may be controversial in the context of inherent safety of offshore oil & 

gas facilities: they should be independent from the assessed alternatives, but may depend on the local 

conditions and policy implemented by the oil & gas company. Equal priority can be assigned, i.e. weight 

factors equal to 1/3 if the categories of the targets considered for the analysis are three, at least in a 

preliminary step, provided that proper sensitivity analysis is performed to investigate the influence of 

weights on the KPIs results.  

4.5.8. Step 6: Calculation of facility inherent safety KPIs 

Having calculated the single-target and multi-target KPIs for the units, the inherent safety performance 

for each facility design option is estimated in step 6 of the procedure. As shown in Figure 4.11, the 
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normalized single-target indicators are first calculated and then combined to obtain the aggregated multi-

target KPIs for the facility. Clearly enough, this procedure is applied to both potential and inherent KPIs, 

as performed for the single units.  

The normalized single-target indicators are derived by summation of indicators estimated for the units of 

the design option in step 6. For example, for human target, the facility KPIs can be calculated as follows: 

𝑃𝐼ℎ𝑢𝑚,𝑓𝑎𝑐 =  ∑ 𝑃𝐼ℎ𝑢𝑚,𝑘
𝑁
𝑘=1                                                                                                                       (4.69) 

𝐻𝐼ℎ𝑢𝑚,𝑓𝑎𝑐 =  ∑ 𝐻𝐼ℎ𝑢𝑚,𝑘
𝑁
𝑘=1                                                                                                                       (4.70) 

where 𝑃𝐼ℎ𝑢𝑚,𝑓𝑎𝑐 and 𝐻𝐼ℎ𝑢𝑚,𝑓𝑎𝑐 are the potential and inherent hazard KPIs addressing humans, 

respectively, for the facility design option, k is the unit of the option, N is the total number of units 

analysed for the option. Similar expressions can be applied to the other categories of targets.  

From these indicators, the multi-target KPIs indicating the overall hazard level of the entire facility are 

derived, applying similar equations for the single units according to the method adopted for aggregation. 

In these equations, weights among the KPIs addressing single targets categories are the same considered 

for the single units. 

4.5.9. Step 7: Ranking of alternatives and sensitivity analysis 

The aggregated KPIs calculated in step 6 allow the assessment and ranking of the expected inherent safety 

performance of the units of each design option, based either on a direct assessment of potential worst-

credible-case accident scenarios (potential KPIs) or on likely safety performance of the unit by accounting 

for fragility of equipment (inherent KPIs), with respect to both specific categories of targets and as a 

whole. It is worth noting that the higher the values of the indicators, the higher the criticality of the unit. 

From the calculation of facility KPIs in step 6, the global inherent safety performance of alternative design 

options can be compared and ranked in terms of either hazard level of process operations (potential KPIs) 

or hazard level weighted by credit factors of equipment (inherent KPIs), addressing specific categories of 

targets and as a whole. It should be remarked that the lower values of indicators, the higher inherent safety 

profile of the option.  

For both units and facility, the ranking based on single-target indicators allows highlighting the different 

contributors to the safety profile, while ranking based on multi-target indicators provides information 

about overall inherent safety fingerprinting of the design options.  

Quite obviously, the results obtained are influenced by the weights used in the aggregation procedure, 

which may be considered as less accurate measures than other parameters used in the assessment. 
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Therefore, sensitivity analysis is worth to perform in order to check the influence of variation in the values 

of weights on the aggregated KPIs and rankings of the alternatives. Some sensitivity analysis techniques 

which may be used for the sake of these verifications are described in Section 4.7 of this chapter. 

 

4.6. Process intensification screening methodology 

This section describes the methodology developed to integrate sustainability and safety performance 

analysis, based on the idea of process intensification in view of the screening of chemical production 

processes characterized by low maturity level and potentially adopted in P2G and P2L offshore hybrid 

energy options. An overview of the method is presented in the following paragraphs. 

4.6.1. Overview of the method 

The goal of this methodology is to provide a systematic approach for analysing the feasibility of chemical 

production processes at early maturity level (i.e. experimental proof of concept, technology validated in 

lab, technology validated/demonstrated in industrial site, pilot plant) based on the concept of process 

intensification (PrI). The desired chemical product may be one of the promising chemical energy carriers 

to be used in P2G or P2L offshore hybrid energy options described in Chapter 2 (i.e. H2, SNG, CH3OH). 

The process routes may be novel production methods classified in the existing literature as alternative to 

the conventional production process in order to make the synthesis more renewable-based and sustainable. 

A set of screening indicators addressing technical, economic, environmental and societal dimensions is 

proposed to rank the process intensification level of the proposed process schemes. Therefore, this method 

represents an attempt to cover all the dimensions of the sustainability assessment model presented in 

Section 4.3.  

The methodology is intended to be a support tool orienting the choice of relatively new yet promising 

chemical processes for their implementation in P2G and P2L offshore hybrid energy projects. By this 

way, the proposed approach represents a precursor for further detailed site-specific assessment of the 

renewable-based integrated systems at a given offshore oil & gas site.  

The flow chart of the methodology is illustrated in Figure 4.13. As shown in this figure, a preliminary 

step (step 0) is necessary, consisting in the definition of the reference process schemes for the alternative 

production routes of the chemical compound intended to be used as energy carrier in P2G or P2L offshore 

hybrid energy options. This requires a review on the state-of-the-art technologies for each alternative 

production route and then the selection of the most suitable one based on operating conditions and 

operating mode, as well as product yield. It is noteworthy that milder conditions, continuous operation 



 

131 

 

mode, as well higher yield of the desired product are preferable factors. For each technology selected from 

the technical literature, some input data related to the process are required, summarized in Table 4.23.  

To perform a consistent assessment between different processes, a common reference basis should be 

defined. The production rate and purity of the desired product may be selected as a basis based on given 

criteria, e.g. the output of the most mature existing plant, purity specification for the marketplace, 

available capacity of raw materials, specific site restraints related to the maximum allowable space. 

Moreover, the boundaries for the analysis of the alternative process schemes need to be defined 

consistently among the options. Given the goal of the assessment, boundaries should limit to the main 

process (i.e. the core process from raw material to the desired product at the reference basis) as well as 

the main on-site utilities necessary for the main process tom operate (e.g. boilers for steam production, 

refrigeration cycles, etc.). However, in the analysis of the utilities, only the fraction of the utility stream 

employed by the process under analysis should be accounted for. The battery limits do not include 

upstream operations and/or downstream operations which are realized in another location than that of the 

considered plant. After the reference process schemes have been defined, the assessment can be performed 

through five main steps, described in the following paragraphs.  
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Figure 4.13. Flow chart of the PrI screening methodology for novel chemical process routes in P2G and P2L offshore 

hybrid energy options.  

 
Table 4.23. Input data required for the PrI screening methodology. 

a) Stoichiometry of all reactions, range of temperatures and pressures, phase 

b) Molar conversion of reactants, selectivity or yield of products 

c) Physical state and method of regeneration of catalyst, if present 

d) Physical state, purity, flowrate of raw materials 

e) Physical state, purity, flowrate of the desired product 

f) Operating mode (continuous, batch, semi-continuous) 

g) Preliminary technology readiness level (TRL) [598] 

h) Process constraints, if present (e.g. processing conditions where some material can decompose or become 

unstable, or substrate can be damaged, or liquid medium can be inactive) 

 

4.6.2. Step 1: Definition of the intensified process flowsheet 

The overall transformation from raw materials into the final product at desired flowrate and purity may 

require a series of intermediate steps carried out through reaction, separation of chemical mixtures, phase 
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separation, change of temperature, pressure and phase, mixing or splitting [478]. For example, if the outlet 

stream from the reactor does not have the desired temperature, composition and phase, additional unit 

operations should be introduced. Therefore, in step 1 of the methodology, for each defined reference 

scheme, a flowsheet representing the diagrammatic representation of the process steps with their 

interconnections should be created by selecting suitable basic unit operations to include and evaluating 

their combination properly [599].  

Separation operations are introduced in the process flowsheet when raw materials need to be purified 

before the reaction and/or products, by-products and unreacted raw materials are mixed in the reactor 

effluent. The typology of separation depends on the phase of the stream and differences in physical 

properties of compounds in the stream. To give some examples, vapour-liquid separation in distillation 

column is commonly used for liquid mixtures when differences in vapour pressure are large, while 

membrane separation can be employed for gas mixtures when permeabilities and/or solubilities of the 

compounds through a membrane differ. Optionally, change in temperature in heat exchangers and/or 

change in pressure in pumps, compressors, expanders and valves may be added to the process flowsheet 

in order to adjust temperature and pressure levels to reach the desired reaction conversions and separation 

factors. Much more extensive presentations, including comparisons, of the different unit operations to 

insert into the flowsheet are given in the literature [478,600,601].  

In the view of a sustainable and efficient process design, the PrI concept should be applied to the process 

flowsheet. PrI can be defined as any chemical engineering development which leads to a substantially 

smaller, cleaner, safer and more energy efficient technology [602]. Different definitions of the PrI 

activities can be found in the literature [603]. One of them consists in the process integration in terms of 

material and/or energy recovery.  

Concerning the integration of material flows into the flowsheet, it is recommended to recover and recycle 

more than 99% of unreacted reactants of the desired reactions, except for non-valuable unconverted 

compounds (e.g. air and water compared to organics) [604]. Considering a light component as one boiling 

at a temperature lower than propylene (- 48 °C), when a light reactant or a light feed impurity or a light 

by-product from the reaction are present, it would be a good practice to introduce gas recycle and purge 

stream, i.e. recycling reactants to the reaction operation and purging one or more undesirable compounds 

from the process [604]. While keeping the information about stoichiometry of the reactions and local 

conversion of limiting reagent at the reactor, gas recycling with a recycle ratio as higher as possible leads 

not only to raw material minimization, but also to an increase in the overall conversion of limiting reagent 

and overall yield of the desired product with respect to local conversion and local yield. Moreover, if 

possible, recovering material streams containing a certain amount of the product is further suggested to 
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minimize wastes. Once recycle operations have been inserted in the process flowsheet, mixing operation 

is added to combine two or more streams in case of recycle [478].  

On the other hand, focusing on the heat and power integration, it is desirable to maximize energy recovery 

looking forward minimum use of utilities: high-temperature streams may be cooled and/or condensed in 

order to heat and/or vaporize cold streams in the process, as well power produced by turbines and heat 

engines may be supplied to compressors and pumps. Also, heat produced from exothermic reaction can 

be removed by using cooling jacket or coils through which a cold process stream or cold utility is 

circulated. First, the heat available in hot streams and cold streams should be calculated as well as the 

available and the required electrical power in the process. According to the first law of thermodynamics, 

the duties which cannot be satisfied by heat and power recovery within the process dictate the need for 

external utilities, i.e. steam, cooling water, thermal oil, air-cooling, refrigeration, electricity. It should be 

noted that a physically realizable heat exchanger network requires that also a positive driving force exist 

between hot and cold streams, thus satisfying the second-law of thermodynamics [604]. The temperature 

interval method based on the minimum approach temperature of 10 -15 °C between hot and cold streams 

may be used for calculation of minimum energy recovery [478]. The, preliminary estimates of exit 

temperatures of streams flowing through a heat exchanger, assumed as an external shell-and-tube 

exchanger using counter-current flow, are made applying the following near-optimal minimum approach 

temperature [478]: 10 °C or less for temperatures below ambient, 20 °C for temperatures at or above 

ambient up to 150 °C, 50 °C for higher temperatures. 

Another PrI activity for an intensified process flowsheet relies on the task integration, i.e. combining 

multiple unit operations into single process units in order increase the unit performance in terms of product 

quality, compactness, environmental impact and energy use [603]. Some of the proposed PrI equipment 

can be advanced separation technologies assisted by membrane, i.e. reverse osmosis for seawater 

desalination or pervaporation to remove low concentration of organics from liquid mixtures. Others 

suggested in the literature are combined reaction/separation technologies, i.e. reactive distillation, 

selective/catalytic membrane reactive separation.  

To facilitate the definition of the intensified process flowsheet, process simulators, e.g. Aspen PLUS and 

Aspen HYSYS by Aspen Technology [605], CHEMCAD by Chemstations [606], and PRO/II PRO/II 

Process Engineering by Aveva [607], may be used for simulation of steady-state processes. By solving 

mass and energy balances coupled with phase equilibria, and transport and chemical kinetics equations, 

these tools allow to predict flowrates, compositions, operating conditions and physical properties of all 

the streams as well as required electrical power and heat duty associated to the equipment units. Simplified 

models and shortcut procedures offered by process simulators are useful in this step of the procedure to 

approximate reaction and separation operations with relatively little available information in order to 
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obtain an estimate of their performance. PrI activities above described may be simply simulated by using 

recycle operator and heat exchanger models.  

Given the intensified process flowsheets for each scheme, a preliminary screening of alternative 

production processes under analysis is performed based on operating parameters of unit operations in the 

flowsheet. As shown in Figure 4.13, a reference process scheme may not proceed to the following step of 

the procedure if one or more unit operations are not suitable, e.g. when the concentration of the product 

in the output stream from the synthesis section is not feasible for a given separation technique.  

4.6.3. Step 2: Scale-up and preliminary design of equipment units 

If the reference process scheme has passed step 2, conceptual scale-up and design of all simulated 

equipment is carried out in step 3 of the procedure based on the material and energy output data provided 

from the process simulator for each unit of the flowsheet. This allows to quantify the effective number of 

components required for each operation in the scheme and perform further preliminary screening of the 

alternative process schemes. 

Standard approaches for a preliminary design of process and utility equipment for heat and material 

transfer [608–610] can be adopted in order to estimate main geometric data of the components and 

evaluate the required units for a given unit operation. Common heuristics or rules of thumb available in 

the literature [361,611] may be applied to address proper design choices.  

The conceptual design of process routes at low maturity level implies dealing with scale-up issues of 

specific equipment used for the synthesis at the laboratory scale, electrochemical cells, catalytic tubular 

reactors, etc. The philosophy of scaling-up chemical process units consists that values of corresponding 

dimensionless groups of the two units (prototype and full-scale) are similar [612]. The criteria normally 

employed in thermochemical reactors scale-up are those of geometric, kinematic and thermal similarity 

between the reactors [613]. In the case of electrochemical reactors, an additional criterion needed for 

scaling-up is the current/potential similarity [614]. For reactor using non-thermal plasma to produce 

highly energetic species, e.g. dielectric barrier discharge (DBD) reactors, similarity may be based on the 

energy characteristics, i.e. the discharge power with respect to frequency, voltage and capacitance of the 

reactor [615]. Scale-up of photocatalytic reactors may be applied by comparing the efficiency to install 

activated immobilized catalyst per unit of reaction liquid volume in the reactor [616]. Table 4.24 

summarizes examples of scale-up approaches proposed in the literature for some reactor concepts which 

may be applied to the conceptual design of novel chemical production processes.  
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Table 4.24. Example of scale-up approaches for different concepts of reactors employed in alternative chemical 

production processes. 

Equipment unit Scale-up approach Source for scale-up 

approach 

Example of full-scale 

parameter 

Isothermal 

tubular reactor 

i) Increasing the tube diameter (up to a 

given diameter 𝑑𝑡,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) while keeping 

constant tube length (up to a given length 

𝐿𝑡,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) 

ii) Increasing the number of tubes (up to a 

given number nt,full−scale per reactor) 

while keeping constant inlet flowrate per 

unit of tube area 

[613] 𝑑𝑡,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒= 60 mm 

𝐿𝑡,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 6 m 

𝑛𝑡,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 6000 

 

Electrochemical 

cell  

i) Fixing the inter-electrode gap while 

increasing the superficial area of 

individual cells (up to a given area 

𝐴𝑐,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  ) 

ii) Stacking individual cells in multi-cell 

reactors (up to a given number of cells 

𝑛𝑐,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  per reactor)  

[614] 𝐴𝑐,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 16 m2, 

𝑛𝑐,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒= 200  

Non-thermal 

plasma DBD 

reactor  

i) Fixing the specific input energy while 

increasing discharge power (up to a given 

value 𝑃𝑑𝑏𝑑,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) 

ii) Stacking individual reactors based on 

the related power supplied by generator 

(up to a given 𝑃𝑔𝑒𝑛,𝑑𝑏𝑑,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  per stack) 

[615] 𝑃𝑑𝑏𝑑,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 28 

W (frequency 50 Hz, 

voltage 20 kV) 

𝑃𝑔𝑒𝑛,𝑑𝑏𝑑,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 

300 W 

Photocatalytic 

reactor 

(immersion-type 

with lamp) 

i) Increasing the outside diameter of the 

lamp (up to a given diameter 

𝑑𝑙𝑎𝑚𝑝,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) and working volume in 

reactive lamp (up to a given ratio 

𝜀𝑙𝑎𝑚𝑝,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 while keeping constant 

reaction performance 

ii) Increasing the volume of reactor (up to 

a given volume 𝑉𝑖𝑚𝑚,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) while 

keeping constant produced flowrate per 

unit of internal volume 

[616] 𝑑𝑙𝑎𝑚𝑝,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 10 

mm  

𝜀𝑙𝑎𝑚𝑝,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 = 

90% 

𝑉𝑖𝑚𝑚,𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒  = 

1000 m3  

 

As shown in Figure 4.13, a reference process scheme may not proceed to the following step of the 

procedure (step 3) if the number of units derived from the scale-up and design approach for at least one 

unit operation of the intensified process flowsheet is unrealistic with respect to installation in large-scale 

chemical process plant, e.g. more than 20 distillation units, more than 40 heat exchangers. 

4.6.4. Step 3: Calculation of process intensification screening indicators 

The effect on the design of the gradual intensification of the process scheme is assessed in step 3 of the 

procedure through the evaluation of screening indicators addressing different objectives of PrI concept. 

As discussed above, only the feasible intensified process flowsheets succeeding in the preliminary 

screening in the previous steps are considered for the indicator-based assessment in this step.  
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The original objective of PrI is to propose a sustainable process design aiming to be efficient (large 

reduction of energy consumption), economical (large reduction of processing costs), and environmental-

friendly (reduction of carbon emissions and waste) [617]. The extension of the motivations of PrI to 

safety-related societal issues, i.e. reduction of the size of equipment units [603], offers the opportunity to 

significantly reduce the inventory of dangerous substances in the process and limit the consequences of 

potential hazards, thus realizing one of the principles of the inherent safety conceptualized by Kletz [369], 

i.e. minimization. Therefore, in the present methodology, some of the technical, economic and 

environmental indicators defined in the sustainability performance assessment model in Section 4.3 are 

complemented with some safety metrics addressing specific targets of potential hazards presented in the 

inherent safety assessment method in Section 4.5.  

Among the technical indicators introduced in sub-Section 4.3.4.1, global energy efficiency of the 

reference process scheme, η, defined in Equation (4.2) is selected to address the energetic objective of the 

PrI concept in the present methodology. To cover the economic aspect of PrI, levelized cost of product 

indicator, LCOP, defined in Equation (4.9) is suggested for application of this method. LGHG indicator 

defined in Equation (4.11) is proposed to assess the environmental performance of the intensified process 

scheme in this methodology. Table 4.3 summarizes the input data required for the calculation of these 

indicators. Most of this information can be easily collected by using the outputs of the process simulator 

adopted in step 2. Since the goal of this step is to perform a screening analysis of the alternatives 

production routes independently from the location of the plant, simplified approaches may be adopted to 

estimate costs data associated to the process scheme, i.e. applying general assumptions commonly 

recommended in the literature for estimation of total capital investment and annual costs of a new onshore 

chemical process plant [478].  

Concerning the inherent safety metrics, the most relevant target among humans, assets and environment 

should be selected for the purpose of the present screening analysis based on the hazard properties of the 

desired product of the production processes. For example, humans can be considered as the critical targets 

when H2, SNG and CH3OH are evaluated in the process schemes due to their flammability (and toxicity 

in case of CH3OH) properties. Among the potential and inherent KPIs described in the performance 

assessment for human target (sub-Section 4.5.7.1), HHI defined in Equation (4.43) for each unit of the 

process scheme is selected in this methodology because it represents a more effective measure of the unit 

hazard level weighting damage area of accident scenarios and safety scores of equipment. The HHI 

associated to the entire process scheme can be obtained by summing up the single units HHI. The required 

input data for calculation of this indicator are reported in Table 4.16. By applying the same considerations 

made above for the other metrics, only information about the process and utility equipment should be 

collected disregarding the facility and environment conditions. Assumptions proposed for consequence 
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analysis of accident scenarios in onshore plants  e.g. conservative environmental conditions and/or height 

of release with respect to humans [425], may be applied for estimation of damage distances required in 

HHI. 

In order to provide a more concise assessment of PrI level of the intensified process designs, an overall 

indicator can be calculated from aggregation of the technical, economic, environmental and societal 

metrics evaluated above. The compensatory MCDA approach presented in the sustainability assessment 

methodology in Section 4.3 is proposed in the present method, since alternative process schemes 

producing the same final chemical product are compared. Therefore, normalization based on process-

target values, weighting based time-space-receptor criteria and individualist-egalitarian-individualist 

perspectives, and aggregation based on arithmetic or geometric mean are applied in order to obtain a 

single-value indicator for the intensified process design, called in the present methodology Process 

Intensification Screening (PrIS) indicator. The details of these stages and related considerations are 

described in sub-section 4.3.4.5. Specific differences applied in this methodology are described in the 

following.  

In the present model, only one indicator is defined for each category of the PrI concept, thus a single-step 

aggregation procedure is needed after the normalization of the indicators. Moreover, since different 

production schemes which have not already reached the commercial status are compared, target values 

for normalization of disaggregated indicators may be considered as performance measures associated to 

the actual large-scale production process of the chemical compound under analysis. Once collected the 

target values from the technical literature, 𝑋𝜂 can be calculated by means of Equation (4.13), while 𝑋𝐿𝐶𝑂𝑃, 

𝑋𝐿𝐺𝐻𝐺 and 𝑋𝐻𝐻𝐼 through Equation (4.12), given the consideration described in sub-Section 4.3.4.5. 

Finally, PrIS indicator can be calculated for each intensified process scheme by applying WAM method 

or WGM method, as described in the sustainability assessment methodology in Section 4.3: 

𝑃𝑟𝐼𝑆 =  𝑤𝜂 ∙ 𝑋𝜂 + 𝑤𝐿𝐶𝑂𝑃 ∙ 𝑋𝐿𝐶𝑂𝑃 + 𝑤𝐿𝐺𝐻𝐺 ∙ 𝑋𝐿𝐺𝐻𝐺 + 𝑤𝐻𝐻𝐼 ∙ 𝑋𝐻𝐻𝐼                                                                    (4.71) 

𝑃𝑟𝐼𝑆 =  𝑋𝜂
𝑤𝜂 ∙ 𝑋𝐿𝐶𝑂𝑃

𝑤𝐿𝐶𝑂𝑃 ∙ 𝑋𝐿𝐺𝐻𝐺
𝑤𝐿𝐺𝐻𝐺 ∙ 𝑋𝐻𝐻𝐼

𝑤𝐻𝐻𝐼                                                                                                 (4.72) 

where PrIS is the process intensification screening indicator proposed as aggregated indicator for each 

scheme, 𝑋𝜂, 𝑋𝐿𝐶𝑂𝑃, 𝑋𝐿𝐺𝐻𝐺, 𝑋𝐻𝐻𝐼 are the normalized indicators associated to 𝜂, LCOP, LGHG, HHI 

indicators, respectively, 𝑤𝜂, 𝑤𝐿𝐶𝑂𝑃, 𝑤𝐿𝐺𝐻𝐺, 𝑤𝐻𝐻𝐼 are the weights attributed to 𝜂, LCOP, LGHG, HHI 

indicators, respectively, estimated based on the time-space- criteria and individualist-egalitarian-

hierarchist perspectives of decision makers.  
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4.6.5. Step 4: Ranking of alternatives and sensitivity analysis 

The calculation of the screening indicators in step 3 of the procedure allows comparing and ranking 

feasible designs of the process schemes which have passed the preliminary screenings based on operating 

features of unit operations and number of units in the scheme. The ranking can be performed from 

different viewpoints (i.e. technical, economic, environmental, inherent safety) and overall fingerprinting 

of the PrI concept.  

As described in Section 4.3, the adoption of the proposed compensatory aggregation approach can 

introduce some uncertainties related to target vales used in the normalization of indicators and weights 

for the final aggregation. Sensitivity analysis is worth to perform in order to check the influence of 

variation in the values of target values on the PrIS indicator of the process scheme and rankings of the 

alternatives. Techniques described in Section 4.7 of this chapter may be applied to test the stability of the 

results.  

4.6.6. Step 5: Application of detailed site-specific assessments 

In the last step of the procedure, P2G and P2L offshore hybrid energy options can be conceptualized and 

properly simulated integrating the best intensified process schemes emerged in step 4 with renewable 

plants at a given offshore oil & gas site. Detailed site-specific assessments are then carried out to analyse 

and compare the assessment of such advanced integrated systems.  

As shown in Figure 4.13, the application of detailed assessment methods requires to input not only the 

information related to the process scheme from the previous steps of the procedure, but also that associated 

to the oil & gas site considered for the analysis in terms of offshore oil & gas infrastructures to host the 

conversion process and meteo-marine conditions to evaluate renewable energy exploitation. Data that 

may be needed are summarized in Table 4.1. Similarly to the approach described above, sustainability 

and safety aspects of the alternative system designs can then be evaluated based on a detailed set of 

technical, economic, environmental and inherent safety indicators. 

The inherent safety methodology described in Section 4.5 can be applied for a thorough assessment of the 

inherent safety fingerprinting of the offshore alternative design options based on multi-target potential 

and inherent KPIs. On the other hand, exergy has several qualities which makes it suitable as the 

confluence of energy, economic viability and environment, thus exergy-based methods can be identified 

as promising tools to quantify and improve sustainability performance of innovative system designs [240]. 

Exergy analysis allows to quantify the exergy efficiencies of the integrated system and its component as 

true measure of approach to the ideality, as well as the thermodynamic imperfections of the integrated 

system and its component in terms of exergy destructions representing losses in energy quality [130,618]. 
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Therefore, it gives more illuminating insight into process performance than energy analysis. Moreover, 

the connection between exergy and economics appears fundamental for a thorough feasibility evaluation 

of emerging integrated systems at early design stage. Exergoeconomics, combining exergy-based 

thermodynamic assessment and economic principles at the level of system components provides useful 

information about the cost-effectiveness of the analysed system and its component [619,620]. By 

combining exergy analysis with a comprehensive environmental assessment method (e.g. LCA method), 

exergoenvironmental analysis reveals the environmental impact assigned to the exergy streams, 

identifying the system components with highest environmental impact and the options for possible 

improvements [621,622]. A new ranking of alternatives can be produced from the detailed site-specific 

evaluation. A further sensitivity analysis investigating the effect of varying some key parameters on the 

final results may then be applied.  

 

4.7. Sensitivity analysis techniques 

Different techniques are available in the literature to perform sensitivity analysis based on the purpose of 

the investigation [623], i.e. to determine which parameters require further investigation to reduce output 

uncertainty, or which parameters are insignificant for the analysis under consideration, or which input 

data contribute more to the output variability, or which consequences are generated in the outputs by 

changing the input parameters. They can range from the simplest one-at-a-time sensitivity measures to 

more complex standardized regression coefficients and statistical tests based on partitioning of empirical 

input distributions. In practical applications regarding comparison of different alternatives based on 

aggregated performance indicators, it is important to understand how the uncertainty may affect the 

ranking of the alternatives and test how robust such a ranking may be considered. A sound and auditable 

approach is to verify the effect of variation in influential parameters on the relative performance of the 

output indicators among couples of the alternatives rather than on their absolute values. This is called 

discernibility analysis, generated from the combination of comparative analysis and uncertainty analysis 

[624].  

Based on the idea of discernibility analysis, in the present study a general approach is proposed for 

verification of the ranking of the alternatives in the assessment methodologies described above. It consists 

first in identifying a confidence interval for each uncertain parameter by evaluating the uncertainty 

associated to data sources used to define such a variable or assuming fixed variation. Then, propagation 

of uncertainties in the parameters is investigated through the common Monte Carlo simulation method 

[625], attributing a proper distribution of probabilities of the values of the parameters in the selected range 

(e.g. uniform distribution, beta distribution, triangular distribution, etc.). By Monte Carlo runs, cumulative 
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probability distributions of differences between selected couples of alternative options are provided. The 

analysis of such distributions highlights possible inversion in the ranking of the alternatives as well as the 

probability corresponding to such an inversion for a given number of simulations. Clearly enough, the 

lower probability for possible inversion in the ranking, the higher the robustness of these results. When 

several input parameters are considered in the analysis, a simple one-at-a-time sensitivity can ease the 

identification of the most influential variables for further stochastic variation by means of the Monte Carlo 

approach.  
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Chapter 5.  

Case-studies 
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5.1. Introduction 

In this chapter, the assessment methodologies presented in Chapter 4 are applied to five case-studies. 

Some case-studies introduce different challenging situations, from offshore remote fields to depleted gas 

reservoirs and aging installations, thus offering opportunities for the development of P2G/P2L/G2P 

offshore hybrid energy options. Others are representative of specific safety and environmental issues, 

which may be experienced during early design activities of the offshore systems or serve as examples of 

emerging chemical process routes requiring a preliminary investigation for further application in P2G/P2L 

offshore hybrid energy options. The analysis of the case-studies aims to demonstrate the ability of the 

developed portfolio of assessment models to capture in a flexible way the different issues related to the 

offshore context, to assess the alternatives by means of a comprehensive MCDA approach and to orient 

the most suitable solution for each problem. The case-studies described in this chapter are briefly 

presented in the following in order to better motivate the application of the methodologies developed in 

the present research project. 

Case-study 1 consists of a gas production platform located in a remote area of the North Sea where 

exploitation of offshore wind energy is considered for the energetic valorisation of the site. Therefore, 

such a case-study provides the opportunity for the conversion of renewable electricity produced from an 

OWT farm into alternative chemical energy carriers at the offshore facility, i.e. H2, SNG and CH3OH. 

The goal of the analysis of this case-study is to demonstrate the potential of the sustainable assessment 

methodology presented in Section 4.3 to compare and rank alternative P2G and P2L hybrid energy 

strategies at the defined offshore site.  

Case-study 2 concerns a gas production installation located in a depleted field in the Adriatic Sea relatively 

close to the shore, where the feasibility of an OWT farm is investigated for the integration of renewable 

power into the onshore electrical network. As a result, this case-study provides the opportunity to improve 

the dispatchability of offshore wind energy and valorize the untapped gas resources using GT technologies 

at the offshore facility. The aim of the analysis of this case-study is to prove the capacity of the 

sustainability assessment methodology presented in Section 4.4 to compare and rank alternative G2P 

hybrid energy options at the defined offshore site. 

Case-study 3 represents the design of alternative production and separation schemes of an offshore facility 

exploiting natural gas in the Adriatic Sea, which shows safety criticalities. The goal of the analysis is to 

demonstrate the ability of the inherent safety assessment methodology described in Section 4.5 to rank 

critical design solutions based on the developed multi-target KPIs and capture the different contributors 

to the safety profile of the offshore system during early design activities. The analysis of the 
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P2G/P2L/G2P hybrid energy options which may be adopted at the offshore site is thus disregarded in this 

case-study. 

A novel set of KPIs for environmental protection from oil accidental spills with three different levels is 

defined within the inherent safety methodology in Section 4.5. Different tools for consequence analysis 

of oil fate are proposed for calculation of environmental KPIs of levels 2 and 3. Thus, case-study 4, 

consisting of different oil releases from four offshore oil production facilities, was carried out with the 

aim to specifically test the capacity of the developed set of environmental KPIs to rank the hazard level 

of different oil spills. As for case-study 3, the implementation of P2G/P2L/G2P hybrid energy options at 

the offshore sites is preliminarily ignored in the analysis of this case-study.  

Case-study 5 consists of alternative process routes for renewable CH3OH production at low maturity level 

which need to be investigated comprehensively, based on different performance aspects, for a suitable 

adoption in P2L offshore hybrid energy options. Thus, the PrI screening methodology described in Section 

4.6 is applied to this case-study in order to check the viability of the alternative processes integrating both 

sustainable and safety analyses demonstrated in the previous case-studies and to address the most feasible 

schemes to detailed assessment of P2L hybrid energy systems in the Atlantic Ocean.  

In the following sections, each case-study is presented and discussed in detail, including proper 

assumptions made for the analysis, results and discussion. 

 

5.2. Case-study 1: Application of the sustainability assessment methodology to 

OWT farm and P2G/P2L options 

The sustainability assessment methodology described in Section 4.3 is applied to a case-study located in 

a remote area in the North Sea in order to demonstrate the ability of the method to rank alternative P2G 

and P2L offshore hybrid energy options based on the proposed sustainability and profitability 

performance indicators.  

5.2.1. Definition of the offshore oil & gas site and evaluation of the strategies   

A remote area located in the North Sea is considered as a location of the offshore oil & gas platform 

hosting the process units of the alternative P2G and P2L options for conversion of renewable energy. 

Offshore wind energy is considered as renewable source to be exploited at the offshore site and converted 

into chemical energy carriers at the offshore facility, given previous feasibility analyses on large scale 

offshore wind-H2 platforms in the North Sea [136–138].  
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As required from step 0 of the procedure illustrated in Figure 4.2, the offshore oil & gas site is defined 

providing input data about the field and infrastructures. The platform is supposed to be an off-grid gas 

production platform in the central part of the North Sea, where gas fields are actually exploited and linked 

to the gas market in UK, Norway, Germany, France and Belgium by means of sealines (Langeled, 

Zeepipe, Statpipe, Zeepipe, Franpipe) [626]. Most of these gas pipelines are considered for re-use in CO2 

transportation in a previous investigation [204]. The Sleipner Vest field in the Sleipner area (blocks 15/6 

and 15/9 in the North Sea) is taken as a reference, where water depth is 100 m and natural gas with 4-9% 

CO2 is extracted and treated by using amine absorption in order to remove CO2 [193]. 

The UK is selected as reference market for the end-uses of the final products of the conversion processes, 

as well as for the possible supply of required input materials. A gas sealine linking the gas platform to a 

UK gas terminal is considered, with a length of 500 km, a delivery pressure of 155 bar, a capacity of 72 ∙ 

106 Sm3/d, which are features similar to those of the existing Langeled pipeline from Sleipner to Easington 

(UK) [627]. Furthermore, another sealine 400 km long is considered for transportation of other gases than 

natural gas from the shore, inspired by the Central Area Transmission System (known as CATS) natural 

gas transportation and processing system delivering gas from the Central North Sea to Teesside terminal 

(North East of UK) [204]. Moreover. an onshore harbour located at a distance of 200 km from the offshore 

area, which is approximately the distance of the Aberdeen port from the Sleipner area, is considered for 

the docking of supply vessels to and from the offshore platform. About 12 voyages per year are reasonably 

estimated for supply vessels.  

Having collected the input data summarized in Table 4.1, possible conversion strategies are evaluated 

according to step 1 of the procedure. Given the characteristics of the selected oil & gas site, the six 

pathways and associated process stages illustrated in Figure 4.3 are considered for the analysis in this 

case-study, thus H2, SNG and CH3OH are evaluated as chemical energy carriers and final products for the 

onshore market. The electrical power required for the process operations at the offshore facility is 

considered to be completely supplied by an OWT farm located in proximity to the gas platform and linked 

to it by means of an electrical grid connection. 

The 500 km-pipeline can be adopted to deliver H2-natural gas mixture and SNG, while the 400 km-

pipeline can be used to supply gaseous CO2 from the shore. Regarding the transportation of pure H2, the 

maximum operating pressure is set as 100 bar, bearing in mind the experience gained from H2 pipelines 

mostly realized around the world [179]. For each alternative, the details of the technologies adopted for 

the process stages, components and their operating conditions are reported in Appendix A of the present 

study.  
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5.2.2. Definition of the OWT farm and reference process schemes 

According to step 2 of the procedure in Figure 4.2, the OWT farm and reference process schemes of the 

alternative strategies are defined. Given the water depth of the Sleipner area, an offshore floating wind 

farm is considered for renewable power conversion. Among the possible floating concepts, the Hywind 

II technology by Equinor [628], consisting of a Spar-Buoy foundation moored with a three catenary 

mooring lines to the seabed, stabilised using ballast, designed to carry one upwind turbine in the region 

2.3-6 MW in water depths greater than 100 m, is considered. A previous work by Myhr et al. [629] 

investigating the levelized cost of energy of different floating concepts at a generic Northern European 

site is used in this case-study as main literature source to retrieve technical and economic data of the 

renewable plant. The OWT farm is assumed to be composed of 100 wind turbines of 5 MW nominal 

capacity each one, thus leading to total size of 500 MW. The main technical data associated to the plant 

are summarized in Table 5.1. Table 5.2 reports economic information of the plant, as obtained from Myhr 

et al. [629].  

Table 5.1. Case-study 1: Technical data of the OWT farm considered in the analysis [629].  

 Value/properties   

Size of offshore wind farm 500 MW (100 turbines of 5 MW capacity) 

Layout Square formation (10 x 10) with inner distance between each 

turbine of 1 km 

Distance offshore-onshore substations 200 km 

Distance to construction and operations port 200 km 

Offshore converter substation 500 MW Voltage Source Converter  

Inter-array cable Alternating current, 33 kV voltage, copper, 300 mm2 area, 

191.6 km total length, 224 MW average power transmitted 

within the farm, 0.3% average power loss 

Export cable Direct current, 320 kV voltage, extruded, 1500 mm2 area, 

200 km length, 0.5% average power loss 

Theoretical production 360 MWh/MW/y 

Capacity factor 45.8% 

Wind farm availability 94% 

Aerodynamic array losses 7% 

Electrical array losses 1.8% (inter-array, offshore substation, export cable), 1.3% 

(inter-array, offshore substation) 

Other losses 3% 

Net load factor 38.1% (inter-array, offshore substation, export cable), 38.3% 

(inter-array, offshore substation) 

Net energy production 3340.9 MWh/MW/y (inter-array, offshore substation, export 

cable), 3357.9 MWh/MW/y (inter-array, offshore substation) 
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Table 5.2. Case-study 1: Economic data of the OWT farm considered in the analysis [629].  

Cost Cost segment Value 

CAPEX Production and acquisition Turbine (excluding tower) 6.41 ∙ 106 € 

 Substructure and tower  3.74 ∙ 106 € 

 Mooring system 4.61 ∙ 105 € 

 Inter-array cable 5.38 ∙ 107 € 

 Offshore substation (excluding platform) 1.27 ∙ 105 € 

 Export cable 8.86 ∙ 107 € 

 Onshore substation 7.15 ∙ 105 € 

CAPEX Installation and commissioning Turbine 7.86 ∙ 105 € 

 Mooring system 1.67 ∙ 107 € 

 Inter-array cable 3.77 ∙ 107 € 

 Export cable 1.18 ∙ 108 € 

OPEX O&M Material  7.10 ∙ 106 €/y 

 Labour  4.80 ∙ 106 €/y 

 Equipment (mother vessel, port facilities, 

2 maintenance vessels) 

4.01 ∙ 106 €/y 

 Other equipment 4.04 ∙ 107 €/y 

OPEX Operation phase insurance  1.75 ∙ 104 €/y 

All values in the table are referred to year 2013. 

Given the size of the OWT farm, a common reference basis for the analysis of the alternative strategies is 

set as maximum power feed fraction of the wind farm output to the electrolyzers, i.e. 10% in this study. 

Therefore, the total electrolyzers capacity is 50 MW for all the alternatives, which corresponds to 753.8 

kg/h of H2 production based on features of the technology considered in this process stage and detailed in 

Appendix A.  

Specific battery limits are considered in the assessment. The performance and costs of the OWT farm and 

its connection with the oil & gas platform are considered in the overall profitability of P2G and P2L 

strategies, but excluded in the sustainability assessment due to neutrality with respect to the selection of 

the technological alternatives for electricity conversion. Thus, the boundaries for calculation of the 

sustainability indicators for each alternative are limited to process stages.  

Technical, economic and environmental dimensions of sustainability are investigated in this case-study, 

thus leaving the societal aspect out of the scope of the analysis. The parameters required in input for each 

reference process scheme are estimated based on data and assumptions detailed in Appendix A.  

The grey prices for H2 and SNG intended for the grid (Options 1, 3a and 3b) are based on the UK 2018 

wholesale price of natural gas (non-households consumers) equal to 30 €/MWh [630] by applying the 

corresponding higher heating values (i.e. 39.4 kWh/kg for H2, 14.5 kWh/kg for SNG). For Option 2, the 

H2 selling price is obtained as average value between European selling prices for light industry (3.8-9.4 

€/kg) and for car and buses (4-7 €/kg) [631]. In the case of CH3OH, market price for Options 4a/4b is 
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estimated based on the Methanex European posted contract price referred to December 2018 [632]. The 

values used in this study are summarized in Table 5.3.  

The non-domestic renewable heat incentive (RHI) established by the UK Office of Gas and Electricity 

Markets (OfGem) for the first 40000 MWh of injected biomethane into the grid between 22 May and 31 

December 2018 [633], i.e. of 57.2 £/MWh, is considered to calculate the equivalent green prices of H2 in 

the natural gas mixture in case of Option 1 and of SNG in case of Options 3a and 3b. Conversion from 

£/MWh to €/kg is performed by using the 2018 currency conversion rate in Table A.5 in Appendix A and 

HHV value of 39.4 kWh/kg for H2 and of 14.5 kWh/kg for SNG. The UK ETS price of 16.37 $/tCO2 

referred to year 2018 [634] (i.e. 13.91 €/tCO2 by applying the 2018 currency conversion rate in Table A.5 

in Appendix A) is assumed to calculate the cost savings of CO2 emissions allowance thanks to the 

production of renewable H2 and CH3OH with respect to the fossil ones. Considering GHG emissions for 

H2 produced by means of steam reforming (with CH4 in input) equal to 72.4 gCO2eq/MJ (i.e. about 10.3 

kgCO2eq/kgH2) and for H2 produced from electrolysis equal to 0 gCO2eq/MJ (i.e. 0 kgCO2eq/kgH2) [635], the 

green premium in Option 2 is estimated as the difference between these two GHG emissions multiplied 

for the considered ETS price, i.e. 0.14 €/kg. The same approach is applied to estimate the savings in case 

of Options 4a and 4b by assuming GHG emissions for diesel equal to 95.10 gCO2eq/MJ (i.e. about 3.80 

kgCO2eq/kgdiesel) and for Sunflower biodiesel equal to 32 gCO2eq/MJ (i.e. about 1.28 kgCO2eq/kgdiesel). The 

added value for CH3OH as fuel in the mobility sector is 0.035 €/kg. The financial incentive calculated for 

Options 2, 4a and 4b are then added to the grey prices in order to obtain the green selling prices of the 

products. Table 5.3 summarizes the values of the green selling prices adopted for the alternative strategies.  

Table 5.3. Case-study 1: Grey and green market prices of the final products considered for the alternative strategies. 

 Option 1  Option 2 (H2) Option 3a/3b Option 4a/4b 

Final product and end-use H2 admixture for 

grid injection 

H2 for industry and 

mobility sectors 

SNG for grid 

injection 

CH3OH for mobility 

sector 

Grey market price (€/kg) 1.18 6.00 0.44 0.43 

Green market price (€/kg) 2.55  6.14 0.94 0.46 

 

5.2.3. Assumptions made for the sustainability assessment 

To quantify the technical aspect of sustainability performance of the alternative process schemes, among 

the indicators defined in Section 4.3, the energy efficiency indicator, 𝜂, is selected in this case-study, 

disregarding the calculation of the exergy efficiency indicator, 𝜓. HHV values summarized in Table 4.5 

are assumed to apply Equation (4.2). The mass flowrate �̇� of the final product and electrical power 

required �̇� associated to the components of each strategy are estimated based on the data detailed in 

Appendix A. �̇� values are summarized in Table 5.4. 
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Regarding the economic performance assessment, both LCOP and LVOP proposed in the assessment 

model in Section 4.3 are calculated for the reference process schemes. CAPEX and OPEX required in 

Equation (4.9) are calculated as detailed in Appendix A. The reference currency and year for the cost 

analysis are € referred to 2018. Thus, if required, cost adjustments based on Equation (4.1) are performed 

by considering conversion rates and total industrial PPI summarized in Table A.5 in Appendix A. Final 

CAPEX and OPEX values considered for calculation of the economic indicators are summarized in Table 

5.4 for the different process stages of the alternatives. Each revenue required in Equation (4.10) is 

calculated by multiplying the produced flowrate of the final product of each pathway by the corresponding 

market price (Table 5.3).  

Moreover, an economic lifetime of 10 years is conservatively assumed for all the alternatives, without 

any further investment, considering the lifetime of the electrolyzers [636], which are expected to be the 

most expensive components of the conversion processes. CAPEX of each component of the process stage 

occurs at the beginning of the project, while OPEX, production and revenues are discounted at each year 

of the project lifespan. The discount rate r is considered constant along the economic lifetime period and 

equal to 8%, in agreement with previous studies [116,119,124,159]. Neither income taxes nor depreciation 

are considered, for the sake of simplicity. These assumptions are applied also for calculation of NPV 

defined in Equation (4.20) in the profitability assessment.  

LGHG indicator defined in Equation (4.11) is used to quantify the environmental performance of the 

alternatives. GHG emissions associated to each reference process scheme are calculated as detailed in 

Appendix A. The values obtained for the relevant process stages of the six pathways are summarized in 

Table 5.4.  
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Table 5.4. Case-study 1: Technical, economic and environmental data of process stages of the alternatives.   

Process stage Option  �̇� (kW) CAPEX (€) Annual OPEX 

(€/y) 

GHG emissions 

(kgCO2eq/y) 

Desalination 1, 2, 3a, 3b, 4a, 4b 9.05 ∙ 10 3.31 ∙ 105 6.62 ∙ 103 1.90 ∙ 104 

H2 production 1, 2, 3a, 3b, 4a, 4b 5.27 ∙ 104 4.35 ∙ 107 4.56 ∙ 106 3.96 ∙ 106 

H2 compression 1 9.01 ∙ 102 7.94 ∙ 105 3.17 ∙ 104 - 

H2 transportation 1 - - 8.79 ∙ 105 - 

H2 compression 2 6.17 ∙ 102 5.64 ∙ 105 2.26 ∙ 104 - 

H2 transportation 2 - 2.48 ∙ 108 5.68 ∙ 106 - 

CO2 capture 3a 1.02 ∙ 103 6.89 ∙ 105 1.24 ∙ 105 1.73 ∙ 107 

CO2 compression 3a 3.06 ∙ 102 1.58 ∙ 106 7.91 ∙ 104 - 

H2 storage 3a, 3b, 4a, 4b - 1.10 ∙ 107 2.20 ∙ 105 - 

SNG production 3a, 3b 4.99 ∙ 102 1.35 ∙ 107 1.31 ∙ 106 3.97 ∙ 106 

CO2 purchase 3b - - 8.60 ∙ 104 - 

CO2 transportation 3b - - 6.87 ∙ 106 - 

CO2 compression 3b 1.04 ∙ 10 1.64 ∙ 105 8.21 ∙ 103 - 

SNG compression 3a, 3b 3.22 ∙ 102 2.17 ∙ 105 1.30 ∙ 104 - 

SNG transportation 3a, 3b - - 2.21 ∙ 105 - 

CO2 capture 4a 1.36 ∙ 103 9.19 ∙ 105 1.65 ∙ 105 2.31 ∙ 107 

CO2 compression 4a 4.08 ∙ 102 1.92 ∙ 106 9.59 ∙ 104 - 

H2 + CO2 compression 4a 5.67 ∙ 102 2.03 ∙ 106 1.02 ∙ 105 - 

CH3OH production 4a, 4b 1.55 ∙ 103 3.65 ∙ 106 3.80 ∙ 104 9.10 ∙ 106 

CO2 purchase 4b - - 3.15 ∙ 105 - 

CO2 transportation 4b - - 6.87 ∙ 106 - 

CO2 compression 4b 1.39 ∙ 10 1.99 ∙ 105 9.95 ∙ 103 - 

H2 + CO2 compression 4b 5.14 ∙ 102 1.90 ∙ 106 9.52 ∙ 104 - 

CH3OH storage 4a, 4b - 4.11 ∙ 105 8.23 ∙ 103 - 

CH3OH transportation 4a, 4b - - 2.07 ∙ 105 - 

 

In order to provide a concise yet representative comparison between the overall performance of the 

alternatives based on different aspects, the above defined indicators are aggregated into a global indicator. 

Among the approaches for aggregated performance assessment described in Section 4.3, a non-

compensatory MCDA method is applied in this case-study since alternatives producing different products 

(H2, SNG, CH3OH) are compared, thus avoiding the need for normalization of indicators based on 

process-related target values. The PROMETHEE II method [494] is selected in order to obtain a complete 

ranking of the alternatives based on the net outranking flow (Φ) ranging between -1 and 1.  

In the present study, the calculation of the aggregated scores of the six alternative conversion technologies 

is performed by using Visual Promethee 1.4 Academic Edition software [497], where PROMETHEE II 

is implemented. The values of the indicators estimated by applying Equations (4.2), (4.9), (4.10) and 

(4.11) are provided as an input, using an evaluation performance matrix. The maximization is then 

selected for 𝜂 and LVOP, while the other two indicators are minimized. Based on the performance data 
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provided in input to the software, the recommendations provided from the tool about the most suitable 

preference function and related preference thresholds are applied.  

The evaluation of relative importance weights among indicators is performed by applying the approach 

described in Section 4.3 based on time-space-receptor criteria and individualist-egalitarian-hierarchist 

perspectives. Equal weighting is further added to the archetypes of decision makers. Before scoring and 

weighting, the indicators selected for the assessment of the case-study are classified in terms of time, 

space and receptor based on their definition.  

Being a measure of resource use, η is considered important for a long-term perspective where resource 

scarcity may require more efficient methods. It is relevant on a global scale since improvements may lead 

to better and resource utilization and lower emissions, reduced costs. Ecosystem is evaluated as main 

receptor by this indicator, but also humans may be influenced since resource use and costs are human-

related areas.  

LCOP exhibits mainly short-term, local/regional and anthropocentric perspectives. However, it can be 

considered unimportant over time since externalities (e.g. available resources, socio-political variations 

and other local/regional factors) are internalized into the cost assessment.  

As opposed to LCOP, LVOP can influence both humans and ecosystem receptors at a regional scale 

because financial incentives on market prices of the products may be implemented due to policy adopted 

by the local Government as a response to environmental issues and resource depletion. With respect to 

time it shows the same features of LCOP.  

Finally, LGHG is considered a very important long-term and global-scale concern, even though its effect 

may be short-term and at local scale based on the incidence of weather. Thus, it is evaluated as neutral on 

time and space criteria. Both humans and ecosystems are sensitive receptors.  

For each archetype, given scores are assigned to indicators based on the three criteria. The overall score 

to each indicator is estimated as the sum of the scores given with respect to each criterion. The relative 

importance of the indicators is determined as the ratio of the associated overall score to the sum of overall 

scores. All the values of assigned scores and weights are reported in Table 5.5. Figure 5.1 illustrates the 

comparison of weights based on the different perspectives mentioned above to be used in the aggregated 

sustainability assessment. As shown in this figure, the individualist archetype prioritized LCOP, LGHG 

and LVOP because of its selfish and resilient viewpoint, while the egalitarian method gave higher priority 

to 𝜂 besides LGHG. On the other hand, slight variations in prioritizing the indicators appeared in case of 

the hierarchist perspective, thus leading to similar findings than the weighting scheme.  
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Table 5.5. Case-study 1: Scores and weights assigned for aggregation of indicators based on different perspectives.  

Schemes Criteria Indicators for sustainability performance assessment 

η LCOP LVOP LGHG 

Score 1-5 Score 1-5 Score 1-5 Score 1-5 

Individualist Time 2 3 3 3  
Space 3 4 2 3  
Receptor 2 4 5 5  
Sum 7 11 10 11  
Relative importance weight 0.179 0.282 0.256 0.282 

Egalitarian Time 5 3 3 5  
Space 5 3 4 5  
Receptor 4 1 5 5  
Sum 14 7 12 15  
Relative importance weight 0.292 0.146 0.250 0.313 

Hierarchist Time 3.5 3 3 4  
Space 4 3.5 3 4  
Receptor 3 2.5 5 5  
Sum 10.5 9 11 13  
Relative importance weight 0.273 0.260 0.234 0.234 

Equal weighting Relative importance weight 0.250 0.250 0.250 0.250 

 

 

Figure 5.1. Case-study 1: Weights among the indicators based on different perspectives for the aggregated 

sustainability assessment.  

 

5.2.4. Assumptions made for the profitability assessment 

For the purpose of profitability assessment based on NPV in Equation (4.20), three business cases (BCs) 

are analysed and compared each other: BC1, BC2 and BC3. BC1 represents the baseline situation of zero 

integration of wind energy into the offshore oil & gas operations, thus only electrical grid connection 
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between the offshore wind farm and onshore substation, as well as revenues from the electricity selling to 

suppliers are conceptualized.  

BC2 represents the situation described in Figure 4.3, which considers the electrical connection between 

the wind farm and the platform but only gas grid or ship travel to shore, thus the entire offshore wind 

power is used for the processes at the platform and only revenues coming from the selling of final products 

to the onshore markets can be gained.  

Finally, BC3 aims to conceptualize the situation of an offshore hybrid energy system integrated into the 

electrical network which uses electrolysis as energy balancing system in order to limit wind curtailments 

according to grid connection agreements, handle large electrical power fluctuations of the wind power 

plant and absorbing the unpredicted excess of power production, otherwise curtailed, for synthesis of 

valuable chemicals [229]. As a result, an electrical export cable to shore is present in addition to the 

connection mentioned in BC2, thus a part of offshore wind power is directly routed to the land and the 

other part is converted into the chemical energy carrier at the offshore platform. In such a situation, a 

double revenue can be obtained coming from the selling of both electricity and final product of the 

pathway.  

In order to perform the profitability analysis for the different BCs described above, economic data related 

to the offshore wind farm in Table 5.2 are adjusted by applying cost indices in Table A.5 of Appendix A. 

Moreover, the following further specific assumptions are made.  

The offshore substation including AC switchgear, transformers, converter electronics and filter and used 

to increase the voltage prior to its use, is supposed to be located at the offshore gas platform considered 

in the analysis; thus, the platform costs of offshore substation proposed by Myhr et al. [629] are 

disregarded in the calculation of CAPEX, as illustrated in Table 5.2.  

The electrical connection between the OWT farm and the gas platform (where the offshore substation is 

located) is considered for all BCs, while the export subsea cable between the offshore substation and 

onshore substations is evaluated only in case of BC1 and BC3. According to these two situations, different 

values for electrical losses, load factor and net energy production are reported in Table 5.2. Moreover, 

CAPEX associated to export cable and its installation, as well as CAPEX associated to onshore substation 

reported in Table 5.2 are excluded from the profitability analysis of BC2, but included in the assessment 

of BC1 and BC3. 

For the assessment of BC1 and BC3, market prices of renewable electricity delivered to the grid are 

estimated based on the current policy implemented in the reference country. UK supports large-scale 

renewable electricity projects, including offshore wind farms, under the Renewables Obligation (RO) 
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mechanism [637]. According to RO, once the generating plant has been accredited, generators can be 

issued Renewables Obligation Certificates (ROCs) by the UK Office of Gas and Electricity Markets 

(OfGem) based on the net renewable electricity generated each month by the plant and then sell them 

directly or indirectly to electricity suppliers, providing an additional income on top the selling of 

electricity wholesale price. Suppliers are asked to purchase ROCs amounting to a “headroom” figure set 

by the Department of Energy and Climate Change (DECC) for each financial year, involving a forecasting 

renewable generation and adding 10%. Suppliers can then redeem the purchased ROCs in order to show 

their compliance with the obligation, paying a penalty in the form of the buy-out price for every MWh 

below the obligation. The buy-out payments made are put into a buy-out fund which is redistributed 

among the suppliers who presented correct number of ROCs at the end of the period.  

In this case-study, it is supposed that eligibility requirements for full accreditation under RO scheme are 

met by the OWT farm, being an offshore wind generating station, already been commissioned, located 

within the territorial waters of the UK and connected to a transmission network in Great Britain, and then 

accreditation is granted after the application approval. As a consequence, revenues derived from the 

electricity market (at the wholesale market price) and ROCs market (at ROCs recycle value reported each 

year by OfGem) awarded for eligible output are included in the NPV calculation of BC1 and BC3. 

According to the guidance for generators about RO scheme [638], for installed capacity after 2016 the 

level of support for OWT farm is established as 1.8 ROCs per MWh of eligible electricity produced each 

month. The UK wholesale electricity market of 64.3 £/MWh referred to December 2018 [639] and recycle 

rate per ROC of 5.85 £/ROC referred to year 2018 [640] are assumed for the calculations. To convert 

these prices into €, the corresponding exchange rate reported in Table A.5 of Appendix A is applied. The 

net energy production from OWT farm reported in Table 5.1 is used to calculate the eligible monthly 

renewable output for the analysis of BC1 and BC3, assuming for the sake of simplicity 500 MW and 440 

MW capacities, respectively. Therefore, in BC3, about 60 MW of the available wind power is considered 

for conversion into H2, SNG, CH3OH at the offshore platform, avoiding curtailments. The final annual 

revenues from renewable electricity selling to the UK market are calculated equal to 1.41 ∙ 108 €/y for 

BC1 and 1.08 ∙ 108 €/y for BC3.  

5.2.5. Sustainability and profitability assessment results 

Table 5.6 summarizes the results obtained for the technical, economic and environmental performance 

indicators calculated for the case-study, based on the data summarized in Table 5.4. The ranking of the 

alternatives with respect to each indicator is also reported.  
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Table 5.6. Case-study 1: Technical, economic and environmental indicators for the alternatives and associated ranking. 

 η LCOP LVOP  

(no incentive) 

LVOP  

(with incentive) 

LGHG 

 Value 

(%) 

Rank Value 

(€/MWh) 

Rank Value 

(€/MWh) 

Rank Value 

(€/MWh) 

Rank Value 

(kgCO2eq/MWh) 

Rank 

Option 1 59.39 2 43.4  1 28.0 4 60.2 4 14.3 1 

Option 2 59.71 1 212.0 6 142 1 145.0 1 14.3 1 

Option 3a 39.92 6 89.0  2 30 3 64.6 3 132.0 5 

Option 3b 40.90 5 125.0  4 30 3 64.6 3 41.4 3 

Option 4a 43.39 4 123.0  3 120 2 129.0 2 299.0 6 

Option 4b  44.82 3 177.0  5 120 2 129.0 2 108.0 4 

 

As shown in Table 5.6, when the energy efficiency indicator is considered, Options 1 and 2 are the most 

efficient, with values of η around 60%. Option 2 appears slightly more efficient than Option 1 due to 

lower delivery pressure assumed for the H2 pipeline, leading to lower electrical power required for 

compression (Table 5.4). In the other options, the additional process stages of conversion and conditioning 

needed to produce SNG and CH3OH implies a decrease in the expected technical performance. For these 

processes, η results lower for Options 3a and 3b (around 40%) than for Options 4a and 4b (around 44%).  

Concerning the ranking of the alternatives based on LCOP, Option 1 shows the best economic 

performance (i.e. lowest LCOP value) in addition to the best technical performance based on η, while 

Options 2 demonstrates the highest value of LCOP. This can be attributed to higher transportation costs 

associated to this option, as shown in Table 5.4.  

The two sets of LVOP values calculated, based respectively on grey and green market prices of the final 

products, are both summarized in Table 5.6 in order to evaluate the impact of the financial incentives on 

the levelized revenues. In both cases, the highest LVOP is associated to H2 intended for use in industry 

and mobility (Option 2), followed by CH3OH for mobility (Options 4a/4b). As a consequence, industry 

and mobility sectors are the most advantageous end-markets for P2G and P2L products. Another finding 

gained in the case-study is that the upgrading from grey to green market prices appears highly beneficial 

in case of Options 1, 3a and 3b, for which gas grid injection is the end-use of the product. These options 

show approximately a doubling of the LVOP values when incentives are considered. 

On the other hand, the highest environmental performance, corresponding to the lowest LGHG value, is 

obtained for Options 1 and 2, thus confirming the ranking based on η and LCOP. The highest values 

calculated for Options 3b and 4b are attributed to larger environmental impact associated to onsite CO2 

capture, as reported in Table 5.4.  

Table 5.7 summarizes the values of the overall aggregated indicators, Φ, derived from the application of 

the PROMETHEE II method to the technical, economic and environmental indicators of the six 
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conversion processes considered in the case-study. The table also reports the ranking of the alternatives 

based on different sets of weight coefficients, corresponding to different archetypes of decision makers 

illustrated in Figure 5.1. When analysing the results, Option 1 showed the best aggregated performance 

according to the individualist, hierarchist and equal weighting perspectives. Whereas, Option 2 is the most 

performant based on the egalitarian scheme. This confirms the ranking previously identified based on 

indicators addressing single aspects of sustainability.  

Table 5.7. Case-study 1: Comparison of ranking of the pathways based on the overall aggregated sustainability indicator 

for different weighting schemes. 

 Individualist scheme Egalitarian scheme Hierarchist scheme Equal weighting 

 Φ value Rank Φ value Rank Φ value Rank Φ value Rank 

Option 1 0.317 1 0.313 2 0.358 1 0.335 1 

Option 2 0.213 2 0.410 1 -0.262 2 0.273 2 

Option 3a -0.161 4 -0.273 3 -0.195 3 -0.200 3 

Option 3b -0.123 5 -0.167 5 -0.170 5 -0.163 5 

Option 4a -0.184 3 -0.258 4 -0.176 4 -0.181 4 

Option 4b -0.063 6 -0.26 6 -0.080 6 -0.064 6 

 

The NPV indicator of the alternatives is calculated for the different BCs described above by applying 

Equation (4.20). The results are displayed in Figure 5.2. As appears evident in this figure, the baseline 

situation considered in BC1 results in the most profitable investment with NPV of about 226 M€. 

Whereas, all the P2G and P2L pathways in BC2 show negative values of NPV, thus indicating that the 

sole revenues from the products selling are not sufficient to cover the total costs under the assumed input 

data. In this case, the break-even market prices of the products to reach NPV equal to 0 are estimated as 

13.3 €/kg, 20.4 €/kg, 6.8 €/kg, 7.5 €/kg, 2.4 €/kg, 2.9 €/kg for Options 1, 2, 3a, 3b, 4a, 4b respectively. 

Therefore, with respect to the market prices in Table 5.3, to reach the break-even point, prices should 

increase about three times for Option 2, five times for Options 1 and 4a, six times for Option 4b, seven 

times for Option 3a and eight times for Option 3b. When additional revenues deriving from the electricity 

selling to suppliers are considered in BC3, more favourable results are obtained: NPV values of all the 

alternatives increased proportionally than BC2, becoming less negative as in Options 2, 3a, 3b, 4b, and 

even positive in case of Option 1 (37 M€) and Option 4a (10 M€). 
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Figure 5.2. Case-study 1: Comparison of NPV of the alternatives in the BCs considered for profitability analysis. 

 

5.2.6. Results of sensitivity analysis 

In this case-study, the adoption of the approach based on time-space-receptor criteria and different 

archetypes of decision makers for weights elicitation in the integrated sustainability assessment is 

considered as an alternative way to reduce uncertainty associated to this stage, thus sensitivity analysis is 

not applied to verify the robustness of aggregated sustainability indicators obtained for the alternatives.  

In case of profitability analysis, sensitivity analysis is applied to the most profitable P2G and P2L 

alternatives emerged in the NPV assessment in Figure 5.2, i.e. Option 1 and Option 4a of BC3. As 

described in Section 4.7, a one-at-a-time fixed variation with respect to the baseline value of cost factors 

involving in the NPV calculation is first performed to identify the most influential parameters. The effects 

on NPV of CAPEX and OPEX associated to the technologies of the process stages, CAPEX and OPEX 

of the wind farm, green market prices of the product, wholesale electricity price and discount rate are 

investigated by varying their base value within ± 20% range, one at a time. Figure 5.3 shows the tornado 

charts obtained for the selected alternatives.  
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Figure 5.3. Case-study 1: Tornado charts from sensitivity analysis on NPV of (a) Option 1 and (b) Option 4a of BC3. 

 

As shown in Figure 5.3, all the input factors drive a linear direct variation in NPV, except for the market 

prices of the products and wholesale electricity price which varied inversely. For both Options 1 and 

Option 4a, the wholesale electricity price is identified as the most critical parameter, followed by OPEX 

and CAPEX of the wind farm. The next ones are the discount rate and market prices of the products. 

Finally, CAPEX and OPEX associated to electrolyzers are other relevant factors derived from the analysis 

of both the alternatives. These eight input parameters are thus considered as the most uncertain factors in 

the analysis.  

In order to study uncertainty propagation from the dataset to the results, the Monte Carlo simulation 

approach implemented in MATLAB programming software [641] is adopted, by assuming a probability 

distribution for each uncertain parameter and then repeating the calculation for a reasonably high number 

of times, randomly varying it within proper ranges of values [642]. Triangular distribution is adopted in 

this case-study for all the key parameters, since it is often used in estimating cost risks because the math 

is simple and it nearly approximated a lognormal distribution [643]. The uncertainty ranges are 

determined based on specific considerations discussed in the following. Table 5.8 summarizes the 

minimum and maximum value of the ranges adopted for the Monte Carlo simulations. 
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Table 5.8. Case-study 1: Ranges assumed for the key uncertain parameters in the Monte Carlo simulation approach.  

 Wind 

farm 

CAPEX 

(€) 

Wind 

farm 

OPEX 

(€) 

Electrolysis 

CAPEX (€)  

Electrolysis 

OPEX 

including O&M 

and stack 

replacement (% 

CAPEX/y) 

H2 price 

in 

Option 

1 (€/kg) 

CH3OH 

price in 

Option 

4a (€/kg) 

Electricity 

price 

(€/MWh) 

Discount 

rate (%) 

Minimum 

value of 

the range 

3.21 ∙ 

108  

5.20 ∙ 

107 

 

3.50 ∙ 107 

 

7 1.400 0.428 59.9 2 

Maximum 

value of 

the range 

1.94 ∙ 

109  

6.47 ∙ 

107 

 

7.50 ∙ 107 

 

12 3.129 0.499 75.2 14 

 

The maximum values of the ranges for CAPEX and annual OPEX of the wind farm are derived from 

CAPEX and annual OPEX estimates reported for commercial floating wind deployments by Carbon Trust 

[644], i.e. 2.7 ∙ 106 £ and 0.09 ∙ 106 £/y referred to year 2015, respectively. On the other hand, the minimum 

values of the ranges associated to these parameters are evaluated based on the cost prospects for offshore 

wind farm in the North Sea after 2030 [645]: a value of 2.84 ∙ 108 £ referred to year 2018 is obtained for 

CAPEX by summation of the contributions of its components (i.e. 1.4 ∙ 107 £ for wind turbine, 1.0 ∙ 107 £ 

for substructure, 4.0 ∙ 107 £ for intra-array cables, 6.0 ∙ 107 £ for project development, 1.6 ∙ 108 £ for 

installation), while a value of 4.6 ∙ 107 £/y referred to year 2018 is estimated for annual OPEX. To convert 

the cost values into € referred to year 2018, the average exchange rate and price indices reported in Table 

A.5 of Appendix A are used for application of Equation (4.1). 

The limits for CAPEX and annual OPEX of the electrolyzers are derived from statistical data published 

in the technical literature [631]. Information about proton exchange membrane electrolyzer operating at 

30 bar and 1 MW at year 2017 is used for maximum values of the ranges: CAPEX of 1500 €/kW and, 

O&M costs equal to 4% of CAPEX/y and stack replacement costs of 600 €/kW every 40000 h of operation 

(i.e. 40% of CAPEX/y). On the other hand, for minimum values of the ranges, data about proton exchange 

membrane electrolyzer operating at 60 bar and 20 MW capacity at year 2025 is considered, i.e. CAPEX 

of 700 €/kW and, O&M costs equal to 2% of CAPEX/y and stack replacement costs of 210 €/kW every 

50000 h of operation (i.e. 30% of CAPEX/y). By multiplying for the 50 MW capacity considered for 

electrolyzers in the case-study, final values of the limits can be obtained.  

The minimum value of the range for the H2 market price in Option 1 is considered equal to the H2 injection 

price forecast in 2025 in UK by Tractebel and Hinicio [631], under the assumptions that injection tariffs 

will decrease as a carbon tax emerges in the near future, leading to an increase in the wholesale natural 

gas price. On the contrary, the maximum value of the range associated to this variable is estimated by 
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assuming the non-domestic RHI established by OfGem for the first 40000 MWh of injected biomethane 

first published before 2018 [646], i.e. 65.1 £/MWh between 1 January to 31 March 2016. From this 

information, the price in €/kg is obtained by applying the 2016 currency conversion rate in Table A.5 of 

Appendix A and HHV value of 39.4 kWh/kg for H2.  

Concerning the market price of CH3OH in Option 4a, minimum value of the range is assumed equal to 

the grey market price (Table 5.3). Whereas, maximum limit of the range is estimated by considering the 

forecast ETS price of CO2 emissions allowance in 2025 [631], equal to 28.1 €/tCO2, and calculating the 

added value of renewable CH3OH due to cost savings according to the procedure described for green 

market price estimation in the main text.  

The UK wholesale electricity price attributed to wind electrical power sold to the grid is varied within the 

range in €/MWh proposed in the technical literature [631] for year 2017, in case of the minimum limit, 

and for year 2025, in case of the maximum limit.  

Discount rate is instead varied as suggested in a previous study [647].  

The results of the analysis are presented as distribution of NPV differences between selected couples of 

the alternatives, as commonly proposed in the discernibility analysis [624]. Figure 5.4 reports the 

cumulative probability of the values of the differences among NPV of different couples of the selective 

alternatives with respect to the baseline situation BC1 calculated by 106 Monte Carlo runs.  

 

Figure 5.4. Case-study 1: Cumulative probability of the NPV differences of Options 1 and 4a in BC3 with respect to 

BC1. 
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As evidenced in Figure 5.4, both Options 1 and 4a demonstrate very similar profitability performance 

with respect to BC1, thus the ranking between them is affected by the variability in the input parameters. 

In particular, Option 1 has about 40% probability of being more profitable than BC1, while Option 4a 

shows higher NPV for approximately 30% probability. Therefore, the results of the analysis confirm the 

profitability ranking illustrated in Figure 5.3 over a moderate number of simulations. It is verified that the 

increase in the number of runs up to 107 simulations does not affect the findings illustrated in Figure 5.4.  

5.2.7. Conclusions 

The case-study was considered to demonstrate the potential of the proposed sustainability assessment 

methodology for P2G and P2L offshore hybrid energy options described in Section 4.3 for the conversion 

of offshore wind energy at the facility and the selling of the products to the onshore market.  

Options 1 and 2 show the best performance based on both technical, economic and environmental 

indicators and the aggregated sustainability indicator. This is also confirmed by applying different criteria 

and perspectives of decision makers to elicitation of weights among indicators.  

A situation where P2G and P2L conversion processes are used to limit wind power curtailments due to 

grid integration appears more favourable in NPV assessment than the sole chemical production. Selling 

pure H2 and CH3OH to industry and mobility sectors, besides electricity to the network, give positive 

NPV values. Sensitivity analysis through Monte Carlo simulations proves the robustness of these findings. 

 

5.3. Case-study 2: Application of the sustainability assessment methodology to 

OWT farm and G2P options 

The methodology described in Section 4.4 is applied to a case-study consisting of a gas production 

platform in a depleted gas field in the Adriatic Sea close to the onshore electrical grid, in order to rank the 

sustainability performance of alternative G2P offshore hybrid energy options composed of an OWT farm 

coupled with GTs at the offshore facility.  

5.3.1. Definition of the offshore oil & gas site and renewable power plant 

An offshore depleted gas field located in the Adriatic Sea and relatively close to the onshore grid is 

considered as the location for the development of the G2P offshore hybrid energy options. Offshore wind 

energy is selected as renewable source to be exploited for energetic valorisation of the site and integrated 

into the onshore electrical network, given a previous study investigating the feasibility of an offshore wind 

farm in the northern Adriatic Sea, off coast of Rimini (Italy) [110].  
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As required from step 0 of the procedure illustrated in Figure 4.4, the offshore oil & gas site is defined 

providing input data about the field and infrastructures. The oil & gas platform is supposed to be one of 

the gas production platforms in the A.C 1.AG. block in the northern Adriatic Sea, in water depth of about 

25 m. Natural gas is actually extracted by means of 18 wells out of total 58 drilled wells at relatively low 

pressure and sent via pipeline to the onshore gathering and treatment Casalborsetti plant (Ravenna). 

Average gas production at the field is estimated at the end of 2016 as 54809296 Sm3/y. The platform at 

the field is a multi-leg fixed structure with topside area of 48 x 26 m2, ageing about 25 years and located 

around 20 km from the coast [648]. No subsea cables to the grid or other platforms are installed in the 

area. The closest onshore transmission grid (alternating current, 380 kV voltage) operated by the Italian 

TSO TERNA [649] is located in Ravenna, about 25 km far from the gas field.  

According to step 1 of the methodology, data about wind speed and frequencies are retrieved from an 

experimental campaign launched in the area between November 2013 and November 2016 through an 

anemometer installed at Garibaldi A platform at 50 m above the sea level (a.s.l.) height. The average 10-

minute wind speeds collected in the year 2015-2016 are used to assess the wind energy potential in this 

case-study.  

The observed probability density function of the wind speed at 50 m a.s.l. is shown in Figure 5.5. The 

average observed wind speed yields 3.79 m/s. Different methods suggested in the literature [504,650] are 

used to determine the parameters of the Weibull fitted distribution, i.e. the shape factor 𝑘 and the scale 

factor 𝑐 in Equation (4.24). The parameters identified with the empirical method (𝑘 and 𝑐 equal to 1.54 

and 4.21, respectively) are found to best fit with a coefficient of determination R2 of 0.949, as shown in 

Figure 5.5. Arithmetic mean is used for sake of simplicity to convert measured wind speeds into series of 

hourly values in the analysed period.  
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Figure 5.5. Case-study 2: Data about the wind speed at the selected offshore site (experimental probability density and 

Weibull distribution fitted with different methods). 

 

ERA5 reanalysis dataset for global climate and weather by ECMWF [651] is adopted in this case study 

to retrieve short-term forecast data about wind speed in the selected site. ERA5, with free access, is 

developed by means of the Copernicus Climate Change Service and provides hourly values of several 

terrestrial and oceanic weather variables from 1979 to 2-3 months before the present, with a global 

horizontal coverage and horizontal resolution 0.25° x 0.25°. Among the available parameters, the reduced 

resolution ten member ensemble (EDA) sub-daily data related to horizontal and vertical wind speeds at 

10 m a.s.l. are downloaded for the analysis. The forecast can be downloaded at two different initialization 

times in the day (06:00 and 18:00) for four different forecast horizons or steps (3 h, 6 h, 9 h, 12 h). 

Therefore, in case of instantaneous parameters, the horizontal and vertical wind speeds from the forecast 

at time 06:00 and step 3 h represent the wind speeds at 06:00 + 3 h, i.e. at 09:00. Similarly, the horizontal 

and vertical wind speeds from the forecast at time 06:00 and step 6 h represent the wind speeds at 06:00 

+ 6 h, i.e. at 12:00 [652]. Data from ERA5 for forecast step 3 h and 6 h are considered in this case-study: 

data related to forecast 3 h represents wind speeds at 09:00 and 21:00 in the day, while data related to 

forecast 6 h represents wind speeds at 12:00 and 0:00 of the next day. Having downloaded the data for 

the period of interest, the resulting hourly wind speed to be used for wind power calculation is obtained 

by combining the horizontal and vertical components of wind speeds from ERA5. Figures 5.6 and 5.7 

illustrate the trend of the resulting wind speeds at 09:00 and 21:00, respectively, related to forecast horizon 

3 h over the analysed period. Figures 5.8 and 5.9 show the trend of the resulting wind speeds at 12:00 and 

00:00 (next day), respectively, related to forecast horizon 6 h over the analysed period. 
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Figure 5.6. Case-study 2: Forecast wind speeds (horizon 3 h) at time 09:00.  

 

 

Figure 5.7. Case-study 2: Forecast wind speeds (horizon 3 h) at time 21:00.  

 

 

Figure 5.8. Case-study 2: Forecast wind speeds (horizon 6 h) at time 12:00.  



 

166 

 

 

Figure 5.9. Case-study 2: Forecast wind speeds (horizon 6 h) at time 00:00 of next day. 

 

In order to obtain the wind speeds for each hour of the day in the period of interest for a given forecast 

horizon, a simplified approach based on arithmetic mean between the available values is applied, thus 

filling the gaps in wind speed series related to the two forecast steps from ERA5. To take an example, 

with reference to forecast horizon 3 h, wind speed value at 15:00 is first calculated as arithmetic mean 

between the available values from ERA5 at 09:00 and 21:00, then the wind speed values at 12:00 is the 

arithmetic mean between the value at 09:00 (available in ERA5) and value at 15:00 (previously 

calculated), and so forth to obtain the hourly values in the year. The same approach is applied to the series 

related to forecast horizon 6 h.  

According to step 2 of the procedure in Figure 4.4, the OWT model is chosen in order to calculate the real 

and forecast wind power curves from the wind speed data. Given the average wind speed of 3.8 m/s and 

water depth of 25 m at the offshore site, the commercially available Nordex N90/2500 Offshore by the 

German Nordex SE characterized by cut-in speed of 3 m/s and monopile steel sub-structure is considered 

in this case-study. Technical data of the OWT is summarized in Table 5.9. The power curve of Nordex 

N90/2500 Offshore and related power coefficient 𝐶𝑝 trend are illustrated in Figure 5.10.  

Table 5.9. Case-study 2: Main technical data of Nordex N90/2500 Offshore wind turbine [653]. 

Parameter Value 

Nameplate capacity 2500 kW 

Rotor diameter 90 m 

Swept area 6.362 m2 

Hub height 104 m 

Cut-in speed 3.5 m/s 

Rated speed 12 m/s 

Cut-off speed 25 m/s 

Wind class IEC IIa 
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Figure 5.10. Case-study 2: Power curve and Cp trend for NORDEX N90/2500 Offshore [517].  

 

The AEP at the offshore site by means of the selected offshore wind turbine is estimated as described in 

Section 4.4. Before this calculation, the wind speeds measured from anemometer are adjusted to the hub 

height of the turbine (Table 5.9) according to Equation (4.23). Average wind speed in the adjusted sample 

of data is 4.04 m/s. The parameters of Weibull fitted distribution based on empirical method are 𝑘 and 

𝑐 equal to 1.54 and 4.46, respectively, with coefficient of determination R2 of 0.960. Power values are 

derived by using the power curve in Figure 5.10. Number of hours in the year is considered as 8784, while 

availability of OWT as 0.97. By applying Equation (4.25), AEP is obtained equal to 2052 MWh/y. 

Capacity factor CF of the selected OWT over the analysed period is derived as 9.35%.  

The nominal size of the OWT farm is fixed in this case-study as 50 MW, as similarly considered in the 

previous feasibility study in the northern Adriatic Sea [110], thus composed of 20 NORDEX N90/2500 

Offshore turbines. The farm is supposed to be placed in proximity of the gas production platform, linked 

via subsea cables to the platform where offshore substation increasing the voltage (e.g. up to 132 kV) is 

installed. An export HVAC transmission line of about 20 km is assumed between the platform and the 

coast.  

The available wind power from OWT farm, 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙, on an hourly basis is calculated by using real wind 

speed data and 𝐴𝑟𝑜𝑡 of the selected turbine in Equation (4.21) and then multiplying for the number of 

turbines in the farm. The actual electrical power produced by the OWT farm on an hourly basis is 

determined by using the real and forecast wind speeds data and the power curve in Figure 5.10 for a single 

OWT and then multiplying for the number of turbines in the farm. Adjustments of measured and forecast 

wind speeds to the hub height are applied by means of Equation (4.23).  

For a renewable non-programmable power plant with size greater than 10 MVA linked to the electrical 

grid, the Italian dispatching system operates under the single pricing mechanism, thus the economic 
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penalization or gain associated to the plant depends only on the global sign of the zonal unbalance (i.e. 

unbalance associated to the macro-area where the dispatching point under analysis is located) [654]. 

According to this model, the producer should pay TERNA, in case of negative unbalance and obtain a 

remuneration by TERNA in case of positive unbalance from the power plant: if the power unbalance of 

the plant has an opposite sign than the zonal unbalance during the same relevant period in the macro-area 

where the dispatching point is located, such an unbalance is not fully penalized but may receive some 

benefits, e.g. producer may gain more than the actual electricity market price for the positive unbalance 

or pay TSO a lower price than the actual electricity market price for the negative unbalance). Table 5.10 

summarizes the principles of the single pricing mechanism. In this table, 𝑃𝑟𝑖𝑐𝑒𝑀𝐺𝑃 represents the price of 

the accepted supply offers in the day-ahead market, while 𝑃𝑟𝑖𝑐𝑒𝑀𝐵↓ and 𝑃𝑟𝑖𝑐𝑒𝑀𝐵↑ are the average prices 

of the bids and supply offers, respectively, accepted in the market of ancillary services in real-time 

balance, weighted by volume.  

Table 5.10. Case-study 2: Summary of the single pricing mechanism for unbalance remuneration or penalization. 

 
Positive unbalance of power plant Negative unbalance of power plant 

Positive zonal unbalance Producer receives by TSO 

min(PriceMGP, PriceMB↓)  

Producer pays TSO 

min(PriceMGP, PriceMB↓) 

Negative zonal unbalance Producer receives by TSO 

max(PriceMGP, PriceMB↑) 

Producer pays TSO 

max(PriceMGP, PriceMB↑) 

MGP stands for “Mercato del giorno prima” (day-ahead market), MB stands for “Mercato del bilanciamento” (balancing 

market).  

 

Considering the incentive scheme for promotion of renewable energy sources different than solar PV, the 

Italian legislation [655] establishes that a new renewable plant or hybrid energy plant is eligible to ask 

“Gestore Servizi Energetici” (GSE) [656] for a feed-in tariff (FIT) based on the renewable type and size 

of the plant. In case of offshore wind power, small-scale plants ranging between 1 and 60 kW of nominal 

power can directly request the permission for FIT after starting the production, while large-scale plant 

(nominal power greater than 5 MW) should participate in public unique bid auction in order to determine 

the incentive level for the produced power and, if entered in useful position, asks for the FIT after realizing 

the plant and starting the production. For plant with nominal power greater than 500 kW, FIT is an 

incentive for the net renewable power injected into the grid defined as follows: 

𝐼𝑛𝑂𝑊𝑇 = 𝑇𝑏,𝑟𝑒𝑑 + 𝑇𝑝𝑟𝑒𝑚 − 𝑃𝑟𝑖𝑐𝑒𝑀𝐺𝑃                                                                                                                 (5.1) 

where 𝐼𝑛𝑂𝑊𝑇 in €/MWh is the incentive for offshore wind power produced from the plant and injected 

into the grid available for a maximum of 25 years, 𝑇𝑏,𝑟𝑒𝑑 is the base tariff (165 €/MWh) reduced by a 

given percentage assigned during the auction (between 2% and 40%), 𝑃𝑟𝑖𝑐𝑒𝑀𝐺𝑃 is the zonal electricity 

market price in the day-ahead market, 𝑇𝑝𝑟𝑒𝑚 is the premium tariff (40 €/MWh) when Producer covers the 

costs for connection of the plant to the grid.  
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5.3.2. Definition of the dispatching power plan and sizing of the gas turbine park 

EasyFit software [529] is adopted in the case-study to perform the statistical analysis of the prediction 

errors (𝜉) calculated on an hourly basis by means of Equation (4.30) for the forecast horizons 3 h and 6 h. 

For each month of the analysed year, a histogram of errors is obtained and the best fitted distribution is 

properly selected. Tables 5.11 and 5.12 summarize the distributions and related parameters adopted for 

each monthly error sample based on forecast horizon 3 h and 6 h, respectively.  

Table 5.11. Case-study 2: Probability distributions of prediction error based on forecast horizon 3 h and dispatching 

error corresponding to 80% and 90% probability of correct dispatching. 

Month of the 

period 

Fitted distribution of the 

prediction errors 𝜉 (and related 

parameters) 

Dispatching error 𝜉𝑑 (MW) 

corresponding to 𝑃𝑟𝑜𝑏𝑑  of 

80% or CDF = 20%  

Dispatching error 𝜉𝑑 (MW) 

corresponding to 𝑃𝑟𝑜𝑏𝑑  of 

90% or CDF = 10%  

1 Cauchy (σ=0.55, µ=0) -0.757 -1.693 

2 Log-Logistic 3P (σ=11.6, 

β=27.4, γ = -26.5) 

-2.158 -3.800 

3 Cauchy (σ=1.733, µ=0) -2.386 -5.335 

4 Cauchy (σ=4.655, µ=0) -6.407 -14.327 

5 Cauchy (σ=1.620, µ=-0.249) -2.479 -5.235 

6 Cauchy (σ=3.014, µ=-0.695) -4.484 -9.971 

7 Laplace (λ=0.148, σ=-0.823) -7.024 -11.716 

8 Cauchy (σ=1.428, µ=0) -1.967 -4.395 

9 Cauchy (σ=1.341, µ=0) -1.845 -4.126 

10 Log-Logistic 3P (σ=6.47∙108, 

β=3.32∙109, γ=-3.32∙109) 

-7.123 -11.295 

11 Cauchy (σ=1.537, µ=0) -2.115 -4.730 

12 Cauchy (σ=3.066, µ=0) -4.220 -9.436 

 

Table 5.12. Case-study 2: Probability distributions of prediction error based on forecast horizon 6 h and dispatching error 

corresponding to 80% and 90% probability of correct dispatching.  

Month of the 

period 

Fitted distribution of the 

prediction errors 𝜉 (and related 

parameters) 

Dispatching error 𝜉𝑑 (MW) 

corresponding to 𝑃𝑟𝑜𝑏𝑑  of 

80% or CDF = 20%  

Dispatching error 𝜉𝑑 (MW) 

corresponding to 𝑃𝑟𝑜𝑏𝑑  of 

90% or CDF = 10%  

1 Cauchy (σ=0.90, µ=0) -1.245 -2.784 

2 Cauchy (σ=0.34, µ=0) -0.470 -1.050 

3 Cauchy (σ=2.17, µ=0) -2.984 -6.672 

4 Laplace (λ=0.09, σ=-0.44) -10.477 -18.067 

5 Cauchy (σ=1.786, µ=-0.271) -2.723 -5.766 

6 Cauchy (σ=3.247, µ=-0.946) -5.415 -10.939 

7 Cauchy (σ=2.429, µ=-0.682) -4.025 -8.157 

8 Cauchy (σ=2.329, µ=-0.609) -3.814 -7.775 

9 Cauchy (σ=2.464, µ=-0.868) -4.259 -8.450 

10 Cauchy (σ=2.086, µ=-0.550) -3.422 -6.971 

11 Cauchy (σ=2.547, µ=0) -3.501 -7.839 

12 Cauchy (σ=4.097, µ=0) -5.640 -12.611 
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Two different probabilities of correct dispatching, 𝑃𝑟𝑜𝑏𝑑, are considered in this case-study, i.e. 80% and 

90%. Dispatching error, 𝜉𝑑, corresponding to these two probabilities is calculated for each monthly error 

sample based on forecast horizons 3 h and 6 h as described in Section 4.4. CDF of the fitted distribution 

of prediction errors is set equal to 20% to estimate 𝜉𝑑 values corresponding to 𝑃𝑟𝑜𝑏𝑑 of 80%, while a 

CDF of 10% is used to estimate ξd values corresponding to 𝑃𝑟𝑜𝑏𝑑 of 90%. 𝜉𝑑 findings for the monthly 

data based on forecast horizon 3 h are reported in Table 5.11, while Table 5.12 summarizes the results of 

ξd for monthly data based on forecast horizon 6 h. By applying Equation (4.31), hourly dispatched power 

series (𝑃𝑑) series are derived for the different forecast horizons and 𝑃𝑟𝑜𝑏𝑑, bearing in mind that the 

smallest possible value for 𝑃𝑑 is 0.  

As described in Section 4.4, the size of the GT park coupled with the OWT farm is estimated based on 

the differences between the hourly 𝑃𝑓 and 𝑃𝑟 values during the hours at which 𝑃𝑟 is lower than 𝑃𝑓, also 

indicated as 𝑃𝐺𝑇,𝑚𝑎𝑥. Table 5.13 summarizes the monthly 𝑃𝐺𝑇,𝑚𝑎𝑥 values obtained for the two different 

forecast horizons considered in the analysis.  

Table 5.13. Case-study 2: Maximum power which could be provided from GTs for the two forecast horizons.  

Month of the period 𝑃𝐺𝑇,𝑚𝑎𝑥  (MW) for forecast horizon 3 h 𝑃𝐺𝑇,𝑚𝑎𝑥  (MW) for forecast horizon 6 h 

1 49.1 49.9 

2 22.1 38.1 

3 48.9 50.3 

4 39.7 47.1 

5 49.2 48.7 

6 41.1 50.0 

7 27.8 40.4 

8 31.8 21.9 

9 48.5 48.7 

10 47.2 49.7 

11 25.3 41.7 

12 49.0 49.9 

 

From Table 5.13, the highest 𝑃𝐺𝑇,𝑚𝑎𝑥 for forecast horizon 3 h is 49.2 MW associated to month 5, while 

50.0 MW in month 6 is the greatest 𝑃𝐺𝑇,𝑚𝑎𝑥 for forecast horizon 6 h. As a matter of facts, the nameplate 

size of the GT park is approximated to 50 MW in this case-study. Given this capacity, aeroderivative GTs 

are evaluated suitable for the park. The SGT-A05 KB7HE model by Siemens [657] is selected for the 

analysis. Technical data of this turbomachine is nominal power at full-load (𝑃𝐺𝑇,1,𝑛𝑜𝑚) of 5.8 MW, 

electrical efficiency at full-load (𝜂𝐺𝑇,𝑛𝑜𝑚) of 32.2%, footprint 9 x 27 m2. Therefore, the GT park in this 

case-study is considered to be composed 9 machines for a total nominal power (𝑃𝐺𝑇,𝑛𝑜𝑚) of 52.2 MW, 

total electrical efficiency at full-load (𝜂𝐺𝑇,𝑛𝑜𝑚) of 32.2%, total footprint 219 m2. This latter value is 
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considered reasonable, given the topside dimensions of the offshore gas platform where the GT is 

supposed to be installed.  

GHG emissions from conventional power plant are legislated in Italy by the EU ETS scheme based on 

the cap and trade principle [538]. The EU ETS legislation creates allowances which represent essentially 

rights to emit GHG emissions. Each year, some allowances are given for free to certain participants, while 

the remaining is sold via auctions. At the end of the year, participants return allowances based on the 

actual emissions in that years. If a participant has insufficient allowances, he/she either reduces the 

emissions or buys more allowances on the market.  

5.3.3. Assumptions made for the assessment 

Four different scenarios (SCs) are compared in this case-study in order to evaluate the influence of 

different forecast horizon (3 h and 6 h) and different probability of correct dispatching (80% and 90%) on 

the sustainability performance of alternative G2P offshore hybrid energy options at the defined offshore 

site.  

A reference SC (SC1) is considered consisting of forecast power data based on time horizon 3 h and 

dispatched power data defined with 𝑃𝑟𝑜𝑏𝑑 equal to 80%. From SC1, other three SCs are then introduced 

with respect to this reference scenario: SC2 is derived by increasing 𝑃𝑟𝑜𝑏𝑑 to 90% and considering the 

same forecast horizon than SC1, SC3 considers an increased forecast horizon of 6 h but the same Probd 

than SC1, SC4 is based on both higher forecast horizon and 𝑃𝑟𝑜𝑏𝑑 than SC1 (6 h and 90%, respectively).  

Given the definition of the OWT farm (50 MW nominal size) and the GT park (52.2 MW nominal size), 

in this case-study the comparative assessment of the defined SCs based on sustainability indicators is 

focussed on a more restricted yet representative interval than the entire analysed year in order to better 

demonstrate the potential of the approach. Three days between 26th and 28th February 2016 (month 4 of 

the period under analysis) are selected.  

To quantify the technical aspect of sustainability performance of the G2P hybrid energy system in the 

different SCs, the electrical efficiency indicator, 𝜂𝑒𝑙, defined in Equation (4.34) is adopted. 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙 

values are estimated by using measured wind speeds and swept area of the rotor in Equation (4.21). 𝑃𝐺𝑇 

and 𝑃𝑓𝑢𝑒𝑙 are calculated by applying the control strategy according to step 5 of the methodology. The 

estimation of the part-load efficiency is performed by applying Equation (4.32) for aeroderivative GTs. 

The part-load power ranges illustrated in Table 4.14 are used to determine the number of operating 

turbines before the next switch-off.  
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In order to compare the environmental performance of the G2P offshore hybrid energy options, LGHG 

defined in Equation (4.37) is used. Emission factor of 202 kg/MWhfuel suggested for aeroderivative GTs 

[229] is assumed to estimate the hourly GHG emissions from the operating machines of the park.  

Regarding the economic performance assessment, both LCOE and LVOE proposed in the model of 

Section 4.4 are calculated for the different SCs. CAPEX and OPEX of the GTs required in Equation (4.35) 

are derived from the literature costs of aeroderivative GTs in 50 MW power plant [658]. The reference 

currency and year for the cost analysis are € referred to 2016. Thus, cost adjustments based on Equation 

(4.1) are performed by considering conversion rates from $ to € and PPI values from year 2013 to 2016, 

summarized in Table A.5 of Appendix A. The investment and O&M costs estimated in a previous study 

[110] for a 54 MW OWT farm composed of 15 turbines (3.6 MW single nominal power) in the Northern 

Adriatic Sea are approximated to CAPEX and OPEX of the renewable plant in Equation (4.35), due to 

the similarity in features of the plant and location. No costs adjustments are applied to these data. 

Moreover, decommissioning costs are disregarded in the analysis. CAPEX and OPEX assumptions and 

values for OWT farm and GTs in the case-study are summarized in Table 5.14. It is worth noting that 

OPEX associated to GTs is the only parameter varying among the SCs since it relies on the number of 

operating turbines employed every hour to fulfil the defined dispatching power plan. 

Table 5.14. Case-study 2: Economic data of the OWT farm and GTs considered in the hybrid energy system. 

Cost Cost segment Assumption Value 

CAPEX of OWT farm  Onshore yard Estimate of the activity cost at the port 

of Ravenna [110] 

4.59 ∙ 106 € 

 Wind turbine structure 

(nacelle, tower, 

generator) 

4.32 ∙ 103 k€ per turbine [110] 8.64 ∙ 107 € 

 Transition piece and 

foundation 

1.4 ∙ 103  €/t of steel, 467.682 t per 

support structure (monopile) [110] 

1.31 ∙ 107 € 

 Export cable to shore 1.3 ∙ 103  €/m [110] 2.60 ∙ 104 € 

 Transformer and intra-

array cables 

2.39 ∙ 102 €/kW [110] 1.20 ∙ 107 € 

 Wind turbine 

installation 

6 days/turbine [110] 6.48 ∙ 106 € 

 Foundation installation 6 days/support structure [110] 8.30 ∙ 105 € 

 Contingency 2.45 ∙ 102 €/kW [110] 1.22 ∙ 107 € 

 Preoject authorization 3.17 ∙ 102 €/kW [110] 1.59 ∙ 107 € 

OPEX of OWT farm O&M 1.44 ∙ 102 €/kW-y [110] 8.22 ∙ 102 €/h 

CAPEX of GTs Capital cost 1.51 ∙ 103  $2013/kW [658] 6.83 ∙ 107 € 

OPEX of GTs Fixed O&M 2.9 ∙ 10 $2013/kW-y [658] 2.68 ∙ 10-3 €/kW-h 

 

Concerning the revenues and costs for the positive and negative unbalances required for calculation of 

LVOE in Equation (4.36), the single pricing model is supposed to be applied to energy unbalances 
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generated by the difference between the dispatched power 𝑃𝑑 declared to grid operator and the total 

produced from OWT farm and GTs intended for grid injection. The dispatching point is considered to be 

located in Ravenna, thus the macro-area for unbalance prices estimation is assumed North Italy. 

Moreover, in this case-study, it is supposed that eligibility requirements for access to unique bid auction 

for renewable incentive are met by the OWT farm, being a new offshore wind generating station with 

nominal capacity greater than 5 MW connected to the Italian electrical grid, and then accreditation of the 

incentive is granted after the request approval. 𝐼𝑛𝑂𝑊𝑇 in Equation (5.1) is calculated by making the 

following assumptions: the net energy is equal to the produced renewable electricity disregarding the 

losses along the transmission and utility services due to unavailability of data, 𝑇𝑏,𝑟𝑒𝑑 is the base tariff 

reduced by the average value between the minimum and maximum percentages (i.e. 21%), the costs for 

the transmissions are covered by producer according to the shallow cost approach, thus 𝑇𝑝𝑟𝑒𝑚 of 40 

€/MWh is considered. Regarding costs for GHG emissions required in Equation (4.36), the Producer of 

the hybrid energy plant is assumed to participate in the EU ETS cap and trade system buying allowances 

from auctions or other participants for GHG emissions from the GT park. Carbon allowance price is fixed 

in this case-study equal to 15 €/tCO2eq, as suggested in a previous work [229].  

CAPEX values are supposed to occur at the beginning of the project, while OPEX, power production 

revenues and costs are discounted at each hour of the selected interval. Referring to Equation (4.35) and 

Equation (4.36), the discount rate r is considered constant over the selected interval and equal to 7%, in 

agreement with a previous literature study [229], while m is set as 72 h. Neither income taxes nor 

depreciation are considered, for the sake of simplicity. 

In order to rank the SCs based on the aggregated sustainability performance, ASI indicator defined in is 

calculated by applying the compensatory aggregation approach described in Section 4.3. Table 5.15 

reports the target values used in this case-study for normalization of disaggregated indicators related to 

technical upper limits of wind energy conversion and performance of offshore wind power in the near 

future. For each target value, brief description and assumption are included.  
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Table 5.15. Case-study 2: Target values assumed for normalization of disaggregated indicators. 

 Value Description and assumption Literature source 

𝜂𝑒𝑙,𝑡𝑎𝑟𝑔𝑒𝑡  52.9% Betz limit for wind energy conversion through a turbine [16] 

𝐿𝐶𝑂𝐸𝑡𝑎𝑟𝑔𝑒𝑡  92.4 €2016/MWh Estimated LCOE for new generation technologies 

(offshore wind) entering in services in 2022/2023. The 

literature value of 108 $2018/MWh is converted into 

€2016/MWh by means of Equation (4.1) using PPI 

values of 99.1 (for 2016) and 104.2 (for 2018) [659] 

and exchange rate from $2016 to €2016 of 0.90 [174]. 

[660,661] 

𝐿𝑉𝑂𝐸𝑡𝑎𝑟𝑔𝑒𝑡 34.2 €2016/MWh Estimated levelized avoided cost of electricity (i.e. 

proxy measure for potential revenues from sales of 

electricity generated from the plant) for new generation 

technologies (offshore wind) entering in service in 

2023. The literature value of 40 $2018/MWh is converted 

into €2016/MWh by means of Equation (4.1) using PPI 

values of 99.1 (for 2016) and 104.2 (for 2018) [659] 

and exchange rate from $2016 to €2016 of 0.90 [174].  

[661] 

𝐿𝐺𝐻𝐺𝑡𝑎𝑟𝑔𝑒𝑡 12 kgCO2eq/MWh Harmonized mean of published CO2eq emissions 

estimates for offshore wind power.  

[662] 

 

The evaluation of relative importance weights among indicators is performed by applying the approach 

described in Section 4.3 based on time-space-receptor criteria and individualist-egalitarian-hierarchist 

perspectives. Equal weighting is further added to the archetypes of decision makers. Before scoring and 

weighting, the indicators selected for the assessment of the case-study are classified in terms of time, 

space and receptor based on their definition. The same considerations introduced for η, LCOP, LVOP and 

LGHG in case-study 1 are applied to the corresponding performance indicators in this case-study. Since 

the economic aspect is quantified by LCOE and LVOE, the relative importance weights among the two 

indicators are first identified (Table 5.16) and then used to derive evaluation matrix and the trade-off 

weights associated to them (Table 5.17).  
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Table 5.16. Case-study 2: Scores and weights assigned for aggregation of sub-indicators quantifying the technical 

aspects based on different perspectives. 

Schemes Criteria Indicators for economic aspect 

LCOE LVOE 

Score 1-5 Score 1-5 

Individualist Time 3 3  
Space 4 2  
Receptor 4 5  
Sum 11 10  
Relative importance weight 0.524 0.476 

Egalitarian Time 3 3  
Space 3 4  
Receptor 1 5  
Sum 7 12  
Relative importance weight 0.368 0.632 

Hierarchist Time 3 3  
Space 3.5 3  
Receptor 2.5 5  
Sum 9 11  
Relative importance weight 0.450 0.550 

 

Table 5.17. Case-study 2: Evaluation matrix and trade-off weights among economic indicators based on different 

perspectives.  

  LCOE LVOE Trade-off weight 

Individualist LCOE 

LVOE 

0.667 

0.333 

0.667 

0.333 

0.667 

0.333 

Egalitarian LCOE 

LVOE 

0.143 

0.857 

0.143 

0.857 

0.143 

0.857 

Hierarchist LCOE 

LVOE 

0.248 

0.752 

0.248 

0.752 

0.248 

0.752 

Equal weighting LCOE 

LVOE 

- - 0.500 

0.500 

 

The same procedure is then applied to determine the trade-offs weights among the category indicators. 

Relative importance weights are determined by using scores attributed to η and LGHG in Table 5.5 and 

assuming averages of the scores assigned to LCOE and LVOE in Table 5.16 for the different archetypes 

of decision-makers. Table 5.18 summarizes these values, while Figure 5.11 illustrates the comparison of 

trade-off weights based on the different perspectives. It is verified that all the evaluations are consistent 

according to CR index in Equation (4.15).  
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Table 5.18. Case-study 2: Scores and weights assigned for aggregation of category indicators based on different 

perspectives.  

Schemes Criteria Technical aspect Economic aspect Environmental aspect 

ηel  LCOE, LVOE LGHG 

Score 1-5 Score 1-5 Score 1-5 

Individualist Time 2 3 3  
Space 3 3 3  
Receptor 2 5 5  
Sum 7 10.5 11  
Relative importance weight 0.246 0.368 0.386 

Egalitarian Time 5 3 5  
Space 5 4 5  
Receptor 4 3 5  
Sum 14 9.5 15  
Relative importance weight 0.364 0.247 0.390 

Hierarchist Time 3.5 3 4  
Space 4 3 4  
Receptor 3 4 5  
Sum 10.5 10 13  
Relative importance weight 0.313 0.299 0.388 

 

 

Figure 5.11. Case-study 2: Weights among the category indicators based on different perspectives for the sustainability 

assessment. 

From Figure 5.11, it clearly appears that there are variations between the different archetypes in 

prioritizing specific indicators over the others. The individualist archetype gives higher priority to LGHG 

with a trade-off weight of about 50%, followed by the economic aspect indicators (40%). Similarly, the 

egalitarian method prioritizes LGHG (60%), but prefers more ηel (35%) than economic indicators. The 

hierarchist method exhibits similar priority to all the indicators than the egalitarian archetype. No 

archetype approximates the equal weighting scheme.  
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5.3.4. Preliminary comparison of the matching of power curves 

A preliminary investigation of the expected performance of the G2P hybrid energy system in the different 

SCs is carried out by comparing the matching of real power (𝑃𝑟), forecast power (𝑃𝑓) and dispatched 

power (𝑃𝑑) curves over the selected interval. Figures 5.12, 5.13, 5.14 and 5.15 illustrate the matching of 

the power curves calculated for SC1, SC2, SC3, SC4, respectively. In all these figures, 𝑃𝑟 curves are the 

same, yellows bars represent the hourly effective power which should be provided by the GT park to 

satisfy the defined dispatching plan (𝑃𝐺𝑇,𝑒𝑓𝑓), while grey bars consist in the positive unbalance power 

during the hours where the operation of GT park is not required.  

 

Figure 5.12. Case-study 2: Matching of 𝑃𝑟 , 𝑃𝑓 and 𝑃𝑑 curves over the selected interval for SC1. 

 
As shown in Figure 5.12, 𝑃𝑑 is lower than 𝑃𝑓 for a quantity which represents the dispatching error 𝜉𝑑 

estimated in month 4 of the period for forecast horizon of 3 h and 𝑃𝑟𝑜𝑏𝑑 equal to 80%, i.e. -6.4 MW 

(Table 5.11), provided that the smallest possible 𝑃𝑑 is 0. By summing up the yellow bars illustrated in the 

figure, the total 𝑃𝐺𝑇,𝑒𝑓𝑓 over the selected interval is 189.2 MW. Quite obviously, this value is lower than 

the maximum power which could be provided from the turbomachines (𝑃𝐺𝑇,𝑚𝑎𝑥), which is estimated in 

this SC as 389.9 MW. Therefore, considering the defined dispatching plan based on 𝑃𝑟𝑜𝑏𝑑 of 80%, it is 

emerged a decrease of 51.5% in 𝑃𝐺𝑇,𝑒𝑓𝑓 with respect to 𝑃𝐺𝑇,𝑚𝑎𝑥. By summing up the grey contributions 

in the figure, the total positive unbalance power results equal to 627.8 MW.  
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Figure 5.13. Case-study 2: Matching of 𝑃𝑟 , 𝑃𝑓 and 𝑃𝑑 curves over the selected interval for SC2. 

 
From Figure 5.13, it appears evident that 𝑃𝑓 curve is the same than SC1, given the equal forecast horizon 

assumed in SC2. Therefore, 𝑃𝐺𝑇,𝑚𝑎𝑥 is estimated equal to the value reported in SC1 (389.9 MW). 

Whereas, a different 𝑃𝑑 curve is displayed compared to SC1, given the increased 𝑃𝑟𝑜𝑏𝑑. As shown in 

Table 5.11, the dispatching error 𝜉𝑑 of month 4 is identified in this case as -14.3 MW, i.e. more than 

double of 𝜉𝑑 in SC1. As a result, the total 𝑃𝐺𝑇,𝑒𝑓𝑓 over the selected interval is estimated as 56 MW against 

189.2 MW of SC1 and the reduction in 𝑃𝐺𝑇,𝑒𝑓𝑓 compared to 𝑃𝐺𝑇,𝑚𝑎𝑥 is 85.6%. Therefore, the higher 

Probd, the lower power which could be provided from GTs with respect to maximum power. Furthermore, 

the number of hours related to positive unbalance power (grey bars) is clearly larger than that in Figure 

5.12. The total positive unbalance power for SC2 is calculated as 836.8 MW which is higher than that 

obtained in SC1.  

From the preliminary comparison of SC2 with respect to SC1, the performance of the hybrid energy 

system is expected to be characterized by lower costs for negative unbalances due to higher 𝑃𝑟𝑜𝑏𝑑, higher 

revenues for positive unbalances due to higher total positive unbalance power, lower fuel consumption of 

GTs as well as lower GHG emissions and related costs due to lower 𝑃𝐺𝑇,𝑒𝑓𝑓. On the other hand, lower 

revenues from electricity selling to the grid may be derived because of lower 𝑃𝐺𝑇,𝑒𝑓𝑓.  
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Figure 5.14. Case-study 2: Matching of 𝑃𝑟 , 𝑃𝑓 and 𝑃𝑑 curves over the selected interval for SC3. 

 

Figure 5.14 exhibits a different trend in Pf curve compared to Figure 5.12 due to higher forecast horizon 

considered in SC3 than the reference scenario. By summing up the yellow bars illustrated in the figure, 

the total 𝑃𝐺𝑇,𝑚𝑎𝑥 over the selected interval is 918.5 MW, which is significantly higher than that in SC1 

(389.9 MW). As a result, a slightly higher dispatching error 𝜉𝑑 of month 4 is obtained in this case, i.e. -

10.5 MW (Table 5.12), compared to SC1 (-6.4 MW). By summing up the yellow bars in Figure 5.14, 

𝑃𝐺𝑇,𝑒𝑓𝑓 is estimated as 387.6 MW, i.e. larger value than SC1. However, the decrease in 𝑃𝐺𝑇,𝑒𝑓𝑓 with respect 

to 𝑃𝐺𝑇,𝑚𝑎𝑥 is 57.8%, which is barely greater than that in SC1, as for 𝜉𝑑 finding. On the other hand, a lower 

total positive unbalance power is calculated, i.e. 564.6 MW, compared to SC1. 

Overall, compared to the reference scenario, for SC2, it is expected higher costs for negative unbalances 

due to higher 𝑃𝐺𝑇,𝑚𝑎𝑥 and 𝑃𝐺𝑇,𝑒𝑓𝑓, lower revenues from positive unbalances due to lower total positive 

unbalance power, higher fuel consumption of GTs as well as GHG emissions and related costs. For the 

revenues due to electricity selling, it is not possible to predict an increase or decrease due to the different 

trend in 𝑃𝑓 which implies a different number of hours where the GT park could be operative.  
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Figure 5.15. Case-study 2: Matching of 𝑃𝑟 , 𝑃𝑓 and 𝑃𝑑 curves over the selected interval for SC4. 

 
As expected from the adoption of both higher forecast horizon and 𝑃𝑟𝑜𝑏𝑑, a different 𝑃𝑓 curve (as in SC3) 

as well as higher 𝜉𝑑 (as in SC2) emerge in Figure 5.15 compared to Figure 5.12. Quite obviously, the total 

𝑃𝐺𝑇,𝑚𝑎𝑥 in SC4 over the selected interval is the same than that estimated in SC3, i.e. 918.5 MW. Given a 

𝜉𝑑 value for month 4 of -18.1 MW (Table 5.12), 𝑃𝐺𝑇,𝑒𝑓𝑓 in SC4 is calculated as 144.2 MW, which is 

slightly lower than that in SC1 (189.2 MW), but higher than SC2 (56 MW) where 𝑃𝑟𝑜𝑏𝑑 is the same. 

However, the decrease in 𝑃𝐺𝑇,𝑒𝑓𝑓 than 𝑃𝐺𝑇,𝑚𝑎𝑥 results 84.3%, i.e. higher than that in SC1 but about the 

same than that in SC2. Concerning the positive unbalance power (grey bars in Figure 5.15), a total value 

of 719.6 MW is obtained, which is greater than that of SC1 (627.8 MW) but lower than SC2 (836.8 MW) 

where 𝑃𝑟𝑜𝑏𝑑 is the same. Compared to the other SCs, in case of SC4 it appears difficult to predict the 

performance of the hybrid energy system due to the combined effects of higher forecast horizon and 

𝑃𝑟𝑜𝑏𝑑.  

5.3.5. Results of sustainability assessment 

Table 5.19 summarizes the technical, economic and environmental parameters calculated for the four SCs 

related to the entire interval selected for the analysis. The hourly data calculations are detailed for each 

scenario in Appendix B. As shown in Table 5.19, the GT park in SC2 operates for the lowest number of 

hours among the considered scenarios, requires the smallest amount of fuel (𝑃𝑓𝑢𝑒𝑙) and OPEX, and 

produces the smallest power to satisfy the defined dispatching plan (𝑃𝐺𝑇) and GHG emissions (𝑒𝐺𝐻𝐺,𝐺𝑇). 

Moreover, the hybrid energy system in SC2 shows the highest revenues due to positive power unbalance 

(𝑅𝑢𝑛𝑏+) and the lowest costs associated to GHG emissions (𝐶𝐺𝐻𝐺) and negative power unbalance (𝐶𝑢𝑛𝑏−). 

Clearly enough, the higher Probd and lower forecast horizon, the better performance on these parameters, 
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thus confirming the findings obtained in the preliminary comparison of the power curves matching. On 

the other hand, the largest revenues due to electricity selling to the grid (𝑅𝑠𝑒𝑙𝑙) is obtained when lower 

𝑃𝑟𝑜𝑏𝑑 and higher forecast horizon are considered (SC3) because of greater 𝑃𝐺𝑇 produced over many 

operating hours of the GT park.  

Table 5.19. Case-study 2: Technical, economic, environmental parameters of the hybrid energy system in the four SCs.  

Parameter SC1 SC2 SC3 SC4 

Number of operating hours for GT park 18 6 36 14 

Total 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙  (MWh) 2881.86 2881.86 2881.86 2881.86 

Total 𝑃𝑓𝑢𝑒𝑙  (MWh) 1134.39 325.53 2256.20 819.36 

Total 𝑃𝑟  (MWh) 1190.92 1190.92 1190.92 1190.92 

Total 𝑃𝐺𝑇  (MWh) 181.42 44.41 373.69 130.69 

Total 𝑒𝐺𝐻𝐺,𝐺𝑇  (kgCO2eq) 229146.24 65757.83 455752.80 165510.35 

Discounted total power (MWh) 1279.66 1151.90 1458.96 1232.35 

CAPEXOWT (€) 151472096 151472096 151472096 151472096 

CAPEXGT (€) 68253730 68253730 68253730 68253730 

Discounted total OPEXOWT (€) 55165.43 55165.43 55165.43 55165.43 

Discounted total OPEXGT (€) 483.63 118.38 996.19 348.38 

Total 𝑅𝑠𝑒𝑙𝑙  (€) 209032.78 204262.25 216711.28 207922.76 

Total 𝑅𝑢𝑛𝑏+ (€) 10404.10 34373.76 20163.94 26609.79 

Total 𝐶𝑢𝑛𝑏− (€) 227.32 333.00 714.10 468.52 

Total 𝐶𝐺𝐻𝐺 (€) 3437.19 986.37 6836.29 2482.66 

 

From the data in Table 5.19, the technical, economic and environmental indicators defined in Section 4.3 

are calculated for each SC. Figure 5.16 illustrates the comparison of these indicators.  
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Figure 5.16. Case-study 2: Comparison of technical, economic and environmental indicators among the four SCs. 

 

With respect to the technical performance in Figure 5.16a, the highest electrical efficiency, ηel, of the 

hybrid energy system is obtained in SC2, as a result of the lower number of operating hours of the GT 

park and fuel consumption shown in Table 5.19. It is worth noting that the ranking of SCs based on ηel is 

inversely proportional to these two parameters. As a consequence, it can be concluded that the higher 

𝑃𝑟𝑜𝑏𝑑 and lower forecast horizon selected for the analysis, the better technical performance of the hybrid 

energy system. 

Looking at the environmental indicator results (Figure 5.16b), SCs are ranked on LGHG with the same 

order than emerged in ηel, i.e. SC2 provides the best performance (i.e. the lowest LGHG value) followed 

by SC4, SC1 and finally SC3 with the highest LGHG. This is a direct consequence of diminishing 𝑒𝐺𝐻𝐺,𝐺𝑇 

while decreasing the number of operating hours of the GT park, as illustrated in Table 5.19. The same 

conclusions described above about the influence of 𝑃𝑟𝑜𝑏𝑑 and forecast horizon on ηel can be drawn in 

case of LGHG.  

Concerning the LCOE findings in Figure 5.16c, the lowest value of this indicator is calculated for SC3 

while the highest one for SC2. Therefore, referring to Equation (4.35), the effect of the discounted total 

power produced from the hybrid system prevails on LCOE rather than total costs: the highest power 

generated in SC3 leads to the best economic performance even though the greatest OPEXGT associated to 

the GT park, as shown in Table 5.19. As a matter of facts, the lower 𝑃𝑟𝑜𝑏𝑑 and higher forecast horizon 

selected for the analysis, the better LCOE indicator, differently from ηel and LGHG conclusions.  
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From Figure 5.16d, SC2 appears the scenario characterized by the highest LVOE value while SC3 is the 

worst performant, thus confirming the ranking based on ηel and LGHG. This highlights that the results on 

𝑅𝑢𝑛𝑏+, 𝐶𝐺𝐻𝐺 and 𝐶𝑢𝑛𝑏− parameters play an important role on the estimation of LVOE rather than 𝑅𝑠𝑒𝑙𝑙 

values. Therefore, it can be concluded that the higher 𝑃𝑟𝑜𝑏𝑑 and lower forecast horizon selected for the 

analysis, the better economic performance on LVOE of the hybrid energy system.  

By using target values in Table 5.19 for normalization of indicators and applying weights trade-offs in 

Tables 5.17 and 5.18 to the normalized indicators, ASI values for four SCs are calculated based on 

different perspectives of decision makers and weighted mean method. Figure 5.17 displays the results.  

 

 

Figure 5.17. Case-study 2: Comparison of ASI indicators for the four SCs based on different perspectives and (a) 

WAM and (b) WGM methods for aggregation. 

 
Looking at the results obtained through the weighted arithmetic mean (Figure 5.17a), SC2 is identified as 

the scenario with the best performance (i.e. highest ASI) based on all the schemes of decision makers, 

thus confirming the findings obtained from ηel, LGHG and LVOE comparison. For this SC, comparable 

ASI values are obtained according to egalitarian, hierarchist and equal weighting methods, ranging from 

0.42 to 0.46, while individualist approach yields lower ASI (i.e. 0.3). SC4 and SC1 are the second and 

third ranked with similar values of ASI based on the same perspective of decision makers. On the other 

hand, SC3 results in the most penalized scenario with respect to all perspectives. Therefore, forecast data 

based on lower time horizon and dispatching power plan defined on higher 𝑃𝑟𝑜𝑏𝑑 can be considered 

optimal parameters to enhance the overall sustainability fingerprinting of the offshore hybrid energy 

system.  

The same ranking of the SCs appears focussing on Figure 5.17b when the weighted geometric mean is 

used for calculation of ASI. However, it should be noted that, being equal archetype, the egalitarian 

method provides the highest ASI values than the other schemes. Moreover, lower values of ASI are 
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obtained for all the SCs compared to Figure 5.17a, as a consequence of large differences between 

normalized indicators.  

A further investigation is performed with the aim to evaluate in each of the four defined SCs. the potential 

benefits of the G2P offshore hybrid energy system compared to the sole offshore renewable plant linked 

to the onshore electrical grid (i.e. without the energy balancing GTs). In this latter case, costs associated 

to the negative unbalance (𝐶𝑢𝑛𝑏−) are quantified based on all the hourly negative differences between 𝑃𝑟 

and 𝑃𝑑, GHG emissions and related costs are not considered, are attributed only to the renewable power 

receiving the financial incentive (𝐼𝑛𝑂𝑊𝑇), 𝜂𝑒𝑙 and 𝑅𝑠𝑒𝑙𝑙 are evaluated with the sole terms associated to the 

wind power, CAPEX and OPEX of GTs are not estimated. Table 5.20 summarizes the main results 

obtained for the different SCs excluding the energy balancing system (SCno-G2P). Figure 5.18 illustrates 

the relative difference in the technical and economic performance indicators of the G2P hybrid energy 

system with respect to the sole renewable plant in the four SCs. Quite obviously, LGHG comparison is 

neglected due to assumption of zero emissions from the OWT farm. 

Table 5.20. Case-study 2: Technical and economic parameters calculated for the four SCs excluding the GT energy 

balancing systems. 

Parameter SC1no-G2P SC2no-G2P SC3no-G2P SC4no-G2P 

Total 𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙  (MWh) 2881.86 2881.86 2881.86 2881.86 

Total 𝑃𝑟  (MWh) 1190.92 1190.92 1190.92 1190.92 

Discounted total power (MWh) 1279.66 1151.90 1458.96 1232.35 

CAPEXOWT (€) 151472096 151472096 151472096 151472096 

Discounted total OPEXOWT (€) 55165.43 55165.43 55165.43 55165.43 

Total 𝑅𝑠𝑒𝑙𝑙  (€) 20287 202873.65 202873.65 202873.65 

Total 𝑅𝑢𝑛𝑏+ (€) 10404.10 34373.76 20163.94 26609.79 

Total 𝐶𝑢𝑛𝑏− (€) 7867.82 3157.05 16924.58 6142.36 

 

 

Figure 5.18. Case-study 2: Relative difference in the performance of G2P hybrid energy system with respect to the sole 

OWT farm for the four SCs.  
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As shown in Table 5.20, all the parameters remain unchanged compared to the SCs evaluated in the hybrid 

energy system (Table 5.19), except for the 𝐶𝑢𝑛𝑏− which are significantly higher due to lack of GT park. 

Among the scenarios, the greatest 𝐶𝑢𝑛𝑏− is identified in SC3no-G2P (about 17 k€), while the largest increase 

of 𝐶𝑢𝑛𝑏− with respect to the data in Table 5.19 is attributed to SC1no-G2P (almost 33%).  

Despite these results, from Figure 5.18, it appears evident that the adoption of the G2P hybrid energy 

system with respect to the sole renewable plant is not advantageous over the selected time interval. 

Negative percentages illustrated in the figure mean that the hybrid energy option produces worse 

indicators than the OWT farm in each SC, i.e. lower ηel, higher LCOP and lower LVOE. However, it 

should be noted that SC2 shows greater potential for enhancement in η and LVOE of compared to other 

scenarios, with relative differences between the hybrid energy system and the sole OWT farm lower than 

7%. This confirms the outcomes from the previous analyses on single and aggregated indicators about the 

beneficial effect of lower forecast horizon and higher 𝑃𝑟𝑜𝑏𝑑 on the sustainability performance.  

5.3.6. Results of sensitivity analysis 

The stability of the ranking of the four SCs based on ASI indicators is investigated by applying sensitivity 

analysis technique described in Section 4.7. The Monte Carlo method implemented in MATLAB 

programming software [641] is adopted to investigate the influence of random variation of target values 

used for normalization of disaggregated indicators on the relative differences of ASIs of SC2, SC3 and 

SC4 with respect to the reference SC1. The analysis of the effect of varying weights among indicators is 

reasonably disregarded due to the approach adopted for weights elicitation, as discussed in case-study 1.  

All the target values are equally varied between ±20% the baseline value reported in Table 5.15. The 

uniform distribution is conservatively adopted for all the indicators to ensure more conservative results 

and avoid assumptions about the distributions of the reference indicators. 106 runs are performed in all 

the simulations. The results of the analysis are illustrated in Figure 5.19 based on different perspectives 

of decision makers and weighted mean methods.  

Figure 5.19 clearly shows that SC2 and SC4 are always the best options with respect to SC1 for all the 

perspectives of decision makers and for both the aggregation methods, because of the positive ASI 

differences obtained with 106 simulations. On the other hand, a negative difference appears in case of SC3 

in all the situations and runs. Therefore, it can be concluded that the ranking of the scenarios depicted in 

Figure 5.17 is completely proved. Equal findings are obtained by increasing the variation range of target 

values up to ±50%, as well as the Monte Carlo runs up to 107 simulations.  
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Figure 5.19. Case-study 2: Cumulative probability of the ASI differences of SC2, SC3 and SC4 with respect to SC1 

using (a) individualist, (b) egalitarian, (c) hierarchist, (d) equal weighting schemes.  
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5.3.7. Conclusions 

An offshore hybrid energy system located in a gas depleted field in the Adriatic Sea and composed of an 

OWT farm coupled with aeroderivative GTs at a gas facility is considered to demonstrate the potential of 

the sustainability assessment methodology described in Section 4.4 for alternative G2P hybrid energy 

options defined on different short-term forecast horizons and 𝑃𝑟𝑜𝑏𝑑.  

In the selected time interval (three days), the hybrid energy system in SC2 characterized by lower forecast 

horizon (3 h) and higher 𝑃𝑟𝑜𝑏𝑑 (90%) shows the best performance based on ηel, LVOE and LGHG 

indicators, as well as aggregated indicator ASI. Despite the hybrid energy system in SC3 based on higher 

forecast horizon (6 h) and lower 𝑃𝑟𝑜𝑏𝑑 (80%) exhibits the lowest LCOP indicator among the alternatives, 

such a system gives the worst ASI value. This is also confirmed by applying different criteria and 

perspectives of decision makers to elicitation of weights among indicators, as well as using WAM and 

WGM methods for aggregation. Sensitivity analysis performed by varying randomly the target values 

used in the normalization of indicators reveals a high degree of confidence in the ranking of the scenarios 

based on ASI indicators. 

Even though the G2P offshore hybrid energy system allows to significantly reduce the negative unbalance 

costs of the offshore wind power production with respect to the declared dispatching plan, the 

sustainability performance of the OWT farm excluding the GT energy balancing technologies appears 

more favourable over the analysed period. 

 

5.4. Case-study 3: Application of the inherent safety assessment methodology 

to alternative designs of an offshore gas production installation 

The methodology described in Section 4.5 is applied to a case-study consisting of different design options 

of a gas production platform in the Adriatic Sea, in order to specifically demonstrate the ability of the 

method to address safety criticalities of early design solutions in offshore structures disregarding 

preliminarily the implementation of P2G/P2L/G2P offshore hybrid energy options.  

5.4.1. Overview of the alternative design options 

The case-study concerns the design of an offshore facility exploiting natural gas from five wells of a gas 

field located in shallow water (average depth 70 m). The gas is processed (free water separation) and then 

exported onshore by a sealine. Three alternative options are proposed for the process layout of the facility. 

The simplified flow diagrams are shown in Figure 5.20. Option 1 (reference design) consists of five 

surface wellheads and dedicated separators on the topside. Option 2 considers the use of two manifolds 
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connecting the wells to one production separator and one test separator. Option 3 comprises 5 subsea 

wellheads with related subsea manifolds and risers, connected to single topside production separator and 

test separator.  

The inherent safety assessment methodology described in Section 4.5 is applied to preliminary assess the 

inherent safety benefits expected by the alternative configurations. Actually, the case-study is 

representative of a common conflict that may be experienced when applying inherent safety principles in 

design of offshore systems: the use of a single production separator (Option 2) is expected to result in a 

better safety performance as a consequence of the inherent safety principles addressing minimization of 

the overall system inventory and process simplification [375–377,663,664]. However, also Option 3 

(implementation of subsea wellheads) applies the inherent safety principles of segregation and reduction 

of the effects [375–377,431,664].  

All the design options require a topside structure. A multi-level four-legged jacket structure with similar 

dimensions (approximately 35 m long by 18 m wide) is considered for all the cases. A side view of the 

installation with indication of main decks and relative elevation above the sea level is illustrated in Figure 

5.20. Process and utility equipment are located on the cellar and mezzanine deck levels and confined 

within solid deck plating above and below even though the wellhead module is located on a grated surface. 

Besides the process equipment described in Figure 5.20, the topside also hosts some utilities, common to 

all the options: the chemicals system for gas hydrates prevention (diethylene glycol and CH3OH), a pig 

launcher for cleaning and inspection of the gas export sealine, the treatment system for produced oily-

waters, the fuel gas system for main electrical power generation and the recovery tank for oily drains. 

Other designed modules typically present (e.g. vent unit, purge burner system, compressed air module) 

are not considered in the present analysis due to their irrelevance in terms of dangerous substances and/or 

discontinuous operation.  

The platform has no living quarters and is remotely controlled, but potential human targets are periodically 

present on all decks of the installation for inspection and maintenance. The platform is regularly 

approached by supply vessels which constitute a potential assets target and that carry on board further 

potential human targets. As for environment targets, only the contamination of the water column is 

considered, due to the materials present on the natural gas topside platform (i.e. oily-water, soluble 

chemicals). Therefore, as required from step 0 of the procedure illustrated in Figure 4.12, the targets 

identified are humans, all three categories of assets (process and utility equipment, facility structure, 

marine structures), and one category of environment target (i.e. water column polluted due to soluble 

chemical spills and dissolved oil molecules). 
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The hypothetical location of the facility (Adriatic sea) has a mean annual wind speed between 1.6 and 5.4 

m/s, air temperature that ranges between -5°C and 32°C with 80% relative humidity and seasonal sea 

surface temperature between 11°C and 23°C [665,666]. 

Required input information for the units is obtained by preliminary design data of the process and 

equipment. Table 5.22 summarizes these data. The normalization values for the KPIs are defined 

according to the guidelines provided in Table 4.18, given the facility dimension and the safety zone of 

500 m radius, and summarized Table 5.23. 
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Figure 5.20. Case-study 3: Simplified process flow diagrams of design options and side view of the installation. 

WH: Wellhead; RS: Riser/Umbilical; PM: Production manifold, TM: Test manifold: PS: Production separator; TS: Test 

separator; HD: Header; LT: Launching trap; SL: Sealine; TA: Atmospheric tank; PA: Distribution pump; PB: Injection 

pump; CK: Cartridge filter; DG: Degasser; CS: Coalescence separator. 
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Table 5.21. Case-study 3: Main input data for equipment considered in the three alternative design options. 

Equipment and 

design option  

Key  

substance 

Pressure 

(barg) 

Temp. 

(°C) 

Inlet 

flowrate 

(kg/s) 

Diameter 

(mm) 

Height 

or 

Length 

(m) 

Auxiliary 

items 

Topside 

zone  

EQ 

code 

WH1 (1&2) CH4 94 51 0.34 62 2090 - D EQ6.1 

WH2 (1&2) CH4 106 53 1.28 62 2090 - D EQ6.1 

WH3 (1&2) CH4 96 53 1.53 62 2090 - D EQ6.1 

WH4 (1&2) CH4 106 52 1.55 62 2090 - D EQ6.1 

WH5 (1&2) CH4 94 54 0.43 62 2090 - D EQ6.1 

WH1 (3) CH4 94 51 0.34 62 2000 - A EQ6.1 

WH2 (3) CH4 106 53 1.28 62 2000 - A EQ6.1 

WH3 (3) CH4 96 53 1.53 62 2000 - A EQ6.1 

WH4 (3) CH4 106 52 1.55 62 2000 - A EQ6.1 

WH5 (3) CH4 94 54 0.43 62 2000 - A EQ6.1 

PS1 (1) CH4 62 13 0.34 500 2.15 I: 6, V:12 C EQ1.2 

PS2 (1) / 

TS1 (2 & 3) 

CH4 73 15 1.28 500 2.15 I: 6, V:12 C EQ1.2 

PS3 (1) CH4 73 14 1.53 500 2.15 I: 6, V:12 C EQ1.2 

PS4 (1) CH4 70 14 1.55 500 2.15 I: 6, V:12 C EQ1.2 

PS5 (1) CH4 79 16 0.43 500 2.15 I: 6, V:12 C EQ1.2 

PS1 (2&3)  CH4 46 2 5.13 1400 2.8 I: 6, V:12 C EQ1.2 

PM1 (2) CH4 46 2 5.13 203.2 10 I: 2, V: 5 D EQ4.3 

PM1 (3) CH4 46 2 5.13 203.2 10 I: 2, V: 5 A EQ4.3 

RS2 (3) CH4 46 2 5.13 152.4 200 V: 1 A & B EQ4.2 

TM1 (2) CH4 73 15 1.28 152.4 10 I: 2, V: 5 D EQ4.3 

TM1 (3) CH4 73 15 1.28 152.4 10 I: 2, V: 5 A EQ4.3 

RS3 (3) CH4 73 15 1.28 101.6 200 V: 1 A & B EQ4.2 

HD1 (1&2&3) CH4 46 2 5.13 203.2 15 I: 6, V: 4 B EQ4.3 

RS1 (1&2&3) CH4 46 2 5.13 355.6 200 V: 1 A EQ4.2 

SL1 (1&2&3) CH4 46 2 5.13 355.6 18000 V: 1 A EQ4.2 

LT1 (1&2&3) CH4 46 2 5.13 355.6 4.5 I: 2, V: 7 D EQ7.1 

CK3 (1&2&3) CH4 2 49 0.01 219 1.03 I: 6, V: 6 C EQ1.3 

TA1/CK1/PB1 

(1&2&3) 

Glycol  0 20 - 1300 2.4 I: 6, V: 

12, F:1, 

G: 1 

C EQ1.1 

TA2/CK2/PA2 

(1&2&3) 

CH3OH 0 20 - 500 1.2 I: 6, V: 

12, F:1, 

G: 1 

C EQ1.1 

RS4 (3) CH3OH n.r. 20 0 50.8 200 V: 1 A & B EQ4.2 

DG1 (1&2&3) 100 ppm oil 

in water   

0 20 0.002 800 2.4 I: 3, V:6 B EQ1.1 

CS1 (1&2&3) 100 ppm oil 

in water   

0 20 0.002 1000 4.6 I:3, V:5 B EQ1.1 

TA3 (1&2&3) 100 ppm oil 

in water   

0 20 - 1250 3.5 I: 4; 

V:12 

B EQ1.1 

Equipment labels and congestion zones refer to Figure 5.20. In the auxiliary item column the codes report the number of 

items considered for each unit. I: instrument connection, V: valve, F: filter, G: pump. 
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Table 5.22. Case-study 3: Vulnerability area used as normalization factor for each identified target. 

 Humans Process and utility 

equipment 

Facility 

structures 

Marine 

structures 

Water column  

Reference vulnerability 

area (m2) 

630 630 630 785 000  785 000  

 

5.4.2. Assumptions made for the assessment  

Step 4 of the procedure requires to estimate damage parameters by using well-known consequence 

simulation models. The calculation of damage parameters for accident scenarios following releases above 

water surface is performed using the consequences analysis models reported in the TNO’s Yellow Book 

[582] and in other relevant publications [583], implemented in PHAST software tool [667]. Atmospheric 

stability class E and a wind speed of 3 m/s are considered [668], as these conditions lead to the worst-case 

damage distances for most scenarios. For modelling VCEs, the TNO Multi-Energy model is used 

considering the inter-desk volumes shown in Figure 5.20. The process decks are reasonably congested 

with large items of equipment and pipework: the approach suggested by Kinsella [669] and Raman et al. 

[670] is used for the selection of charge strength.  

In the case of gas releases below the sea surface, the empirical cone model described in the HSE’s 

Offshore Technology Report [585] is adopted. The model is coupled, where relevant, with atmospheric 

gas dispersion models.  

Finally, the PNEC value of marine water reported in the technical literature for glycol and CH3OH [671] 

(i.e. 1 ppm and 15.4 ppm, respectively) and the PNEC of marine water proposed in the DREAM model 

for aliphatic hydrocarbons [468] (i.e. 0.0404 ppm) are conservatively assumed to estimate the 

contaminated volume of water column due to spills of soluble chemicals and oily-water and the associated 

damage distances.  

5.4.3. Results of inherent safety analysis for the single units 

According to step 1 of the procedure illustrated in Figure 4.12, the equipment of the three alternative 

design options are classified according to the functional equipment categories in Table 4.19, as shown in 

Table 5.22. This categorization allows identifying the reference release modes, by using the matrix in 

Table 4.21. Credit factors are assigned to each release mode considering the failure frequencies published 

by International Association of Oil & Gas Producers (IOGP) [576–579] and Det Norske Veritas (DNV) 

[573]. The credit factor for each release mode accounts for both the main equipment body (e.g. process 

vessel) and the expected number of auxiliary items and connections (valves, instruments, etc.) belonging 

to the unit, as summarized in Table 5.22. 
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For the test separator in Options 2 and 3, as well as for the subsea test manifold and test riser in Option 3, 

a utilization factor of 6.6% is applied to the credit factors (estimated service time of 576 hours per year). 

Table 4.21 and Appendix C are used for the selection of specific offshore event trees for all the release 

modes. As discussed in Section 4.5, the reference event trees are pruned considering the hazard properties 

of the released materials. Since the produced natural gas is classified as non-toxic and non-ecotoxic (low 

levels of hydrogen sulphide), only fire and explosion scenarios are considered, as shown in Table 5.23. 

By applying step 4 of the procedure in Figure 4.12, the resulting damage distances calculated for human 

and assets targets extend beyond the deck sizes (e.g. values up to 150 m), especially in the case of surface 

designs (Options 1 and 2), while water column pollution show maximum values lower than 130 m in all 

the options, due to the small inventories of liquid hazardous materials in the system. Table 5.23 compares 

the results obtained for some units belonging to different options.  

As expected, units processing pressurized natural gas and located in a highly congested deck (e.g. 

separators PS2 of Option 1 and PS1 of Option 2, wellhead WH2 of Option 1) can originate VCE scenarios 

with high damage distances for human and assets targets. Other severe scenarios for humans result from 

fireball and flash fires in specific units that can release high quantities of flammable material (e.g. 

separator PS1 of Option 2, riser RS1). For the subsea wellhead (e.g. WH2 of Option 3), flash fire emerges 

the most critical scenario, as low congestion in splash zone is not expected to result in relevant VCE 

effects. Resulting damage distances in this case are smaller than the ones calculated for the topside unit. 

The glycol storage tank (e.g. TA1) appears as the most dangerous unit for the water column target (i.e. 

with the highest damage distance due to environmental dispersion) in all the three options.  
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Table 5.23. Case-study 3: Credit factors, event trees and damage distances for some surface and subsea units. 

Unit 

and 

option 

Credit 

factor 

(1/y) 

Reference 

release 

mode 

Event 

tree  

Final accident 

scenarios 

Damage distance (m) 

Humans Process and 

utility 

Facility 

structures 

Floating 

structures 

Water 

column 

WH2 

(Op.1) 

1.0   10-5 R1 d) Jet fire 

VCE 

Flash fire 

24 

86 

21 

18 

78 

- 

5 

20 

- 

5 

43 

- 

- 

- 

- 

1.0   10-5 R2 d) Jet fire 

VCE 

Flash fire 

35 

86 

32 

27 

78 

- 

5 

20 

- 

5 

43 

- 

- 

- 

- 

1.9 10-5 R3b d) Jet fire 

VCE 

Flash fire 

35 

86 

32 

27 

78 

- 

5 

20 

- 

5 

43 

- 

- 

- 

- 

WH2 

(Op.3) 
1.4 ∙ 10-6 R1 m)* VCE  

Flash fire 

0 

10 

0 

- 

0 

- 

0 

- 

- 

- 

1.4 ∙ 10-6 R2 m)* VCE  

Flash fire 

0 

24 

0 

- 

0 

- 

0 

- 

- 

- 

1.2 ∙ 10-5 R3b m)* VCE  

Flash fire 

0 

28 

0 

- 

0 

- 

0 

- 

- 

- 

PS2 

(Op.1)  
7.9 ∙ 10-3 

 

R1 d) Jet fire 

VCE 

Flash fire 

21 

86 

18 

16 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

1.5 ∙ 10-3 R2 d) Jet fire 

VCE 

Flash fire 

38 

86 

26 

5 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

4.2 ∙ 10-4 R3a f) BLEVE 

Fireball  

VCE  

Flash fire 

12 

54 

53 

12 

11 

- 

48 

- 

6 

- 

22 

- 

8 

- 

31 

- 

- 

- 

- 

- 

4.2 ∙ 10-4 R3b d) Jet fire 

VCE 

Flash fire 

38 

86 

26 

5 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

PS1 

(Op.2) 

7.9 10-3 R1 d) Jet fire 

VCE 

Flash fire 

17 

86 

15 

13 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

1.5 10-3 R2 d) Jet fire 

VCE 

Flash fire 

60 

86 

36 

5 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

4.2 10-4 R3a f) BLEVE 

Fireball  

VCE  

Flash fire 

22 

97 

86 

14 

20 

- 

78 

- 

10 

- 

36 

- 

14 

- 

50 

- 

- 

- 

- 

- 

4.2 10-4 R3b d) Jet fire 

VCE 

Flash fire 

60 

86 

36 

5 

78 

- 

5 

36 

- 

5 

50 

- 

- 

- 

- 

RS1 

(Op. 

1,2,3) 

9.9 10-4 R1 d) Jet fire 

VCE 

Flash fire 

17 

33 

15 

13 

29 

- 

5 

0 

- 

5 

0 

- 

- 

- 

- 

3.1 10-4 R2 d) Jet fire 

VCE 

Flash fire 

97 

46 

103 

73 

41 

- 

5 

0 

- 

5 

0 

- 

- 

- 

- 

1.4 10-4 R3b d) Jet fire 

VCE 

Flash fire 

97 

46 

103 

73 

41 

- 

5 

0 

- 

5 

0 

- 

- 

- 

- 

TA1 

(Op. 

1,2,3)  

1.8 10-2 R1 a) Pool Fire 

Envir. Dissol. 

36 

- 

19 

- 

5 

- 

5 

- 

- 

129 

2.7 10-3 R2 a) Pool Fire 

Envir. Dissol. 

36 

- 

19 

- 

5 

- 

5 

- 

- 

129 

1.1 10-3 R3a 

 

b) Pool Fire 

Envir. Dissol. 

36 

- 

19 

- 

5 

- 

5 

- 

- 

129 

Equipment labels refer to Figure 5.20. Event tree codes refer to Table 4.21 and Appendix C.  
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The estimation of damage distances for each target of concern allows the calculation of potential and 

inherent KPIs (PI and HI, respectively) for each unit of the design options addressing single targets, 

according to step 6 of the procedure in Figure 4.12. From application of Equations (4.42) and (4.43), KPIs 

addressing human target are calculated. Couples of KPIs are derived for the three categories of assets by 

means of Equations (4.44) and (4.45). Finally, the potential and inherent KPIs associated to releases of 

soluble chemicals and oily-water are obtained by applying Equations (4.46) and (4.47). The KPIs results 

for the units of the three options of the case-study are illustrated in Figure 5.21.  

From Figure 5.21, it appears that the potential KPIs clearly show a different pattern of hazard profile 

among the units of every considered options. Topside equipment handling large flowrates of gas (e.g. 

separators, surface wellheads, launching trap, gas header, manifolds) are generally identified as critical 

units for both human and asset targets. As observed before, this can be tracked back mainly to the 

possibility of the releases to originate gas clouds in congested sections of the topside. Differences in unit 

PIs among the different targets originate from the consequences of these gas cloud scenarios. The export 

riser is recognized for all three design options as the most potentially critical unit for human target (i.e. 

with the highest HPI value) due to possibility of a large flash fire from a full-bore rupture close to the sea 

surface. Separators, traps, surface wellheads and manifolds score high unit API values for assets, due to 

possibility of severe VCE scenarios. It should be noted that, while for units in the cellar deck (e.g. process 

separators in zone C) every sub-category of assets target has high API score, units in less congested zones 

(e.g. wellheads in zone D) score lower API values for targets characterized by higher damage thresholds 

(e.g. facility structures, as for Table 4.17); this is due to the lower strength expected for the VCE scenario 

when the release occurs in a less congested zone. 

Equipment like storage tanks, auxiliary pumps and filters operating at low pressure with liquid materials 

have minor hazard potential for most target categories. Only when the released material has marine 

toxicity effects, they become the most relevant units for water column target, e.g. glycol tank which has 

large inventory of eco-toxic material if compared to other units handling liquid phases in the considered 

facility.  

An appreciable reduction of unit potential KPIs is obtained for all cases in which subsea units can be 

compared with a topside counterpart (e.g. wellheads and manifolds of Option 3 compared to Option 2). 

This demonstrates subsea equipment to actually be inherently safer units for this case-study, since a more 

limited number of scenarios and smaller damage distances are expected, as discussed above for WH1 of 

Option 3. 
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Figure 5.21. Case-study 3: Comparison of unit KPIs addressing single targets among (a) Option 1, (b) Option 2 and (c) Option 3. 
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The introduction of credit factors for the release modes by means of the unit inherent KPIs provides a 

further insight on the role of the equipment safety score on the inherent safety performance, and allows a 

better understanding of how the combination of different aspects (e.g. damage area and equipment safety 

score) affect the ranking of the critical units.  

From Figure 5.21, it appears that the units scoring the greater values of the unit inherent KPIs for both 

human and asset targets in the considered case-study are the process separators. This confirms the ranking 

of these units, previously identified by the unit potential KPIs. However other pipe-like equipment 

(wellheads, manifolds, headers) characterized by high unit PI shows lower values of the unit HI than the 

separators. The score is affected by the value of the credit factors, which is strongly influenced by the 

expected number of potential leakage points (nozzles, instrument connections, valves, etc.) present on the 

unit. 

The inherent KPIs for environmental targets identify once again the glycol system as the most critical 

unit. This is due to the large inventory of eco-toxic material combined with the high likelihood of release 

(i.e. high credit factors) typical of atmospheric storages. 

5.4.4. Results of inherent safety analysis for the facility 

In order to evaluate the facility-level inherent safety performance of the alternative process options (step 

6 of the procedure in Figure 4.12), Figure 5.22 shows the facility KPIs addressing single targets obtained 

by summing up the normalized single-target indicators of the units, as indicated in Equations (4.69) and 

(4.70).  

 

Figure 5.22. Case-study 3: Comparison of (a) facility potential KPIs and (b) facility inherent KPIs addressing single 

targets among the three design options. 
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As illustrated in the top panel (Figure 5.22a), Option 2 results in very similar facility potential KPIs in 

comparison to Option 1 for all the targets categories considered. This means that the benefits introduced 

by the reduction of the number of separators are actually balanced by the higher potential hazard resulting 

from the higher inventory when a single production separator is used. Thus, a balance is identified in this 

case between the inherent safety guidewords of simplification and minimization. Option 3 demonstrates 

the best safety performance compared to the other options, due to lower potential KPIs both for human 

and assets targets. This is the result of the use of subsea equipment, characterized by moderate severity 

scenarios. The environmental aspects are identified as non-discriminating in the comparison, since the 

key units in the definition of the KPIs addressing water column targets are the same for all the options.  

When facility inherent KPIs (Figure 5.22b) are considered, a higher safety performance of Option 2 to 

Option 1 is identified. This is mainly due to the lower credibility of the releases from wellheads and 

manifolds, discussed earlier when analysing the corresponding KPIs for the single units. Option 3 

demonstrates the best safety performance compared to other options. This is true not only from the point 

of view of severity of accident scenarios for human and assets targets, but also considering their likelihood 

with respect to the equipment categories used. Actually, despite the plots of Options 2 and 3 in Figure 

5.22b are very similar, a careful examination of the results obtained for single units and for the potential 

KPIs proves that the coupling between subsea manifold and riser in Option 3 is inherently safer than the 

sole surface manifold in Option 2. 

The conclusions above are further underlined by the facility multi-target KPIs calculated in this case-

study by applying the WAM method to facility single-target KPIs (with weights factors equal to 1/3). 

Figure 5.23 illustrates the values of these indicators as well as the contribution of each target category. As 

expected for a gas production platform, the highest contribution to both potential and inherent KPIs is 

obtained for human and assets targets for all the design options, while environmental targets are almost 

unaffected. The contributions associated to humans and targets are comparable, with a slightly higher 

score deriving from human targets. Given these findings, sensitivity analysis on the weight factors among 

the single-target indicators would appear trivial, thus is disregarded in the present case-study.  
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Figure 5.23. Case-study 3: Comparison of (a) facility multi-target potential KPIs and (b) facility multi-target inherent 

KPIs among the three design options. 

 

5.4.5. Conclusions 

Alternative designs for an offshore gas production platform in the Adriatic Sea are considered, to prove 

the ability of the proposed inherent safety KPIs methodology proposed in Section 4.4 to capture safety 

criticalities of different extraction and processing solutions of the offshore system with respect to human, 

assets and environment targets. 

Critical equipment are identified for each deign option by unit potential and inherent KPIs, also providing 

details on specific impacts on the different target categories. Process separators show the worst inherent 

safety performance for human and assets targets, while the glycol tank is the most hazardous unit with 

respect to the water column target. 

The integrated safety profile of the entire facility is also communicated by means of multi-target KPIs, 

including the contribution of the different targets to the overall fingerprinting. Subsea systems are 

identified as inherently safer than surface designs based on both potential and inherent KPIs. As expected 

for a gas production platform, humans and process equipment are the targets exposed to higher hazards. 

 

5.5. Case-study 4: Application of the environmental protection indicators to oil 

spills from alternative offshore oil production installations 

A case-study consisting of different oil spills from different oil production platforms is introduced with 

the aim to specifically evaluate the potential of the novel set of environmental KPIs developed within the 
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inherent safety KPIs methodology in Section 4.5. In this case study, no reference is given to the 

implementation of P2G/P2L/G2P offshore hybrid energy options at the offshore sites. 

Four specific problems are addressed in this case-study. The first concerns the potential of the different 

KPIs to provide the same severity ranking of oil releases. The second consists in establishing if the 

different KPIs could be considered equivalent in expressing the environmental severity of the spills. The 

third verification is made to check if different tools are interchangeable in the calculation of KPIs of levels 

2 and 3. Finally, the last issue is to verify the equivalence between the highest level KPIs. Given different 

features of the tools and different calculations proposed for the same KPI, it is worth mentioning that 

equal values of KPIs are not likely to be obtained for the same release when using different software. 

Their values may be similar, or at most of the same order of magnitude. It is thus out of the scope of the 

present study to compare the tools that may be used to simulate an oil release in water. 

5.5.1. Definition of the oil spill scenarios 

The oil spills considered in this case-study are potential releases derived from four different offshore 

facilities for oil/gas production located in different areas.  

The first facility, indicated as RM in the study, is a fixed oil production installation and a Floating Storage 

and Offloading (FSO) unit, which are distant a few kilometres and are connected by a sealine. Both 

structures were supposed to be located in the southern part of the Adriatic Sea (Italy), off coast of Abruzzo 

in 80 m of water depth. The installation produces crude oil with 11.5 °API through 12 topside wellheads 

as well as gathers the same type oil from two nearby platforms (9 wells and 8 wells, respectively) delivered 

by dedicated sealines. In order to meet the requirements for transportation to the FSO, at the main platform 

oil collected in the production manifold is first heated in two heat exchangers and then routed to two gas-

liquid separators in order to separate the associated gas from the liquid stream. The separated oil is then 

pumped and delivered via one sealine to the FSO. After being received by the FSO, oil is stored in 7 tanks 

until transportation by oil tankers to an onshore refinery plant.  

The second facility, called VG in this study, consists of an oil production platform and an FSO unit, distant 

a few kilometres and connected by two sealines, i.e. one for oil delivery from the platform to FSO and the 

other one for diluent from FSO to the platform. Both structures are supposed to be located in the 

Mediterranean Sea, off coast Sicily at about 120 m water depth. Crude oil with 15.4 °API is extracted 

from about 20 wells through topside wellheads located on the platform. In the production manifold, the 

oil is mixed with a diluent in order to reduce its viscosity and prevent solidification. The diluent is stored 

in the FSO, delivered to the platform through one of the two sealines and pumped into the manifold 

mentioned above. The blend produced from the mixing of the oil and the diluent is then routed to a first 

separation vessel for eliminating the gas from the liquid phase. The blend derived from this first separation 
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is heated and further sent to a second separation unit. Finally, after gas separation, the blend is pumped 

and transferred via the second sealine to the FSO unit for storage. From the FSO, the blend is transported 

by oil tankers to onshore refinery plants.  

The third platform, named MA in the analysis, is a gas production platform, supposed to be located in the 

northern Adriatic Sea (Croatian area) in water depth of about 69 m. At the platform, power generation is 

provided by means of a diesel fuel system composed of tank, pump, filter.  

The fourth facility, called AP in the study, is an offshore oil production installation supposed to be located 

off the coast of the Republic of Congo in water depth of 80 m, where light crude oil (around 28-32 °API) 

with a water-to-oil ratio of 0.3 is extracted from wells. At the platform, oil is first separated by means of 

one two-phase production separator and then pumped to one header for the transportation via sealine to 

shore.  

In total, sixteen spills from continuous release and catastrophic rupture of equipment units of the four 

facilities are considered in the analysis. For each facility, Table 5.24 reports the releases, the substance 

considered, oil density (in °API), oil temperature, mass of the spill, duration of the spill. Moreover, air 

temperature and sea surface temperature are tabulated for each facility. It can be noticed that the 

considered releases show significant differences in both oil properties, characteristics of the release and 

environmental conditions at the site. With respect to the release duration, no values are reported in case 

of catastrophic rupture, while about 10 minutes are considered for continuous releases.  

Table 5.24. Case-study 4: Input data considered for the oil spills from the four offshore facilities.  

Facility Release Substance Density 

(°API) 

Oil release 

temperature 

(°C) 

Release 

duration 

(s) 

Released oil 

mass into 

sea (kg) 

Order of 

magnitude 

for mass 

Air 

temperature 

(°C) 

Sea surface 

temperature 

(°C) 

RM RM1 Crude oil 11.5 65 600 117 0.1 15 15 

 RM2 Crude oil 11.5 65 600 1053 1 15 15 

 RM3 Crude oil 11.5 80 600 1697 1 15 15 

 RM4 Crude oil 11.5 65 600 3394 1 15 15 

 RM5 Crude oil 11.5 20 - 12857143 10000 15 15 

VG VG1 Crude oil 11.5 101 600 121 0.1 19 19 

 VG2 Diluent 62.3 20 600 438 0.1 19 19 

 VG3 Blend 22.9 85 600 2744 1 19 19 

 VG4 Diluent  62.3 20 - 10224200 10000 19 19 

 VG5 Blend 22.9 30 - 13485364 10000 19 19 

MA MA1 Diesel 35.0 15 - 918 1 15 15 

 MA2 Diesel 35.0 20 - 1020 1 15 15 

AP AP1 Crude oil 30.0 36 600 938 1 25 25 

 AP2 Crude oil 30.0 32 180 2127 1 25 25 

 AP3 Crude oil 30.0 36 - 6048 7 25 25 

 AP4 Crude oil 30.0 36 205 8018 7 25 25 
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5.5.2. Assumptions made for the assessment 

Four different software are adopted for the calculation of the higher level KPIs, i.e. ADIOS [594], 

GNOME [595], OSCAR [596] and OWM [597]. Main features of the tools are described in Section 4.4.  

With respect to the input data summarized in Table 5.24, some small releases cannot be simulated by 

using ADIOS software due to limits of the tool on the mass of the spill (lower than 320 kg and higher 

79415 t), i.e. RM1, VG1 and VG2. All the spills are simulated with the other tools.  

Due the relatively short duration of the releases shown in Table 5.24, the releases are assumed 

instantaneous in the modelling with ADIOS, GNOME and OWM. Since the instantaneous release in 

ADIOS corresponds to a spill of 1 h, such a relatively small value is assumed in the simulations with 

OSCAR which is unable to simulate instantaneous spills requiring in input both mass and release duration.  

Concerning the three temperatures listed in Table 5.24, GNOME is not able to take into account any value 

of mentioned temperatures, ADIOS and OWM tools consider thermal equilibrium between air, water and 

release, thus requiring to specify only one value. In this study, simulations with ADIOS and OWM are 

carried out by assuming the sea surface temperature. Since OSCAR distinguishes oil, air and sea surface 

temperatures among them, thus all three values are provided in input. 

Each tool provides a given oil database: it is limited to four oils in GNOME, at least ten oils in the other 

software. The common oil between all the databases of the tools are rare, thus in the modelling with each 

tool, different assumptions are made concerning the selection of the oils for simulations of releases of the 

case-study. However, the choice and attribution of the suitable oil is performed based on the similarity in 

the densities between oils illustrated in Table 5.24 and available oils in the databases.  

As described in Section 4.5, the fate of the spill strongly depends upon the wind and currents conditions. 

In this case-study, for the sake of simplicity, values constant in time and uniform in space are assumed 

for both the wind (6 m/s) and the currents (0.13 m/s) with all the tools. Moreover, in the case of OSCAR 

which considers both these two parameters, their vectors are considered as orthogonal. Since the proposed 

KPIs are addressed to the sea surface compartment, the wind and current directions are assumed in order 

to avoid sedimentation and beaching, thus keeping the oil slick in open sea. 

Table 5.25 summarizes the assumptions for simulations of the releases in Table 5.24 with the different 

tools.  
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Table 5.25. Case-study 4: Assumptions made for the simulations of the oil spills with the four oil fate modelling tools.  

Release Substance in ADIOS Density 

(°API) in 

ADIOS 

Substance in 

GNOME 

Density 

(°API) in 

GNOME 

Substance in 

OWM 

Density 

(°API) in 

OWM 

Substance in OSCAR Density (°API) 

in OSCAR 

RM1 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

RM2 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

RM3 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

RM4 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

RM5 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

VG1 WEST DELTA BLOCK 30 11.4 FUEL OIL #6 8 - 15 GRANE 18.7 GRANE 18.7 

VG2 NAPHTHA N+A, MAPCO 63.3 GASOLINE 50 – 70.6 SLEIPNER (IKU) 58.4 KEROSENE (JET A1) 45.4 

VG3 CARPINTERIA  22.9 FUEL OIL #4 20 - 24 MANDALAY 

BATTELLE 

20.3 FORSETI 2001 23.0 

VG4 NAPHTHA N+A, MAPCO 63.3 GASOLINE 50 – 70.6 SLEIPNER (IKU) 58.4 KEROSENE (JET A1) 45.4 

VG5 CARPINTERIA  22.9 FUEL OIL #4 20 - 24 MANDALAY 

BATTELLE 

20.3 FORSETI 2001 23.0 

MA1 EUGENE ISLAND BLOCK 

276 

35 DIESEL 27.5 – 41.1 Marine Diesel 36.4 Marine Diesel 36.4 

MA2 EUGENE ISLAND BLOCK 

276 

35 DIESEL 27.5 – 41.1 Marine Diesel 36.4 Marine Diesel 36.4 

AP1 ABU SAFAH, ARAMCO 28.4 MEDIUM 

CRUDE OIL 

22.3 – 31.1 NORNE (1998-5) 32.7 Eldfisk2000 28.9 

AP2 ABU SAFAH, ARAMCO 28.4 MEDIUM 

CRUDE OIL 

22.3 – 31.1 NORNE (1998-5) 32.7 Eldfisk2000 28.9 

AP3 ABU SAFAH, ARAMCO 28.4 MEDIUM 

CRUDE OIL 

22.3 – 31.1 NORNE (1998-5) 32.7 Eldfisk2000 28.9 

AP4 ABU SAFAH, ARAMCO 28.4 MEDIUM 

CRUDE OIL 

22.3 – 31.1 NORNE (1998-5) 32.7 Eldfisk2000 28.9 
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5.5.3. Calculated values of environmental KPIs 

Data collected in Tale 5.24 and assumptions above discussed allow the calculation of the three levels KPIs 

defined in Section 4.5 for each oil release. For the sake of this analysis, only the potential hazard index is 

estimated for each type of the proposed KPIs, thus disregarding the evaluation of inherent hazard index. 

It must be remarked that 𝐸𝑃𝐼1.1 (indicated as KPI 1.1 in this case-study) is calculated through Equation 

(4.48), 𝐸𝑃𝐼𝑜𝑖𝑙2.1 (i.e. KPI 2.1 in this case-study) is obtained by applying Equation (4.50) with ADIOS, 

GNOME and OWM, thus neglecting simulation with OSCAR. For 𝐸𝑃𝐼𝑜𝑖𝑙2.2 (i.e. KPI 2.2 in this case-

study), Equation (4.52) is used with ADIOS, GNOME and OWM, while Equation (4.54) is applied with 

OSCAR. KPIs of level 3 are evaluated by applying Equations (4.56) and (4.60) with ADIOS, and through 

Equations (4.58) and (4.62) with OSCAR. Table 5.26 summarizes the environmental KPIs results for each 

of the analysed releases of the case-study based on data in Table 5.24 and the outputs from the different 

tools.  

Table 5.26. Case-study 4: KPIs calculated for the oil spills with the four simulation tools.  

  ADIOS GNOME OWM OSCAR ADIOS OSCAR 

Release KPI 

1.1 

(ton) 

KPI 

2.1 

(ton) 

KPI 

2.2 

(ton∙d) 

KPI 

2.1 

(ton) 

KPI 

2.2 

(ton∙d) 

KPI 

2.1 

(ton) 

KPI 

2.2 

(ton∙d) 

KPI 2.2 

(ton∙d) 

KPI 

3.1 

(km2) 

KPI 2.2 

(km2∙d) 

KPI 

2.1 

(km2) 

KPI 2.2 

(km2∙d) 

RM1 1.2 ∙ 
10-1 

- - 8.3 ∙ 
10-2 

2.8 ∙ 
10-1 

1.0 ∙ 
10-1 

5.2 ∙ 
10-1 

4.1 ∙ 10-3 - - 4.4 ∙ 
10-3 

1.9 ∙ 
10-4 

RM2 1.1 9.6 ∙ 
10-1 

4.2 ∙ 
10-2 

7.4 ∙ 
10-1 

2.5 9.1 ∙ 
10-1 

4.7 6.0 ∙ 10-2 1.1 ∙ 
10-2 

2.2 ∙ 
10-4 

3.4 ∙ 
10-2 

1.8 ∙ 
10-3 

RM3 1.7 1.5 4.8 ∙ 
10-1 

1.2 4.1 1.5 7.5 3.4 ∙ 10-1 1.7 ∙ 
10-2 

5.4 ∙ 
10-3 

2.4 ∙ 
10-2 

6.0 ∙ 
10-3 

RM4 3.4 2.7 9.7 ∙ 
10-1 

2.4 8.1 2.9 1.5 ∙ 
10 

8.5 ∙ 10-1 3.4 ∙ 
10-2 

9.6 ∙ 
10-3 

4.4 ∙ 
10-2 

1.5 ∙ 
10-2 

RM5 1.3 ∙ 
104 

1.1 ∙ 
104 

4.2 ∙ 
103 

9.1 ∙ 
103 

3.1 ∙ 
104 

1.1 ∙ 
104 

5.7 ∙ 
104 

4.8 ∙ 104 1.3 ∙ 
102 

1.1 1.0 ∙ 
10 

3.7 ∙ 10 

VG1 1.2 ∙ 
10-1 

- - 8.5 ∙ 
10-2 

2.9 ∙ 
10-1 

1.0 ∙ 
10-1 

5.3 ∙ 
10-1 

3.7 ∙ 10-4 - - 9.1 ∙ 
10-5 

3.8 ∙ 
10-6 

VG2 4.4 ∙ 
10-1 

- - 1.0 ∙ 
10-2 

2.8 ∙ 
10-1 

2.5 ∙ 
10-2 

1.7 ∙ 
10-1 

7.0 ∙ 10-3 - - 6.2 ∙ 
10-3 

4.1 ∙ 
10-4 

VG3 2.7 1.4 5.1 ∙ 
10-1 

1.4 5.6 2.1 1.1 ∙ 
10 

6.3 ∙ 10-1 3.0 ∙ 
10-2 

8.5 ∙ 
10-3 

2.9 ∙ 
10-4 

7.4 ∙ 
10-3 

VG4 1.0 ∙ 
104 

1.7 ∙ 
103 

1.2 ∙ 
103 

6.1 ∙ 
10 

1.8 ∙ 
103 

6.4 ∙ 
102 

5.4 ∙ 
103 

1.4 ∙ 104 5.9 5.4 ∙ 
10-1 

1.5 4.7 

VG5 1.4 ∙ 
104 

1.0 ∙ 
104 

1.7 ∙ 
104 

6.8 ∙ 
103 

2.7 ∙ 
104 

1.0 ∙ 
104 

5.2 ∙ 
104 

4.4 ∙ 104 1.4 ∙ 
102 

8.2 ∙ 10 1.6 ∙ 
102 

2.3 ∙ 
102 

MA1 9.2 ∙ 
10-1 

5.6 ∙ 
10-1 

3.1 ∙ 
10-2 

3.2 ∙ 
10-1 

1.6 2.1 ∙ 
10-1 

1.6 1.6 ∙ 10-2 1.1 ∙ 
10-2 

2.3 ∙ 
10-4 

5.6 ∙ 
10-3 

2.7 ∙ 
10-4 

MA2 1.0 6.2 ∙ 
10-1 

3.4 ∙ 
10-2 

3.5 ∙ 
10-1 

1.8 2.4 ∙ 
10-1 

1.8 2.7 ∙ 10-2 1.2 ∙ 
10-2 

2.5 ∙ 
10-4 

6.0 ∙ 
10-3 

3.7 ∙ 
10-4 

AP1 9.4 ∙ 
10-1 

6.3 ∙ 
10-1 

3.3 ∙ 
10-2 

5.8 ∙ 
10-1 

2.1 6.5 ∙ 
10-1 

3.5 6.2 ∙ 10-3 1.1 ∙ 
10-2 

2.2 ∙ 
10-4 

3.2 ∙ 
10-3 

2.2 ∙ 
10-4 

AP2 2.1 1.2 4.5 ∙ 
10-1 

1.3 4.7 1.5 7.8 3.3 ∙ 10-1 2.4 ∙ 
10-2 

7.1 ∙ 
10-3 

1.8 ∙ 
10-2 

6.5 ∙ 
10-3 

AP3 6.1 3.5 1.3 3.7 1.4 ∙ 
10 

4.2 2.2 ∙ 
10 

1.3 6.8 ∙ 
10-2 

1.8 ∙ 
10-2 

7.0 ∙ 
10-2 

2.5 ∙ 
10-2 

AP4 8.0 4.7 1.7 5.0 1.8 ∙ 
10 

5.5 3.0 ∙ 
10 

1.9 9.0 ∙ 
10-2 

2.3 ∙ 
10-2 

1.1 ∙ 
10-1 

3.8 ∙ 
10-2 
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5.5.4. Analysis of the ranking of the spills based on different KPIs 

The KPIs summarized in Table 5.26 have different definitions and unit of measures, depend upon different 

damage parameters, different variability range. Thus, they cannot be immediately compared. In order to 

verify if the different KPIs give equal ranking of the oil spills, i.e. KPIs of level 2 and 3 calculated with 

different tools lead the same order of magnitude. of the releases than the simplest KPI 1.1, an internal 

normalization based on a linear scale transformation (max-min method) [672] is performed for each KPI 

calculated with a given tool. By this way, normalized values of KPIs are obtained ranging between 0 and 

1. Quite obviously, for each type of KPI (calculated with a tool in case of KPIs of levels 2 and 3), a value 

of 0 corresponds to the minimum KPI in the set of releases evaluated, while a value of 1 corresponds to 

the maximum one. Clearly enough, such a normalization has no meaning for facilities characterized by 

only two oil spills, e.g. facility MA. Figure 5.24 illustrates the normalized KPIs for the releases of facilities 

RM, VG and AP.  
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Figure 5.24. Case-study 4: Normalized values of the three levels environmental KPIs calculated for the oil spills of (a) 

facility RM, (b) facility VG, (c) facility AP.  

 

From the results displayed in Figure 5.24, some conclusions can be drawn based on the mass of releases, 

type of oil (density), oil temperature. 

On the one hand, when releases with different mass are considered, having the same oil and similar oil 

temperature, it appears that all the KPIs produce the same ranking of the environmental severity of the 
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spills, with an increased criticality corresponding to an increase in the mass of the spills, as in the case of 

the facility AP (Figure 5.24c). Therefore, for a preliminary ranking of the releases it is sufficient to refer 

to KPI 1.1, avoiding to calculate higher level KPIs and use a simulation tool. 

On the other hand, when releases with different mass and oil temperature are evaluated, even in the case 

of the same type of oil (as in the case of the facility RM illustrated in Figure 5.24a), different KPIs can 

give different rankings of the releases. Similar conclusions emerge when the spills are characterized by 

different mass, temperature and oil type, as in the case of the facility VG (Figure 5.24b). Since OSCAR 

is the only code considering all the three temperature of concern (oil, air, sea surface), KPIs results 

obtained through this tool should be considered the most reliable when the temperatures are different, 

compared to the findings with the other tools. 

In the case of the facility RM (Figure 5.24a), KPI 1.1 indicates an increased criticality of the spills, from 

RM1 to RM5. All the KPIs of levels 2 and 3 confirm this order, except for KPI 3.1 based on the slick 

surface, which gives a reverse ranking in case of RM2 and RM3 compared to the other metrics. This is 

mainly due to the higher temperature of RM3 with respect to RM2 even though the large spill mass 

associated to RM2, as shown in Table 5.24. A greater spill temperature ensures the evaporation of oil (i.e. 

its transition from the slick to the atmosphere), as well as determines a lower oil viscosity allowing the 

dispersion of oil into the sea (i.e. its transition from the slick to the water column). As a matter of facts, 

the higher mass of the spill, the more hazardous release, and the lower spill temperature, the less critical 

release. The contributions of spill mass and oil temperature can get along with each other with different 

and unpredictable effects: the mass contribution prevails in case of OSCAR KPI 3.2, while the 

temperature contribution is prevalent when OSCAR KPI 3.1 is considered. However, such a prevalence 

is limited since the values of OSCAR KPI 3.1 for the releases RM2 and RM3 are not only of the same 

order of magnitude, but also differ of a factor lower than two. 

In the case of the facility VG in Figure 5.24b, KPI 1.1 shows the following ranking of the spills: VG1, 

VG2, VG3, VG4, VG5. It is worth noting that KPI 2.1 with GNOME, KPI 2.2 with GNOME, KPI 2.1 

with OWM and KPI 2.2 with OWM invert the ranking of VG1 and VG2 compared to KPI 1.1 and the 

other KPIs. Clearly enough, VG1 has smaller spill mass, higher temperature and higher density (i.e. lower 

°API) than VG2, as illustrated in Table 5.24. It is worth noting that oil density is not the only important 

parameter affecting the oil fate; the oil viscosity is also influencing, and other physic-chemical parameters 

can play a role though at a smaller extent. Therefore, the presence of the suitable oil in the tool database 

is crucial for simulations, and when the desired oil is missing it is essential to select an oil with physico-

chemical properties as much similar as possible. GNOME with only four oils available in its database is 

thus the worst tool for an appropriate choice of the oil. As a matter of facts, the higher mass of the spill, 

the more hazardous release, and the lower spill temperature, the less critical release, and the severity of 
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the spill should increase by increasing the oil density. The contributions of spill mass, oil temperature and 

oil type can get along with each other with different and unpredictable effects. GNOME and OWM codes 

neglecting the release temperature consider VG1 and VG2 at the same temperature, thus the oil type 

contribution prevails on the mass contribution and VG2 is more hazardous than VG1 based on GNOME 

KPI 2.1 and GNOME KPI 2.2., OWM 2.1 and OWM 2.2.  

The considerations described above highlight that when spills with different mass and different oil and/or 

temperatures are evaluated, the sole released mass (KPI 1.1) does not represent a reliable indicator of the 

severity of the environmental consequences of the spills. Given these conclusions, it is certainly that 

GNOME is not the optimal tool because of its drawbacks about the availability of oils in the database and 

impossibility to account for the release temperature. If the releases show different mass and oil density 

even though similar temperature, ADIOS and OWM can be adopted, provided that only mass higher than 

320 kg are simulated with ADIOS. On the other hand, OSCAR should be considered the most suitable 

tool when the spills have different properties in mass, density and temperature.  

5.5.5. Equivalence of the different KPIs  

In addition to the verification of the ranking, a further investigation is performed to establish if the 

different KPIs could be considered equivalent in expressing the environmental severity of the spills. To 

answer this question, the non-normalized KPI values of spills characterized by similar mass are compared.  

Thus, the releases listed in Table 5.24 are classified based on order of magnitude of the spill mass in three 

groups: releases of order of magnitude 10000 t (i.e. VG4, RM5, VG5 which show different oil type but 

similar temperature), releases of order of magnitude 1 t (i.e. MA1, MA2, AP1, AP2, RM2, RM3, RM4, 

VG3 which are different in oil type and temperature), and releases of order of magnitude 0.1 t (i.e. RM1, 

VG1 and VG2 which are different in oil type and temperature). AP3 and AP4 are excluded from this 

classification, being the unique with a spilled mass of about 7 t, same oil type and temperature; another 

group of releases with 7 t spill mass is thus considered composed of AP3 and AP4. The order of magnitude 

of the different releases is shown in the Table 5.24.  

For each of the mentioned release classes, different KPIs are compared with the aim to verify if KPIs of 

levels 2 and 3 calculated with different tools show values of the same order of magnitude within each 

group, as in the case of KPI 1.1 values which correspond to the spill mass and thus are similar within each 

group. Figures 5.25, 5.26, 5.27 and 5.28 illustrate the results for the group of releases of order of 

magnitude 10000 t, 7 t, 1 t and 0.1 t, respectively. In each figure, the results are displayed based on the 

level of KPIs and related to each couple (KPI, tool).  
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Figure 5.25. Case-study 4: KPIs results of (a) level 2 and (b) level 3, for releases of order of magnitude 10000 t. 

 

 

Figure 5.26. Case-study 4: KPIs results of (a) level 2 and (b) level 3, for releases of 7 t. 
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Figure 5.27. Case-study 4: KPIs results of (a) level 2 and (b) level 3, for releases having an order of magnitude 1 t. 

 

 

Figure 5.28. Case-study 4: KPIs of (a) level 2 and (b) level 3, for releases having an order of magnitude 0.1 t. 

 

Looking at the releases of about 7 t spill mass (Figure 5.26), given the same oil type and temperatures, all 

the KPIs indicate that AP4 is slightly more hazardous than AP3 due to higher mass of the release. It should 

be concluded that the proposed three level KPIs are equivalent in representing the environmental hazard 
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of the releases with equal oil and temperatures, and thus KPI 1.1 is sufficient to quantify the severity of 

the environmental consequences of the spills, as previously evidenced in the ranking analysis.  

However, for the other groups of releases (order of magnitude 1000 t, 1 t, 0.1 t), it appears that the KPIs 

of levels 2 and 3 differ of at least an order of magnitude. From Figure 5.25, differences in the values of 

KPIs of level 2 can be null (e.g. KPI 2.1 with ADIOS and KPI 2.2 with OSCAR), moderate (e.g. ADIOS 

KPI 2.2, GNOME KPI 2.2, OWM KPI 2.1 and KPI 2.2), or substantial (e.g. GNOME KPI 2.1); whereas, 

KPIs of level 3 differs moderately in case of KPI 3.1 with ADIOS or hugely in case of ADIOS KPI 3.2, 

OSCAR KPI 3.1 and KPI 3.2. Similar findings emerge for the group of releases of order of magnitude 1 

t (Figure 5.27): differences in the values of KPIs of level 2 can be null (e.g. KPI 2.1 with ADIOS, GNOME 

KPI 2.1 and KPI 2.2), moderate (e.g. ADIOS KPI 2.2, OWM KPI 2.1 and KPI 2.2), or substantial (e.g. 

OSCAR KPI 2.2); KPIs of level 3 show the same order of magnitude in case of ADIOS KPI 3.1, but 

differs rather well in case of KPI 3.2 with ADIOS and OSCAR KPI 3.1 or considerably in case of OSCAR 

KPI 3.2. Figure 5.28 shows that notable differences in the values of the KPIs of level 2 (e.g. GNOME KPI 

2.1 and OSCAR KPI 2.2) and of level 3 (e.g. OSCAR KPI 3.1 and 3.2) are present also for releases of 

order of magnitude 0.1 t. Overall, the differences among the KPI values inside each group of spills are 

due to the different fate of the spilled oil, which depends not only on the mass, but also on the oil density 

and the spill temperature: low density and high temperature spills are less hazardous than high density 

and low temperature releases. KPIs of level 3 differ more than KPIs of level 2.  

Therefore, it can be concluded that in case of different oil types and/or spill temperatures, the proposed 

KPIs are not equivalent in representing the environmental hazard of the releases and the sole released 

mass (KPI 1.1) cannot be used to indicate the severity of the environmental consequences of the spills. It 

is certainly true that higher level KPIs (i.e. KPI 3.1 and KPI 3.2) should be considered more suitable than 

the other KPIs in measuring the environmental hazard, since they are based on the slick surface, which is 

the actual damage factor for the sea surface compartment. 

5.5.6. Analysis of interchangeability of the different tools 

In addition to the ranking and equivalence analyses performed above, another investigation is performed 

to verify if the different tools are interchangeable in calculating the proposed KPIs. For this reason, the 

non-normalized KPIs of levels 2 and 3 calculated with different software tools are compared within each 

group of releases defined above. Figure 5.29 illustrates the KPIs grouped by the order of magnitude of the 

spill mass. 
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Figure 5.29. Case-study 4: KPIs of levels 2 and 3 for group of releases of order of magnitude (a) 10000 t, (b) 7 t, (c) 1 t, (d) 0.1 t.
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From Figure 5.29a, when releases of 100000 t are compared, it appears that different tools produce KPIs 

values with similar order of magnitude in some cases (e.g. values of KPI 2.1 for RM5 and VG5, values 

of KPI 3.1 and KPI 3.2 for RM5) and different up to one order of magnitude in other cases (e.g. values of 

KPI 2.1 for VG4, values of KPI 2.2 for VG4 and RM5). ADIOS and OWM give similar results about KPI 

2.1, but different from GNOME; values of KPI 2.2 with ADIOS and OWM differ up to one order of 

magnitude. In the cases of KPIs of level 3, ADIOS and OSCAR show similar KPIs for VG5, different for 

VG4 and highly different for RM5.  

Looking at the releases of about 7 t (Figure 5.29b), different tools produce values of KPIs of the same 

order of magnitude in case of KPI 2.1, KPI 3.1 and KPI 3.2. For KPI 2.2, GNOME and OWM produce 

values of the same order of magnitude, but greater until one order of magnitude than those calculated with 

ADIOS and OSCAR.  

Focussing on releases of 1 t in Figure 5.29c, in case of KPI 2.1, KPI 3.1 and KPI 3.2, different tools give 

results of the same order of magnitude, except for RM2 in case of KPI 3.2. For KPI 2.2, GNOME and 

OWM produce values of the same order of magnitude and similar among them, but greater until two 

orders of magnitude than those calculated with ADIOS and OSCAR which are similar among them.  

For group of releases of 0.1 t illustrated in Figure 5.29d, GNOME and OWM give values of the same 

order of magnitude in case of KPI 2.1. For KPI 2.2, GNOME and OWM produce values of the same order 

of magnitude and similar among them, but until two orders of magnitude greater than those calculated 

with OSCAR.  

Overall, it can be concluded that, in each group of releases, the different tools produce differences of at 

least an order of magnitude in the values of KPIs. As a consequence, for the sake of KPIs calculation, 

there is no doubt that the proposed tools are not interchangeable. Clearly enough, if available, OSCAR 

code should be considered more suitable compared to the other tools, due to the ability to provide a 

sophisticated and thus more realistic simulation of the oil slick fate. 

5.5.7. Equivalence of third level of KPIs 

Given the previous verifications, KPI 3.1 and KPI 3.2 should be considered more suitable than the other 

KPIs in measuring the environmental hazard and, if available, the OSCAR tool is the most accurate tool 

for their calculations. The results illustrated in Figure 5.29 are used to verify if the two mentioned KPIs 

are equivalent in quantifying the severity of the releases.  

It should be noted that in each group of release, KPIs calculated with OSCAR differ of two orders of 

magnitude (e.g. in the cases of releases of 10000 t in Figure 5.29a and 0.1 t in Figure 5.29d). Moreover, 

KPI 3.1 and KPI 3.2 with OSCAR rank similarly the spills: in the group of releases of 10000 t the ranking 
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of increasing criticality is VG4, RM5, VG5 for both KPIs, in the group of releases of 0.1 t the ranking is 

VG2, VG1, RM1 for both KPIs; in the group of releases of order of magnitude 1 t some inversions appear 

in the ranking even though negligible. Therefore, these KPIs can be considered equivalent in expressing 

the environmental severity of the spills. In addition, it is worth mentioning that in the group of releases of 

10000 t (Figure 5.29a), values of OSCAR KPI 3.1 and KPI 3.2 show the same differences when moving 

from VG4 to RM5 and from RM5 to VG5. Similarly, in the group of releases of 0.1 t (Figure 5.29d) 

values of OSCAR KPI 3.1 and KPI 3.2 indicate the same difference of one order of magnitude moving 

from VG2 to VG1 and one order of magnitude from VG1 to RM1. In the group of release of 1 t, both KPI 

3.1 and KPI 3.2 exhibit differences of two orders of magnitude moving from RM4 to MA1: the spills 

RM2, RM3, AP2, VG3, RM4 give KPI 3.1 values one order of magnitude greater than the releases MA1, 

AP1, MA2; the release RM4 has KPI 3.2 one order of magnitude higher than RM2, and the release RM2 

shows KPI 3.2 one order of magnitude higher than M1, AP1 and MA2. Therefore, KPI 3.1 and KPI 3.2 

are not only equivalent but also show differences of the same order of magnitude with each group of spills.  

In conclusion, KPI 3.1, i.e. the maximum area of the thick surface of the slick can be considered a good 

estimate of KPI 3.2, i.e. the thick slick surface exposure: KPI 3.1 can be used instead of the more complex 

KPI 3.2. However, KPI 3.2 remains the best choice for representing the environmental hazard of spills. 

In case of unavailability of OSCAR, ADIOS may be the other tool to estimate the KPIs of level 3, provided 

the concerns discussed above about the use of tools different from OSCAR. In this case, KPI 3.1 and KPI 

3.2 calculated with ADIOS are not equivalent. Looking at Figure 5.29a, ADIOS KPI 3.1 has about the 

same order of magnitude for RM5 and VG5, which are one order of magnitude higher than VG4; whereas, 

ADIOS KPI 3.2 differs of one order of magnitude moving from VG4 to RM5 and another one order of 

magnitude from RM5 to VG5. Therefore, as opposed to OSCAR, levels 3 KPIs with ADIOS cannot be 

considered equivalent in indicating the severity of the spills.  

5.5.8. Conclusions 

In this case-study, the novel set of environmental KPIs related to oil accidental spills developed within 

the inherent safety methodology in Section 4.5 is applied to different oil releases derived from four 

offshore oil platforms, in order to investigate the ability of such indicators to assess the hazard level 

associated to oil spills with the use of different tools for higher level KPIs.  

The different level KPIs do not provide the same ranking of the environmental severity of the releases. 

The selection of the suitable KPIs to rank the oil spills makes no difference in case of releases with 

different mass, but equal oil type (i.e. oil density) and temperature.  
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Only when the releases have the same temperature and oil composition KPI 1.1 based on the spilled mass 

is a useful metrics for a rough ranking of the environmental severity of the spills, without requiring the 

need for simulation tools.  

For releases with similar mass and different oil and/or temperature, some KPIs show values with the same 

order of magnitude, while others differ up to two orders of magnitude. Therefore, the different KPIs are 

not equivalent in expressing the environmental severity of the spills and the spilled quantity cannot be 

used to establish with greater detail the hazard of the spills 

The oil fate consequence simulation tools adopted for calculation of KPIs of level 2 and 3 do not provide 

equivalent results, since different software produce differences up to two orders of magnitude in the values 

of the indicators for the same KPI.  

KPIs of level 3 based on the slick surface should be preferred when compared to KPIs of level 2 based on 

the oil mass in the slick, due to the more sophisticated definition and thus more reliable evaluation of the 

environmental damage caused by oil spills. Being the most sophisticated tool to model the fate of the oil 

slick, OSCAR code is more suitable than the other software. Between OSCAR KPI 3.1 and OSCAR KI 

3.2, the optimal choice is KPI 3.2 corresponding to the thick slick exposure and thus to the real 

environmental damage. However, given higher simplicity in the calculation, OSCAR KPI 3.1 based on 

the thick slick surface represents a good estimate of OSCAR KPI 3.2. 

 

5.6. Case-study 5: Application of the process intensification screening 

methodology to alternative production processes for renewable CH3OH 

The PrI screening methodology described in Section 4.6 was applied to the investigation of eleven novel 

process routes for CH3OH production, integrating the sustainability and safety performance analyses 

presented in the previous case-studies and in Chapter 4, to identify the safer and more sustainable 

production process, in the perspective of P2L applications. The better design options identified were 

selected for a further detailed assessment of their application to a P2L offshore hybrid energy systems at 

a remote oil & gas field in the Atlantic Ocean. 

5.6.1. Overview of the alternative CH3OH production processes 

As firstly conceptualized by the Nobel Prize Laureate George A. Olah [208], among synthetic fuels, 

CH3OH can be recognized as one of the most promising medium for storing, transporting and using energy 

because of its high volumetric energy density, easy handling and logistics, and multiple end-uses from the 

chemical industry to the transport sector [96]. The conventional method to produce CH3OH industrially 
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is a well-known and simple process, comprising the production of synthesis gas, conversion of the 

synthesis gas into CH3OH and distillation of the output from the reactor. Other than conventional route, 

potentially more efficient and green pathways for the CH3OH production have been proposed according 

to the Olah’s concept of the “Methanol Economy”: these routes can be based on the direct partial oxidation 

of CH4 valorising the exploitation of natural gas or can use CO2 as input source in order to promote the 

“Carbon Capture and Utilization (CCU)” schemes [210]. Zakaria and Kamarudin [673] reported an 

overview of recent literature focussing on direct conversion of CH4 to CH3OH. Nine different production 

technologies can be distinguished for this type of process: three conventional catalytic processes (i.e. 

homogeneous radical gas-phase reactions, low temperature heterogenous catalysis, homogeneous 

catalysis in solution), membrane-based biocatalysis, plasma technology, photocatalysis, supercritical 

water technology, fuel cell technology and electrosynthesis. On the other hand, Ganesh [211] performed 

a comprehensive review on available methods for the conversion of CO2 into CH3OH. Two different 

routes can be identified: the thermo-chemical catalytic hydrogenation of CO2 and the electrochemical 

reduction of CO2 in water.  

As required from step 0 of the procedure in Figure 4.13, reference process schemes of the eleven routes 

are defined based on given technology proposed in the technical literature. For each scheme, the details 

of the process, reactions, main components and material balance are reported in Appendix D of the present 

study. Information required as an input for the analysis of the process schemes is summarized in Table 

5.27.  

As shown in Table 5.27, the most mature process results in the catalytic hydrogenation of CO2 which 

shows the highest TRL [217], given the operational CRI George Olah’s pilot plant where about 4000 t/y 

(i.e. 500 kg/h) of renewable CH3OH is produced by recycling flue CO2 [114]. Whereas, other ten processes 

are only validated at a laboratory scale. Moreover, most of the processes operate in continuous mode, 

except for biocatalysis (batch mode), photocatalysis and electrosynthesis (semi-continuous mode). Some 

processes produce CH3OH in liquid phase, others in gas phase. However, only catalytic hydrogenation of 

CO2 gives relatively high yield, flowrate and purity of CH3OH. In case of homogeneous catalysis in 

solution, no information is reported about CH3OH production, since the process selected from the 

literature source produces a CH3OH derivative compound, CF3COOCH3(MTFA), from which CH3OH 

may be derived by adding further operations in the process.
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Table 5.27. Case-study 5: Main input data of eleven routes for alternative CH3OH production required for the PrI methodology. 

Process scheme Reference 

source 

TRL 

(Horizon 

2020) 

Operating 

conditions 

Operating mode Molar 

conversion of 

CO2 or CH4 

Molar 

yield of 

CH3OH 

CH3OH 

flowrate 

(t/h) 

CH3OH 

phase 

CH3OH fraction in 

the outlet stream 

CO2 catalytic 

hydrogenation 

[216] 6-7 235°C, 50 bar, Gas Continuous 47.00%  98.90% 4.15 Liquid 

(25°C, 1 bar) 

99.5%mol 

(99.7%wt) 

CO2 electroreduction  [674] 4 25°C, 1 bar, Gas-

Liquid  

Continuous 0.25% 0.25% 3.66 ∙ 10-9 Liquid  0.00017%mol 

(0.00030%wt) 

Homogeneous radical 

gas-phase reaction 

[675] 4 451°C, 50 bar, Gas Continuous 9.5% 72.20% 1.62 ∙ 10-7 Gas 6.57%mol 

(11.51%wt) 

Low temperature 

heterogeneous catalysis 

[676] 4 50°C, 20 bar, Gas-

Liquid 

Continuous 0.50% 46.10% 6.81 ∙ 10-8 Liquid 0.26%mol 

(0.46%wt) 

Homogeneous catalysis 

in solution 

[677] 4 85°C, 83 bar, Gas-

Liquid 

Continuous 0.18% - - - - 

Membrane-based 

biocatalysis 

[678] 4 28°C, 1 bar, Gas-

Liquid 

Batch (2 

batches per day) 

10.36% 10.36% 8.50 ∙ 10-8 Liquid 0.09%mol 

(0.16%wt) 

Plasma technology [679] 4 25°C, 1 bar, Gas Continuous 23.00% 8.28% 3.36 ∙ 10-8 Gas 0.69%mol 

(0.58%wt) 

Photocatalysis [680] 4 55°C, 1 bar, Gas Semi-

continuous (4 

batches per day) 

0.348% 0.20% 2.16 ∙ 10-10 Gas 0.00025%mol 

(0.00041%wt) 

Supercritical water 

technology 

[681] 4 410°C, 250 bar, 

Gas-Liquid 

Continuous  4.50% 1.30% 1.94 ∙ 10-7 Gas 0.009%mol 

(0.016%wt) 

Fuel cell technology [682] 4 100°C, 1 bar, Gas Continuous 0.69% 0.61% 1.22 ∙ 10-9 Gas 0.06%mol 

(0.05%wt) 

Electrosynthesis [683] 4 25°C, 1 bar, Gas-

Liquid 

Semi-

continuous (4 

batches per day) 

62.19% 60.66% 7.43 ∙ 10-9 Liquid 0.017%mol 

(0.030%wt) 
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Given the data summarized in Table 5.27, some features of CH3OH final product from the most mature 

process (i.e. catalytic hydrogenation of CO2) are assumed in this case-study as a common reference basis 

for the analysis of the eleven alternative process routes. Moreover, the actual scale of the largest plant for 

renewable CH3OH based on this process (George Olah facility) is considered for the common production 

flowrate. Thus, relatively pure CH3OH in the liquid state, with a mass flowrate of 500 kg/h (15.64 kmol/h), 

is fixed as benchmark in this case-study. The boundary limits described in Section 4.5 are assumed in this 

study. To perform a consistent assessment, common physical state and conditions of input materials to 

the different processes are considered based on the technical information about typical gas storage in the 

market: gaseous CH4 at 25°C and 138 bar, gaseous O2, N2, He and Ar at 25°C and 156 bar, gaseous CO2 

at 25°C and 57 bar, air at 25°C and 8 bar. Liquid solutions are considered to be supplied at ambient 

conditions.  

5.6.2. Intensified process flowsheets of the alternative schemes 

According to step 1 of the procedure illustrated in Figure 4.13, an intensified process flowsheet is defined 

for each reference process scheme by applying the described PrI activities. In particular, for all the 

schemes, gas recycle and purge are applied to gaseous streams after the reaction and pre-heating of the 

inlet streams to the reactor to the reaction temperature is included by recovering, if possible, the energy 

from other material streams within the process. Separation of gas mixtures is applied through stages of 

cooling and adiabatic flash. Separation by means of distillation is considered for concentrations of CH3OH 

in the liquid stream higher than 3%wt. Organophilic pervaporation of CH3OH from aqueous solution is 

introduced for concentration of CH3OH in the range 0.05%-20%wt until suitable composition for 

distillation is obtained. Below the concentration of 0.05%wt, no separation operation is assumed to be 

feasible, due to techno-economic limitations. Reactive distillation is considered in case of homogeneous 

catalysis in solution, to derive CH3OH from CF3COOCH3(MTFA).  

Aspen HYSYS v10 [684] is used as process simulator to facilitate the simulation of the intensified process 

flowsheets. For most of unit operations Aspen components are used: Aspen shell & tubes exchanger for 

heat transfer, Aspen pump, compressor and control valve for pressure change, Aspen two-phase separator 

and distillation column for separation, Aspen conversion reactor for CH3OH synthesis reaction, Aspen 

continuous stirred tank reactor followed by distillation column for reactive distillation.  

The main boundary conditions and assumptions made for simulation of these components are: pumps and 

compressors have adiabatic efficiency of 75%, maximum outlet temperature of fluid in compressor is 250 

°C, minimum difference between the outlet temperatures of the fluids in shell & tubes exchanger is 15-

30 °C, filling factor of separators is 50%, valve operating characteristics is linear with 50% opening, 

distillate rate is fixed in distillation column equal to the benchmark CH3OH flowrate while reflux ratio 
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and number of stages are set based on conventional column design procedure [601], stoichiometric 

reactions and associated conversion of main reactant are set in conversion reactor, kinetic information 

about the reaction of CF3COOCH3(MTFA) into CH3OH is fixed in continuous stirred tank reactor.  

Moreover, Aspen recycle operator is used to recycle streams by setting the tolerance multipliers for vapour 

fraction, temperature, pressure, flow, enthalpy, and composition between 1 and 10 (forward transfer 

direction). Lastly, Aspen component splitter is adopted to simply model the membrane unit of the 

pervaporation plant by assuming experimental data provided in the literature for PERVAP 4060 

membrane at 70°C [685]. The Peng Robinson package available in Aspen HYSIS is used for 

thermodynamic properties of the compounds involving in the processes, except for aqueous solutions for 

which UNIQUAC package for liquid is adopted. 

5.6.3. Preliminary screenings results 

The intensified process flowsheets simulated in Aspen HYSYS are reported for each process scheme in 

Appendix D, with associated details about the material streams, energy streams of the components and 

improved performance of the plant because of the applied PrI activities. As discussed in the methodology 

section, a preliminary screening of alternative process routes can be carried out as a result of step 1 of the 

method based on features of outlet streams after the synthesis section (including reactor and possible heat 

exchangers and/or flash drums). Table 5.28 summarizes the main findings.  

Table 5.28. Case-study 5: Preliminary screening results of the alternative CH3OH process routes from the definition of 

the process intensified flowsheets. 

Process scheme Mass fraction of CH3OH in the 

post-synthesis liquid stream 

Separation by means 

of pervaporation 

Separation by means 

of distillation 

CO2 catalytic hydrogenation 60.65% - X 

CO2 electroreduction  0.00032% - - 

Homogeneous radical gas-phase 

reaction 

18.76% - X 

Low temperature heterogeneous 

catalysis 

0.46% X X 

Homogeneous catalysis in 

solution 

0.14%  - X 

Membrane-based biocatalysis 0.016% X X 

Plasma technology 94.47% - X 

Photocatalysis 0.00058% - - 

Supercritical water technology 0.02% - - 

Fuel cell technology 10.08% - X 

Electrosynthesis 0.05% X X 

 

As shown in Table 5.28, mass fractions of CH3OH in the liquid stream after the synthesis section is lower 

than the lower limit of 0.05%wt imposed for further separation in case of CO2 electroreduction, 
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photocatalysis, and supercritical water technology. These three process schemes are thus excluded from 

the following equipment scale-up and design analyses. For low temperature heterogeneous catalysis, 

biocatalysis and electrosynthesis, two or more stages of pervaporation are first applied to provide a 

suitable CH3OH concentration in the stream and thus allow further separation of the mixture by means of 

distillation. For the remaining process schemes, distillation without any pervaporation stage appears 

suitable. It is worth noting that, in case of homogeneous catalysis in solution, pervaporation cannot be 

applied due to the significant amount of trifluoroacetic acid (TFA) in addition to H2O and CH3OH in the 

post-synthesis stream.  

To perform the further screening of the eight intensified process schemes, step 2 of the procedure in Figure 

4.13 is applied. First, the number of units required for pervaporation and distillation operations is 

estimated. Then, the number of reactors needed in the synthesis section is determined. Finally, the number 

of heat transfer equipment in the scheme is evaluated. 

An industrial pervaporation stack in general has an effective superficial area of 18 m2, section area of 540 

x 540 mm2 and length of 1600 mm. The pervaporation unit can include up to 50 stacks for a total 

superficial area of 900 m2, 15000 mm length, 2900 mm height, 2500 mm width [686]. Therefore, given 

the technical data of the experimental pervaporation membrane considered in this case-study (i.e. 28 cm2 

for feed flowrate of 182 L/h [685]) and the feed flowrate of each pervaporation unit simulated in the 

intensified process flowsheet (Appendix D), the required total number of industrial units and related 

footprint can be estimated. The results for low temperature heterogenous catalysis, biocatalysis and 

electrosynthesis are reported in Table 5.29. Quite obviously, excessive area is needed for pervaporation 

plants, thus indicating the unfeasibility of these schemes for the following step of the procedure.  

Concerning the distillation, the approach proposed in standard handbooks for chemical engineering design 

[601,610] is applied to determine diameter and height of columns, provided the limits on these parameters 

indicated in the literature for calculation of capital cost of commercial vertical sieve trays columns (e.g. 

0.6- 4.5 m diameter, 8-50 m height) [361]. Number of distillation columns obtained for the process 

schemes is illustrated in Table 5.29. As appears evident, homogeneous catalysis in solution is the only 

scheme requiring significant columns, thus demonstrating its unsuitability for proceeding the analysis.  

For the remaining four intensified process schemes (catalytic hydrogenation of CO2, homogeneous radical 

gas-phase reaction, plasma technology, fuel cell technology), number of required reactors is estimated by 

applying the scale-up approaches proposed in Section 4.6 for different types of reactors. The results are 

summarized in Table 5.29. As shown in this table, a relatively high amount of dielectric barrier discharge 

reactors are needed in case of plasma technology, corresponding to a total 2100 MW of high voltage 

power supply (300 W single generator [687]). Considering that a conventional plant for large-scale 
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CH3OH production (5000 t/d) from natural gas requires about 463 MW, it is clear that the intensified 

process scheme based on plasma technology is unfeasible and thus excluded from the following 

assessment.  

With respect to the heat transfer unit such as heater, coolers, vaporizers and condensers, a preliminary 

estimation of the heat transfer area is first made based on heat duties derived from simulations in Aspen 

HYSYS, on tabulated design overall heat transfer coefficient appropriate to the fluids and equipment, and 

on logarithmic mean temperature differences (and driving force correction factor, where applicable) by 

applying standard design procedures [600,610]. Ranges of geometrical area provided in the literature for 

capital costs of commercial shell & tubes heat exchangers are considered to evaluate the number of 

equipment for each intensified process scheme. Table 5.29 reports the results from this investigation. It is 

notable that the process based on fuel cell technology requires a considerable number of heat transfer 

equipment items, which is reasonably inappropriate for a chemical process plant.  

As a matter of facts, catalytic hydrogenation of CO2 and homogeneous radical gas-phase reaction are the 

more feasible intensified process schemes, succeeding in the preliminary screening analyses.  

Table 5.29. Case-study 5: Preliminary screening results of the alternative CH3OH process routes from the scale-up and 

design of equipment. 

Process scheme Number of 

pervaporation units 

Number of 

distillation columns 

Number of reactors Number of heat 

transfer equipment 

CO2 catalytic 

hydrogenation 

- 1 1 4 

Homogeneous radical 

gas-phase reaction 

- 1 1 16 

Low temperature 

heterogeneous 

catalysis 

51537 (193 ha) 1 n.c. n.c. 

Homogeneous 

catalysis in solution 

- 53 n.c. n.c. 

Membrane-based 

biocatalysis 

105211 (395 ha) 1 n.c. n.c. 

Plasma technology - 1 6641584 (2100 MW) n.c. 

Fuel cell technology - 1 10 (0.21 ha) 64 

Electrosynthesis 1685147841 

(6319304 ha) 

1 n.c. n.c. 

ha: hectare (1 ha=10000 m2), n.c.: not considered. 

5.6.4. Assumptions made for the assessment 

The final intensified process flowsheets of catalytic hydrogenation of CO2 (scheme A) and radical gas-

reaction phase reaction (scheme B) are illustrated in Figure 5.30 and Figure 5.31, respectively, including 

the effective number of equipment derived from application of step 2. Details of material and energy 

streams illustrated in these figures are reported in Appendix D. 
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Figure 5.30. Case-study 5: Final intensified process flowsheet for catalytic hydrogenation of CO2 (scheme A). 
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Figure 5.31. Case-study 5: Final intensified process flowsheet for homogeneous radical gas-phase reaction (scheme B). 
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To quantify the technical performance of the alternative process schemes, the energy efficiency indicator, 

η, defined din Equation (4.2) is calculated using LHV values summarized in Table 4.5. From the material 

and energy streams information obtained with Aspen HYSYS simulation reported in Appendix D, global 

input and output energies of the plant are evaluated for η calculation and summarized in Table 5.30. 

Regarding the economic performance assessment, LCOP associated to the plant during a given economic 

lifetime is calculated by adapting Equation (4.9). In this case-study, CAPEX of single equipment are 

estimated in terms of equipment bare-module cost (𝐶𝑏𝑚) based on the Guthrie method and then added to 

site costs, building costs, offsite facilities costs, royalties and start-up costs in order to calculate to total 

capital investment cost (𝐶𝑡𝑐𝑖), as described by Seider et al. [361]. On the other hand, annual OPEX of the 

process plant in this case-study is estimated in terms of total production costs (𝐶𝑝𝑟𝑜𝑑), including feedstock, 

utilities, operations, maintenance, operating overhead, property and taxes, depreciation, sales, general 

expenses, as presented in Seider et al. [361]. Geometric and economic data estimated for the units of the 

final intensified process flowsheets of the two schemes are reported in Appendix D. This appendix 

contains also the details of the calculations, assumptions and values for the cost segments of 𝐶𝑡𝑐𝑖 and 

𝐶𝑝𝑟𝑜𝑑  of the two schemes. The reference currency and year for the cost analysis are € referred to 2019; 

cost adjustments by means of Equation (4.1) are performed by considering conversion rates and CEPCI 

values [688]; the plant operating factor of 0.9 (i.e. 328.5 days over the year) is assumed. Final 𝐶𝑡𝑐𝑖 and 

𝐶𝑝𝑟𝑜𝑑  values are summarized in Table 5.30 for the two schemes. For the sake of LCOP calculation, an 

economic lifetime of 25 years is considered as typically considered for a new onshore chemical process 

plant [361]; the discount rate r is taken constant over the economic lifetime period and equal to 8%, in 

agreement with previous studies [116,119,124,159]. 

For calculation of environmental indicator LGHG defined in Equation (4.11), GHG emissions associated 

to outlet gas streams from the plant are estimated by using the direct generation of GHG emissions within 

the process calculated in Aspen HYSYS based on EU 2007/589/EC carbon emission factor for natural 

gas fuel (56.1 kg CO2e/GJ). Table 5.30 summarizes the data for the two designs. 
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Table 5.30. Case-study 5: Technical, economic and environmental data of schemes A and B. 

Parameter Scheme A Scheme B 

Input energy a2 (LHV): 5376.0 kW 

Q_HX1: 317.6 kW 

b1 (LHV): 13382.4 kW 

Q_HX7: 1785.2 kW, Q_HX8: 

1785.2 kW, Q_HX9: 1785.2 

kW, Q_HX10: 411.0 kW, 

Q_RB2: 1078.9 kW 

Output energy  a14 (LHV): 2773.3 kW a14 (LHV): 2775.6 kW 

GHG emissions (IFPP 2007) a8: 1.3 kgCO2eq/h 

a12: 53.5 kgCO2eq/h 

b45: 708.7 kgCO2eq/h, b50: 611.0 

kgCO2eq/h, b52: 0.5 kgCO2eq/h 

Total capital investment cost 𝐶𝑡𝑐𝑖 4.45 ∙ 107 € 2.25 ∙ 109 € 

Total annual production cost 𝐶𝑝𝑟𝑜𝑑 7.49 ∙ 107 €/y 1.39 ∙ 1010 €/y 

Material and energy streams labels refer to names of components and states in Figure 5.30 for scheme A and Figure 5.31 

for scheme B. 

 

The unit inherent KPI addressing human target of the potential hazard, HHI, defined in Equation (4.43) 

is calculated for each relevant component (i.e. containing dangerous substances) of the process scheme 

adopting the methodology described in Section 4.5. Input data are the material streams from Aspen 

HYSYS and the equipment data from the preliminary design performed in step 2 of the PrI screening 

methodology, which are both detailed in Appendix D. General atmospheric conditions for an onshore 

industrial site are assumed for consequence simulation analysis: 2 m/s wind speed and Pasquill class F 

(conservative parameters), 25°C ambient temperature, 70% relative humidity, 0.17 surface roughness, -

9.85°C surface temperature. For estimation of damage distance for human target, consequences analysis 

models reported in the TNO’s Yellow Book [582] and in other relevant publications [583], both 

implemented in PHAST tool [667], are used. Threshold values of accident scenarios reported in Table 

4.17, are adopted. Damage distance for flash fire and toxic cloud are evaluated at 1 m height above the 

ground. Moreover, due to lack of information about the layout of the plant, charge strength of 5 and 

obstructed volume of 2500 m3 are assumed for TNO Multi-Energy model.  

Because of unavailability of equipment P&IDs, the ranges of credit factors proposed in Table 4.22 are 

conservatively adopted in this case-study, bearing in mind that the goal of this analysis is a screening of 

the alternatives. For most of units, average values in the credit factors range is selected, except for 

distillation column for which the upper limit in the range reported for atmospheric vessel is chosen due to 

more items in the parts count than flash drum. In case of heat exchangers using ammonia as refrigerant 

fluid (i.e. HE2-HE3-HE4 in scheme B), credit factors are conservatively approximated to the highest 

values among those assigned to process heat exchanger and ammonia (reciprocating) compressor in the 

refrigeration cycle. Safety scores of releases from chemical reactors from the technical literature [572] are 

instead used for R1 and R2 in the two designs. Table 5.31 summarizes credit factors, even trees, damage 

distances of the final accident scenarios and HHI values for each unit of the two designs.  
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Table 5.31. Case-study 5: Credit factors, event trees, damage distances and HHI for each unit of the schemes A and B.  

Equipment 

unit 

(scheme) 

EQ 

code 

Key  

Substance/mixture 

Release 

mode 

Credit 

factor 

(1/y) 

Event tree Final 

accident 

scenario 

Damage 

distance 

(m) 

HHI 

(m2/y) 

HX1 

(scheme A) 

EQ2.1 H2+CO2 (gas) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

VCE 

VCE 

VCE 

13.0 

9.3 

9.3 

5.71 

R1 

(scheme A) 

EQ8.1 H2+CO2 (gas),  

H2+CH3OH (gas) 

R1 

R2 

R3a/R3b 

1.0 ∙ 10-5 

5.0 ∙ 10-6 

1.3 ∙ 10-5 

d) 

d) 

f)+d) 

VCE 

VCE 

VCE 

23.9 

23.9 

23.9 

5.02 ∙ 
10-2 

HE1 

(scheme A) 

EQ2.1 H2+CH3OH (gas) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

VCE 

VCE 

VCE 

23.9 

23.9 

23.9 

2.11 ∙ 
10 

D1 

(scheme A) 

EQ1.2 H2+CO2 (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

9.6 ∙ 10-3 

2.2 ∙ 10-3 

3.7 ∙ 10-4 

a)/d) 

a)/d) 

c)/f)+a)/d) 

VCE 

VCE 

Toxic cloud 

14.4 

14.4 

54.8 

1.12 ∙ 
10 

D2 

(scheme A) 

EQ1.1 CH3OH (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

5.8 ∙ 10-3 

1.6 ∙ 10-3 

6.5 ∙ 10-5 

a)/d) 

a)/d) 

b)/e)+a)/d) 

Pool fire 

Jet fire 

Toxic cloud 

6.1 

8.1 

9.8 

1.03 

CO1-CD1 

(scheme A) 

EQ1.1 CH3OH (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

1.1 ∙ 10-2 

3.7 ∙ 10-3 

2.4 ∙ 10-4 

a)/d) 

a)/d) 

b)/e)+a)/d) 

Pool fire 

Pool fire 

VCE 

10.9 

10.9 

15.6 

5.86 

HX2-HX3-

HX4 

(scheme B) 

EQ2.1 CO+CH4 (gas) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Toxic cloud 

74.9 

194.6 

190.0 

4.05 ∙ 
102 

HX5-HX6 

(scheme B) 

EQ2.1 CO+CH4 (gas) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Jet fire 

66.1 

161.4 

168.6 

3.02 ∙ 
102 

HX7-HX8-

HX9 

(scheme B) 

EQ2.1 CO+CH4 (gas) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Jet fire 

42.4 

93.5 

141.3 

1.29 ∙ 
102 

R2 

(scheme B) 

EQ8.1 CO+CH4 (gas) R1 

R2 

R3a/R3b 

1.0 ∙ 10-5 

5.0 ∙ 10-6 

1.3 ∙ 10-5 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Jet fire 

42.4 

94.0 

227.9 

2.32 

HE2-HE3-

HE4 

(scheme B) 

EQ2.1 CO+CH4 (gas), 

Ammonia (gas) 

R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Jet fire 

69.0 

186.8 

141.0 

3.38 ∙ 
102 

HE5-HE6 

(scheme B) 

EQ2.1 CO+CH4 (gas) R1 

R2 

R3a/R3b 

6.7 ∙ 10-2 

7.4 ∙ 10-3 

2.1 ∙ 10-3 

d) 

d) 

f)+d) 

Toxic cloud 

Toxic cloud 

Jet fire 

136.5 

789.2 

168.4 

1.85 ∙ 
104 

D3 

(scheme B) 

EQ1.2 CO+CH4 (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

9.6 ∙ 10-3 

2.2 ∙ 10-3 

3.7 ∙ 10-4 

a)/d) 

a)/d) 

c)/f)+a)/d) 

Toxic cloud 

Toxic cloud 

Toxic cloud 

127.5 

843.0 

1070.7 

6.72 ∙ 
103 

HX10 

(scheme B) 

EQ2.1 CH3OH (liquid) R1 

R2 

R3a/R3b 

9.8 ∙ 10-3 

1.4 ∙ 10-3 

5.6 ∙ 10-4 

a) 

a) 

b)+a) 

VCE 

VCE 

VCE 

7.3 

7.3 

7.3 

1.98 

D4 

(scheme B) 

EQ1.1 CO2 (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

5.8 ∙ 10-3 

1.6 ∙ 10-3 

6.5 ∙ 10-5 

a)/d) 

a)/d) 

b)/e)+a)/d) 

Pool fire 

Pool fire 

Pool fire 

5.6 

5.6 

5.6 

7.34 ∙ 
10-1 

CO2-CD2 

(scheme B) 

EQ1.1 CH3OH (gas), 

CH3OH (liquid) 

R1 

R2 

R3a/R3b 

1.1 ∙ 10-2 

3.7 ∙ 10-3 

2.4 ∙ 10-4 

a)/d) 

a)/d) 

b)/e)+a)/d) 

Pool fire 

Pool fire 

Jet fire 

12.3 

12.3 

26.1 

7.69 

Labels refer to names of components in Figure 5.30 for scheme A and Figure 5.31 for scheme B. EQ codes refer to Table 

4.19. Release modes refer to Table 4.20. Event tree codes refer to Table 4.21 and Appendix C. 
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In order to rank the overall PrI level of the process schemes, the process intensification screening 

indicator, PrIS, defined in Equation (4.71) or Equation (4.72) is calculated by applying the compensatory 

MCDA approach described in Section 4.6. Table 5.32 reports the target values used in this case-study for 

normalization of disaggregated indicators related to the performance of the actual reference process for 

large-scale CH3OH production (i.e. steam reforming from natural gas). For each target value, brief 

description and assumption are included.  

Table 5.32. Case-study 5: Target values assumed for the normalization of disaggregated indicators. 

 Value Description/Assumption Literature source 

𝜂𝑡𝑎𝑟𝑔𝑒𝑡  52.3% Ratio of total energy in CH3OH based on LHV (1163 

MW) to total energy in input (1760 MW) for the 

conventional large-scale plant (5000 t/d) without CO2 

capture source 

[689] 

𝐿𝐶𝑂𝑃𝑡𝑎𝑟𝑔𝑒𝑡  62.9 €2019/MWh LCOP in 25 y economic lifetime and 8% interest rate 

for the conventional large-scale plant (5000 t/d) 

without CO2 capture source. The literature value of 

275.1 $2014/t is converted into €2019/MWh by means 

of Equation (4.1) using CEPCI values of 576.1 (for 

2014) and 613.3 (for 2019) [690] and exchange rate 

from $2019 to €2019 of 0.8935 [174].  

[689] 

𝐿𝐺𝐻𝐺𝑡𝑎𝑟𝑔𝑒𝑡 63.3 kgCO2eq/MWh GHG emissions for the conventional large-scale plant 

(5000 t/d) without CO2 capture source. The literature 

value of 0.3533 tCO2eq/t is converted into 

kgCO2eq/MWh by using LHV of CH3OH 

[689] 

𝐻𝐻𝐼𝑡𝑎𝑟𝑔𝑒𝑡  6 m2/y Average risk to human life from major chemical 

industrial accidents 

[273] 

 

The evaluation of relative importance weights among indicators is performed by applying the approach 

described in Section 4.3 based on time-space-receptor criteria and individualist-egalitarian-hierarchist 

perspectives. Equal weighting is further added to the archetypes of decision makers. Before scoring and 

weighting, the indicators selected for the assessment of the case-study are classified in terms of time, 

space and receptor based on their definition. The same considerations introduced for η, LCOP ang LGHG 

in case-study 1 are applied to this case-study. HHI is an indicator quantifying the likelihood of severe 

accident scenarios for human target. It is short-term with respect to the time horizon. Moreover, it is local 

in terms of space perspective as it quantifies the inherent hazard within the area containing the chemical 

plant. This indicator is consistent with respect to association with humans as opposed to ecosystem.  

For each archetype, given scores are assigned to indicators based on the three criteria. The overall score 

to each indicator is estimated as the sum of the scores given with respect to each criterion. The relative 

importance of the indicators is determined as the ratio of the associated overall score to the sum of overall 

scores. All the values of assigned scores and weights are reported in Table 5.33. These weights are used 
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to derive pair-wise comparison matrix, evaluation matrix and the trade-off weights among indicators. 

Figure 5.32 illustrates the comparison of trade-off weights based on the different perspectives mentioned 

above. It is verified that all the evaluations are consistent according to CR index in Equation (4.15).  

Table 5.33. Case-study 5: Scores and weights assigned for aggregation of indicators based on different perspectives. 

Schemes Criteria Indicators for PrI assessment 

η LCOP LGHG HHI 

Score 1-5 Score 1-5 Score 1-5 Score 1-5 

Individualist Time 2 3 3 5  
Space 3 4 3 5  
Receptor 2 4 5 5  
Sum 7 11 11 15  
Relative importance (weight) 0.159 0.250 0.250 0.341 

Egalitarian Time 5 3 5 1  
Space 5 3 5 1  
Receptor 4 1 5 1  
Sum 14 7 15 3  
Relative importance (weight) 0.359 0.179 0.385 0.077 

Hierarchist Time 3.5 3 4 3  
Space 4 3.5 4 3  
Receptor 3 2.5 5 3  
Sum 10.5 10 13 9  
Relative importance (weight) 0.253 0.217 0.313 0.217 

 

 

Figure 5.32. Case-study 5: Weights among the indicators based on different perspectives for the PrI assessment.  

 

From Figure 5.32, it appears evident that there are variations between the different archetypes in 

prioritizing specific indicators over the others. The individualist archetype prioritizes HHI indicator with 

a trade-off weight of almost 63% and neglects the energy efficiency indicator (trade-off of 5%). On the 
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other hand, the egalitarian method gives the highest importance to LGHG (53%) followed by energy 

efficiency (36%) and the least priority to HHI (a merely 3% of weight). Similarly, the hierarchist method 

exhibits similar preference than egalitarian method with the highest trade-off to LGHG (58%). No 

archetype approximates the equal weighting scheme.  

5.6.5. Process intensification screening results 

Figure 5.33 displays the comparison of the technical, economic, environmental and inherent safety 

indicators between the two schemes based on the data summarized in Tables 5.30 and 5.31. 

 

 

Figure 5.33. Case-study 5: Comparison of disaggregated (a) technical, (b) economic, (c) environmental and (d) inherent 

safety indicators between the two schemes.  

 
As shown in Figure 5.33a, when the energy efficiency indicator is considered, scheme A is the most 

efficient, with values of η around 48%. Whereas, a mere 4% is obtained for scheme B due to significant 

input energy required to pre-heat the gas mixture for CH3OH synthesis, as illustrated in Table 5.30.  

Concerning the LCOP results (Figure 5.33b), scheme A gives the best economic performance showing a 

LCOP value which is around two orders of magnitude lower than that of the other scheme. The higher 

number of process equipment and larger entity of specific utilities required (e.g. refrigeration, molten salt) 

detailed in Tables D.14 and D.15 in Appendix D, are the main cause for considerable 𝐶𝑡𝑐𝑖 and 𝐶𝑝𝑟𝑜𝑑  costs 

in scheme B, thus penalizing the resulting LCOP indicator compared to scheme A.  
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From Figure 5.33c, the highest environmental performance, corresponding to the lowest LGHG value, is 

obtained for scheme A, thus confirming the ranking based on η and LCOP. The worst LGHG estimated 

for scheme B is attributed to larger environmental impact of the gas streams (purge and vapor phase of 

atmospheric flash drum) in outlet from the plant, as reported in Table 5.30.  

When inherent KPIs addressing human target are compared (Figure 5.33d), a higher safety performance 

of scheme A (i.e. lower value of HHI) is evident with respect to scheme B. The most critical units in both 

the designs are identified as coolers and pressurized flash drums after the synthesis reactors, as shown in 

Table 5.31. Thus, severity of accident scenarios following the releases in such equipment contribute more 

to the inherent safety performance of the scheme rather than the credibility of the releases. Toxic clouds 

due to CO releases result in more severe consequences than VCE due to H2 releases (Table 5.31), thus 

penalizing the performance of scheme B compared to scheme A.  

The PrIS indicators calculated with different perspectives of decision makers and weighted mean methods 

are illustrated in Figure 5.34 for the two schemes.  

 

 

Figure 5.34. Case-study 5: PrIS indicator based on different perspectives and weighted mean method for (a) scheme A 

and (b) scheme B. 

 
Looking at the results obtained for scheme A (Figure 5.34a), the egalitarian method gives the highest 

values of PrIS calculated with both arithmetic mean (0.867 and geometric mean (0.654) compared to the 

other archetypes. On the other hand, the individualist method shows the lowest values of the aggregated 

indicator, i.e. 0.28 in case of WAM method and 0.14 in case of WGM method.  

Similar results are present when focussing on scheme B in Figure 5.34b: PrIS is favourable when the 

egalitarian perspective is adopted, while it is penalized by the individualist method. However, it should 

be noted that, being equal archetype and weighting method, relatively lower values of the PrIS and thus 

worse performance are obtained compared to scheme A, as a direct consequence of disaggregated 

indicators in Figure 5.33. Another finding from these graphs is that PrIS indicators calculated with the 
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arithmetic mean decrease more largely than values derived with geometric mean in case of scheme B than 

the other one. Therefore, WGM method tends to further penalize the least performant scheme.  

5.6.6. Results of sensitivity analysis 

Sensitivity analysis is applied to assess the robustness of the relative ranking of the two schemes based 

on the PrIS indicator. In this case-study, the analysis is performed by varying randomly the target values 

selected for normalization of disaggregated metrics according to the Monte Carlo method described in 

Section 4.6 and implemented in MATLAB software [641]. The adoption of the approach, based on time-

space-receptor criteria and different archetypes of decision makers for weights elicitation in the integrated 

assessment is considered as an alternative way to reduce uncertainty associated to this stage, thus 

sensitivity analysis is not applied to verify the effect of stochastic variation in weights on the PrIS 

indicators.  

All the target values are equally varied between ±30% the baseline value reported in Table 5.32. The 

uniform distribution is conservatively adopted for all the indicators, thus avoiding any assumption about 

the distributions of the reference indicators. Due to the relatively simple problem in this case-study, 106 

simulations were found to be sufficient to reach the convergence and independence from the number of 

simulations. The cumulative probability distributions of the differences of PrIS of scheme B with respect 

to scheme A based on different perspectives of decision makers and weighted mean methods are shown 

in Figure 5.35. From this figure, it clearly appears that scheme B always shows a lower performance with 

respect to scheme A with the assumed uncertainty ranges of the target values, independently from the 

perspective and aggregation method used, since the PrIS differences are always negative. This also 

confirms the high robustness of the ranking illustrated in Figure 5.34. Furthermore, it was verified that 

the increase in the variation range of target values up to ±50% does not influence the results. 
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Figure 5.35. Case-study 5: Cumulative probability of the PrIS differences of scheme B with respect to scheme A using 

(a) WAM method and (b) WGM method for aggregation. 

 

5.6.7. Results of detailed site-specific assessment 

A detailed site-specific assessment is carried out to further analyse the performance of the P2L offshore 

hybrid energy options composed of the intensified process schemes A and B driven by offshore wind and 

solar thermal energies at a remote offshore oil & gas location. Both process schemes (A and B) are 

assumed to be installed at an offshore gas production platform located in the Thebaud gas field of the 

Offshore Energy Sable Project [691], which has started the first activity of the decommissioning phase 

since 2017. The field is approximately 225 km offshore Nova Scotia (Canada), in the Atlantic Ocean, in 

water depths ranging between 20 m and 80 m. The Thebaud facility consists of two main platforms 

connected by a walkway; a compression platform with associated equipment is installed on a standalone 

structure connected to the main platforms by a bridge. Hydrocarbons produced at the satellite platforms 

in the field are transported to the Thebaud facility and mixed with wellstreams extracted from the Thebaud 

wellheads. The resulting mixture is separated and dehydrated onsite using triethylene glycol (TEG) 

solvent. The produced H2O is treated and discharged into sea, while gas and condensate are recombined 

and delivered to an onshore gas plant in Nova Scotia.  

In this detailed assessment, scheme A makes use only of infrastructures of the offshore facility without 

any integration with its oil & gas operations. H2 is produced by means of desalination and electrolysis of 

sea H2O, while CO2 is delivered from the onshore market via ship. The block diagrams of the P2L offshore 

hybrid energy options based on scheme A (option 1) are shown in Figure 5.36, where five sub-systems 

are indicated with different colors: H2 production (in red color), CH3OH synthesis (in green color), 

CH3OH separation (in light-blue color), solar-thermal plant (in orange color), wind-diesel plant (in blue 
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color). The useful product is relatively pure liquid CH3OH to be used as a fuel for onshore energy 

production, industrial and mobile applications. On the other hand, since CH4 is required as a raw material 

in scheme B, a coupling of the process with the oil & gas operations occurring at the selected offshore 

facility is considered. Figure 5.37 shows the schematics of the P2L offshore hybrid energy option based 

on scheme B (option 2), where eleven sub-systems are represented with different colors: hydrocarbons 

separation (in magenta color), gas dehydration (in dark green color), gas treatment (in ochre color), O2 

production (in red color), CH3OH synthesis (in green color), CH3OH separation (in light-blue color), 

solar-thermal plant (in orange color), wind-diesel plant (in blue color), ammonia refrigeration cycles (in 

brown color), propane refrigeration cycle (in grey color). In addition to main product (liquid CH3OH), oil 

and export gas to be delivered to onshore treatment plants, as well as H2 to be employed as fuel at the 

offshore facility are secondary useful products. The description of the two integrated systems, including 

the details of process states, components and sub-systems is reported in Supplementary Material of [692]. 

In both options, offshore wind farm and solar parabolic solar collectors are considered to supply electrical 

and heat power, respectively, meeting the energy demand of the process schemes for CH3OH production. 

Even though these resources have several advantages, wind or solar generators in a stand-alone system 

cannot supply continuously the load due to their fluctuating nature. Therefore, diesel generators are 

integrated with the wind farm, while solar thermal energy storage are combined with the parabolic trough 

technology, as shown in Figures 5.36 and 5.37.  

 

Figure 5.36. Case-study 5: Block diagram of P2L offshore hybrid energy option based the intensified process scheme A 

for CH3OH production (option 1) [692]. 
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The renewable power plants integrated with schemes A and B are designed adopting two commercial 

tools based on environmental conditions at the given offshore location and energy needs of the process. 

The Hybrid Optimization Model for Multiple Energy Resources (Homer) Pro version 3.12.3 (Academic) 

[693] by HOMER Energy is used as design and simulation tool for hybrid system composed of offshore 

wind farm, diesel generators, converter linked to a given electrical load. The wind resource input for 

Homer are monthly average wind speed data at the selected offshore site retrieved from the NASA Surface 

meteorology and Solar Energy database. Obtained the total electrical consumptions required in input to 

each process scheme from simulation with Aspen HYSYS, this amount is set as capacity of the primary 

load in the hybrid renewable system. The design of solar-thermal plant is performed by means of the open 

source System Advisor Model (SAM) version 2017.9.5 [694] developed by National Renewable Energy 

Laboratory. A modified version of the physical trough model described in Wagner et al. [695] is used to 

simulate the solar parabolic trough system for thermal applications. The solar resource data at the 

considered offshore field retrieved from the NREL National Solar Radiation Database (NSRDB) are given 

in input to SAM, including a design value of direct normal irradiance (DNI). Obtained from Aspen 

HYSYS the heat rates required in HX2 of option 1 (Figure 5.36), HX9, HX10-HX11 and VP4 of option 

2 (Figure 5.37), their values are considered as design heat sink power in SAM modelling. The key 

parameter and assumptions applied to the design of the wind-diesel plant in Homer tool and solar-thermal 

plant in SAM software are summarized in Supplementary Material of [692].  
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Figure 5.37. Case-study 5: Block diagram of P2L offshore hybrid energy option based the intensified process scheme B for CH3OH production (option 2) [692]
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Exergy analysis based on second law of thermodynamics is performed in this case-study to assess and 

compare exergy efficiencies (𝜓) and exergy destruction rates due to irreversibility (𝐸�̇�𝑑 ) of the integrated 

systems and associated sub-systems. Details and assumptions of the thermodynamic assessment, as well 

as equations used for calculation of ψ and 𝐸�̇�𝑑 of single units, sub-systems and overall system of options 

1 and 2 are reported in main text and Supplementary Material of [692].  

Besides, the specific exergy costing (SPECO) method [696] is selected as exergoeconomic approach to 

determine and compare the economic performance of the two options by using results from the exergy 

analysis. Exergoeconomic parameters for the evaluation are the total cost rate (�̇�𝑡𝑜𝑡𝑎𝑙), i.e. cost rate 

associated to capital investment and O&M expenses (�̇�) plus cost rate associated to 𝐸�̇�𝑑 (�̇�𝑑), and 

exergoeconomic factor (𝑓), i.e. the share of non-exergy related costs to the overall costs which is useful 

to address the improvement of the component performance. Details and assumptions of the 

exergoeconomic analysis, as well as equations adopted for the calculation of exergoeconomic parameters 

of single units, sub-systems and overall system of options 1 and 2 are reported in main text and 

Supplementary Material of [692]. 

The detailed results of 𝐸�̇�𝑑 and 𝜓 obtained for single components of the two options are reported in the 

Supplementary Material of [692]. The highest 𝐸�̇�𝑑 for option 1 is attributed to EL1-EL10 which is about 

6216 kW, while in case of option 2, electrolyzers EL11-EL26  with 𝐸�̇�𝑑 of 9857 kW follow the most 

critical components of this option, which are the flash drums D7 and D8 showing 𝐸�̇�𝑑 of around 23385 

kW and 16757 kW, respectively. From 𝜓 results for option 1, values close to 100% are obtained for most 

of components, except for HX1 and D1 whose 𝜓 range from approximately 60% to 75%, for EL1-EL10 

and PX1 whose 𝜓 are almost 50%, and for the distillation unit CD1-CO1-VP1 which has the lowest value 

among the components (34%). Concerning option 2, similar findings to those obtained for 𝐸�̇�𝑑 emerge, 

i.e. the components with higher 𝐸�̇�𝑑 give lower 𝜓 (between 12 and 50%). 

Figure 5.38 dispalys the findings on 𝐸�̇�𝑑 of the sub-systems of the two options. By examining this figure, 

the wind-diesel plant sub-system has the highest 𝐸�̇�𝑑 in both options, even though with a difference of 

one order of magnitude among them due to the different size of these plants in the two options. The second 

critical sub-system in the irreversibility contribution analysis is H2 production in option 1 (Figure 5.38a) 

and gas treatment in option 2 (Figure 5.38b), in full accordance with the results described for 𝐸�̇�𝑑 of single 

components.  
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Figure 5.38. Case-study 5: Exergy destruction rate of sub-systems of (a) option 1 and (b) option 2 [692]. 

 

Figure 5.39 shows 𝜓 values of different sub-systems in the two options, except for the refrigeration cycles 

for which exergetic coefficient of performance (COP) is illustrated. According to Figure 5.39a, CH3OH 

synthesis sub-system with 𝜓 of 60% is the most efficient sub-system in option 1, while the hydrocarbons 

separation and gas dehydration sub-systems give the highest 𝜓 in option 2 (Figure 5.39b) with values 

close to 100%. On the other hand, for the both options, the wind-diesel plant shows the worst 𝜓 (almost 

20%), in full accordance with 𝐸�̇�𝑑 sub-systems analysis.  
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Figure 5.39. Case-study 5: Exergy efficiency of sub-systems of (a) option 1 and (b) option 2 [692]. 

 

Focusing on the exergoeconomic analysis results, �̇� and �̇�𝑑 values estimated for each component of the 

two options are detailed in the Supplementary Material of [692]. The highest Ż of process components in 

option 1 (i.e. excluding the wind-diesel and solar-thermal plants) is observed for electrolyzers EL1-EL10 

which give a value of 5.24 ∙ 102 $/h. These components are penalized also by �̇�𝑑, which results in the 

highest value among the components of option 1 (5.64 ∙ 103 $/h). In addition, 𝑓 calculated for these 

components has relatively low value (8.5%), thus indicating that exergy-related costs prevail on non-

exergy-related costs and improvement in the component performance could be achieved by selecting 

higher quality electrolyzers. In option 2, the most expensive process components result in electrolyzers 

EL11-EL26 with a slightly higher �̇� value than that obtained in option 1, followed by compressor K10 of 

the refrigeration cycle linked to cooler HE12. On the other hand, heater HX5, reactor R2 and cooler HE11 

appear as the more critical components with respect to �̇�𝑑 values and �̇�𝑡𝑜𝑡𝑎𝑙 values. The 𝑓 values 

associated to these units suggest employing more expensive components (i.e. increasing geometrical area 

of thermal equipment and increasing CH3OH throughput of reactor) in order to reduce 𝐸�̇�𝑑 and enhance 

their exergoeconomic viability. 
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Figure 5.40 illustrates the contribution of each sub-system to overall cost rate �̇�𝑡𝑜𝑡𝑎𝑙 of the two options. 

In case of option 1 (Figure 5.40a), the largest percentage (44.5%) is represented by the wind-diesel plant, 

followed by the H2 production sub-system with 27% portion. However, as shown in Figure 5.40b, the 

CH3OH synthesis sub-system gives the highest share of �̇�𝑡𝑜𝑡𝑎𝑙 in option 2, showing a percentage of about 

47%, while the wind-diesel plant contributes for a 30%.  

 

Figure 5.40. Case-study 5: Percentage of total cost rate calculated for the sub-systems of (a) option 1 and (b) option 2 

[692]. 

 
The exergoeconomic factors calculated for the sub-systems of each option are shown in Figure 5.41. As 

appears evident, the wind-diesel plant is identified in both options as the sub-system with the maximum 

𝑓, i.e. 100% in case of option 1 (Figure 5.41a) and 91% in case of option 2 (Figure 5.41b), thus indicating 

that the non-exergy costs associated to capital investment and O&M expenses are dominant and replacing 

the wind turbines and diesel generators with more affordable ones is suggested to improve the sub-system 

economic performance. Conversely, for the other critical sub-systems emerged in the total cost rate 

analysis, 𝑓 values lower than 10% are obtained, thus highlighting that the exergy-related costs, i.e. costs 

associated with 𝐸�̇�𝑑, are much higher than non-exergy related costs. It is thus recommended to reduce 

irreversibility increasing capital investment and O&M costs by changing inefficient components with 

ones having a better exergetic performance, as highlighted in the 𝑓 analysis performed for single 

components. 
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Figure 5.41. Case-study 5: Exergoeconomic factor calculated for the sub-systems of (a) option 1 and (b) option 2 [692]. 

 
Figure 5.42 illustrates the comparison of overall exergy and exergoeconomic parameters among the two 

options. From Figure 5.42a, the highest amount of 𝐸�̇�𝑑 belongs to option 2 with a value of 3.2 ∙ 105 kW, 

which is an order of magnitude higher than that calculated for option 1. This is due to the higher number 

of offshore wind turbines considered in the wind-diesel sub-system, which is responsible for the highest 

fraction of the total exergy destruction rate in both options (Figure 5.40). From the 𝜓 point of view, option 

2 gives the best performance with a value of 87%, which is significantly greater than that of option 1 (a 

mere 2%). This satisfactory outcome is attributed to the integration of the process scheme for CH3OH 

production with oil & gas operations, which provides as input hydrocarbons and yields to multiple co-

products with relatively higher chemical exergy in addition to CH3OH. As a matter of fact, the highest 𝜓 

are calculated for the hydrocarbons separation, gas dehydration and gas treatment sub-systems in option 

2 (Figure 5.39b).  

As emerged in Figure 5.42b, option 2 results in the most expensive scheme with �̇�𝑡𝑜𝑡𝑎𝑙 equal to 1.4 ∙ 105 

$/h, because of higher number of expensive components for the CH3OH synthesis in addition to larger 
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offshore wind farm size compared to option 1. On the other hand, option 2 is characterized by lower 𝑓, 

i.e. about 31% against 48% of option 1, thus indicating that about 70% of total costs of option 2 are related 

to 𝐸�̇�𝑑. Consequently, in general, greater opportunity for improving exergoeconomic performance could 

be offered by option 2 by means of choosing more expensive components, while in option 1 non-exergy-

related and exergy-related costs should be optimized simultaneously through appropriate trade-offs.  

 

Figure 5.42. Case-study 5: Comparison of overall (a) exergy destruction rate and exergy efficiency, (b) total cost rate 

and exergoeconomic factor, between the two options [692]. 

 

5.6.8. Conclusions 

In this case-study, eleven novel process routes producing CH3OH are considered to demonstrate the 

potential of the PrI screening methodology described in Section 4.6 to investigate comprehensively the 

sustainability and safety performance of the process schemes and address the feasible ones to detailed 

exergy and exergoeconomic performance assessment. 

For a given CH3OH productivity of 500 kg/h, catalytic hydrogenation of CO2 (scheme A) and 

homogeneous radical gas-phase reaction of CH4 (scheme B) result in feasible intensified process schemes, 

succeeding in the preliminary screenings based on proper features of separation operations and reasonable 

number of equipment items in the plant. The other nine schemes, still immature for the selected CH3OH 

benchmark, are thus excluded from the PrI detailed assessment.  

Scheme A shows the best performance based on disaggregated technical, economic, environmental and 

inherent safety indicators, as well as on the aggregated PrIS indicator. This is also confirmed by the 

application of different criteria and perspectives of decision makers to elicitation of weights among 

indicators, as well as different weighting techniques. The results of the sensitivity analysis investigating 

the effect of random variations in target values used for normalization of indicators on the PrIS of the two 
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schemes confirm that the overall higher PrI level of intensified scheme A over scheme B is not affected 

by data uncertainty. 

The exergy and exergoeconomic site-specific analysis of the two schemes integrated with offshore 

renewable energy sources into P2L offshore hybrid energy options at a remote gas production platform in 

the Atlantic Ocean allow identifying that option 2 based on process scheme B is the most expensive 

system with the highest portion of thermodynamic irreversibility. However, these drawbacks are 

compensated by the use of CH4 from offshore oil & gas operations at the facility, which yields to multiple 

fuels, thus leading to improved exergy efficiency and cost savings compared to option 1 based on process 

scheme A. 
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Chapter 6.  

Conclusions 
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6.1. Concluding remarks 

In this research project, novel quantitative assessment methodologies are developed to support the choice 

of suitable P2G, P2L and G2P offshore hybrid energy production options from the sustainability and 

safety viewpoints, also considering challenging situations that may arise in the future, i.e. end-of-life oil 

& gas infrastructures, operations in harsh environment and remote areas, depleted gas reservoirs. These 

approaches are useful for the analysis of conceptual and front-end engineering design phases of offshore 

green projects when modifications and/or improvements arising from sustainability and safety drivers are 

considered. The proposed methods are based on a common systematic MCDA procedure, but present 

specific peculiarities related to the type of the offshore hybrid energy system analyzed and the type of 

evaluation. Multi-criteria performance indicators addressing sustainability and/or inherent safety aspects 

are defined within the methodologies in order to fill the gaps in the existing literature methods and to 

provide a clear yet comprehensive communication of the performance of innovative offshore systems. 

The developed supporting tools are applied to case-studies to ensure proof of effectiveness and value of 

the methodologies.  

The main concluding remarks are the following. 

• Definition of two novel methodologies for the analysis of the sustainability performance of 

alternative P2G/P2L and G2P offshore hybrid energy options  

The sustainability assessment methodology developed for P2G and P2L offshore hybrid energy options 

allows a comparison of alternative strategies at remote oil & gas production facilities in phase of 

decommissioning, including renewable production of H2, SNG, CH3OH at the offshore installation, 

transportation to the shore and multiple end-uses at the onshore market. The sustainability assessment 

methodology developed for G2P offshore hybrid energy options allows assessing alternative systems 

composed of offshore renewable plants coupled with GT technologies exploiting untapped gas resources 

at the offshore facility and producing electricity for injection into the close onshore grid. Both these two 

methods provide a similar concise yet representative set of indicators capturing the technical, economic, 

environmental and societal aspects of sustainability, selected as the most relevant from the existing 

literature sustainability metrics for hybrid energy systems, if suitable, or developed within the present 

work. The aggregated indicator (ASI) communicating the overall sustainability profile of the strategies is 

defined based on process-related or renewable source-related target values for normalization of indicators 

(if the compensatory approach is adopted), time-space-receptor criteria and individualist-egalitarian-

hierarchist perspectives of decision makers for weights elicitation, and two weighted mean methods for 

the aggregation.  
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• Development of a novel supporting methodology for the analysis of the inherent safety 

performance of alternative designs of P2G/P2L/G2P offshore hybrid energy options 

The inherent safety assessment methodology allows the ranking of hazard level of process units and of 

the overall facility, showing specific safety and environmental concerns of alternative design options. 

Overcoming the limits of the existing metrics on inherent safety and environmental protection from 

accidental releases, the methodology consists of a systematic procedure which introduces innovative 

criteria concerning the damage assessment to three main target categories of potential offshore hazards 

(i.e. personnel, structural assets and marine environment polluted by oil and chemical spills) and accounts 

for specific peculiarities of the offshore structures in the accident modelling (i.e. high congestion, multi-

level layout) and for the credibility of loss of containment from oil & gas equipment. Aggregated multi-

target KPIs quantifying the overall safety fingerprinting of the alternatives are defined based on 

vulnerability zones of the target of concern for the normalization of indicators and two weighted mean 

methods for the aggregation. Some of the output KPIs can be used for both the stand-alone inherent safety 

performance analysis and integration into the sustainability model developed for P2G, P2L and G2P 

offshore hybrid energy options to address the societal dimension. 

• Definition of a supporting methodology integrating sustainability and inherent safety analyses for 

the screening of emerging chemical process routes of P2G/P2L hybrid energy options 

The PrI screening methodology provides an integrated sustainability and inherent safety analysis based 

on the idea of process intensification in order to investigate comprehensively the feasibility of chemical 

emerging process routes for the synthesis of P2G/P2L products and to orient the choice of suitable 

processes into P2G and P2L projects at remote oil & gas areas. The method consists of a detailed 

procedure to test the feasibility of intensified process flowsheets and designs through preliminary 

screenings and to rank the PrI level of the most feasible ones based on a set of technical, economic, 

environmental and inherent safety metrics selected from the indicators defined in the sustainability and 

inherent safety methodologies developed in this work. The aggregated indicator (PrIS) quantifying the 

overall performance of the options is calculated according to the approach described in the sustainability 

assessment models in the thesis. The analysis based on these metrics is precursor to detailed site-specific 

assessment of the integrated systems driven by renewable energy sources at remote offshore oil & gas 

sites.  

• Demonstration of the developed methodologies by the application to case-studies 

The proof of effectiveness and value of the four supporting methods developed in the thesis are 

demonstrated through the application to five case-studies, which offer opportunities for valorization of 

offshore wind power at remote oil & gas field (case-study 1) and at depleted gas field close to the shore 
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(case-study 2), present safety and environmental critical designs at offshore oil & gas facilities (case-

studies 3 and 4), introduce emerging chemical production routes to be investigated for implementation in 

oil & gas processes at remote areas (case-study 5). For all the cases, the methods are able to meet the 

expectations depicted “a priori” in the description of the methodologies. They succeed in identifying 

critical alternatives from sustainable and/or safety perspectives and orienting the choice of the optimal 

system given the situation under analysis. Furthermore, applicability and flexibility of the methods are 

proved since the proposed tools allow to guarantee a sound and auditable assessment of all the different 

systems analyzed capturing the peculiarities of concern and requiring an input information available at 

early design stages of innovative projects. When applied, sensitivity analysis based on the Monte Carlo 

simulation approach confirms the ability of the methods to yield robust and meaningful results. In 

conclusion, the results obtained pave the way to consolidate informed strategies for the safe and 

sustainable deployment of offshore renewable energies at oil & gas fields. 

6.2. Recommendations 

Despite the methodologies developed in this research project provide systematic decision support tools 

based on sustainability and inherent safety indicators, the following recommendations are suggested for 

further work. 

A limited yet relevant number of indicators is defined for the sustainability assessment of alternative 

offshore hybrid energy options derived from an extensive review of the more used metrics in the literature. 

However, the set is actually open to the addition of further indicators in view of an improved assessment. 

In particular, some indicators such “job creation” and “social acceptance” should be investigated for their 

inclusion into the societal aspect, in addition to the safety-related metrics developed in this thesis. 

Furthermore, the adoption of environmental impact LCA indicators using a commercial software should 

be evaluated as alternative to LGHG indicator proposed in the present thesis, being careful about the 

possible double-counting issues.  

The panel method composed of academic and industrial experts in the field of sustainability should be 

incorporated for weights elicitation in the MCDA aggregation approach to provide a more realistic 

perspective of decision-makers. Equal recommendations should be applied in case of weights among 

inherent safety multi-target KPIs. 

The sustainability assessment model for G2P hybrid energy options should be further validated by 

considering other offshore renewable energy sources (e.g. waves, tidal currents, solar radiations) and/or a 

combination of them, as well as comparing a given hybrid energy system at different locations to 

investigate the influence of case-specific parameters.  
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Further application of the inherent safety multi-target KPIs methodology to alternative P2G/P2L/G2P 

hybrid energy options at different offshore oil & gas sites should be performed.  

Process modelling using commercial simulators in the process intensification screening methodology 

should be further improved by reducing the simplified assumptions made and improving the 

reaction/separation models adopted.  

Optimization procedure should be further applied to the case-studies to determine the optimal values of 

the parameters which can maximize the overall aggregated performance metrics of the system, e.g. 

maximizing ASI in case of the sustainability models, minimizing inherent safety multi-target KPIs of the 

entire design option, maximizing PrIS in case of the process intensification screening methodology. 
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Nomenclature  

ag gravitational acceleration (m/s2) Equation (4.22) 

Avuln vulnerability area of a given target (m2) Equation (4.64) 

Arot swept area of rotor of the wind turbine (m2) Equation (4.21) 

Aoil−sl surface area of the oil slick (m2) Equations (4.56)-

(4.57), (4.60)-(4.61) 

Aoil−th surface area of the oil thick slick (m2) Equations (4.58)-

(4.59), (4.62)-(4.63) 

AEP gross annual energy production (MWh/y) Equations (4.25), 

(4.27) 

AHI inherent hazard index addressing assets target 

(m2/y) 

Equation (4.45) 

API potential hazard index addressing assets target (m2) Equation (4.44) 

ASI aggregated sustainability index Equations (4.18)-

(4.19) 

AV availability Equation (4.25), (4.27) 

B annual production of final product (MWh/y) Equation (4.9) 

c scale factor of Weibull distribution Equation (4.24) 

Ċ cost rate ($/h)  

C cost (units of currency) Equation (4.36) 

Cbm bare-module cost from Guthrie method ($)  

Cp power coefficient of wind turbine Equation (4.26) 

Cprod total production cost ($/y)  

Ctci capital investment cost ($)  

cf credit factor (1/y) Equations (4.43), 

(4.45), (4.47), (4.49), 

(4.51), (4.53), (4.55), 

(4.57), (4.59), (4.61), 

(4.63) 

CI consistency index Equation (4.14) 

CR consistency ratio Equation (4.15) 

d damage distance for human target (m) Equations (4.42)-

(4.43) 

D diameter of rotor of the wind turbine (m)  

DNI direct normal irradiance (W/m2)  

e damage distance for assets target (m) Equations (4.44)-

(4.45) 

eGHG greenhouse gas emissions (kgCO2eq/h) Equations (4.11)-

(4.41) 

EHI inherent hazard index addressing environment 

target (tons/y or tons∙d/y or km2/y or km2∙d/y) 

Equations (4.47), 

(4.49), (4.51), (4.53), 

(4.55), (4.57), (4.59), 

(4.61), (4.63) 
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EPI potential hazard index addressing environment 

target (tons) 

Equations (4.46), 

(4.48), (4.50), (4.52), 

(4.54), (4.56), (4.58), 

(4.60) 

ex specific exergy (kJ/kg) Equation (4.3) 

Eẋ exergy rate (kW) Equation (4.3) 

Exc annual average exchange rate Equation (4.1) 

f exergoeconomic factor  

F total sub-indicators in each aspect of sustainability Equations (4.16)-

(4.17) 

g damage parameter for water column target (m) Equations (4.46)-

(4.47) 

Hs wave significant height (m) Equation (4.22) 

h specific enthalpy (kJ/kg) Equation (4.7) 

HHI inherent hazard index addressing the human target 

(m2/y) 

Equation (4.43) 

HHV higher heating value (kJ/kg)  

HPI potential hazard index addressing the human target 

(m2) 

Equation (4.42) 

I general indicator  

In Incentive (€/MWh) Equation (5.1) 

L characteristic length of wave converter (m) Equation (4.27) 

LCOP levelized cost of product (units of currency per 

MWh) 

Equation (4.9) 

LCOE levelized cost of product (units of currency per 

MWh) 

Equation (4.35) 

LGHG levelized greenhouse gas emissions (kgCO2eq/MWh) Equations (4.11), 

(4.41) 

LHV lower heating value (kJ/kg)  

LVOP levelized value of product (units of currency per 

MWh) 

Equation (4.10) 

LVOE levelized value of energy (units of currency per 

MWh) 

Equation (4.36) 

k shape factor in Weibull distribution Equation (4.24) 

m number of hours in the evaluated period Equations (4.35)-

(4.36) 

mI number of indicators in the evaluation matrix Equation (4.14) 

ṁ mass flowrate (kg/s) Equations (4.2), (4.3), 

(4.11) 

moil−rel released oil mass (tons) Equations (4.48)-

(4.49) 

moil−sl oil mass in the slick (tons) Equations (4.50)-

(4.51) 

moil−th oil mass in the thick slick (tons) Equations (4.54)-

(4.55) 
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mw molecular weight (kg/kmol) Equation (4.8) 

nyear number of hours per year of converter’s operation Equations (4.25), 

(4.27)-(4.28) 

N total number of units/technologies  

NPV net present value (units of currency) Equation (4.20) 

p frequency occurrence Equations (4.24), 

(4.27) 

P power (W or W/m) Equations (4.21)-

(4.22), (4.26), (4.32)-

(4.33) 

P0 reference environment pressure (Pa)  

Pd dispatched power (W) Equation (4.31) 

Pf forecast power (W) Equation (4.30) 

Pr real power (W) Equations (4.30)-

(4.31) 

Probd probability of correct dispatching  

   

PEC purchased equipment cost  

   

Pr price index Equation (4.1) 

PrIS process intensification screening indicator Equations (4.71)-

(4.72) 

Q̇ heat rate (kW) Equation (4.1) 

r discount rate Equations (4.9), (4.10) 

R revenue (units of currency per year) Equations (4.10), 

(4.36) 

RI random index Equation (4.11) 

s specific entropy (kJ/kg-K) Equation (4.7) 

tlim limit time imposed from simulation tool  

T total years in economic lifetime Equations (4.9)-(4.10) 

T0 reference environment temperature (K)  

Tb,red reduced base tariff for incentive (€/MWh) Equation (5.1) 

Tm mean wave period (s) Equation (4.22) 

Tp peak wave period (s)  

Tprem Premium tariff (€/MWh) Equation (5.1) 

Ts absolute temperature of the boundary (K)  

v speed (m/s) Equation (4.21) 

w weight factor Equations (4.16)-

(4.19) 

Ẇ work rate (kW) Equation (4.2) 

xc molar fraction of compound Equation (4.8) 

XI general normalized indicator Equation (4.12) 

z height of hub of the turbine (m) Equations (4.21), 

(4.23) 
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z0 roughness length (m) Equation (4.23) 

zr generic height (m) Equation (4.23) 

Ż annual levelized total cost rate ($/h)  

   

Greek letters  

η energy efficiency Equations (4.2), (4.34) 

ηGT part-load efficiency of gas turbine Equations (4.32)-

(4.33) 

λ scaling factor  

λmax principal eigen value Equation (4.14) 

ξ absolute prediction error (W) Equation (4.30) 

ξd absolute dispatching error (W) Equation (4.31) 

ρ density (kg/m3) Equations (4.21)-

(4.22) 

Φ net outranking flow  

ψ exergy efficiency Equation (4.3) 

   

Subscripts   

0 dead state  

act actual  

ass assets target  

avail available  

c aspect of sustainability  

ch chemical  

conv conventional  

curr currency  

d destruction  

eff effective  

el electrical  

econ economic category  

env environment target/category  

f sub-indicator in each aspect of sustainability  

fac facility  

gen generator  

hum human target  

i reference release mode  

j accident scenario  

k unit of the scheme  

l assets category  

max maximum  

nom nominal  

ov overall  

ph physical  

ref reference  

renew renewable  
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s sea state  

sell selling  

t year or hour of the economic lifetime  

tech technical category  

tot total  

unb+ positive power unbalance  

unb- negative power unbalance  

   

Acronyms   

ADIOS automated data inquiry for oil spills  

AHP analytic hierarchy process  

BC business case  

CAPEX capital expenditure  

CCS carbon capture and sequestration  

CCU carbon capture and utilization  

CDF cumulative density function  

CEI chemical exposure index  

CEPCI chemical engineering plant cost index  

CF capacity factor  

CHU chemical hazard unit  

CISI comprehensive inherent safety index  

COP coefficient of performance  

CSP concentrating solar power  

DBD dielectric barrier discharge  

DHI domino hazard index  

DREAM dose related risk and effect assessment model  

EHI environmental hazard index  

EHS environment, health and safety  

EIF environmental impact factor  

EISI enhanced inherent safety index  

ELECTRE elimination and et choice translating reality  

ETS emission trading scheme  

F&EI  fire & explosion index  

FETI fire, explosion and toxicity index  

FIT feed-in tariff  

FLSI fuzzy logic-based inherent safety index  

FSO floating storage and offloading  

G2P gas-to-power  

GDE gas diffusion electrode  

GHG greenhouse gas  

GNOME general NOAA operational modeling environment  

GRAND graphical descriptive technique for inherent safety 

assessment 

 

GT gas turbine  

HENG hydrogen enriched natural gas  
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HI Inherent hazard index  

HIRA hazard identification and ranking  

HOMER hybrid optimization model for multiple energy 

resources 

 

HP high pressure  

HVAC high voltage alternating current  

HVDC high voltage direct current  

I2SI integrated inherent safety index  

IBI inherent benign-ness indicator  

IPI inherent preference index  

iRET integrated risk estimation tool  

IRDI inherent risk of design index  

IS inherent safety  

ISAPEDS inherent safety assessment for preliminary 

engineering design stage 

 

ISI inherent safety index  

ISIM inherent safety index module  

KPI key performance indicator  

LCA life cycle analysis  

LIHC likelihood index of hazard conflicts  

LP low pressure  

MCDA multi-criteria decision analysis  

MP medium pressure  

NTP non-thermal plasma  

NuDIST numerical descriptive inherent safety technique  

O&M operation and maintenance  

OPEX operational expenditure  

OSCAR oil spill contingency and response  

OWM oil weathering model  

OWT offshore wind turbine  

P2G power-to-gas  

P2L power-to-liquid  

PDF probability density function  

PEC predicted environmental concentration  

PI potential hazard index  

PIIS prototype-index for inherent safety  

PNEC predicted no effect concentration  

PPI producer price index  

PRI process route index  

PrI process intensification  

PROMETHEE preference ranking organization method for 

enrichment evaluation 

 

PSI process stream index  

PTO power take-off  

PV photovoltaics  
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RiskBD risk for base design  

RO renewable obligation  

ROC renewable obligation certificate  

SAM system advisor model  

SC scenario  

SNG synthetic natural gas  

SPECO specific exergy costing method  

SWeHI safety weighted hazard index  

SWHI specific water hazard index  

SWOT strengths, weaknesses, opportunties, threats  

TDI target domino hazard index  

TEC tidal energy converter  

TEG triethylene glycol  

TRL technology readiness level  

TSO transmission system operator  

UDI unit domino hazard index  

VCE vapour cloud explosion  

WAM weighted arithmetic mean  

WEC wave energy converter  

WGM weighted geometric mean  
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A.1. Introduction 

In the following the six alternative P2G and P2L strategies considered in case-study 1 are described, 

including definition of the process scheme assumed in the analysis, details of components and their 

operating conditions. Moreover, costs and emissions data, as well as calculations of CAPEX, OPEX, 

specific electrical power required and GHG emissions are presented for each component.  

A.2. Data for assessment of Option 1 

A.2.1. Definition of reference process scheme 

The process stages and related technologies considered in the reference process scheme of Option 1 

illustrated in Figure 4.3 are tabulated in Table A.1. This tables reports also the components assumed for 

each technology including their main features and operating conditions. 

Table A.1. Features and operating conditions of components considered in the reference process scheme of Option 1. 

Step Process stage Technology Components  Main features Operating 

conditions 

Input supply Desalination of 

seawater 

Reverse osmosis Lenntech 

LennRO [697] 

2000 L/h stack capacity, 

45% recovery, 95% salt 

rejection at 25°C 

15°C, 75 

bar 

(permeate 

stream) 

First conversion H2 production Proton exchange 

membrane 

electrolysis 

Siemens 

Silyzer 200 

[698] 

1.25 MW stacked 

capacity, 225 Nm3/h H2 

under nominal load, 1.5 

L/Nm3 H2 fresh H2O 

demand, 80000 h lifetime 

80°C, 30 

bar 

First 

conditioning 

H2 compression Centrifugal 

compression 

Compressor 

[118] 

75% isentropic 

efficiency, 95% driver 

efficiency, pressure ratio 

5:1 per stage 

80°C, 30-

150 bar 

Transportation H2 delivery in 

natural gas 

mixture 

Subsea gas 

pipeline 

Existing gas 

pipeline 

10% by volume of H2 in 

natural gas mixture, 10-

1000 km length 

50-150 r 

 

A.2.2. CAPEX and OPEX calculations 

CAPEX of electrolysis is calculated for each component by using the following cost function [699]:  

𝐶𝐴𝑃𝐸𝑋 =  1500000 ⋅ (�̇�𝑒𝑙)
0.85                                                                                                                     (A.1) 

where �̇�𝑒𝑙 represents the installed power of electrolyzers in kW. The cost is in € referred to year 2015, 

thus price indices reported in Table A.5 are used for application of Equation (4.1). Annual OPEX of 

electrolysis takes into account the O&M costs which is assumed as 3.5% of CAPEX and also the costs 
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for replacement of the stack which are considered as approximately 35% of CAPEX every 40000 h of 

operations [116,700], for a total contribution of 11% of CAPEX.  

CAPEX associated to reverse osmosis is estimated by multiplying the cost of a single integrated system 

which includes pre-treatment installation, cartridge filtration, high pressure pump and the LennRO 

module (31000 € referred to year 2017) [137] for the number of components required based on the H2O 

needs of the electrolyzers. In addition, the costs for further operations, such as a second desalination 

process to remove salts towards 300 ppm by means of Lennetch module for brackish H2O and a post-

treatment through ion exchange polishing to ensure H2O quality reaches values lower than 1 uS/cm, are 

considered in total as 17000 € referred to year 2017 per each component [137]. To convert the costs into 

€ referred to year 2018, price indices reported in the Table A.5 are used for application of Equation (4.1). 

As reported by IEA and IRENA [164], annual OPEX associated to reverse osmosis desalination can be 

accounted for 2% of CAPEX.  

The compression CAPEX is estimated as follows [701]:  

𝐶𝐴𝑃𝐸𝑋 =  15000 ⋅ ( 
�̇�𝑐𝑜𝑚𝑝

10
 )0.9                                                                                                                      (A.2) 

where �̇�𝑐𝑜𝑚𝑝 is the electrical power required for compression in kW. The cost value is in $ referred to 

year 2006, thus average exchange rate and price indices reported in Table A.5 are used for application of 

Equation (4.1). �̇�𝑐𝑜𝑚𝑝 is evaluated by considering the adiabatic (isentropic) compression, i.e. the process 

is assumed to take place without any heat exchange between the compressed gas and the environment, 

and with no variations of entropy. The fluid power can be divided by the isentropic efficiency of 

compressor in order to obtain the shaft power and by the driver efficiency to account for the electrical 

motors driving the compressor [702]: 

�̇�𝑐𝑜𝑚𝑝  =
�̇�

3600 ⋅ 1000
⋅  𝑍 ⋅  𝑇 ⋅ 𝑅𝑢 ⋅  

𝑁𝑠𝑡 ∙ 𝛾

𝛾−1
 ⋅ ((

𝑝𝑜𝑢𝑡

𝑝𝑖𝑛
)

𝛾−1

𝑁𝑠𝑡 ∙ 𝛾
− 1) /(𝜂𝑖𝑠𝑜  𝜂𝑑𝑟𝑣)                                                       (A.3) 

where �̇� is the mass flowrate of the fluid in kg/h, Z is the compressibility factor (assumed equal to 1 as 

an approximation for H2 in this study), T is the inlet temperature of the compressor in K, Ru is the specific 

gas constant in J/kg-K (assumed equal to 4124 J/kg-K for H2 in the present study), Nst is the number of 

stages, γ is the diatomic ratio of specific heats (assumed equal to 1.41 for H2), pin is the inlet pressure of 

the compressor in bar, pout is the outlet pressure of the compressor in bar, ηiso and ηdrv are the isentropic 

and driver efficiency whose values are reported in Table A.1. Annual OPEX associated to compression is 

evaluated as 4% of CAPEX [701].  
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The HENG mixture transportation is supposed to occur via existing gas pipeline to the onshore gas 

terminal, thus CAPEX calculation is disregarded. Whereas, OPEX is considered approximately equal to 

the costs for the international offshore natural gas pipeline according to the ENGIE’s energy overview 

[703], i.e. 0.0008 $/(km-MMBTu) referred to year 2014, where MMBTu stands for millions british 

thermal units. To calculate the OPEX value, the volumetric flowrate of the fluid in MMBtu/h is used 

based on the conversion 1 Sm3/h = 0.03955 MMBTu/h. To convert the cost into € referred to year 2018, 

average exchange rates and price indices reported in Table A.5 are used for application of Equation (4.1). 

A.2.3. Specific electrical power and GHG emissions calculations 

The specific electrical power of the commercial Siemens Silyzer 200 stack associated to electrolyzer (5.25 

kWh/Nm3) and to utilities and losses by rectification (0.60 kWh/Nm3) [158] is used for the required 

electrical power calculation. To convert the specific consumption from kWh/Nm3 into kWh/kg, the H2 

density at normal temperature and pressure equal to 0.08375 kg/m3 is considered. On the other hand, a 

value of specific GHG emissions of 0.60 kgCO2e/kgH2 is retrieved from the literature [162] for the GHG 

emissions calculation. Both specific electrical powers and specific GHG emissions are then multiplied for 

the H2 mass flowrate produced from the component to obtain electrical power in kW and GHG emissions 

in kgCO2eq/y.  

For reverse osmosis desalination, a value of 6.7 kWh/m3
H2O and 0.024 kgCO2eq/kWh are used as specific 

electrical power and specific GHG emissions, respectively, as suggested in Lai et al. [173] for reverse 

osmosis driven by wind energy. The final electrical power in kW and GHG emissions in kgCO2eq/y 

associated to this technology are estimated similarly to electrolysis.   

The electrical power required for the compression corresponds to the power calculated by means of 

Equation (A.3). GHG emissions from this component are disregarded, given the assumption of wind 

energy-driven electrical motors.  

A.3. Data for assessment of Option 2 

A.3.1. Definition of reference process scheme 

Except the transportation stage, components of the other process stages considered for the reference 

scheme of Option 2 (illustrated in Figure 4.3) can be found in Table A.1 including their features and 

operating conditions.  

A dedicated pipeline for H2 transportation is designed by assuming a steady-state isothermal flow, which 

is a common approximation for relatively long pipeline operating in stable conditions [475]. The 
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Weymouth equation can be used for compressible fluid in turbulent flow, long pipelines pipe and pressure 

drop greater than 40% of the upstream pressure [476]: 

�̇�𝑠 =  18.0625 ∙
𝑇𝑠

𝑃𝑠
 ∙ 𝐸 ∙ (

𝑝𝑢𝑝
2−𝑝𝑑𝑜𝑤𝑛

2

𝑆 ∙ 𝑍 ∙ 𝑇∙ 𝑙
)

0.5

∙  𝑑𝑝
2.6667

                                                                                  (A.4) 

where �̇�𝑠 is the volumetric gas flowrate in ft3/h at standard conditions, E is the efficiency factor (equal to 

1.0 for new pipe), pup is the upstream pressure in psia, pdown is the downstream pressure in psia, S is the 

specific gravity of gas relative to air, Z is the gas compressibility, T is the inlet temperature of the gas in 

°R, Ts and Ps are the temperature and pressure at standard conditions (520 °R, 14.73 psia) respectively, 𝑙 

is the pipeline length in miles, 𝑑𝑝 is the internal pipe diameter in inch.  

By applying Equation (A.4) inversely, the internal pipe diameter 𝑑𝑝 can be calculated in function of the 

pipe length 𝑙 (100-1000 km range) and upstream pressure pup (50-150 bar range) by assuming proper 

values of the other parameters. In particular, �̇�𝑠 is set as 20000 Sm3/h considering that 80 stacks of Siemens 

Silyzer 200 (100 MW nominal capacity) can produce 18000 Nm3/h. For a given pup, the downstream 

pressure pdown is calculated by setting a pressure drop equal to the minimum limit for application of the 

Weymouth equation. The inlet temperature T is approximated to H2 outlet temperature from the 

electrolyzers. S and Z are assumed as 0.0696 and 1, respectively.  

It should be noted that pipe diameters are expected to be smaller than pipeline delivering natural gas or 

admixture as in case of Option 1, due to the low density of pure H2. An example of recommended 

diameters obtained from application of the general flow equation based on Bernoulli law for a range of 

volumetric flowrate of H2 is reported in Table A.2. These data derived from a recent study [180] considers 

an upstream pressure from about 30 to 75 bar, a downstream pressure of 24 bar (gauge) and pipeline 

length of 100 km. 

Table A.2. Example of diameters of pipeline delivering pure H2 for different throughputs [180].  

Volumetric flowrate (Nm3/h) Pipeline diameter 𝒅𝒑 (mm) 

12000 100-150 

40000 150-250 

80000 200-300 

120000 250-400 

 

A.3.2. CAPEX and OPEX calculations 

The details of the data used for CAPEX and OPEX calculations of H2 production, seawater desalination 

and H2 compression are reported in Section A.2 presented for Option 1.  
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Concerning the CAPEX of H2 pipeline, André et al. [702] developed a method for designing and 

dimensioning onshore H2 pipeline which may be adopted to approximate investment costs per unit of 

length for offshore transmissions since it disregards licensing costs. Under this assumption, the CAPEX 

per unit of pipeline length is calculated as follows: 

𝐶𝐴𝑃𝐸𝑋 = 418869 + 762.8 ∙ 𝑑𝑝 + 2.306 ∙  𝑑𝑝
2                                                                                              (A.5) 

where 𝑑𝑝 is the inlet pipe diameter in mm. The cost value is in $/km referred to year 2004, thus average 

exchange rates and price indices reported in Table A.5 are used for application of Equation (4.1). It should 

be noted that this cost does not include the installation of specific coatings and/or other protections which 

may be required in offshore environment, thus representing a relatively rough estimation. As suggested 

by André et al. [702], annual OPEX associated to H2 transportation in Option 2 is considered as 2% of 

CAPEX.  

A.3.3. Specific electrical power and GHG emissions calculations 

Equal data reported above for Option 1 are applied to the H2 production, seawater desalination and 

H2 compression stages of Option 2. It is supposed that no electrical consumptions and GHG emissions 

are present in case of H2 transportation.  

A.4. Data for assessment of Options 3a and 3b 

A.4.1. Definition of reference process scheme 

The components and related features and operating conditions considered for the process stages of the 

reference process scheme of Options 3a and 3b illustrated in Figure 4.3 are shown in Table A.3, except 

H2 production and seawater desalination whose details are summarized in Table A.1.  
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Table A.3. Features and operating conditions of some components considered in the reference process scheme of Options 

3a and 3b.  

Step Process stage Technology Components  Main features Operating 

conditions 

Input supply 

(Option 3a) 

CO2 capture from 

raw gas 

Membrane 

separation 

2-stage 

membrane 

cascade with 

retentate 

recycle 

[195] 

9.5% CO2 by volume in 

feed stream (60°C, 90°C, 

7 ∙ 105), 2% CO2 by 

volume in retentate stream 

of the first stage, 90% CO2 

by volume in permeate 

stream of second stage, 

81% CO2 recovery 

50°C, 1 bar 

(permeate 

stream of the 

second stage) 

Input supply 

(Option 3b) 

CO2 delivery 

from onshore 

market 

Gas 

transportation 

Existing gas 

pipeline 

10-1000 km length 4°C and 26 bar 

(delivery 

conditions) 

[206] 

First 

conditioning 

H2 storage Pressurized 

tank 

Tank 48 h storage capacity 30 bar 

 CO2 compression Centrifugal 

compression 

Compressor 

[704] 

80% isentropic efficiency, 

99% driver efficiency, 

pressure ratio 2.04:1 per 

stage 

4-50°C, 1-30 

bar 

Second 

conversion 

SNG production Catalytic 

methanation  

Fixed bed 

reactor [122] 

85% energy efficiency 

(MWhHH of outlet SNG 

per MWhHHV of inlet H2), 

molar H2:CO2 ratio = 4:1 

250°C, 30 bar 

Second 

conditioning 

SNG compression Centrifugal 

compression 

Compressor 

[118] 

75% isentropic efficiency, 

95% driver efficiency, 

pressure ratio 5:1 per stage 

250°C, 30-150 

bar 

Transportation SNG delivery Gas 

transportation 

Existing gas 

pipeline 

10-1000 km length 50-150 bar 

(delivery 

pressure) 

 

A.4.2. CAPEX and OPEX calculations 

In the following, CAPEX and OPEX calculation of components tabulated in Table A.3 are described, 

referring the description of costs data of H2 production and seawater desalination to Section A.2 dedicated 

to Option 1. 

CAPEX of H2 storage is calculated by using the following cost function [190]:  

𝐶𝐴𝑃𝐸𝑋 =  80 ∙ 2500 ⋅ (𝑉𝑠𝑡/2500)0.75                                                                                                  (A.6) 

where 𝑉𝑠𝑡 is the storage volume in Nm3 required to store the produced H2 in tanks with storage capacity 

reported in Table A.3. The cost is in € referred to year 2006, thus price indices reported in Table A.5 are 

used for application of Equation (4.1). Annual OPEX associated to H2 storage are estimated as 2% of 

CAPEX [190].  
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CAPEX associated to SNG production includes the reactor cost, assumed as 300 $/kW referred to year 

2016 [124], and the balance of the plants (heat exchanger, separators, etc.) cost, assumed as 350 $/kW 

referred to year 2016 [124]. High heating value of 14.5 kWh/kg is considered to convert the produced 

SNG mass flowrate produced in the reactor through stoichiometric reaction into its corresponding energy 

content for calculation of total CAPEX costs. Then, average exchange rates and price indices reported in 

Table A.5 are used for application of Equation (4.1). OPEX calculation is performed by considering a 

contribution of 6.25% of CAPEX associated to methanation reactor and of 6.5% of CAPEX associated to 

balance of plant [124], thus leading to an overall fraction of 9.75% of total CAPEX.  

Concerning CAPEX of the membrane separation technology in Option 3a, the cost value is approximated 

by re-scaling the literature cost of 1.41 ∙ 107 $ for a unit producing 6.24 ∙ 104 kg/h of CO2 in the permeate 

stream based on the actual CO2 flowrate required for the methanation reaction. In this calculation, a 

scaling factor equal to 1 is assumed. Since such a cost value refers to year 2008, average exchange rates 

and price indices reported in Table A.5 are used for application of Equation (4.1). A fraction of 18% of 

CAPEX is adopted for OPEX associated to membrane separation, as suggested in [191].  

For Option 3b, CO2 source is considered to be purchased at a desired pressure from the onshore market 

with a fixed price of 6.5 €/t [209]. Since CO2 is supposed to be delivered from the landfall terminal via an 

existing gas pipeline, CAPEX of CO2 pipeline is disregarded. On the other hand, annual OPEX associated 

to offshore CO2 transportation is calculated by converting the offshore pipeline OPEX proposed for survey 

vessel, repair vessel and intelligent pigging by IEA [705], as follows: 

𝑂𝑃𝐸𝑋 =  (
14000

6
 ∙  𝑙 + 70000 ∙  19.8 ∙  𝑙) + (

98000

10
 ∙ 𝑙) + (700 ∙  

2.5

10
 ∙  𝑙 + 120000)                          (A.7) 

where 𝑙 is the pipeline length in km. To derive Equation (A.7), survey vessel is supposed to operate once 

a year [706], repair vessel once every 10 years and intelligent pigging once every 4 years; the survey 

vessel speed is set as 6 km/d as suggested in the IEA report [705]. The cost is in $/km/y referred to year 

2000, thus average exchange rates and price indices reported in Table A.5 are used for application of 

Equation (4.1). The downstream pressure is approximated to the upstream pressure reported in Table A.3, 

since negligible pressure drops are derived by considering the delivery along a hypothetic pipeline with 

36 inch diameter, 150 bar design pressure and variable length between 100 and 1000 km.   

CAPEX of CO2 compressor is calculated as follows [704]:  

𝐶𝐴𝑃𝐸𝑋 =  14800000 ⋅ ( 
�̇�𝑐𝑜𝑚𝑝 ∙ 10−3

13
 )0.67                                                                                                    (A.8) 

where �̇�𝑐𝑜𝑚𝑝 is the power required for compression in kW. The cost value is in $ referred to year 2002, 

thus average exchange rates and price indices reported in Table A.5 are used for application of Equation 
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(4.1). �̇�𝑐𝑜𝑚𝑝 is evaluated by approximating adiabatic (isentropic) compression and applying Equation 

(A.3). In this latter equation, the values tabulated in Table A.3 for isentropic and driver efficiencies and 

for temperature are considered; Z, γ and Ru are assumed equal to 0.94, 1.28 and 188.9 J/kg-K respectively. 

Annual OPEX associated to compression is evaluated as 5% of CAPEX [707]. 

For SNG compression, the following cost function is used [708]:  

𝐶𝐴𝑃𝐸𝑋 =  267000 ⋅ ( 
�̇�𝑐𝑜𝑚𝑝 ∙ 10−3

445
 )0.67                                                                                                         (A.9) 

where �̇�𝑐𝑜𝑚𝑝 is the power required for compression in kW. The cost value is in € referred to year 2012, 

thus price indices reported in Table A.5 are used for application of Equation (4.1). �̇�𝑐𝑜𝑚𝑝 is evaluated by 

approximating adiabatic (isentropic) compression and applying Equation (A.3). In this latter equation, the 

values tabulated in Table A.3 for isentropic and driver efficiencies and for temperature are considered; Z, 

γ and Ru are assumed equal to 1, 1.32 and 518.3 J/kg-K respectively. Annual OPEX associated to 

compression is evaluated as 6% of CAPEX [116]. 

Since existing gas pipeline is supposed for SNG transportation, CAPEX associated to this step is 

disregarded while OPEX per unit of pipeline length is calculated by applying the costs of international 

offshore natural gas pipeline reported in the ENGIE’s energy overview [703], i.e. 0.0008 $/(km-MMBTu) 

referred to year 2014, where MMBTu stands for millions british thermal units. To calculate the OPEX 

value, the volumetric flowrate of the fluid in MMBtu/h is used based on the conversion 1 Sm3/h = 0.03955 

MMBTu/h. To convert the cost in € referred to year 2018, average exchange rates and price indices 

reported in Table A.5 are used for application of Equation (4.1). 

A.4.3. Specific electrical power and GHG emissions calculations 

Calculations performed for required electrical power and GHG emissions of H2 production and seawater 

desalination steps are reported in Section A.2. Data used for other components of Options 3a and 3b are 

described in the following. 

For CO2 capture from raw gas in Option 3a, original values tabulated for a membrane separation unit 

producing 6.24 ∙ 104 kg/h of CO2 in the permeate stream (i.e. 7.53 ∙ 103 kW and 7.80 ∙ 103 for compression 

and capture duty, respectively [195]) are re-scaled based on the actual CO2 flowrate produced in the 

methanation reactor through stoichiometric reaction. The electrical power required for CO2 compression 

and SNG compression correspond to the power calculated by means of Equation (A.3) for these process 

stages. GHG emissions from all these components are disregarded, given the supply of renewable 

electricity from the wind farm.  
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On the other hand, specific electrical power and GHG emissions associated to methanation driven by wind 

energy are estimated as 0.33 kWh/kgSNG and 0.30 kgCO2eq/kgSNG [162], respectively, thus the final values 

in kW and kgCO2eq/y associated to this technology are estimated by multiplying for the produced SNG 

mass flowrate.  

No electrical power and GHG emissions are supposed in case of H2 storage and SNG transportation.  

A.5. Data for assessment of Options 4a and 4b 

A.5.1. Definition of reference process scheme 

The components and related features and operating conditions considered for the process stages of the 

reference process scheme of Options 4a and 4b illustrated in Figure 4.3 are shown in Table A.4, except 

the details of H2 production and seawater desalination summarized in Table A.1 and the information of 

CO2 input supply and H2 storage and CO2 compression reported in Table A.3.  

Table A.4. Features and operating conditions of some components considered in the reference process scheme of Options 

4a and 4b.  

Step Process stage Technology Components  Main features Operating 

conditions 

First 

conditioning 

H2 + CO2 

compression 

Centrifugal 

compression 

Compressor 

[118] 

75% isentropic efficiency, 

95% driver efficiency, 

maximum pressure ratio 

5:1 per stage 

4-50°C, 30-80 

bar 

Second 

conversion 

CH3OH 

production 

Catalytic 

hydrogenation 

Multi-

tubular 

reactor [219] 

96% conversion 

efficiency, molar H2:CO2 

ratio = 3:1 

240°C, 80 bar 

Second 

conditioning 

CH3OH storage Atmospheric 

tank 

Tank 4 weeks storage capacity Ambient 

condition 

Transportation CH3OH delivery Liquid 

transportation  

Supply 

vessel 

10-1000 km voyage Ambient 

condition 

 

A.5.2. CAPEX and OPEX calculations 

CAPEX and OPEX calculation of components tabulated in Table A.4 are presented in the following, 

referring the description of costs data of other components of the reference scheme to Section A.2 

presented for Option 1 and Section A.4 for Options 3a and 3b. 

CAPEX of CH3OH production is calculated by using the following cost function [219]:  

𝐶𝐴𝑃𝐸𝑋 =  14200000 ∙ (�̇�/54000)0.65                                                                                                      (A.10) 
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where �̇� is the CH3OH mass flowrate in kg/h produced in the reactor through stoichiometric reaction. 

The cost is in € referred to year 2015, thus price indices reported in Table A.5 are used for application of 

Equation (4.1). Annual OPEX associated to CH3OH production is estimated as 1.04% of CAPEX [219].  

CAPEX associated to H2 + CO2 compression is estimated as follows [218]: 

𝐶𝐴𝑃𝐸𝑋 =  12080000 ⋅ ( 
�̇�𝑐𝑜𝑚𝑝 ∙ 10−3

10
 )0.67                                                                                                                                                (A.11) 

where �̇�𝑐𝑜𝑚𝑝  is the power required for compression in kW, calculated through Equation (A.3) assuming 

adiabatic (isentropic) compression, mass flowrate ṁ in kg/h equal to the inlet mixture composed of H2 

and CO2 at stoichiometric molar ratio 3:1, compressibility factor Z equal to 1, temperature T in K equal 

to the mixture temperature (i.e. weighted value with the mass flowrates of two fluids), specific gas 

constant Ru equal to 661 J/kg-K (i.e. weighted value with the mass fractions of two fluids in the mixture), 

pin equal to 30 bar, pout equal to the reactor working pressure of 80 bar, ηiso and ηdrv equal to values reported 

in Table A.4. The constant γ is estimated as the ratio between the specific heat of the mixture cp,mix (i.e. 

weighted value of single specific heats with the mass fractions of two fluids in the mixture) and the 

quantity (cp,mix – Ru). The number of stage, Nst, is assumed as 1, considering the maximum pressure ratio 

per stage in Table A.4. CAPEX in Equation (A.11) is in € referred to year 2006, thus price indices reported 

in Table A.5 are used for application of Equation (4.1). Annual OPEX associated to this compression step 

is evaluated as 5% of CAPEX [218]. 

For CH3OH storage, CAPEX of storage tanks is estimated by using the following cost function [709]: 

𝐶𝐴𝑃𝐸𝑋 =  250000 + 94.2 ∙ 𝑉𝑠𝑡                                                                                                                  (A.12) 

where 𝑉𝑠𝑡 is the volume of the tank in m3. Equation (A.12) can be applied for volumes between 2000 and 

50000 m3. Otherwise, for smaller tanks, CAPEX can be calculated as follows [709]:  

𝐶𝐴𝑃𝐸𝑋 =  65000 + 158.7 ∙ 𝑉𝑠𝑡
                                                                                                                   (A.13) 

𝑉𝑠𝑡 is obtained by assuming the availability of storage facilities to support production and product storage 

at the offshore platforms for 4 weeks (i.e. 28 days) and using a CH3OH mass density of 790 kg/m3 to 

convert the produced mass flowrate into volumetric flowrate. The cost values proposed in Equations 

(A.12) and (A.13) are in $ referred to year 2008, thus average exchange rates and price indices reported 

in Table A.5 are used for application of Equation (4.1). Annual OPEX associated to CH3OH storage is 

considered as 2% of CAPEX. 

Platform supply vessels are ships commonly used to support offshore activities when needed, transporting 

cargo, equipment and personnel [477]. A main cost driver of such vessels is the cargo capacity, expressed 

in terms of clear deck area (i.e. the space available to place cargo on deck) and deadweight tonnage (i.e. 
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the cargo carrying capacity). Daily rates reported for a vessel with deck areas between 300 and 600 m2 

and tonnage capacity between 1000 and 2000 t are from 6000 to 12000 $ referred to year 2015 [710]. By 

applying a time charter, which is the typical contract method used for oil & gas operations, the vessel 

owner responsibilities cover the vessel, crewing, maintenance and insurance, while the charterer 

responsibilities lie for port charges, cargo loading and discharge and bunkers. Moreover, the payment is 

calculated based on daily hire rate. In this case-study, a single supply vessel is supposed to be hired for 

CH3OH transportation at a fixed rate of 9000 $/d. Average exchange rates and price indices reported in 

Table A.5 are used to obtain daily hire rate in €/d referred to year 2018. The service speed of the vessel is 

considered as 80% of the average speed of a platform supply vessel (typically comprising between 14 and 

16 knots [477]), i.e. 20.4 km/h, and used to estimate the number of days required for total round trip along 

a given distance between the harbour and the offshore platform. Round trip time is divided into sailing 

time (40% of round trip time), loading time at the harbour (25% of round trip time) and unloading time at 

the platform (35% of the round trip time) [477]. Sailing time is first estimated as twice the distance 

between the harbour and the platform divided by the assumed vessel speed, then loading and unloading 

times are derived by applying the mentioned proportions. By supposing regular voyages of the supply 

vessel per year, annual costs for CH3OH transportation are obtained based on the distance between the 

onshore harbour and the offshore platform. 

A.5.3. Specific electrical power and GHG emissions calculations 

Calculations performed for the required electrical power and GHG emissions of components of the 

process stages reported in Table A.4 are described in the following. Data used for the other steps of 

Options 4a and 4b are described in Section A.2 dedicated to Option 1 and Section A.4 to Options 3a and 

3b.  

The electrical power for H2 + CO2 compression is considered as the power calculated by means of 

Equation (A.3) under the assumptions described above, while GHG emissions from the component of this 

process stage are disregarded, given the supply of renewable electricity from the wind farm.  

On the other hand, specific electrical power and GHG emissions associated to CH3OH production are 

estimated as 0.402 kWh/kgCH3OH and 0.269 kgCO2eq/kgCH3OH [216], respectively, thus the final values in 

kW and kgCO2eq/y associated to this technology are estimated by multiplying for the produced CH3OH 

mass flowrate.  

No electrical power and GHG emissions are supposed in case of CH3OH storage and CH3OH 

transportation stages.  
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A.6. Definition of conversion rates and price indices for actualization  

The values of conversion rates and price indices considered for application of Equation (4.1) in case-study 

1 are summarized in Table A.5.  

Table A.5. Values of currency conversion rates and price indices assumed for the application of Equation (4.1).  

Year 𝑬𝒙𝒄$,𝐭→€,𝐭 [174] 𝑬𝒙𝒄£,𝐭→€,𝐭 [174] EU-28 PPI index (total market) [659] 

2018 0.85 1.13 104.2 

2017 0.89 1.14 102.0 

2016 0.90 1.22 99.1 

2015 0.90 1.38 100.0 

2014 0.75 1.24 101.6 

2013 0.75 1.18 103.0 

2012 0.78 1.23 103.1 

2011 0.72 1.15 100.8 

2010 0.75 1.17 96.2 

2009 0.72 1.12 93.4 

2008 0.68 1.26 96.3 

2007 0.73 1.46 92.6 

2006 0.80 1.47 90.5 

2005 0.80 1.46 88.1 

2004 0.80 1.47 85.7 

2003 0.88 1.44 83.9 

2002 1.06 1.59 83.8 

2001 1.12 1.61 83.9 

2000 1.09 1.64 83.0 
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Appendix B.  

Technical, economic and environmental data for OWTs 

farm and G2P options 
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B.1. Introduction 

In the following, hourly technical, economic and environmental data calculated for the G2P offshore 

hybrid energy system in the four scenarios (SCs) introduced in case-study 2 are presented in detail.  

B.2. Technical and environmental data for the alternative systems 

Tables B.1, B.2, B.3, B.4 illustrates the technical and environmental data obtained for SC1, SC2, SC3 and 

SC4, respectively, over the interval of three days selected for the analysis in case-study 2. Each table 

contains the hourly available wind power (𝑃𝑤𝑖𝑛𝑑,𝑎𝑣𝑎𝑖𝑙) and the electrical produced power (𝑃𝑟) from the 

OWT farm. Moreover, they include the hourly power which should be provided by the GT park to satisfy 

the defined dispatching plan (𝑃𝐺𝑇,𝑒𝑓𝑓), the number of operating GTs (𝑁𝐺𝑇) at the considered hour estimated 

by applying the approach described in Section 4.3, the resulting hourly electrical power produced from 

the GTs (𝑃𝐺𝑇), the efficiency of the park at part-load obtained by applying Equation (4.32). The tables 

report also the hourly fuel input power (𝑃𝑓𝑢𝑒𝑙) resulting from the fuel (natural gas) combustion in GTs, 

estimated by means of 𝑃𝐺𝑇 and 𝜂𝐺𝑇 values, and the associated hourly GHG emissions (𝑒𝐺𝐻𝐺,𝐺𝑇) evaluated 

from 𝑃𝑓𝑢𝑒𝑙 values estimated at the same hours by assuming a typical emission factor per unit of fuel 

(natural gas) power (i.e. 202 kg/MWhfuel [229]).  
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Table B.1. Hourly power data of OWT farm, and hourly power, fuel consumption, GHG emissions of GT park for SC1 (3 h forecast horizon, 80% probability of correct dispatching). 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

26/02 0.00 12.76 5.82 0.0 - 0.0 - 0.0 0.0 27/02 12.00 21.88 10.48 0.0 - 0.0 - 0.0 0.0 

26/02 1.00 6.69 2.22 0.0 - 0.0 - 0.0 0.0 27/02 13.00 11.00 4.78 4.1 1 4.1 10% 42.8 8640.3 

26/02 2.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 14.00 0.39 0.00 9.8 2 9.8 15% 64.5 13027.3 

26/02 3.00 7.88 2.91 0.0 - 0.0 - 0.0 0.0 27/02 15.00 0.09 0.00 10.3 2 10.3 16% 65.8 13293.1 

26/02 4.00 13.01 5.96 0.0 - 0.0 - 0.0 0.0 27/02 16.00 0.30 0.00 10.8 2 10.8 16% 67.1 13552.0 

26/02 5.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 17.00 0.72 0.00 11.9 3 11.9 17% 70.0 14134.6 

26/02 6.00 7.97 2.96 0.0 - 0.0 - 0.0 0.0 27/02 18.00 9.11 3.56 8.9 2 8.9 14% 61.7 12469.3 

26/02 7.00 4.02 0.68 3.0 1 3.0 8% 36.0 7278.7 27/02 19.00 17.44 8.30 4.8 1 4.8 10% 46.1 9306.0 

26/02 8.00 0.24 0.00 5.24 2 6.9 13% 55.0 11109.9 27/02 20.00 34.54 16.23 0.0 - 0.0 - 0.0 0.0 

26/02 9.00 0.65 0.00 8.7 2 8.7 14% 61.0 12329.0 27/02 21.00 68.59 30.61 0.0 - 0.0 - 0.0 0.0 

26/02 10.00 2.63 0.25 7.6 2 7.6 13% 57.6 11629.4 27/02 22.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 11.00 6.77 2.27 3.9 1 3.9 9% 41.8 8437.0 27/02 23.00 110.74 43.29 0.0 - 0.0 - 0.0 0.0 

26/02 12.00 9.92 4.09 1.3 0 0.0 - 0.0 0.0 28/02 0.00 108.15 42.68 0.0 - 0.0 - 0.0 0.0 

26/02 13.00 6.22 1.92 2.8 0 0.0 - 0.0 0.0 28/02 1.00 88.44 37.30 0.0 - 0.0 - 0.0 0.0 

26/02 14.00 4.08 0.70 2.7 0 0.0 - 0.0 0.0 28/02 2.00 75.24 33.01 0.0 - 0.0 - 0.0 0.0 

26/02 15.00 6.22 1.92 0.8 0 0.0 - 0.0 0.0 28/02 3.00 63.06 28.47 0.0 - 0.0 - 0.0 0.0 

26/02 16.00 7.10 2.47 0.0 - 0.0 - 0.0 0.0 28/02 4.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 17.00 6.86 2.32 0.0 - 0.0 - 0.0 0.0 28/02 5.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 18.00 5.08 1.13 0.0 - 0.0 - 0.0 0.0 28/02 6.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

26/02 19.00 6.00 1.77 0.0 - 0.0 - 0.0 0.0 28/02 7.00 57.50 26.19 0.0 - 0.0 - 0.0 0.0 

26/02 20.00 10.45 4.44 0.0 - 0.0 - 0.0 0.0 28/02 8.00 42.25 19.68 0.0 - 0.0 - 0.0 0.0 

26/02 21.00 14.98 7.00 0.0 - 0.0 - 0.0 0.0 28/02 9.00 36.49 17.03 0.0 - 0.0 - 0.0 0.0 

26/02 22.00 27.21 12.93 0.0 - 0.0 - 0.0 0.0 28/02 10.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 23.00 29.96 14.23 0.0 - 0.0 - 0.0 0.0 28/02 11.00 57.84 26.34 0.0 - 0.0 - 0.0 0.0 

27/02 0.00 29.10 13.83 0.0 - 0.0 - 0.0 0.0 28/02 12.00 65.24 29.33 0.0 - 0.0 - 0.0 0.0 

27/02 1.00 38.52 17.90 0.0 - 0.0 - 0.0 0.0 28/02 13.00 87.99 37.16 0.0 - 0.0 - 0.0 0.0 

27/02 2.00 21.35 10.24 0.0 - 0.0 - 0.0 0.0 28/02 14.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

27/02 3.00 18.06 8.62 0.0 - 0.0 - 0.0 0.0 28/02 15.00 118.20 45.02 0.0 - 0.0 - 0.0 0.0 

27/02 4.00 12.28 5.55 0.0 - 0.0 - 0.0 0.0 28/02 16.00 55.18 25.20 16.2 3 16.2 20% 80.5 16266.2 

27/02 5.00 31.07 14.73 0.0 - 0.0 - 0.0 0.0 28/02 17.00 44.20 20.57 22.8 4 22.8 24% 95.3 19244.7 

27/02 6.00 11.57 5.13 0.0 - 0.0 - 0.0 0.0 28/02 18.00 71.28 31.60 12.0 3 12.0 17% 70.3 14193.0 

27/02 7.00 17.14 8.14 0.0 - 0.0 - 0.0 0.0 28/02 19.00 72.45 32.03 11.7 3 11.7 17% 69.6 14054.6 

27/02 8.00 35.26 16.53 0.0 - 0.0 - 0.0 0.0 28/02 20.00 137.10 47.64 0.0 - 0.0 - 0.0 0.0 

27/02 9.00 85.33 36.33 0.0 - 0.0 - 0.0 0.0 28/02 21.00 223.49 49.95 0.0 - 0.0 - 0.0 0.0 

27/02 10.00 41.43 19.30 0.0 - 0.0 - 0.0 0.0 28/02 22.00 76.05 33.29 10.6 2 10.6 16% 66.5 13442.7 

27/02 11.00 39.30 18.28 0.0 - 0.0 - 0.0 0.0 28/02 23.00 58.18 26.48 17.3 3 17.3 21% 82.9 16738.5 
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Table B.2. Hourly power data of OWT farm, and hourly power, fuel consumption, GHG emissions of GT park for SC2 (3 h forecast horizon, 90% probability of correct dispatching). 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

26/02 0.00 12.76 5.82 0.0 - 0.0 - 0.0 0.0 27/02 12.00 21.88 10.48 0.0 - 0.0 - 0.0 0.0 

26/02 1.00 6.69 2.22 0.0 - 0.0 - 0.0 0.0 27/02 13.00 11.00 4.78 0.0 - 0.0 - 0.0 0.0 

26/02 2.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 14.00 0.39 0.00 1.9 - 0.0 - 0.0 0.0 

26/02 3.00 7.88 2.91 0.0 - 0.0 - 0.0 0.0 27/02 15.00 0.09 0.00 2.4 - 0.0 - 0.0 0.0 

26/02 4.00 13.01 5.96 0.0 - 0.0 - 0.0 0.0 27/02 16.00 0.30 0.00 2.9 - 0.0 - 0.0 0.0 

26/02 5.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 17.00 0.72 0.00 4.0 1 4.0 10% 41.8 8444.3 

26/02 6.00 7.97 2.96 0.0 - 0.0 - 0.0 0.0 27/02 18.00 9.11 3.56 1.0 - 0.0 - 0.0 0.0 

26/02 7.00 4.02 0.68 0.0 - 0.0 - 0.0 0.0 27/02 19.00 17.44 8.30 0.0 - 0.0 - 0.0 0.0 

26/02 8.00 0.24 0.00 0.0 - 0.0 - 0.0 0.0 27/02 20.00 34.54 16.23 0.0 - 0.0 - 0.0 0.0 

26/02 9.00 0.65 0.00 0.8 0 0.0 - 0.0 0.0 27/02 21.00 68.59 30.61 0.0 - 0.0 - 0.0 0.0 

26/02 10.00 2.63 0.25 0.0 - 0.0 - 0.0 0.0 27/02 22.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 11.00 6.77 2.27 0.0 - 0.0 - 0.0 0.0 27/02 23.00 110.74 43.29 0.0 - 0.0 - 0.0 0.0 

26/02 12.00 9.92 4.09 0.0 - 0.0 - 0.0 0.0 28/02 0.00 108.15 42.68 0.0 - 0.0 - 0.0 0.0 

26/02 13.00 6.22 1.92 0.0 - 0.0 - 0.0 0.0 28/02 1.00 88.44 37.30 0.0 - 0.0 - 0.0 0.0 

26/02 14.00 4.08 0.70 0.0 - 0.0 - 0.0 0.0 28/02 2.00 75.24 33.01 0.0 - 0.0 - 0.0 0.0 

26/02 15.00 6.22 1.92 0.0 - 0.0 - 0.0 0.0 28/02 3.00 63.06 28.47 0.0 - 0.0 - 0.0 0.0 

26/02 16.00 7.10 2.47 0.0 - 0.0 - 0.0 0.0 28/02 4.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 17.00 6.86 2.32 0.0 - 0.0 - 0.0 0.0 28/02 5.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 18.00 5.08 1.13 0.0 - 0.0 - 0.0 0.0 28/02 6.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

26/02 19.00 6.00 1.77 0.0 - 0.0 - 0.0 0.0 28/02 7.00 57.50 26.19 0.0 - 0.0 - 0.0 0.0 

26/02 20.00 10.45 4.44 0.0 - 0.0 - 0.0 0.0 28/02 8.00 42.25 19.68 0.0 - 0.0 - 0.0 0.0 

26/02 21.00 14.98 7.00 0.0 - 0.0 - 0.0 0.0 28/02 9.00 36.49 17.03 0.0 - 0.0 - 0.0 0.0 

26/02 22.00 27.21 12.93 0.0 - 0.0 - 0.0 0.0 28/02 10.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 23.00 29.96 14.23 0.0 - 0.0 - 0.0 0.0 28/02 11.00 57.84 26.34 0.0 - 0.0 - 0.0 0.0 

27/02 0.00 29.10 13.83 0.0 - 0.0 - 0.0 0.0 28/02 12.00 65.24 29.33 0.0 - 0.0 - 0.0 0.0 

27/02 1.00 38.52 17.90 0.0 - 0.0 - 0.0 0.0 28/02 13.00 87.99 37.16 0.0 - 0.0 - 0.0 0.0 

27/02 2.00 21.35 10.24 0.0 - 0.0 - 0.0 0.0 28/02 14.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

27/02 3.00 18.06 8.62 0.0 - 0.0 - 0.0 0.0 28/02 15.00 118.20 45.02 0.0 - 0.0 - 0.0 0.0 

27/02 4.00 12.28 5.55 0.0 - 0.0 - 0.0 0.0 28/02 16.00 55.18 25.20 8.3 2 8.3 14% 59.9 12104.2 

27/02 5.00 31.07 14.73 0.0 - 0.0 - 0.0 0.0 28/02 17.00 44.20 20.57 14.9 3 14.9 19% 77.4 15635.0 

27/02 6.00 11.57 5.13 0.0 - 0.0 - 0.0 0.0 28/02 18.00 71.28 31.60 4.1 1 4.1 10% 42.4 8572.2 

27/02 7.00 17.14 8.14 0.0 - 0.0 - 0.0 0.0 28/02 19.00 72.45 32.03 3.8 1 3.8 9% 40.9 8265.2 

27/02 8.00 35.26 16.53 0.0 - 0.0 - 0.0 0.0 28/02 20.00 137.10 47.64 0.0 - 0.0 - 0.0 0.0 

27/02 9.00 85.33 36.33 0.0 - 0.0 - 0.0 0.0 28/02 21.00 223.49 49.95 0.0 - 0.0 - 0.0 0.0 

27/02 10.00 41.43 19.30 0.0 - 0.0 - 0.0 0.0 28/02 22.00 76.05 33.29 2.7 - 0.0 - 0.0 0.0 

27/02 11.00 39.30 18.28 0.0 - 0.0 - 0.0 0.0 28/02 23.00 58.18 26.48 9.4 2 9.4 15% 63.1 12736.8 
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Table B.3. Hourly power data of OWT farm, and hourly power, fuel consumption, GHG emissions of GT park for SC3 (6 h forecast horizon, 80% probability of correct dispatching). 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

26/02 0.00 12.76 5.82 0.0 - 0.0 - 0.0 0.0 27/02 12.00 21.88 10.48 0.0 - 0.0 - 0.0 0.0 

26/02 1.00 6.69 2.22 0.5 0 0.0 - 0.0 0.0 27/02 13.00 11.00 4.78 0.0 - 0.0 - 0.0 0.0 

26/02 2.00 8.06 3.01 0.8 0 0.0 - 0.0 0.0 27/02 14.00 0.39 0.00 9.9 2 9.9 15% 64.6 13050.3 

26/02 3.00 7.88 2.91 1.4 0 0.0 - 0.0 0.0 27/02 15.00 0.09 0.00 14.2 3 14.2 19% 75.8 15315.8 

26/02 4.00 13.01 5.96 0.0 - 0.0 - 0.0 0.0 27/02 16.00 0.30 0.00 19.1 4 19.1 22% 87.0 17573.0 

26/02 5.00 8.06 3.01 3.0 1 3.0 8% 35.6 7181.8 27/02 17.00 0.72 0.00 28.7 5 28.7 26% 108.3 21877.6 

26/02 6.00 7.97 2.96 3.6 1 3.6 9% 39.5 7980.2 27/02 18.00 9.11 3.56 29.4 6 29.4 27% 110.1 22232.2 

26/02 7.00 4.02 0.68 6.4 2 6.4 12% 53.2 10744.9 27/02 19.00 17.44 8.30 28.5 5 28.5 26% 107.9 21795.5 

26/02 8.00 0.24 0.00 8.5 2 8.5 14% 60.4 12197.6 27/02 20.00 34.54 16.23 22.6 4 22.6 24% 94.7 19130.0 

26/02 9.00 0.65 0.00 9.2 2 9.2 15% 62.5 12627.7 27/02 21.00 68.59 30.61 8.7 2 8.7 14% 61.1 12350.0 

26/02 10.00 2.63 0.25 9.6 2 9.6 15% 63.8 12893.0 27/02 22.00 82.30 35.36 4.1 1 4.1 10% 42.8 8638.7 

26/02 11.00 6.77 2.27 9.0 2 9.0 15% 62.0 12515.6 27/02 23.00 110.74 43.29 0.0 - 0.0 - 0.0 0.0 

26/02 12.00 9.92 4.09 7.9 2 7.9 13% 58.4 11796.3 28/02 0.00 108.15 42.68 0.0 - 0.0 - 0.0 0.0 

26/02 13.00 6.22 1.92 10.3 2 10.3 16% 65.9 13303.5 28/02 1.00 88.44 37.30 2.5 0 0.0 - 0.0 0.0 

26/02 14.00 4.08 0.70 12.2 3 12.2 17% 70.7 14288.5 28/02 2.00 75.24 33.01 6.5 2 6.5 12% 53.6 10823.8 

26/02 15.00 6.22 1.92 11.3 2 11.3 16% 68.3 13806.5 28/02 3.00 63.06 28.47 10.9 2 10.9 16% 67.5 13632.9 

26/02 16.00 7.10 2.47 11.0 2 11.0 16% 67.7 13677.9 28/02 4.00 82.30 35.36 3.6 1 3.6 9% 39.8 8032.8 

26/02 17.00 6.86 2.32 11.8 3 11.8 17% 69.7 14082.7 28/02 5.00 74.43 32.74 4.6 1 4.6 10% 45.3 9140.9 

26/02 18.00 5.08 1.13 13.3 3 13.3 18% 73.6 14860.3 28/02 6.00 81.02 34.95 0.3 0 0.0 - 0.0 0.0 

26/02 19.00 6.00 1.77 13.0 3 13.0 18% 72.8 14710.6 28/02 7.00 57.50 26.19 5.2 1 5.2 11% 48.0 9692.8 

26/02 20.00 10.45 4.44 11.0 2 11.0 16% 67.8 13686.6 28/02 8.00 42.25 19.68 3.1 1 3.1 8% 36.2 7313.1 

26/02 21.00 14.98 7.00 8.8 2 8.8 14% 61.4 12406.3 28/02 9.00 36.49 17.03 1.2 0 0.0 - 0.0 0.0 

26/02 22.00 27.21 12.93 3.2 1 3.2 9% 37.3 7536.7 28/02 10.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 23.00 29.96 14.23 2.6 0 0.0 - 0.0 0.0 28/02 11.00 57.84 26.34 0.0 - 0.0 - 0.0 0.0 

27/02 0.00 29.10 13.83 3.4 1 3.4 9% 38.2 7712.3 28/02 12.00 65.24 29.33 0.0 - 0.0 - 0.0 0.0 

27/02 1.00 38.52 17.90 0.0 - 0.0 - 0.0 0.0 28/02 13.00 87.99 37.16 0.0 - 0.0 - 0.0 0.0 

27/02 2.00 21.35 10.24 2.9 0 0.0 - 0.0 0.0 28/02 14.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

27/02 3.00 18.06 8.62 3.2 1 3.2 9% 37.4 7548.5 28/02 15.00 118.20 45.02 0.0 - 0.0 - 0.0 0.0 

27/02 4.00 12.28 5.55 5.1 1 5.1 11% 47.5 9595.8 28/02 16.00 55.18 25.20 0.0 - 0.0 - 0.0 0.0 

27/02 5.00 31.07 14.73 0.0 - 0.0 - 0.0 0.0 28/02 17.00 44.20 20.57 0.0 - 0.0 - 0.0 0.0 

27/02 6.00 11.57 5.13 1.8 0 0.0 - 0.0 0.0 28/02 18.00 71.28 31.60 0.0 - 0.0 - 0.0 0.0 

27/02 7.00 17.14 8.14 0.0 - 0.0 - 0.0 0.0 28/02 19.00 72.45 32.03 0.0 - 0.0 - 0.0 0.0 

27/02 8.00 35.26 16.53 0.0 - 0.0 - 0.0 0.0 28/02 20.00 137.10 47.64 0.0 - 0.0 - 0.0 0.0 

27/02 9.00 85.33 36.33 0.0 - 0.0 - 0.0 0.0 28/02 21.00 223.49 49.95 0.0 - 0.0 - 0.0 0.0 

27/02 10.00 41.43 19.30 0.0 - 0.0 - 0.0 0.0 28/02 22.00 76.05 33.29 0.0 - 0.0 - 0.0 0.0 

27/02 11.00 39.30 18.28 0.0 - 0.0 - 0.0 0.0 28/02 23.00 58.18 26.48 0.0 - 0.0 - 0.0 0.0 
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Table B.4. Hourly power data of OWT farm, and hourly power, fuel consumption, GHG emissions of GT park for SC4 (6 h forecast horizon, 90% probability of correct dispatching). 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

Date  Time Pwind,avail 

(MW) 

Pr 

(MW) 

PGT,eff 

(MW) 

NGT PGT 

(MW) 

ηGT Pfuel 

(MW) 

eGHG,GT 

(kgCO2eq) 

26/02 0.00 12.76 5.82 0.0 - 0.0 - 0.0 0.0 27/02 12.00 21.88 10.48 0.0 - 0.0 - 0.0 0.0 

26/02 1.00 6.69 2.22 0.0 - 0.0 - 0.0 0.0 27/02 13.00 11.00 4.78 0.0 - 0.0 - 0.0 0.0 

26/02 2.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 14.00 0.39 0.00 2.3 0 0.0 - 0.0 0.0 

26/02 3.00 7.88 2.91 0.0 - 0.0 - 0.0 0.0 27/02 15.00 0.09 0.00 6.6 2 6.6 12% 54.1 10933.9 

26/02 4.00 13.01 5.96 0.0 - 0.0 - 0.0 0.0 27/02 16.00 0.30 0.00 11.5 2 11.5 17% 69.0 13946.0 

26/02 5.00 8.06 3.01 0.0 - 0.0 - 0.0 0.0 27/02 17.00 0.72 0.00 21.1 4 21.1 23% 91.4 18453.2 

26/02 6.00 7.97 2.96 0.0 - 0.0 - 0.0 0.0 27/02 18.00 9.11 3.56 21.8 4 21.8 23% 93.1 18801.1 

26/02 7.00 4.02 0.68 0.0 - 0.0 - 0.0 0.0 27/02 19.00 17.44 8.30 20.9 4 20.9 23% 91.0 18372.4 

26/02 8.00 0.24 0.00 0.9 0 0.0 - 0.0 0.0 27/02 20.00 34.54 16.23 15.0 3 15.0 19% 77.6 15670.4 

26/02 9.00 0.65 0.00 1.6 0 0.0 - 0.0 0.0 27/02 21.00 68.59 30.61 1.1 0 0.0 - 0.0 0.0 

26/02 10.00 2.63 0.25 2.0 0 0.0 - 0.0 0.0 27/02 22.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 11.00 6.77 2.27 1.4 0 0.0 - 0.0 0.0 27/02 23.00 110.74 43.29 0.0 - 0.0 - 0.0 0.0 

26/02 12.00 9.92 4.09 0.3 0 0.0 - 0.0 0.0 28/02 0.00 108.15 42.68 0.0 - 0.0 - 0.0 0.0 

26/02 13.00 6.22 1.92 2.7 0 0.0 - 0.0 0.0 28/02 1.00 88.44 37.30 0.0 - 0.0 - 0.0 0.0 

26/02 14.00 4.08 0.70 4.6 1 4.6 10% 45.2 9124.6 28/02 2.00 75.24 33.01 0.0 - 0.0 - 0.0 0.0 

26/02 15.00 6.22 1.92 3.7 1 3.7 9% 40.1 8097.4 28/02 3.00 63.06 28.47 3.3 1 3.3 9% 38.1 7689.1 

26/02 16.00 7.10 2.47 3.4 1 3.4 9% 38.6 7797.2 28/02 4.00 82.30 35.36 0.0 - 0.0 - 0.0 0.0 

26/02 17.00 6.86 2.32 4.2 1 4.2 10% 43.1 8703.6 28/02 5.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 18.00 5.08 1.13 5.7 1 5.7 11% 50.4 10183.4 28/02 6.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

26/02 19.00 6.00 1.77 5.4 1 5.4 11% 49.1 9920.2 28/02 7.00 57.50 26.19 0.0 - 0.0 - 0.0 0.0 

26/02 20.00 10.45 4.44 3.4 1 3.4 11% 38.7 7817.8 28/02 8.00 42.25 19.68 0.0 - 0.0 - 0.0 0.0 

26/02 21.00 14.98 7.00 1.2 0 0.0 9% 0.0 0.0 28/02 9.00 36.49 17.03 0.0 - 0.0 - 0.0 0.0 

26/02 22.00 27.21 12.93 0.0 - 0.0 - 0.0 0.0 28/02 10.00 74.43 32.74 0.0 - 0.0 - 0.0 0.0 

26/02 23.00 29.96 14.23 0.0 - 0.0 - 0.0 0.0 28/02 11.00 57.84 26.34 0.0 - 0.0 - 0.0 0.0 

27/02 0.00 29.10 13.83 0.0 - 0.0 - 0.0 0.0 28/02 12.00 65.24 29.33 0.0 - 0.0 - 0.0 0.0 

27/02 1.00 38.52 17.90 0.0 - 0.0 - 0.0 0.0 28/02 13.00 87.99 37.16 0.0 - 0.0 - 0.0 0.0 

27/02 2.00 21.35 10.24 0.0 - 0.0 - 0.0 0.0 28/02 14.00 81.02 34.95 0.0 - 0.0 - 0.0 0.0 

27/02 3.00 18.06 8.62 0.0 - 0.0 - 0.0 0.0 28/02 15.00 118.20 45.02 0.0 - 0.0 - 0.0 0.0 

27/02 4.00 12.28 5.55 0.0 - 0.0 - 0.0 0.0 28/02 16.00 55.18 25.20 0.0 - 0.0 - 0.0 0.0 

27/02 5.00 31.07 14.73 0.0 - 0.0 - 0.0 0.0 28/02 17.00 44.20 20.57 0.0 - 0.0 - 0.0 0.0 

27/02 6.00 11.57 5.13 0.0 0 0.0 - 0.0 0.0 28/02 18.00 71.28 31.60 0.0 - 0.0 - 0.0 0.0 

27/02 7.00 17.14 8.14 0.0 - 0.0 - 0.0 0.0 28/02 19.00 72.45 32.03 0.0 - 0.0 - 0.0 0.0 

27/02 8.00 35.26 16.53 0.0 - 0.0 - 0.0 0.0 28/02 20.00 137.10 47.64 0.0 - 0.0 - 0.0 0.0 

27/02 9.00 85.33 36.33 0.0 - 0.0 - 0.0 0.0 28/02 21.00 223.49 49.95 0.0 - 0.0 - 0.0 0.0 

27/02 10.00 41.43 19.30 0.0 - 0.0 - 0.0 0.0 28/02 22.00 76.05 33.29 0.0 - 0.0 - 0.0 0.0 

27/02 11.00 39.30 18.28 0.0 - 0.0 - 0.0 0.0 28/02 23.00 58.18 26.48 0.0 - 0.0 - 0.0 0.0 
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B.3. Economic performance data for the alternative systems 

Some economic performance data associated to the power unbalances with respect to the declared power 

to grid operator are summarized in Tables B.5, B.6, B.7 and B.8 for SC1, SC2, SC3 and SC4, respectively, 

over the interval of three days selected for the analysis in case-study 2. Each table includes the hourly 

positive power unbalance (𝑃𝑢𝑛𝑏+) occurring when real power 𝑃𝑟 is greater than the dispatched power 𝑃𝑑 

estimated once defined the dispatching plan, the hourly negative power unbalance (𝑃𝑢𝑛𝑏−) occurring when 

𝑃𝑟 is lower than 𝑃𝑑 and gas turbines cannot operate due to technical minimum load limit. Moreover, the 

following information published by Italian TSO TERNA and “Gestore dei Mercati Energetici” (GME) is 

summarized: the sign of the hourly aggregated zonal unbalance associated the macro area where the point 

of dispatching is located (North Italy) [711], the hourly prices of the accepted supply offers (𝑃𝑟𝑖𝑐𝑒𝑀𝐺𝑃) 

in the day-ahead market (MGP) in the macro area where the point of dispatching is located (North Italy) 

[712], the average prices of the bids (𝑃𝑟𝑖𝑐𝑒𝑀𝐵↓) and supply offers (𝑃𝑟𝑖𝑐𝑒𝑀𝐵↑) accepted in the market of 

ancillary services in real-time balance (MB), weighted by volume, in the macro area where the dispatching 

point belongs (North Italy) [713]. These data are used to estimate revenues received by TERNA for 

positive unbalances (𝑅𝑢𝑛𝑏+) and costs paid to TERNA for negative unbalances (𝐶𝑢𝑛𝑏−), according to the 

single pricing mechanism defined in Table 5.10. Hourly 𝑅𝑢𝑛𝑏+ and 𝐶𝑢𝑛𝑏− results are reported in Tables 

B.5-B.8.  

Tables B.9, B.10, B.11 and B.12 show the details of the economic data about revenues due to electricity 

selling to the grid obtained for SC1, SC2, SC3 and SC4, respectively, over the interval of three days 

selected for the analysis in case-study 2. The hourly MGP prices for conventional electricity (𝑃𝑟𝑖𝑐𝑒𝑀𝐺𝑃) 

by GME as well as the hourly financial incentives for offshore wind power integrated into the grid 

(𝐼𝑛𝑂𝑊𝑇), estimated according to the pull mechanism described in case-study 2 are reported in the tables. 

The revenues from the selling of conventional electricity produced from gas turbines (𝑅𝑠𝑒𝑙𝑙,𝐺𝑇) are derived 

by combining MGP prices with 𝑃𝐺𝑇 values (in Tables B.1-B.4), while the revenues from the selling of 

renewable electricity produced from OWTs (𝑅𝑠𝑒𝑙𝑙,𝑂𝑊𝑇) are estimated by combining the sum of MGP 

prices and InOWT with 𝑃𝑟 values (in Tables B.1-B.4). The total revenues (𝑅𝑠𝑒𝑙𝑙) are then the summation of 

𝑅𝑠𝑒𝑙𝑙,𝐺𝑇 and 𝑅𝑠𝑒𝑙𝑙,𝑂𝑊𝑇. All the results are summarized in Table B.9-B.12. Other information reported in 

these tables is the costs associated to GHG emissions from the system (𝐶𝑒𝐺𝐻𝐺
) from the combination of 

𝑒𝐺𝐻𝐺,𝐺𝑇 (in Tables B.1-B.4) and the EU ETS carbon allowance price of 15 €/tCO2eq [229], as well as the 

discounted OPEXGT values estimated based on the data shown in Table 5.14 and economic assumptions 

(8% interest rate, 72 h economic period).  
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Table B.5. Hourly positive and negative power unbalances and associated revenues and costs for SC1 (3 h forecast horizon, 80% probability of correct dispatching). 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMB↓ 

(€/MWh) 

PriceMB↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMB↓ 

(€/MWh) 

PriceMB↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

26/02 0.00 5.8 - Sign -  34.86 21.23 - 203 - 27/02 12.00 2.0 - Sign + 33  72.1 67 - 

26/02 1.00 2.2 - Sign -  32 15.73 - 71 - 27/02 13.00 - - Sign + 30.72  72.97 - - 

26/02 2.00 3.0 - Sign -  27.85 19.28 68 205 - 27/02 14.00 - - Sign + 28.89 25 70.1 - - 

26/02 3.00 2.9 - Sign -  26.25 19.28 70.94 207 - 27/02 15.00 - - Sign + 28.55 24.9 70.04 - - 

26/02 4.00 6.0 - Sign -  26.15 19.43 70.9 423 - 27/02 16.00 - - Sign + 29.65 25 70.04 - - 

26/02 5.00 2.2 - Sign -  26.25 20 66.42 144 - 27/02 17.00 - - Sign - 33 23.83 - - - 

26/02 6.00 0.7 - Sign + 30.5 19.51 75.5 14 - 27/02 18.00 - - Sign - 38.2 24.64 - - - 

26/02 7.00 - - Sign + 26 22.27 75.5 - - 27/02 19.00 - - Sign - 46.45 24.26 - - - 

26/02 8.00 - - Sign + 38.97 - 76.39 - - 27/02 20.00 2.0 - Sign - 46 25.93 - 2 - 

26/02 9.00 - - Sign + 45 30.18 76.7 - - 27/02 21.00 2.0 - Sign - 40.01 24.45 - 16 - 

26/02 10.00 - - Sign + 45.5 32.65 79.23 - - 27/02 22.00 15.8 - Sign - 35 22.82 - 22 - 

26/02 11.00 - - Sign + 43.56 34.4 85.11 - - 27/02 23.00 21.8 - Sign - 31.39 20.07 - 32 - 

26/02 12.00 - 1.3 Sign + 39 - 76.32 - 52 28/02 0.00 32.3 - Sign - 25 2.38 66.26 33 - 

26/02 13.00 - 2.8 Sign + 36 24 75.92 - 68 28/02 1.00 32.8 - Sign - 26.17 2.27 75.24 28 - 

26/02 14.00 - 2.7 Sign + 36 27.38 75.5 - 75 28/02 2.00 28.4 - Sign - 21.9 - 61.25 26 - 

26/02 15.00 - 0.8 Sign + 37.42 - 77.35 - 32 28/02 3.00 26.2 - Sign - 19.15 - 61.25 23 - 

26/02 16.00 0.4 - Sign +  37.55 - 76.12 14 - 28/02 4.00 22.7 - Sign - 17.73 - 66.74 30 - 

26/02 17.00 1.5 - Sign -  37.5 - 76.58 115 - 28/02 5.00 30.5 - Sign - 17.31 - 61.25 30 - 

26/02 18.00 0.9 - Sign -  43.8 28.99 75.5 66 - 28/02 6.00 29.5 - Sign + 17.46 - 61.25 33 - 

26/02 19.00 1.8 - Sign -  49.51 28.09 75.5 134 - 28/02 7.00 32.6 - Sign + 20.4 - 51.99 25 - 

26/02 20.00 4.4 - Sign -  46.44 - 80.12 356 - 28/02 8.00 24.7 - Sign + 20.27 - 55.5 20 - 

26/02 21.00 7.0 - Sign -  44 35 76.75 538 - 28/02 9.00 19.6 - Sign - 24.65 0.52 52.37 17 - 

26/02 22.00 12.9 - Sign -  41.08 30.55 - 531 - 28/02 10.00 17.0 - Sign + 27.38 4.11 - 30 - 

26/02 23.00 14.2 - Sign -  35.55 - 67.84 965 - 28/02 11.00 30.3 - Sign - 36 7.49 - 16 - 

27/02 0.00 13.8 - Sign -  28.16 17.37 74.46 1030 - 28/02 12.00 16.2 - Sign + 37 8.67 - 14 - 

27/02 1.00 17.5 - Sign -  33.78 16.33 99.95 1753 - 28/02 13.00 14.0 - Sign + 34.38 4.74 82.32 16 - 

27/02 2.00 8.9 - Sign -  31.52 15.23 - 280 - 28/02 14.00 16.2 - Sign + 30.55 5.12 - 2 - 

27/02 3.00 6.7 - Sign -  30.4 17.99 - 204 - 28/02 15.00 2.1 - Sign + 30.4 4.4 82.32 7 - 

27/02 4.00 3.1 - Sign -  31.36 13.59 - 96 - 28/02 16.00 - - Sign - 30.86 3.44 84.75 - - 

27/02 5.00 11.1 - Sign -  31.31 13.59 - 349 - 28/02 17.00 - - Sign - 30 0.31 81.8 - - 

27/02 6.00 1.0 - Sign + 31.53 12.72 - 12 - 28/02 18.00 - - Sign - 32 8.4 84.75 - - 

27/02 7.00 3.4 - Sign + 33 15.55 - 53 - 28/02 19.00 - - Sign - 36.68 11.6 - - - 

27/02 8.00 10.6 - Sign + 33.53 16.53 - 176 - 28/02 20.00 3.8 - Sign - 37.5 11.13 - 141 - 

27/02 9.00 29.8 - Sign + 36 20.62 - 614 - 28/02 21.00 6.1 - Sign - 36.68 11.08 73.34 46 - 

27/02 10.00 12.3 - Sign + 34 - 82.32 417 - 28/02 22.00 - - Sign - 34.83 7.61 - - - 

27/02 11.00 10.3 - Sign + 34.99 - - 361 - 28/02 23.00 - - Sign - 30.4 6.95 - - - 
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Table B.6. Hourly positive and negative power unbalances and associated revenues and costs for SC2 (3 h forecast horizon, 90% probability of correct dispatching). 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

26/02 0.00 5.8 - Sign -  34.86 21.23 - 203 - 27/02 12.00 10.0 - Sign + 33  72.1 329 - 

26/02 1.00 2.2 - Sign -  32 15.73 - 71 - 27/02 13.00 3.8 - Sign + 30.72  72.97 116 - 

26/02 2.00 3.0 - Sign -  27.85 19.28 68 205 - 27/02 14.00 - 1.9 Sign + 28.89 25 70.1 - 48 

26/02 3.00 2.9 - Sign -  26.25 19.28 70.94 207 - 27/02 15.00 - 2.4 Sign + 28.55 24.9 70.04 - 60 

26/02 4.00 6.0 - Sign -  26.15 19.43 70.9 423 - 27/02 16.00 - 2.9 Sign + 29.65 25 70.04 - 72 

26/02 5.00 3.0 - Sign -  26.25 20 66.42 200 - 27/02 17.00 - - Sign - 33 23.83 - - - 

26/02 6.00 3.0 - Sign + 30.5 19.51 75.5 58 - 27/02 18.00 - 1.0 Sign - 38.2 24.64 - - 38 

26/02 7.00 0.7 - Sign + 26 22.27 75.5 15 - 27/02 19.00 3.2 - Sign - 46.45 24.26 - 147 - 

26/02 8.00 - - Sign + 38.97 - 76.39 - - 27/02 20.00 9.9 - Sign - 46 25.93 - 455 - 

26/02 9.00 - 0.8 Sign + 45 30.18 76.7 - 23 27/02 21.00 23.7 - Sign - 40.01 24.45 - 948 - 

26/02 10.00 0.2 - Sign + 45.5 32.65 79.23 8 - 27/02 22.00 29.8 - Sign - 35 22.82 - 1042 - 

26/02 11.00 2.3 - Sign + 43.56 34.4 85.11 78 - 27/02 23.00 40.3 - Sign - 31.39 20.07 - 1264 - 

26/02 12.00 4.1 - Sign + 39 - 76.32 160 - 28/02 0.00 40.7 - Sign - 25 2.38 66.26 2696 - 

26/02 13.00 1.9 - Sign + 36 24 75.92 46 - 28/02 1.00 36.3 - Sign - 26.17 2.27 75.24 2735 - 

26/02 14.00 0.7 - Sign + 36 27.38 75.5 19 - 28/02 2.00 33.0 - Sign - 21.9 - 61.25 2022 - 

26/02 15.00 1.9 - Sign + 37.42 - 77.35 72 - 28/02 3.00 28.5 - Sign - 19.15 - 61.25 1744 - 

26/02 16.00 2.5 - Sign +  37.55 - 76.12 93 - 28/02 4.00 35.4 - Sign - 17.73 - 66.74 2360 - 

26/02 17.00 2.3 - Sign -  37.5 - 76.58 178 - 28/02 5.00 32.7 - Sign - 17.31 - 61.25 2005 - 

26/02 18.00 1.1 - Sign -  43.8 28.99 75.5 85 - 28/02 6.00 34.9 - Sign + 17.46 - 61.25 610 - 

26/02 19.00 1.8 - Sign -  49.51 28.09 75.5 134 - 28/02 7.00 26.2 - Sign + 20.4 - 51.99 534 - 

26/02 20.00 4.4 - Sign -  46.44 - 80.12 356 - 28/02 8.00 19.7 - Sign + 20.27 - 55.5 399 - 

26/02 21.00 7.0 - Sign -  44 35 76.75 538 - 28/02 9.00 17.0 - Sign - 24.65 0.52 52.37 892 - 

26/02 22.00 12.9 - Sign -  41.08 30.55 - 531 - 28/02 10.00 32.7 - Sign + 27.38 4.11 - 135 - 

26/02 23.00 14.2 - Sign -  35.55 - 67.84 965 - 28/02 11.00 24.1 - Sign - 36 7.49 - 867 - 

27/02 0.00 13.8 - Sign -  28.16 17.37 74.46 1030 - 28/02 12.00 21.9 - Sign + 37 8.67 - 190 - 

27/02 1.00 17.9 - Sign -  33.78 16.33 99.95 1789 - 28/02 13.00 24.1 - Sign + 34.38 4.74 82.32 114 - 

27/02 2.00 10.2 - Sign -  31.52 15.23 - 323 - 28/02 14.00 10.0 - Sign + 30.55 5.12 - 51 - 

27/02 3.00 8.6 - Sign -  30.4 17.99 - 262 - 28/02 15.00 14.7 - Sign + 30.4 4.4 82.32 65 - 

27/02 4.00 5.5 - Sign -  31.36 13.59 - 174 - 28/02 16.00 - - Sign - 30.86 3.44 84.75 - - 

27/02 5.00 14.7 - Sign -  31.31 13.59 - 461 - 28/02 17.00 - - Sign - 30 0.31 81.8 - - 

27/02 6.00 5.1 - Sign + 31.53 12.72 - 65 - 28/02 18.00 - - Sign - 32 8.4 84.75 - - 

27/02 7.00 8.1 - Sign + 33 15.55 - 127 - 28/02 19.00 - - Sign - 36.68 11.6 - - - 

27/02 8.00 16.5 - Sign + 33.53 16.53 - 273 - 28/02 20.00 11.7 - Sign - 37.5 11.13 - 438 - 

27/02 9.00 36.3 - Sign + 36 20.62 - 749 - 28/02 21.00 14.0 - Sign - 36.68 11.08 73.34 1027 - 

27/02 10.00 19.3 - Sign + 34 - 82.32 656 - 28/02 22.00 - 2.7 Sign - 34.83 7.61 - - 92 

27/02 11.00 18.2 - Sign + 34.99 - - 638 - 28/02 23.00 - - Sign - 30.4 6.95 - - - 
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Table B.7. Hourly positive and negative power unbalances and associated revenues and costs for SC3 (6 h forecast horizon, 80% probability of correct dispatching). 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

26/02 0.00 3.7 - Sign -  34.86 21.23 - 128 - 27/02 12.00 10.5 - Sign + 33  72.1 346 - 

26/02 1.00 - 0.5 Sign -  32 15.73 - - 15 27/02 13.00 2.3 - Sign + 30.72  72.97 72 - 

26/02 2.00 - 0.8 Sign -  27.85 19.28 68 - 53 27/02 14.00 - - Sign + 28.89 25 70.1 - - 

26/02 3.00 - 1.4 Sign -  26.25 19.28 70.94 - 101 27/02 15.00 - - Sign + 28.55 24.9 70.04 - - 

26/02 4.00 1.1 - Sign -  26.15 19.43 70.9 76 - 27/02 16.00 - - Sign + 29.65 25 70.04 - - 

26/02 5.00 - - Sign -  26.25 20 66.42 - - 27/02 17.00 - - Sign - 33 23.83 - - - 

26/02 6.00 - - Sign + 30.5 19.51 75.5 - - 27/02 18.00 - - Sign - 38.2 24.64 - - - 

26/02 7.00 - - Sign + 26 22.27 75.5 - - 27/02 19.00 - - Sign - 46.45 24.26 - - - 

26/02 8.00 - - Sign + 38.97 - 76.39 - - 27/02 20.00 - - Sign - 46 25.93 - - - 

26/02 9.00 - - Sign + 45 30.18 76.7 - - 27/02 21.00 - - Sign - 40.01 24.45 - - - 

26/02 10.00 - - Sign + 45.5 32.65 79.23 - - 27/02 22.00 - - Sign - 35 22.82 - - - 

26/02 11.00 - - Sign + 43.56 34.4 85.11 - - 27/02 23.00 3.5 - Sign - 31.39 20.07 - 111 - 

26/02 12.00 - - Sign + 39 - 76.32 - - 28/02 0.00 2.9 - Sign - 25 2.38 66.26 190 - 

26/02 13.00 - - Sign + 36 24 75.92 - - 28/02 1.00 - 2.5 Sign - 26.17 2.27 75.24 - 185 

26/02 14.00 - - Sign + 36 27.38 75.5 - - 28/02 2.00 - - Sign - 21.9 - 61.25 - - 

26/02 15.00 - - Sign + 37.42 - 77.35 - - 28/02 3.00 - - Sign - 19.15 - 61.25 - - 

26/02 16.00 - - Sign +  37.55 - 76.12 - - 28/02 4.00 - - Sign - 17.73 - 66.74 - - 

26/02 17.00 - - Sign -  37.5 - 76.58 - - 28/02 5.00 - - Sign - 17.31 - 61.25 - - 

26/02 18.00 - - Sign -  43.8 28.99 75.5 - - 28/02 6.00 - 0.3 Sign + 17.46 - 61.25 - - 

26/02 19.00 - - Sign -  49.51 28.09 75.5 - - 28/02 7.00 - - Sign + 20.4 - 51.99 - - 

26/02 20.00 - - Sign -  46.44 - 80.12 - - 28/02 8.00 - - Sign + 20.27 - 55.5 - - 

26/02 21.00 - - Sign -  44 35 76.75 - - 28/02 9.00 - 1.2 Sign - 24.65 0.52 52.37 - 63 

26/02 22.00 - - Sign -  41.08 30.55 - - - 28/02 10.00 20.4 - Sign + 27.38 4.11 - 78 - 

26/02 23.00 - 2.6 Sign -  35.55 - 67.84 - 177 28/02 11.00 26.6 - Sign - 36 7.49 - 734 - 

27/02 0.00 - - Sign -  28.16 17.37 74.46 - - 28/02 12.00 35.8 - Sign + 37 8.67 - 230 - 

27/02 1.00 2.1 - Sign -  33.78 16.33 99.95 212 - 28/02 13.00 34.9 - Sign + 34.38 4.74 82.32 170 - 

27/02 2.00 - 2.9 Sign -  31.52 15.23 - - 90 28/02 14.00 45.0 - Sign + 30.55 5.12 - 179 - 

27/02 3.00 - - Sign -  30.4 17.99 - - - 28/02 15.00 25.2 - Sign + 30.4 4.4 82.32 198 - 

27/02 4.00 - - Sign -  31.36 13.59 - - - 28/02 16.00 20.6 - Sign - 30.86 3.44 84.75 2136 - 

27/02 5.00 6.6 - Sign -  31.31 13.59 - 207 - 28/02 17.00 31.6 - Sign - 30 0.31 81.8 1682 - 

27/02 6.00 - 1.8 Sign + 31.53 12.72 - - 23 28/02 18.00 32.0 - Sign - 32 8.4 84.75 2678 - 

27/02 7.00 2.2 - Sign + 33 15.55 - 34 - 28/02 19.00 47.6 - Sign - 36.68 11.6 - 1175 - 

27/02 8.00 12.6 - Sign + 33.53 16.53 - 208 - 28/02 20.00 50.0 - Sign - 37.5 11.13 - 1787 - 

27/02 9.00 33.4 - Sign + 36 20.62 - 688 - 28/02 21.00 33.3 - Sign - 36.68 11.08 73.34 3664 - 

27/02 10.00 17.3 - Sign + 34 - 82.32 589 - 28/02 22.00 26.5 - Sign - 34.83 7.61 - 1159 92 

27/02 11.00 18.0 - Sign + 34.99 - - 629 - 28/02 23.00 20.4 - Sign - 30.4 6.95 - 805 - 
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Table B.8. Hourly positive and negative power unbalances and associated revenues and costs for SC4 (6 h forecast horizon, 90% probability of correct dispatching). 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

Date  Time Punb+ 

(MW) 

Punb− 

(MW) 

Zonal 

unbal. 
PriceMGP 

(€/MWh) 

PriceMP↓ 

(€/MWh) 

PriceMP↑ 

(€/MWh) 

Runb+ 

(€) 

Cunb− 

(€) 

26/02 0.00 5.8 - Sign -  34.86 21.23 - 203 - 27/02 12.00 10.5 - Sign + 33  72.1 346 - 

26/02 1.00 2.2 - Sign -  32 15.73 - 71 - 27/02 13.00 4.8 - Sign + 30.72  72.97 147 - 

26/02 2.00 3.0 - Sign -  27.85 19.28 68 205 - 27/02 14.00 - 2.3 Sign + 28.89 25 70.1 - 57 

26/02 3.00 2.9 - Sign -  26.25 19.28 70.94 207 - 27/02 15.00 - - Sign + 28.55 24.9 70.04 - - 

26/02 4.00 6.0 - Sign -  26.15 19.43 70.9 423 - 27/02 16.00 - - Sign + 29.65 25 70.04 - - 

26/02 5.00 3.0 - Sign -  26.25 20 66.42 200 - 27/02 17.00 - - Sign - 33 23.83 - - - 

26/02 6.00 3.0 - Sign + 30.5 19.51 75.5 58 - 27/02 18.00 - - Sign - 38.2 24.64 - - - 

26/02 7.00 0.7 - Sign + 26 22.27 75.5 15 - 27/02 19.00 - - Sign - 46.45 24.26 - - - 

26/02 8.00 - 0.9 Sign + 38.97 - 76.39 - 35 27/02 20.00 - - Sign - 46 25.93 - - - 

26/02 9.00 - 1.6 Sign + 45 30.18 76.7 - 48 27/02 21.00 - 1.1 Sign - 40.01 24.45 - - 45 

26/02 10.00 - 2.0 Sign + 45.5 32.65 79.23 - 66 27/02 22.00 3.5 - Sign - 35 22.82 - 121 - 

26/02 11.00 - 1.4 Sign + 43.56 34.4 85.11 - 48 27/02 23.00 11.1 - Sign - 31.39 20.07 - 349 - 

26/02 12.00 - 0.3 Sign + 39 - 76.32 - 11 28/02 0.00 10.5 - Sign - 25 2.38 66.26 693 - 

26/02 13.00 - 2.7 Sign + 36 24 75.92 - 66 28/02 1.00 5.1 - Sign - 26.17 2.27 75.24 386 - 

26/02 14.00 - - Sign + 36 27.38 75.5 - - 28/02 2.00 1.1 - Sign - 21.9 - 61.25 66 - 

26/02 15.00 - - Sign + 37.42 - 77.35 - - 28/02 3.00 - - Sign - 19.15 - 61.25 - - 

26/02 16.00 - - Sign +  37.55 - 76.12 - - 28/02 4.00 4.0 - Sign - 17.73 - 66.74 266 - 

26/02 17.00 - - Sign -  37.5 - 76.58 - - 28/02 5.00 3.0 - Sign - 17.31 - 61.25 183 - 

26/02 18.00 - - Sign -  43.8 28.99 75.5 - - 28/02 6.00 7.3 - Sign + 17.46 - 61.25 127 - 

26/02 19.00 - - Sign -  49.51 28.09 75.5 - - 28/02 7.00 2.4 - Sign + 20.4 - 51.99 49 - 

26/02 20.00 - - Sign -  46.44 - 80.12 - - 28/02 8.00 4.5 - Sign + 20.27 - 55.5 92 - 

26/02 21.00 - 1.2 Sign -  44 35 76.75 - 93 28/02 9.00 6.4 - Sign - 24.65 0.52 52.37 335 - 

26/02 22.00 4.4 - Sign -  41.08 30.55 - 179 - 28/02 10.00 26.6 - Sign + 27.38 4.11 - 109 - 

26/02 23.00 5.0 - Sign -  35.55 - 67.84 338 - 28/02 11.00 26.3 - Sign - 36 7.49 - 948 - 

27/02 0.00 4.2 - Sign -  28.16 17.37 74.46 315 - 28/02 12.00 29.3 - Sign + 37 8.67 - 254 - 

27/02 1.00 9.7 - Sign -  33.78 16.33 99.95 970 - 28/02 13.00 37.2 - Sign + 34.38 4.74 82.32 176 - 

27/02 2.00 4.7 - Sign -  31.52 15.23 - 149 - 28/02 14.00 34.9 - Sign + 30.55 5.12 - 179 - 

27/02 3.00 4.4 - Sign -  30.4 17.99 - 132 - 28/02 15.00 45.0 - Sign + 30.4 4.4 82.32 198 - 

27/02 4.00 2.5 - Sign -  31.36 13.59 - 79 - 28/02 16.00 25.2 - Sign - 30.86 3.44 84.75 2136 - 

27/02 5.00 14.2 - Sign -  31.31 13.59 - 445 - 28/02 17.00 20.6 - Sign - 30 0.31 81.8 1682 - 

27/02 6.00 5.1 - Sign + 31.53 12.72 - 65 - 28/02 18.00 31.6 - Sign - 32 8.4 84.75 2678 - 

27/02 7.00 8.1 - Sign + 33 15.55 - 127 - 28/02 19.00 32.0 - Sign - 36.68 11.6 - 1175 - 

27/02 8.00 16.5 - Sign + 33.53 16.53 - 273 - 28/02 20.00 47.6 - Sign - 37.5 11.13 - 1787 - 

27/02 9.00 36.3 - Sign + 36 20.62 - 749 - 28/02 21.00 50.0 - Sign - 36.68 11.08 73.34 3664 - 

27/02 10.00 19.3 - Sign + 34 - 82.32 656 - 28/02 22.00 33.3 - Sign - 34.83 7.61 - 1159 - 

27/02 11.00 18.3 - Sign + 34.99 - - 640 - 28/02 23.00 26.5 - Sign - 30.4 6.95 - 805 - 
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Table B.9. Hourly revenues from electricity selling, GHG emissions costs and OPEX of the GT park for SC1 (3 h forecast horizon, 80% probability of correct dispatching). 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

26/02 0.00 34.9 135.5 0 992 992 - - 27/02 12.00 33.0 137.4 0 1786 1786 - - 

26/02 1.00 32.0 138.4 0 378 378 - - 27/02 13.00 30.7 139.6 127 815 942 130 11 

26/02 2.00 27.9 142.5 0 513 513 - - 27/02 14.00 28.9 141.5 284 0 284 195 26 

26/02 3.00 26.3 144.1 0 497 497 - - 27/02 15.00 28.6 141.8 294 0 294 199 27 

26/02 4.00 26.2 144.2 0 1016 1016 - - 27/02 16.00 29.7 140.7 320 0 320 203 29 

26/02 5.00 26.3 144.1 0 513 513 - - 27/02 17.00 33.0 137.4 392 0 392 212 32 

26/02 6.00 30.5 139.9 0 505 505 - - 27/02 18.00 38.2 132.2 340 606 947 187 24 

26/02 7.00 36.0 134.4 109 116 225 109 8 27/02 19.00 46.5 123.9 221 1414 1635 140 13 

26/02 8.00 39.0 131.4 268 0 268 167 18 27/02 20.00 46.0 124.4 0 2764 2764 - - 

26/02 9.00 45.0 125.4 391 0 391 185 23 27/02 21.00 40.0 130.3 0 5214 5214 - - 

26/02 10.00 45.5 124.9 346 42 389 174 20 27/02 22.00 35.0 135.4 0 6024 6024 - - 

26/02 11.00 43.6 126.8 172 387 559 127 11 27/02 23.00 31.4 139.0 0 7375 7375 - - 

26/02 12.00 39.0 131.4 0 697 697 109 8 28/02 0.00 25.0 145.4 0 7270 7270 - - 

26/02 13.00 36.0 134.4 0 328 328 - - 28/02 1.00 26.2 144.2 0 6354 6354 - - 

26/02 14.00 36.0 134.4 0 119 119 - - 28/02 2.00 21.9 148.5 0 5624 5624 - - 

26/02 15.00 37.4 132.9 0 328 328 - - 28/02 3.00 19.2 151.2 0 4850 4850 - - 

26/02 16.00 37.6 132.8 0 420 420 - - 28/02 4.00 17.7 152.6 0 6024 6024 - - 

26/02 17.00 37.5 132.9 0 395 395 - - 28/02 5.00 17.3 153.0 0 5577 5577 - - 

26/02 18.00 43.8 126.6 0 192 192 - - 28/02 6.00 17.5 152.9 0 5954 5954 - - 

26/02 19.00 49.5 120.8 0 302 302 - - 28/02 7.00 20.4 150.0 0 4462 4462 - - 

26/02 20.00 46.4 123.9 0 756 756 - - 28/02 8.00 20.3 150.1 0 3352 3352 - - 

26/02 21.00 44.0 126.4 0 1193 1193 - - 28/02 9.00 24.7 145.7 0 2900 2900 - - 

26/02 22.00 41.1 129.3 0 2202 2202 - - 28/02 10.00 27.4 143.0 0 5577 5577 - - 

26/02 23.00 35.6 134.8 0 2424 2424 - - 28/02 11.00 36.0 134.4 0 4486 4486 - - 

27/02 0.00 28.2 142.2 0 2356 2356 - - 28/02 12.00 37.0 133.4 0 4996 4996 - - 

27/02 1.00 33.8 136.6 0 3049 3049 - - 28/02 13.00 34.4 136.0 0 6331 6331 - - 

27/02 2.00 31.5 138.8 0 1744 1744 - - 28/02 14.00 30.6 139.8 0 5954 5954 - - 

27/02 3.00 30.4 140.0 0 1469 1469 - - 28/02 15.00 30.4 140.0 0 7669 7669 - - 

27/02 4.00 31.4 139.0 0 945 945 - - 28/02 16.00 30.9 139.5 501 4293 4794 244 43 

27/02 5.00 31.3 139.0 0 2509 2509 - - 28/02 17.00 30.0 140.4 685 3503 4188 289 61 

27/02 6.00 31.5 138.8 0 874 874 - - 28/02 18.00 32.0 138.4 384 5384 5767 213 32 

27/02 7.00 33.0 137.4 0 1386 1386 - - 28/02 19.00 36.7 133.7 430 5456 5886 211 31 

27/02 8.00 33.5 136.8 0 2815 2815 - - 28/02 20.00 37.5 132.9 0 8116 8116 - - 

27/02 9.00 36.0 134.4 0 6189 6189 - - 28/02 21.00 36.7 133.7 0 8510 8510 - - 

27/02 10.00 34.0 136.4 0 3287 3287 - - 28/02 22.00 34.8 135.5 369 5671 6039 202 28 

27/02 11.00 35.0 135.4 0 3114 3114 - - 28/02 23.00 30.4 140.0 525 4511 5036 251 46 
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Table B.10. Hourly revenues from electricity selling, GHG emissions costs and OPEX of the GT park for SC2 (3 h forecast horizon, 90% probability of correct dispatching).  

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell (€) CeGHG
 

(€) 

OPEXGT 

(€) 

26/02 0.00 34.9 135.5 0 992 992 - - 27/02 12.00 33.0 137.4 0 1786 1786 -  

26/02 1.00 32.0 138.4 0 378 378 - - 27/02 13.00 30.7 139.6 0 815 815 -  

26/02 2.00 27.9 142.5 0 513 513 - - 27/02 14.00 28.9 141.5 0 0 - -  

26/02 3.00 26.3 144.1 0 497 497 - - 27/02 15.00 28.6 141.8 190 0 - -  

26/02 4.00 26.2 144.2 0 1016 1016 - - 27/02 16.00 29.7 140.7 341 0 - -  

26/02 5.00 26.3 144.1 0 513 513 - - 27/02 17.00 33.0 137.4 695 0 131 127 11 

26/02 6.00 30.5 139.9 0 505 505 - - 27/02 18.00 38.2 132.2 834 606 606 -  

26/02 7.00 36.0 134.4 0 116 116 - - 27/02 19.00 46.5 123.9 970 1414 1414 -  

26/02 8.00 39.0 131.4 0 0 0 - - 27/02 20.00 46.0 124.4 689 2764 2764 -  

26/02 9.00 45.0 125.4 0 0 0 - - 27/02 21.00 40.0 130.3 0 5214 5214 -  

26/02 10.00 45.5 124.9 0 42 42 - - 27/02 22.00 35.0 135.4 0 6024 6024 -  

26/02 11.00 43.6 126.8 0 387 387 - - 27/02 23.00 31.4 139.0 0 7375 7375 -  

26/02 12.00 39.0 131.4 0 697 697 - - 28/02 0.00 25.0 145.4 0 7270 7270 -  

26/02 13.00 36.0 134.4 0 328 328 - - 28/02 1.00 26.2 144.2 0 6354 6354 -  

26/02 14.00 36.0 134.4 165 119 119 - - 28/02 2.00 21.9 148.5 0 5624 5624 -  

26/02 15.00 37.4 132.9 137 328 328 - - 28/02 3.00 19.2 151.2 64 4850 4850 -  

26/02 16.00 37.6 132.8 129 420 420 - - 28/02 4.00 17.7 152.6 0 6024 6024 -  

26/02 17.00 37.5 132.9 157 395 395 - - 28/02 5.00 17.3 153.0 0 5577 5577 -  

26/02 18.00 43.8 126.6 250 192 192 - - 28/02 6.00 17.5 152.9 0 5954 5954 -  

26/02 19.00 49.5 120.8 268 302 302 - - 28/02 7.00 20.4 150.0 0 4462 4462 -  

26/02 20.00 46.4 123.9 160 756 756 - - 28/02 8.00 20.3 150.1 0 3352 3352 -  

26/02 21.00 44.0 126.4 0 1193 1193 - - 28/02 9.00 24.7 145.7 0 2900 2900 -  

26/02 22.00 41.1 129.3 0 2202 2202 - - 28/02 10.00 27.4 143.0 0 5577 5577 -  

26/02 23.00 35.6 134.8 0 2424 2424 - - 28/02 11.00 36.0 134.4 0 4486 4486 -  

27/02 0.00 28.2 142.2 0 2356 2356 - - 28/02 12.00 37.0 133.4 0 4996 4996 -  

27/02 1.00 33.8 136.6 0 3049 3049 - - 28/02 13.00 34.4 136.0 0 6331 6331 -  

27/02 2.00 31.5 138.8 0 1744 1744 - - 28/02 14.00 30.6 139.8 0 5954 5954 -  

27/02 3.00 30.4 140.0 0 1469 1469 - - 28/02 15.00 30.4 140.0 0 7669 7669 -  

27/02 4.00 31.4 139.0 0 945 945 - - 28/02 16.00 30.9 139.5 0 4293 4550 182 22 

27/02 5.00 31.3 139.0 0 2509 2509 - - 28/02 17.00 30.0 140.4 0 3503 3951 235 40 

27/02 6.00 31.5 138.8 0 874 874 - - 28/02 18.00 32.0 138.4 0 5384 5514 129 11 

27/02 7.00 33.0 137.4 0 1386 1386 - - 28/02 19.00 36.7 133.7 0 5456 5596 124 10 

27/02 8.00 33.5 136.8 0 2815 2815 - - 28/02 20.00 37.5 132.9 0 8116 8116 -  

27/02 9.00 36.0 134.4 0 6189 6189 - - 28/02 21.00 36.7 133.7 0 8510 8510 -  

27/02 10.00 34.0 136.4 0 3287 3287 - - 28/02 22.00 34.8 135.5 0 5671 5671 -  

27/02 11.00 35.0 135.4 0 3114 3114 - - 28/02 23.00 30.4 140.0 0 4511 4795 191 25 
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Table B.11. Hourly revenues from electricity selling, GHG emissions costs and OPEX of the GT park for SC3 (6 h forecast horizon, 80% probability of correct dispatching). 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

26/02 0.00 34.9 135.5 0 992 992 - - 27/02 12.00 33.0 137.4 0 1786 1786 - - 

26/02 1.00 32.0 138.4 0 378 378 - - 27/02 13.00 30.7 139.6 0 815 815 - - 

26/02 2.00 27.9 142.5 0 513 513 - - 27/02 14.00 28.9 141.5 286 0 286 196 26 

26/02 3.00 26.3 144.1 0 497 497 - - 27/02 15.00 28.6 141.8 407 0 407 230 38 

26/02 4.00 26.2 144.2 0 1016 1016 - - 27/02 16.00 29.7 140.7 566 0 566 264 51 

26/02 5.00 26.3 144.1 78 513 591 108 8 27/02 17.00 33.0 137.4 945 0 945 328 76 

26/02 6.00 30.5 139.9 109 505 614 120 10 27/02 18.00 38.2 132.2 1124 606 1730 333 78 

26/02 7.00 36.0 134.4 231 116 347 161 17 27/02 19.00 46.5 123.9 1322 1414 2736 327 76 

26/02 8.00 39.0 131.4 330 0 330 183 23 27/02 20.00 46.0 124.4 1038 2764 3802 287 60 

26/02 9.00 45.0 125.4 413 0 413 189 24 27/02 21.00 40.0 130.3 349 5214 5563 185 23 

26/02 10.00 45.5 124.9 438 42 480 193 26 27/02 22.00 35.0 135.4 144 6024 6169 130 11 

26/02 11.00 43.6 126.8 391 387 778 188 24 27/02 23.00 31.4 139.0 0 7375 7375 - - 

26/02 12.00 39.0 131.4 307 697 1003 177 21 28/02 0.00 25.0 145.4 0 7270 7270 - - 

26/02 13.00 36.0 134.4 372 328 700 200 28 28/02 1.00 26.2 144.2 0 6354 6354 - - 

26/02 14.00 36.0 134.4 438 119 557 214 32 28/02 2.00 21.9 148.5 142 5624 5766 162 17 

26/02 15.00 37.4 132.9 421 328 749 207 30 28/02 3.00 19.2 151.2 209 4850 5060 204 29 

26/02 16.00 37.6 132.8 414 420 834 205 29 28/02 4.00 17.7 152.6 64 6024 6088 120 10 

26/02 17.00 37.5 132.9 442 395 837 211 31 28/02 5.00 17.3 153.0 80 5577 5656 137 12 

26/02 18.00 43.8 126.6 583 192 775 223 35 28/02 6.00 17.5 152.9 0 5954 5954 - 0 

26/02 19.00 49.5 120.8 644 302 946 221 35 28/02 7.00 20.4 150.0 105 4462 4568 145 14 

26/02 20.00 46.4 123.9 512 756 1268 205 29 28/02 8.00 20.3 150.1 62 3352 3414 110 8 

26/02 21.00 44.0 126.4 388 1193 1581 186 23 28/02 9.00 24.7 145.7 0 2900 2900 - - 

26/02 22.00 41.1 129.3 133 2202 2335 113 9 28/02 10.00 27.4 143.0 0 5577 5577 - - 

26/02 23.00 35.6 134.8 0 2424 2424 - - 28/02 11.00 36.0 134.4 0 4486 4486 - - 

27/02 0.00 28.2 142.2 95 2356 2450 116 - 28/02 12.00 37.0 133.4 0 4996 4996 - - 

27/02 1.00 33.8 136.6 0 3049 3049 - - 28/02 13.00 34.4 136.0 0 6331 6331 - - 

27/02 2.00 31.5 138.8 0 1744 1744 - - 28/02 14.00 30.6 139.8 0 5954 5954 - - 

27/02 3.00 30.4 140.0 98 1469 1567 113 - 28/02 15.00 30.4 140.0 0 7669 7669 - - 

27/02 4.00 31.4 139.0 159 945 1104 144 13 28/02 16.00 30.9 139.5 0 4293 4293 - - 

27/02 5.00 31.3 139.0 0 2509 2509 - - 28/02 17.00 30.0 140.4 0 3503 3503 - - 

27/02 6.00 31.5 138.8 0 874 874 - - 28/02 18.00 32.0 138.4 0 5384 5384 - - 

27/02 7.00 33.0 137.4 0 1386 1386 - - 28/02 19.00 36.7 133.7 0 5456 5456 - - 

27/02 8.00 33.5 136.8 0 2815 2815 - - 28/02 20.00 37.5 132.9 0 8116 8116 - - 

27/02 9.00 36.0 134.4 0 6189 6189 - - 28/02 21.00 36.7 133.7 0 8510 8510 - - 

27/02 10.00 34.0 136.4 0 3287 3287 - - 28/02 22.00 34.8 135.5 0 5671 5671 - - 

27/02 11.00 35.0 135.4 0 3114 3114 - - 28/02 23.00 30.4 140.0 0 4511 4795 - - 
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Table B.12. Hourly revenues from electricity selling, GHG emissions costs and OPEX of the GT park for SC4 (6 h forecast horizon, 90% probability of correct dispatching). 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

Date  Time PriceMGP 

(€/MWh) 

InOWT 

(€/MWh) 
Rsell,GT 

(€) 

Rsell,OWT 

(€) 

Rsell 

(€) 

CeGHG
 

(€) 

OPEXGT 

(€) 

26/02 0.00 34.9 135.5 0 992 992 - - 27/02 12.00 33.0 137.4 0 1786 1786 - - 

26/02 1.00 32.0 138.4 0 378 378 - - 27/02 13.00 30.7 139.6 0 815 815 - - 

26/02 2.00 27.9 142.5 0 513 513 - - 27/02 14.00 28.9 141.5 0 0 0 - - 

26/02 3.00 26.3 144.1 0 497 497 - - 27/02 15.00 28.6 141.8 190 0 190 164 18 

26/02 4.00 26.2 144.2 0 1016 1016 - - 27/02 16.00 29.7 140.7 341 0 341 209 31 

26/02 5.00 26.3 144.1 0 513 513 - - 27/02 17.00 33.0 137.4 695 0 695 277 56 

26/02 6.00 30.5 139.9 0 505 505 - - 27/02 18.00 38.2 132.2 834 606 1440 282 58 

26/02 7.00 36.0 134.4 0 116 116 - - 27/02 19.00 46.5 123.9 970 1414 2384 276 56 

26/02 8.00 39.0 131.4 0 0 0 - - 27/02 20.00 46.0 124.4 689 2764 3453 235 40 

26/02 9.00 45.0 125.4 0 0 0 - - 27/02 21.00 40.0 130.3 0 5214 5214 - - 

26/02 10.00 45.5 124.9 0 42 42 - - 27/02 22.00 35.0 135.4 0 6024 6024 - - 

26/02 11.00 43.6 126.8 0 387 387 - - 27/02 23.00 31.4 139.0 0 7375 7375 - - 

26/02 12.00 39.0 131.4 0 697 697 - - 28/02 0.00 25.0 145.4 0 7270 7270 - - 

26/02 13.00 36.0 134.4 0 328 328 - - 28/02 1.00 26.2 144.2 0 6354 6354 - - 

26/02 14.00 36.0 134.4 165 119 284 137 12 28/02 2.00 21.9 148.5 0 5624 5624 - - 

26/02 15.00 37.4 132.9 137 328 465 121 10 28/02 3.00 19.2 151.2 64 4850 4914 115 9 

26/02 16.00 37.6 132.8 129 420 549 117 9 28/02 4.00 17.7 152.6 0 6024 6024 - - 

26/02 17.00 37.5 132.9 157 395 552 131 11 28/02 5.00 17.3 153.0 0 5577 5577 - - 

26/02 18.00 43.8 126.6 250 192 443 153 15 28/02 6.00 17.5 152.9 0 5954 5954 - - 

26/02 19.00 49.5 120.8 268 302 570 149 14 28/02 7.00 20.4 150.0 0 4462 4462 - - 

26/02 20.00 46.4 123.9 160 756 916 117 9 28/02 8.00 20.3 150.1 0 3352 3352 - - 

26/02 21.00 44.0 126.4 0 1193 1193 - - 28/02 9.00 24.7 145.7 0 2900 2900 - - 

26/02 22.00 41.1 129.3 0 2202 2202 - - 28/02 10.00 27.4 143.0 0 5577 5577 - - 

26/02 23.00 35.6 134.8 0 2424 2424 - - 28/02 11.00 36.0 134.4 0 4486 4486 - - 

27/02 0.00 28.2 142.2 0 2356 2356 - - 28/02 12.00 37.0 133.4 0 4996 4996 - - 

27/02 1.00 33.8 136.6 0 3049 3049 - - 28/02 13.00 34.4 136.0 0 6331 6331 - - 

27/02 2.00 31.5 138.8 0 1744 1744 - - 28/02 14.00 30.6 139.8 0 5954 5954 - - 

27/02 3.00 30.4 140.0 0 1469 1469 - - 28/02 15.00 30.4 140.0 0 7669 7669 - - 

27/02 4.00 31.4 139.0 0 945 945 - - 28/02 16.00 30.9 139.5 0 4293 4293 - - 

27/02 5.00 31.3 139.0 0 2509 2509 - - 28/02 17.00 30.0 140.4 0 3503 3503 - - 

27/02 6.00 31.5 138.8 0 874 874 - - 28/02 18.00 32.0 138.4 0 5384 5384 - - 

27/02 7.00 33.0 137.4 0 1386 1386 - - 28/02 19.00 36.7 133.7 0 5456 5456 - - 

27/02 8.00 33.5 136.8 0 2815 2815 - - 28/02 20.00 37.5 132.9 0 8116 8116 - - 

27/02 9.00 36.0 134.4 0 6189 6189 - - 28/02 21.00 36.7 133.7 0 8510 8510 - - 

27/02 10.00 34.0 136.4 0 3287 3287 - - 28/02 22.00 34.8 135.5 0 5671 5671 - - 

27/02 11.00 35.0 135.4 0 3114 3114 - - 28/02 23.00 30.4 140.0 0 4511 4511 - - 
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Appendix C.  

Set of event trees for offshore oil & gas production 

operations 
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C.1. Introduction 

The set of reference event trees developed in the inherent safety assessment methodology described in 

Section 4.5 and used in the application of the method to case-study 3 and case-study 5 are presented in 

the following. R1, R2, R3a and R3b are the reference release modes defined in Table 4.20. The letters a 

to l identify the reference event tree corresponding to the release. The codes marked with star (*) refer to 

a release below the sea surface level. 

C.2. Set of event trees 

 

Reference 

release  

mode 

 Secondary critical 

event 
 Tertiary critical 

event 
 Accident scenario  Effect 

 

a) R1/R2 /R3b   Pool formation   Pool ignited   Pool fire   Thermal radiation 
 Liquid        Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 

         Flash fire   Thermal radiation 

         Toxic cloud   Toxic concentration 

     

Slick formation 

on the sea surface  Environmental damage  Ecotoxic thickness 

      

Dissolution in 

water column   Environmental damage   Ecotoxic concentration 

 

b) R3a    Pool formation   Pool ignited   Pool fire   Thermal radiation 
 Liquid        Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 

         Flash fire   Thermal radiation 
 

        Toxic cloud   Toxic concentration 

      

Slick formation 

on the sea surface  Environmental damage  Ecotoxic thickness 

     

Dissolution in 

water column   Environmental damage   Ecotoxic concentration 

 

c) R3a    Catastrophic rupture   Vessel burst   Overpressure generation   Overpressure 
 Liquid   Pool formation   Pool ignited   Pool fire   Thermal radiation 

         Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 
 

        Flash fire   Thermal radiation 
 

 
 

      Toxic cloud   Toxic concentration 

 

  

   

Slick formation 

on the sea surface  Environmental damage  Ecotoxic thickness 

 
  

  

Dissolution in 

water column   Environmental damage   

Ecotoxic 

concentration 

 

d) R1/R2/R3b    Gas jet   Gas jet ignited   Jet fire   Thermal radiation 

 Gas        Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 

       Flash fire   Thermal radiation 

        Toxic cloud   Toxic concentration 
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e) R3a    Gas puff   Gas puff ignited   Toxic cloud   Toxic concentration 

 Gas     Gas dispersion   VCE   Overpressure 

         Flash fire   Thermal radiation 
 

      Toxic cloud   Toxic concentration 

 

 

f) R3a    Catastrophic rupture   Vessel burst   BLEVE   Overpressure 

 Gas   Gas puff   Gas puff ignited   Fireball   Thermal radiation 
 

        Toxic cloud   Toxic concentration 

     Gas dispersion   VCE   Overpressure 

       Flash fire   Thermal radiation 

        Toxic cloud   Toxic concentration 

 

 

g) R1/R2/R3b    Pool formation   Pool ignited   Pool fire   Thermal radiation 

 Liquid-Gas         Toxic cloud   Toxic concentration 
 

      Gas dispersion   VCE   Overpressure 

         Flash fire   Thermal radiation 

          Toxic cloud   Toxic concentration 

       

Slick formation on 

the sea surface  Environmental damage  Ecotoxic thickness 

     

Dissolution in water 

column   Environmental damage   Ecotoxic concentration 

    Two-phase jet   Two-jet ignited   Jet fire   Thermal radiation 

         Toxic cloud   Toxic concentration 

     Gas dispersion   VCE   Overpressure 

       Flash fire   Thermal radiation 

        Toxic cloud   Toxic concentration 

 

 

h) R3a  Pool formation   Pool ignited   Pool fire   Thermal radiation 

 Liquid-Gas        Toxic cloud   Toxic concentration 

      Gas dispersion    VCE   Overpressure 

         Flashfire   Thermal radiation 

         Toxic cloud   Toxic concentration 

 

      

Slick formation 

on sea surface  

Environmental 

damage  Ecotoxic thickness 

 

     

Dissolution in 

water column   

Environmental 

damage   Ecotoxic concentration 

   Aerosol puff   Puff ignited   Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 

        Flash fire   Thermal radiation 

        Toxic cloud   Toxic concentration 
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i) R3a  Catastrophic rupture   Vessel burst   BLEVE   Overpressure 

 Liquid-Gas  Pool formation   Pool ignited   Pool fire   Thermal radiation 

          Toxic cloud   Toxic concentration 

      Gas dispersion    VCE   Overpressure 

         Flashfire   Thermal radiation 
 

        Toxic cloud   Toxic concentration 

 

      

Slick formation 

on sea surface  Environmental damage  Ecotoxic thickness 

     

Dissolution in 

water column   Environmental damage   Ecotoxic concentration 

    Aerosol puff   Puff ignited   Fireball   Thermal radiation 

          Toxic cloud   Toxic concentration 

     Gas dispersion   VCE   Overpressure 

       Flash fire   Thermal radiation 

        Toxic cloud   Toxic concentration 

 

 

l)* 
R1/R2/R3b   

Pool formation 

on sea surface   Pool ignited   Pool fire   Thermal radiation 
 Liquid         Toxic cloud   Toxic concentration 

      Gas dispersion   VCE   Overpressure 

          Flash fire   Thermal radiation 

          Toxic cloud   Toxic concentration 

      

Slick formation 

on sea surface  Environmental damage  Ecotoxic thickness 

     

Dissolution in 

water column   Environmental damage   Ecotoxic concentration 

   

Subsea liquid 

dispersion  

Dissolution in 

water column  Environmental damage   Ecotoxic concentration 

 

 

m)* R1/R2/R3

b   

Subsea gas 

dispersion up to the 

sea surface   

Gas dispersion to 

the atmosphere   VCE   Overpressure 
 Gas      Flash fire   Thermal radiation 

        Toxic cloud  Toxic concentration 

 

 

n)* 

R1/R2/R3b   

Pool formation and 

gas plume on the sea 

surface   Pool ignited   Pool fire   Thermal radiation 

 Liquid-Gas         Toxic cloud   Toxic concentration 
 

     Gas dispersion   VCE   Overpressure 

          Flash fire   Thermal radiation 

          Toxic cloud   Toxic concentration 

      

Slick formation 

on sea surface  Environmental damage  Ecotoxic thickness 

     

Dissolution in 

water column   Environmental damage   Ecotoxic concentration 

    

Subsea two-phase 

dispersion  

Dissolution in 

water column  Environmental damage   Ecotoxic concentration 
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Appendix D.  

Reference process schemes and intensified flowsheets of 

alternative CH3OH production routes 
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D.1. Introduction 

In the following, the eleven novel process routes for alternative CH3OH production introduced in case-

study 5 are described, including the details of the reference process schemes selected from the literature 

and the intensified process flowsheets simulated in Aspen HYSYS. Furthermore, geometric and economic 

data associated to two specific flowsheets are presented in view of the PrI screening assessment.  

D.2. Data for CO2-based processes 

D.2.1. Data for catalytic hydrogenation of CO2 

The thermo-catalytic plant designed and simulated by Matzen et al. [216] is adapted in the analysis of 

case-study 5 for CH3OH synthesis by means of the catalytic hydrogenation of CO2. The input materials 

are pure gaseous H2 at 25 °C and 33 bar and liquid CO2 at -25.6 °C and 16.4 bar. H2 requires to be 

compressed and then mixed with the pumped stream of CO2 and with a recycle stream previously 

compressed to reach the molar ratio of H2 to CO2 of 3:1. The resulting mixture is pre-heated and then fed 

to the multi-tubular catalytic reactor where the following scheme of reactions take place at continuous 

operation mode:  

CO2 + 3 H2 = CH3OH + H2O                        ΔH°(298 K) = − 49.4 kJ/mol                                          (D.1) 

CO + 2 H2 = CH3OH                                    ΔH°(298 K) = − 90.55 kJ/mol                                         (D.2) 

CO2 + H2 = H2O + CO                                 ΔH°(298 K) = 41.12 kJ/mol                                            (D.3) 

where ΔH° is the standard enthalpy of reaction. The synthesis occurs at operating conditions of 235 °C bar 

and 50 bar, over the catalyst Cu/ZnO/Al2O3, according to the low-pressure isothermal Lurgy’s system. At 

these conditions, the molar ratio H2 to CO2 is about 2.1 and molar conversion of CO2 at the reactor is 

estimated about 47%. The gas stream from the reactor is then cooled down and expanded through a 

throttling valve to allow the atmospheric separation of CH3OH and H2O from the other compounds in the 

flash drum. The liquid obtained from the separation enters into the atmospheric distillation unit. Due to 

higher volatility, liquid CH3OH is obtained in the distillate phase with composition of 99.7%wt 

(99.5%mol), while H2O represents the waste stream of the unit with a composition of 98.3%wt 

(99.0%mol), both at 25°C and 1.01 bar [216]. The multi-tubular reactor designed by Matzen et al. has 15 

tubes with a diameter 0.127 m and a length of 5 m, loaded with a total of 250 kg of catalyst. The distillation 

column has 20 stages with a feed stage 17 and partial top-condenser. Table D.1 summarizes the global 

material balance for the CH3OH plant. The yield of CH3OH in the distillate stream with respect to CO2 in 

input is 98.9%.  
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Table D.1. Mass balance for the reference process scheme based on catalytic hydrogenation of CO2. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CO2 131.1 5.767 - - 

H2 394.3 0.787 1.37 0.00274 

CH3OH - - 129.69 4.15 

H2O - - 130.44 2.35 

 

Figure D.1 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

catalytic hydrogenation of CO2. Data about the material streams in the flowsheet is summarized in Table 

D.2, while Table D.3 reports information on the energy streams and utilities related to the relevant 

components in the flowsheet.  

 

Figure D.1. Intensified process flowsheet for catalytic hydrogenation of CO2 from Aspen HYSYS simulation. 

 
As shown in Figure D.1, CO2 (stream 1) and H2 (stream 2) are mixed with gas recycle stream and then 

pre-heated in HX1 to reach the required temperature for reaction in R1. According to the reactions 

illustrated in Equations (D.1)-(D.3), the stoichiometry in R1 is set as -1, -2, +1, +1 for CO2, H2, H2O, 

CH3OH, respectively, while the conversion of CO2 at the reactor is fixed as 47% as reported in the 

reference process scheme. The output stream from R1 is then cooled down in cooler HE1 and enters high-

pressure flash drum D1 to separate gas and liquid phase. Gas outlet from D1 (stream 7) is then recycled, 

while liquid outlet (stream 10) is depressurized in V1 up to atmospheric conditions and then further 

separated into gas and liquid streams in flash drum D2. Liquid outlet from D2 (stream 13) finally feeds 

the distillation unit composed of column CO1, top-condenser CD1 and bottom-reboiler RB1. Distillate 

rate of 15.64 kmol/h, reflux ratio of 1.218 and number of stages as 12 (feed in stage 8) are set in CO1-

CD1-RB1 unit.  
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Input flowrates of CO2 and H2 (streams 1 and 2 in Figure D.1) are adjusted in order to meet in the inlet of 

the reactor (stream 4 in Figure D.1) the molar ratio H2 to CO2 of 2.1 reported in the reference process 

scheme. As shown in Table D.3, the heat flow generated in R1 is used to produce steam at medium 

pressure (MP steam utility) which is further recovered to supply the required heat to RB1.  

Table D.2. Data on material streams of the intensified process flowsheet illustrated in Figure D.1. 

Stream Vapor 

phase 

fraction 

Temperature 

(°C) 

Pressure 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fraction 

CO2 

Molar 

fraction 

H2 

Molar 

fraction 

H2O 

Molar 

fraction 

CH3OH 

1 1.00 25 5700 28.00 1.0000 0.0000 0.0000 0.0000 

2 1.00 25 15600 80.00 0.0000 1.0000 0.0000 0.0000 

3 0.98 73 5000 181.98 0.3096 0.6515 0.0097 0.0292 

4 1.00 235 5000 181.98 0.3096 0.6515 0.0097 0.0292 

5 1.00 235 5000 129.02 0.2314 0.3032 0.2190 0.2464 

6 0.58 120 5000 129.02 0.2314 0.3032 0.2190 0.2464 

7 1.00 120 5000 74.77 0.3829 0.5213 0.0239 0.0719 

8 1.00 120 5000 0.07 0.3829 0.5213 0.0239 0.0719 

9 1.00 120 5000 74.70 0.3829 0.5213 0.0239 0.0719 

9’ 1.00 120 5000 73.98 0.3831 0.5212 0.0240 0.0718 

10 0.00 120 5000 54.25 0.0226 0.0026 0.4878 0.4870 

11 0.14 77 101.3 54.25 0.0226 0.0026 0.4878 0.4870 

12 1.00 77 101.3 7.55 0.1608 0.0189 0.1939 0.6264 

13 0.00 77 101.3 46.69 0.0002 0.0000 0.5354 0.4644 

14 0.00 63 101.3 15.64 0.0007 0.0000 0.0003 0.9990 

15 0.00 94 101.3 31.05 0.0000 0.0000 0.8049 0.1951 

 

Table D.3. Data on energy streams associated to components of the intensified process flowsheet in Figure D.1. 

Stream Heat flow 

(kW) 

Utility Pressure 

(kPa) 

Inlet 

temperature 

(°C) 

Outlet 

temperature 

(°C) 

Utility mass 

flowrate 

(kg/h) 

Q_R1 -462.40 MP steam 

generation 

889.9 174 175 688.70 

Q_HE1 691.89 Cooling water 1 250 30 40 57737.86 

Q_CD1 365.63 Cooling water 1 250 30 40 30511.92 

Q_RB1 379.07 MP steam 889.9 175 174 688.70 

Q_HX1 317.61 HP steam 3913 250 249 671.36 

MP: medium pressure, HP: high pressure 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 14) at 63°C and 

1.01 bar, overall conversion of CO2 of 99.9% and overall yield of CH3OH with respect to input CO2 of 

55.80%.  

Table D.2 summarizes the information about the material streams of the final intensified process scheme 

for catalytic hydrogenation of CO2 illustrated in Figure 5.30, as a result of step 2 of the methodology. The 

information about the energy streams is instead reported in Table D.3.  
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For each component in Figure 5.30, Table D.4 summarizes the main geometric data derived from the 

conceptual scale-up and design of process equipment in step 2 of the procedure, main factors considered 

for equipment costs, purchased cost and the final bare-module cost (𝐶𝑏𝑚) according to the Guthrie method. 

Equations proposed for cost estimation of process equipment [361] and CH3OH synthesis reactor [219] 

are used in this case-study. To convert costs from $2006 into €2019, CEPCI values of 500 (for 2006) and 

613.3 (for 2019) [690] and exchange rate from $2019 to €2019 of 0.8935 [174] are applied by means of 

Equation (4.1).  

Table D.4. Geometric and economic data of the units in the final intensified process flowsheet illustrated in Figure 5.30. 

Unit Main geometric 

information 

Design 

temper. 

and press. 

Size factor 

for cost 

function 

M/L/P factors 

for cost 

function 

Main costs 

($2006) 

Purchased 

costs 

($2006) 

Bare-

module 

factor 

Bare-

module cost 

𝐂𝐛𝐦 (€2019) 

HX1 Horizontal, carbon 

steel, 60 tubes (6 

passes, 2 m length), 

365 mm shell 

diameter, 9.42 m2 

geometrical area 

532°F, 

1066 psig 

Area:150 ft2 M: 1, L: 1.25, 

P: 1.37 

Base cost: 

7379 

1.26 ∙ 104 3.17 4.38 ∙ 104 

R1 4 tubes (57 mm 

external diameter, 2 

m length) 

- Inlet gas 

flowrate: 

2920.6 kg/h 

- - 2.50 ∙ 106 4.30 1.18 ∙ 107 

HE1 Horizontal, carbon 

steel, 42 tubes (6 

passes, 2 m length), 

316 mm shell 

diameter, 6.6 m2 

geometrical area 

505°F, 

1066 psig 

Area: 150 

ft2 

M: 1, L: 1.25, 

P: 1.37 

Base cost: 

7379 
1.26 ∙ 104 3.17 4.38 ∙ 104 

D1 Vertical, carbon 

steel, 508 mm 

diameter, 3.05 m 

height 

298°F, 

804 psig 

Weight: 

4200 lb, 

Diameter: 3 

ft, Height: 

12 ft 

M: 1 Vessel: 

25209, 

platform 

and ladders: 

4722 

2.99 ∙ 104 4.30 1.41 ∙ 105 

V1 - - - - - - - - 

D2 Vertical, carbon 

steel, 508 mm 

diameter, 3.05 m 

height 

221°F, 10 

psig 

Diameter: 3 

ft, height: 

12 ft 

- Platform 

and ladders: 

4722 

4.72 ∙ 103 4.30 2.23 ∙ 104 

CO1 Vertical, diameter 

390 mm, height 8 m, 

weight 243 kg, 12 

trays, carbon steel 

177°F, 10 

psig 

Weight: 

9000 lb, 

diameter: 3 

ft, height: 

27 ft, no. of 

trays: 12 

M: 1 Vessel: 

51121, 

platform 

and ladders: 

8471, 

installed 

trays: 10996 

7.04 ∙ 104 3. 3.33 ∙ 105 

CD1 Horizontal, carbon 

steel, 80 tubes (4 

passes, 2 m length), 

365 mm shell 

diameter, 12.6 m2 

geometrical area 

196°F, 10 

psig 

Area: 150 

ft2 

M: 1, L: 1.25, 

P: 0.98 

Base cost: 

7379 

9.06 ∙ 103 3.17 3.15 ∙ 104 

RB1 Vertical, carbon 

steel, 36 tubes (1 

pass, 2 m length), 

291 mm shell 

diameter, 7.2 m2 

geometrical area 

307°F, 10 

psig 

Area: 150 

ft2 

M: 1, L: 1.25, 

P: 0.98 

Base cost: 

7379 
9.06 ∙ 103 3.17 3.15 ∙ 104 

M: material, L: tube-length, P: shell-side pressure.  
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The method described in Seider et al. [361] for estimation of total capital investment cost (𝐶𝑡𝑐𝑖) and annual 

total production cost (𝐶𝑝𝑟𝑜𝑑) of an onshore chemical process plant is adopted for economic assessment of 

the process scheme. Table D.5 summarizes calculations, assumptions and values for the cost segments.  

Table D.5. Cost segments of total capital investment and annual production costs for the scheme in Figure 5.30. 

Cost segment Calculation Assumption Cost value 

Total bare-module for process 

equipment (Ctbm) 

Sum of Cbm values in Table 

C4 

- 1.24 ∙ 107 €2019 

Site (Csite) 15% Ctbm Grass-roots onshore plant 1.86 ∙ 106 €2019 

Building (Cbuild) 30% Ctbm Process and non-process buildings in 

a grass-roots plant 
3.72 ∙ 106 €2019 

Offsite facilities (Call) 820 $ ∙ (Sizesteam)0.81  Sizesteam (HX1): 2000 lb/h 2.50 ∙ 106 €2019 

 1000 $ ∙ (Sizewater)0.68 Sizewater (HE1+CD1): 1000 gpm 1.20 ∙ 105 €2019 

Total depreciable capital (Ctdc) 1.18 ∙ (Ctbm + Call + Cbuild 

+ Csite) 

Share of 3% contractor’s fee and 15% 

contingency 

2.46 ∙ 107 €2019 

Royalties (Croy) 2% Ctdc Preliminary estimate 4.92 ∙ 105 €2019 

Start-up (Cstart) 30% Ctdc Relatively new process 7.38 ∙ 106 €2019 

Total permanent investment (Cdpi) Ctdc + Croy + Cstart - 3.25 ∙ 107 €2019 

Raw material (Craw) H2: 7 €/kg  Market price [631] 6.80 ∙ 107 €2019/y 

 CO2: 0.025 €/kg Market price [714] 2.43 ∙ 105 €2019/y 

Utility (Cutil) HP steam: 0.0145 $/kg Typical cost [361] 6.86 ∙ 104 €2019/y 

 H2O for MP steam 

generation: 0.5 $/m3 

Typical cost [361] 2.55 ∙ 103 €2019/y 

 Cooling water: 0.02 $/m3 Typical cost [361] 1.24 ∙ 104 €2019/y 

Direct wages and benefits (Cdw&b) 5 shifts ∙ operators/shift ∙ 
2080 h/y ∙ 35 $/y 

3 sections (reaction, vapor recovery, 

liquid separation), 1 operator per 

section, continuous operations fluids 

processing in medium plant 

9.76 ∙ 105 €2019/y 

Directs salaries and benefits (Csal,o) 15% Cdw&b - 1.46 ∙ 105 €2019/y 

Operating supplies (Csuppl) 6% Cdw&b - 5.85 ∙ 104 €2019/y 

Technical assistance (Cassist) 60000$ ∙ operators/shift - 1.61 ∙ 105 €2019/y 

Control laboratory (Clab) 65000$ ∙ operators/shift - 1.74 ∙ 105 €2019/y 

Labor-related operations (CO) Cdw&b + Csal,o + Csuppl + 

Cassist + Clab 

- 1.52 ∙ 106 €2019/y 

Maintenance wages and benefits 

(Cmw&b) 

3.5% Ctdc Fluid handling process 8.61 ∙ 105 €2019/y 

Salaries and benefits (Csal,m) 25% Cmw&b - 2.15 ∙ 105 €2019/y 

Material and services (Cserv) 100% Cmw&b - 8.61 ∙ 105 €2019/y 

Maintenance overhead (Cover,m) 5% Cmw&b - 4.31 ∙ 104 €2019/y 

Maintenance (CM) Cmw&b + Csal,m + Cserv + 

Cover,m 

- 1.98 ∙ 106 €2019/y 

Operating overhead (Cover,o) 0.228 ∙ (Cdw&b + Csal,o + 

Cmw&b + Csal,m) 

 5.01 ∙ 105 €2019/y 

Property tax and insurance (Ctax) 2% Ctdc Process of low risk located away from 

a heavily populated area 
4.92 ∙ 105 €2019/y 

Direct plant depreciation (Cd,dir) 8% (Ctdc – 1.18 Call) - 1.70 ∙ 106 €2019/y 

Allocated plant depreciation (Cd,all) 6% (1.18 Call)  - 2.20 ∙ 105 €2019/y 

Sales (S) CH3OH: 0.350 €/kg Market price [632] 1.38 ∙ 106 €2019/y 

Licensing fee 2% S Preliminary estimate 4.15 ∙ 104 €2019/y 

Cost of manufacture (CCOM) Craw + Cutil + CO + CM + 

Cover,o + Ctax + Cd,dir + 

Cd,all + Clic 

- 7.48 ∙ 107 €2019/y 

General expenses (Cgen) 11.55% S - 1.60 ∙ 105 €2019/y 

Total production cost (Cprod) CCOM + Cprod - 7.49 ∙ 107 €2019/y 

Working capital cost (Cwc) 18.58% S + 8.33% Craw 30 days for cash reserves, 7 days for 

liquid inventory, 30 days for accounts 

receivable and payable 

1.21 ∙ 107 €2019 

Total capital investment (Ctci) Cdpi + Cwc - 4.45 ∙ 107 €2019 
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D.2.2. Data for electrochemical reduction of CO2 

At an electrochemical cell, the reduction reaction of CO2 at the cathode is combined with an oxidation 

reaction consisting in the H2O electrolysis (or H2 evolution reaction) at the anode to give the overall 

reaction of CH3OH. The semi-reactions and overall reaction under standard conditions and continuous 

operation mode are [213]: 

CO2 + 6 H+ + 6 e- → CH3OH + H2O            E°(298 K)= -0.22 V (vs. SCE)                                        (D.4) 

3 H2O → 1.5 O2 + 6 H+ + 6 e-                      E°(298 K)= 0.99 V (vs. SCE)                                          (D.5) 

CO2 + 2 H2O + 6 e- = CH3OH + 1.5 O2       E°(298 K)= 1.21 V                                                           (D.6) 

where E° is the standard electrode potential and SCE is saturated calomel electrode. These reactions 

generally occur at ambient conditions in an aqueous solution electrolyte and with a given catalyst material 

at the electrodes. The operating mode is typically continuous in a two-compartment electrochemical cell 

or undivided three-electrode electrochemical cell. In order to achieve high selectivity of the reaction for 

the production of CH3OH (i.e. the faradic efficiency) and high production rates of CH3OH, the selection 

of the suitable electrode material is crucial in order to avoid that energy consumption from the H2 

evolution reaction and thus promote the CO2 reduction. Among the materials widely investigated for this 

process, Cu and Cu-based metals are very active leading to high values of current density (33 mA/cm) 

and faradaic efficiency greater than 100%.  

The study by Albo et al. [674] investigating the performance of electrodes based on Cu2O and Cu2O-ZnO 

mixtures in a filter-press electrochemical cell towards CO2 electroreduction to CH3OH is assumed as 

reference process scheme for case-study 5. The cell is a standard three-electrode configuration composed 

of a cathode compartment and anode compartment separated by a Nafion 117 cation exchange membrane. 

The dimensions are height of 120 mm, width of 70 mm, length greater than 33 mm. A platinised titanium 

electrode is used as the anode and Ag/AgCl (saturated KCl) as reference electrode. The Cu2O and 

Cu2O/ZnO-catalyzed carbon papers are instead adopted as the working electrodes. The superficial area of 

each electrode is 10 cm2, the electrode gap ranges from 0.7 to 8 mm with standard value of 4 mm. A CO2 

saturated 0.5 M KHCO3 aqueous solution is used as both catholyte and anolyte. After the initial CO2 

bubbling in the aqueous solution, CO2 is bubbled continuously in the catholyte during the experiment time 

of 90 min at constant voltage of -1.3 V vs. Ag/AgCl, in order to maintain the required CO2 concentration 

for CH3OH formation.  
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From the set of experiments with flowrate of electrolyte per unit of cathode area of 2 mL/min-cm2, the 

highest faradaic efficiency (i.e. 45.7%) and highest rate of CH3OH production (i.e. 6.08 ∙ 10-5 mol/m2-s) 

are obtained when Cu2O-based electrode is used and contains 1 mg/cm2 under current density is 6.93 

mA/cm2 [674]. However, stability of the Cu2O-based electrodes is critical for the industrial development 

of the electrochemical conversion of CO2 into CH3OH. It is resulted that Cu2O/ZnO-based electrodes 

show better stability than the Cu2O-deposited carbon papers during CH3OH synthesis. For this reason, the 

production data obtained by using electrodes of Cu2O/ZnO mixture (1:1 weight ratio) are assumed for the 

analysis of case-study 5, i.e. production CH3OH rate per unit of electrode area of 3.17 ∙ 10-5 mol/m2-s with 

17.7% faradaic efficiency by using an input flowrate of electrolyte per unit of cathode area of 2 mL/min-

cm2 [674].  

From the information reported above, mass balance is made in the present analysis to estimate all the 

input and output flowrates and composition. Table D.6 summarizes these data. By considering the 

superficial area of the electrode of 10 cm2, the flowrate of each electrolyte is derived from the ratio 

mentioned above. The composition of the anolyte is 4.89%wt KHCO3 (0.92%mol) and 95.11%wt water 

(or 99.08%mol). The composition of the catholyte with saturated CO2 is 4.88%wt KHCO3 (0.92%mol) 

and 94.98%wt H2O (or 99.14%mol), 0.14%wt CO2 (0.06%mol). The CO2 bubbled into the catholyte 

during the process is estimated by assuming that the minimum quantity required for CH3OH formation is 

equal to the molar production rate of CH3OH according to Equation (D.6). The composition of the 

saturated catholyte with bubbled CO2 is thus 4.88%wt KHCO3 (0.92%mol) and 94.95%wt H2O (or 

99.01%mol), 0.17%wt CO2 (0.07%mol). Being one sole carbon product (CH3OH), the extent rate of the 

overall reaction in Equation (C6) is equal to the molar production rate of CH3OH. Thus, output flowrates 

of all compounds from the electrochemical cell can be derived from the scheme of the reactions. At these 

conditions, the molar conversion of CO2 to CH3OH at the cell is 0.246% and the yield of CH3OH with 

respect to CO2 is 0.25%. CH3OH fraction catholyte outlet flowrate is 0.00030%wt (0.00017%mol).  

Table D.6. Mass balance for the reference process scheme based on electroreduction of CO2. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

KHCO3/H2O Anolyte 6.55 ∙ 10-2 1.23 ∙ 10-3 6.55 ∙ 10-2 1.23 ∙ 10-3 

KHCO3/H2O Catholyte 6.54 ∙ 10-2 1.23 ∙ 10-3 6.54 ∙ 10-2 1.23 ∙ 10-3 

CO2 Catholyte 4.63 ∙ 10-5 2.04 ∙ 10-6 4.62 ∙ 10-5 2.03 ∙ 10-6 

CO2 bubbling into the 

catholyte 

1.14 ∙ 10-7 5.02 ∙ 10-9 1.14 ∙ 10-7 5.02 ∙ 10-9 

CH3OH Catholyte - - 1.14 ∙ 10-7 3.66 ∙ 10-9 

O2 Anolyte - - 1.71 ∙ 10-7 5.48 ∙ 10-9 
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Figure D.2 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

electroreduction of CO2. Data about the material streams in the flowsheet are summarized in Table D.7, 

while Table D.8 reports information on the energy streams and utilities related to the relevant components 

in the flowsheet.  

 

Figure D.2. Intensified process flowsheet for electroreduction of CO2 from Aspen HYSYS simulation. 

 
As shown in Figure D.2, CO2 (stream 2), mixed with gas recycle stream, and liquid H2O (stream 1) feed 

reactor R1. According to the global reaction illustrated in Equation (D.6), the stoichiometry in R1 is set 

as -2, -1, +1, +1.5 for H2O, CO2, CH3OH, O2, respectively, while the conversion of CO2 at the reactor is 

fixed as 0.25% as reported in the reference process scheme. The gas output stream from R1 is then 

recycled, while the liquid output (stream 7) is heated in HX1 and enters atmospheric flash drum D1 to 

separate gas and liquid phase. No further separation operations of the liquid stream from D1 are included 

in the flowsheet since a merely fraction of CH3OH is obtained in the stream (0.000175%mol).  

Input flowrates of CO2 and H2O to the plant are adjusted in order to meet in inlet of R1 (streams 3 and 1 

in Figure D.2) the molar ratio H2O to CO2 of 1396 reported in the reference process scheme with respect 

to the catholyte of the cell (Table D.6). 

Even though incomplete, the performance of the CH3OH production plant obtained with the proposed 

intensified process flowsheet are: highly diluted CH3OH in H2O in the liquid stream from D1 (stream 10) 

at 99.8°C and 1.01 bar, overall conversion of CO2 of 98.08% and overall yield of CH3OH with respect to 

input CO2 of 4.92%.  
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Table D.7. Data on material streams of the intensified process flowsheet illustrated in Figure D.2.  

Stream Vapor 

phase 

fraction 

Temperature 

(°C) 

Pressure 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fraction 

CO2 

Molar 

fraction 

CH3OH 

Molar 

fraction 

H2O 

Molar 

fraction 

O2 

1 0.000 20.00 101.325 2825000.00 0.000 0.000 1.000 0.000 

2 1.000 25.00 5700 100.00 1.000 0.000 0.000 0.000 

3 1.000 24.85 101.325 27729.67 0.073 0.000 0.031 0.896 

4 1.000 25.00 101.325 27629.25 0.070 0.000 0.031 0.899 

5 1.000 25.00 101.325 27.63 0.070 0.000 0.031 0.899 

6 1.000 25.00 101.325 27601.63 0.070 0.000 0.031 0.899 

6’ 1.000 25.00 101.325 27629.67 0.070 0.000 0.031 0.899 

7 0.000 25.00 101.325 2825097.93 0.000 0.000 1.000 0.000 

8 0.006 99.80 101.325 2825097.93 0.000 0.000 1.000 0.000 

9 1.000 99.80 101.325 17873.03 0.005 0.000 0.994 0.000 

10 0.000 99.80 101.325 2807224.90 0.000 0.0000018 0.9999973 0.000 

 

Table D.8. Data on energy streams associated to components of the intensified process flowsheet in Figure D.2.  

Stream Heat flow (kW) 

Q_R1 305915 

Q_HX1 4791928 

 

D.3. Data for CH4-based processes 

D.3.1. Data for homogeneous radical gas-phase reaction 

CH3OH synthesis is based on partial oxidation of CH4 in gas phase due to free radical mechanism at high 

temperature and pressure. To limit the formation of methyl radicals, initiators such as N2 and sensitizers 

are used in the reaction mixture. The experiments performed by Yarlagadda et al. [675] is selected as 

reference source in the analysis of case-study 5 for CH3OH production by means of homogeneous radical 

gas-phase reaction. The mechanism of reaction proposed is [675]: 

CH4 + O2 → CH3
* + HO2

*                                                                                                                     (D.7) 

CH3
* + O2 → CH3O2

*                                                                                                                            (D.8) 

CH3O2
* → CH2O + OH*                                                                                                                       (D.9) 

CH3O2
*
 + CH4 → CH3O2H

* + CH3                                                                                                     (D.10) 

CH3O2H
* → CH3O

* + OH*                                                                                                                 (D.11) 

CH3O
* → CH2O + H*                                                                                                                         (D.12) 

CH3O
* + CH4 → CH3OH + CH3

*                                                                                                       (D.13) 
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OH* + CH4 → CH3
* + H2O                                                                                                                 (D.14) 

CH3O
* → CH2O + H*                                                                                                                         (D.15) 

CH3O
* + CH4 → CH3OH + CH3

*                                                                                                       (D.16) 

OH* + CH4 → CH3
* + H2O                                                                                                                 (D.17) 

CH3
* + CH3

* → C2H6                                                                                                                          (D.18) 

CH3
* + CH3O

* → CH3OCH3                                                                                                               (D.19) 

CH2O + CH3
* → CH4 + CHO*                                                                                                            (D.20) 

CHO* + O2 → CO + HO2
*                                                                                                                   (D.21) 

CH2O + CH3O
* → CH3OH + CHO*                                                                                                   (D.22) 

CHO* + CH3
* → CO + CH4                                                                                                                (D.23) 

Inlet gases mixture composed of 98%mol CH4 and 2%mol N2 is mixed with pure O2 and routed to a 

tubular reactor of 0.36 cm internal diameter with an internal volume of 3.3 cm3 or 5.7 m3, mounted 

vertically in an electric furnace. The experiments occur in continuous mode during a period of 5-6 h. From 

the results obtained in several runs investigating the effect of temperature, pressure and O2 concentration 

on conversion of CH4 and CH3OH selectivity, the test characterized by both higher values of conversion 

of CH4 and selectivity of CH3OH as well as less drastic operation conditions is selected for the case-study. 

Under reaction temperature of 451°C, pressure of 50 bar, flowrate of the inlet mixture in normal conditions 

of 31 mL/min (7.66 ∙ 10-5 kmol/h) and 6.7%mol of O2 concentration in the inlet gas stream, it is reported 

CH4 molar conversion of 9.5%, CH3OH molar selectivity of 76%, CO molar selectivity of 12.6%, CO2 

molar selectivity of 11.4% [675]. Besides the desired product CH3OH, co-products are CO, CO2 and H2O. 

Known the compounds involving in the process, the following scheme of reactions in gas phase is derived:  

CH4 + ½ O2 = CH3OH                                                                                                                        (D.24) 

CH4 + 3/2 O2 = CO + 2 H2O                                                                                                               (D.25) 

CH4 + 2 O2 = CO2 + 2 H2O                                                                                                                 (D.26) 

Based on this scheme and the information about inputs and reaction performance, output flowrates of all 

compounds from the reactor are estimated. Table D.9 summarizes the mass balance of the process. The 

yield of CH3OH with respect to input CH4 is 72.2%. CH3OH fraction in the outlet stream from reactor is 

11.51%wt (6.57%mol).  
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Table D.9. Mass balance for the reference process scheme based on homogeneous radical gas-phase reaction for 

CH3OH production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 7.00 ∙ 10-5 1.12 ∙ 10-6 6.34 ∙ 10-5 1.01 ∙ 10-6 

N2 1.43 ∙ 10-6 4.00 ∙ 10-8 1.43 ∙ 10-6 4.00 ∙ 10-8 

O2 5.13 ∙ 10-6 1.64 ∙ 10-7 2.36 ∙ 10-6 7.54 ∙ 10-8 

CH3OH - - 5.05 ∙ 10-6 1.62 ∙ 10-7 

CO2 - - 7.58 ∙ 10-7 3.34 ∙ 10-8 

CO - - 8.38 ∙ 10-7 2.35 ∙ 10-8 

H2O - - 3.19 ∙ 10-6 5.75 ∙ 10-8 

 

Figure D.3 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

homogeneous radical gas-phase reaction. Data about the material streams in the flowsheet are summarized 

in Table D.10, while Table D.11 reports information on the energy streams and utilities related to the 

relevant components in the flowsheet.  

 

Figure D.3. Intensified process flowsheet for homogeneous radical gas-phase reaction from Aspen HYSYS simulation. 

 
As shown in Figure D.3, CH4 (stream 1) O2 (stream 2) and N2 (stream 3) are mixed with gas recycle 

stream and then pre-heated in HX1, HX2 and HX3 to reach the required temperature for reaction in R1. 

According to the reactions illustrated in Equations (D.24)-(D.26), the stoichiometry in R1 is -3, -4, +1, 

+1, +1, +4 for CH4, O2, CH3OH, CO, CO2, H2O, respectively; conversion of CH4 at the reactor is fixed 

9.5 % as reported in the reference process scheme. The output stream from R1 is then cooled down in 

coolers HE1 and HE2 and enters high-pressure flash drum D1 to separate gas and liquid phase. Gas outlet 

from D1 (stream 12) is then recycled, while liquid outlet (stream 15) is heated in HX4, depressurized in 

V1 up to atmospheric conditions and then further separated into gas and liquid streams in flash drum D2. 
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Liquid outlet from D2 (stream 19) finally feeds the distillation unit composed of column CO1, top-

condenser CD1 and bottom-reboiler RB1. Distillate rate of 15.64 kmol/h, vent (stream 20) rate of 0.039 

kmol/h, reflux ratio of 4.967 and number of stages as 18 (feed in stage 8) are set in CO1-CD1-RB1 unit.  

Input flowrates of CH4, O2 and N2 (streams 1, 2 and 3 in Figure D.3, respectively) are adjusted in order to 

meet in the inlet of the reactor (stream 7 in Figure D.3) the molar ratio O2 to CH4 of 0.0762 and N2 to CH4 

of 0.0204 reported in the reference process scheme (Table D.9).  

As illustrated in Figure D.3, hot gases from R1 are used as heating fluid in HX1. Moreover, as shown in 

Table D.11, the heat flow generated in R1 is used to produce steam at high pressure (HP steam utility) 

which is further recovered to supply the required heat to HX2. 

Table D.10. Data on material streams of the intensified process flowsheet illustrated in Figure D.3.  

Stream Vapor 

phase 

fract. 

Temper. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fraction 

CH4 

Molar 

fraction 

N2 

Molar 

fraction 

CO 

Molar 

fraction 

CO2 

Molar 

fraction 

CH3OH 

Molar 

fraction 

H2O 

Molar 

fraction 

O2 

1 1.000 25.00 13800 60.00 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

2 1.000 25.00 15600 84.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 

3 1.000 25.00 15600 1.00 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

4 1.000 -39.85 5000 23698.23 0.0465 0.0009 0.6666 0.2824 0.0000 0.0000 0.0035 

5 1.000 199.34 5000 23698.23 0.0465 0.0009 0.6666 0.2824 0.0000 0.0000 0.0035 

6 1.000 235.00 5000 23698.23 0.0465 0.0009 0.6666 0.2824 0.0000 0.0000 0.0035 

7 1.000 451.00 5000 23698.23 0.0465 0.0009 0.6666 0.2824 0.0000 0.0000 0.0035 

8 1.000 451.00 5000 23698.24 0.0439 0.0009 0.6675 0.2833 0.0009 0.0036 0.0000 

9 1.000 210.76 5000 23698.24 0.0439 0.0009 0.6675 0.2833 0.0009 0.0036 0.0000 

10 0.997 25.00 5000 23698.24 0.0439 0.0009 0.6675 0.2833 0.0009 0.0036 0.0000 

11 0.995 -40.00 5000 23698.24 0.0439 0.0009 0.6675 0.2833 0.0009 0.0036 0.0000 

12 1.000 -40.00 5000 23579.42 0.0441 0.0009 0.6708 0.2841 0.0000 0.0000 0.0000 

13 1.000 -40.00 5000 23.58 0.0441 0.0009 0.6708 0.2841 0.0000 0.0000 0.0000 

14 1.000 -40.00 5000 23555.84 0.0441 0.0009 0.6708 0.2841 0.0000 0.0000 0.0000 

14’ 1.000 -40.00 5000 23553.23 0.0443 0.0009 0.6707 0.2841 0.0000 0.0000 0.0000 

15 0.000 -40.00 5000 118.82 0.0002 0.0000 0.0017 0.1144 0.1767 0.7070 0.0000 

16 0.100 95.00 5000 118.82 0.0002 0.0000 0.0017 0.1144 0.1767 0.7070 0.0000 

17 0.173 66.56 101.3 118.82 0.0002 0.0000 0.0017 0.1144 0.1767 0.7070 0.0000 

18 1.000 66.56 101.3 20.62 0.0010 0.0001 0.0096 0.6577 0.1250 0.2067 0.0000 

19 0.000 66.56 101.3 98.21 0.0000 0.0000 0.0000 0.0004 0.1876 0.8120 0.0000 

20 1.000 58.27 101.3 0.04 0.0000 0.0000 0.0003 0.2945 0.7052 0.0000 0.0000 

21 0.000 58.27 101.3 15.65 0.0000 0.0000 0.0000 0.0017 0.9981 0.0001 0.0000 

22 0.000 99.20 101.3 82.52 0.0000 0.0000 0.0000 0.0000 0.0337 0.9663 0.0000 

 

Table D.11. Data on energy streams associated to components of the intensified process flowsheet in Figure D.3.  

Stream Heat flow (kW) Utility Pressure 

(kPa) 

Inlet temperature 

(°C) 

Outlet 

temperature (°C) 

Utility mass 

flowrate (kg/h) 

Q_HE2 25820.9 Ammonia refrigerant 40 -50 -50 74113.2 

Q_CD1 999.7 Cooling water 1 250 30 40 83438.3 

Q_RB1 1079.0 LP steam 232 125 124 1768.0 

Q_HX4 411.0 LP steam 232 125 124 673.6 

Q_R1 -8444.5 HP steam generation 3913 249 250 17849.9 

Q_HX3 52755.6 Molten salt 700 530 470 2079501.9 

Q_HX2 8444.4 HP steam  3913 250 249 17370.0 

Q_HE1 36864.7 Cooling water 1 250 30 40 3076330.7 

LP: low pressure, HP: high pressure 
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The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 21) at 58°C and 

1.01 bar, overall conversion of CH4 of 98.3% and overall yield of CH3OH with respect to input CH4 of 

26.0%.  

Table D.12 summarizes the information about the material streams of the final intensified process scheme 

for homogeneous radical gas-phase reaction illustrated in Figure 5.31, as a result of step 2 of the 

methodology. The information about the energy streams is instead reported in Table D.13.  

Table D.12. Data on material streams of the final intensified process flowsheet illustrated in Figure 5.31. 

Stream  Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmiol/h) 

Stream in Figure 

D.3 for vapour 

phase fraction and 

composition 

Stream  Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmiol/h) 

Stream in Figure 

D.3 for vapour 

phase fraction and 

composition 

b1 25 13800 60 1 b29 451 5000 7899.6 8 

b2 25 15600 83.5 2 b30 210.8 5000 7902.0 9 

b3 25 15600 0.05 3 b31 210.8 5000 23701 9 

b4 -39.9 5000 23701 4 b32 210.8 5000 7900.3 9 

b5 -39.9 5000 7900 4 b33 55 5000 7900.3 10 

b6 199.3 5000 7900 5 b34 210.8 5000 7900.3 9 

b7 -39.9 5000 7900 4 b35 55 5000 7900.3 10 

b8 199.3 5000 7900 5 b36 210.8 5000 7900.3 9 

b9 -39.9 5000 7900 4 b37 55 5000 7900.3 10 

b10 199.3 5000 7900 5 b38 55 5000 23701 10 

b11 199.3 5000 23701 5 b39 55 5000 11851 10 

b12 199.3 5000 11851 5 b40 -40 5000 11851 11 

b13 234 5000 11851 6 b41 -40 5000 11851 10 

b14 199.3 5000 11851 5 b42 -40 5000 11851 11 

b15 234 5000 11851 6 b43 -40 5000 23701 11 

b16 234 5000 23701 6 b44 -40 5000 23583 12 

b17 234 5000 7900.3 6 b45 -40 5000 23.58 13 

b18 451 5000 7900.3 7 b46 -40 5000 23557 14 

b19 234 5000 7900.3 6 b46’ -40 5000 23559 14’ 

b20 451 5000 7900.3 7 b47 -40 5000 118.4 15 

b21 234 5000 7900.3 6 b48’ 95 5000 118.4 16 

b22 451 5000 7900.3 7 b49 66.4 101.3 118.4 17 

b23 451 5000 23701 7 b50 66.4 101.3 20.76 18 

b24 451 5000 23701 8 b51 66.4 101.3 97.60 19 

b25 451 5000 7899.6 8 b52 58.3 101.3 0.039 20 

b26 210.8 5000 7899.6 9 b53 58.3 101.3 15.64 21 

b27 451 5000 7899.6 8 b54 99.2 101.3 81.91 22 

b28 210.8 5000 7899.6 9      
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Table D.13. Data on energy streams associated to components of the final intensified process flowsheet in Figure 5.31.  

Stream Heat flow (kW) Utility Pressure 

(kPa) 

Inlet temperature 

(°C) 

Outlet 

temperature (°C) 

Utility mass 

flowrate (kg/h) 

Q_HE5 12907 Ammonia refrigerant 40 -50 -50 37056.6 

Q_HE6 12907 Ammonia refrigerant 40 -50 -50 37056.6 

Q_CD2 999.7 Cooling water 1 250 30 40 83438.3 

Q_RB2 1079.0 LP steam 232 125 124 1768.0 

Q_HX10 411.0 LP steam 232 125 124 673.6 

Q_R2 -8444.5 HP steam generation 3913 249 250 17849.9 

Q_HX7 17662.8 Molten salt 700 530 470 693167.3 

Q_HX8 17662.8 Molten salt 700 530 470 693167.3 

Q_HX9 17662.8 Molten salt 700 530 470 693167.3 

Q_HX5 4108.4 HP steam  3913 250 249 8685 

Q_HX6 4108.4 HP steam  3913 250 249 8685 

Q_HE2 12289.3 Cooling water 1 250 30 40 37056.6 

Q_HE3 1289.3 Cooling water 1 250 30 40 37056.6 

Q_HE4 12289.3 Cooling water 1 250 30 40 37056.6 

LP: low pressure, HP: high pressure 

For each component in Figure 5.31, Table D.14 reports the main geometric information derived from the 

conceptual scale-up and design of process equipment (step 2 of the procedure), main factors considered 

for equipment costs, then purchased cost and the final bare-module cost according to the Guthrie method. 

Equations proposed for cost estimation of process equipment [361] and CH3OH synthesis reactor [219] 

are used in this case-study.  

The method described in Seider et al. [361] for estimation of total capital investment cost (𝐶𝑡𝑐𝑖) and annual 

total production cost (𝐶𝑝𝑟𝑜𝑑) of an onshore chemical process plant is adopted for economic assessment of 

the process scheme. Table D.15 summarizes calculations, assumptions and values for the cost segments. 

To convert costs from $2006 into €2019, CEPCI values of 500 (for 2006) and 613.3 (for 2019) [690] and 

exchange rate from $2019 to €2019 of 0.8935 [174] are applied through Equation (4.1). 
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Table D.14. Geometric and economic data of the units of the final intensified process flowsheet in Figure 5.31.  

Unit Main geometric 

information 

Design 

temp. 

press. 

Size factor 

for cost 

function 

M/L/P factor 

for cost 

function   

Main costs 

($2006) 

Purchas

ed costs 

($2006) 

Bare-

module 

factor 

Bare-

module cost 

(€2019) 

HX2

-

HX3

-

HX4 

Horizontal, carbon steel, 

548 tubes (4 passes, 6 m 

length), 1260 mm shell 

diameter, 394 m2 

geometrical area 

894°F, 

1066 

psig 

Area:4236 

ft2 

M: 1, L: 1, P: 

1.37 

Base cost: 

27598 
3.77 ∙ 
104 

3.17 1.31 ∙ 105 

HX5

-

HX6 

Horizontal, carbon steel, 

257 tubes (2 passes, 4 m 

length), 1020 mm shell 

diameter, 205 m2 

geometrical area 

532°F, 

1066 

psig 

Area:2210 

ft2 

M: 1, L: 1, P: 

1.37 

Base cost: 

17961 
2.57 ∙ 
104 

3.17 8.95 ∙ 104 

HX7

-

HX8

-

HX9 

Horizontal, carbon steel, 

332 tubes (2 passes, 6 m 

length), 993 mm shell 

diameter, 238 m2 

geometrical area 

1036°F, 

1066 

psig 

Heat rate: 

60003188 

BTU/h 

- - 1.17 ∙ 
106 

3.17 4.07 ∙ 106 

R2 1218 tubes (42.4 mm 

external diameter, 6 m 

length) 

- Inlet gas 

flowrate: 

758020 kg/h 

- - 9.26 ∙ 
107 

4.30 4.36 ∙ 108 

HE2

-

HE3

-

HE4 

Horizontal, carbon steel, 

1648 tubes (2 passes, 3 

m length), 1239 mm 

shell diameter, 357 m2 

geometrical area 

461°F, 

1066 

psig 

Area: 3845 

ft2 

M: 1, L: 1.12, 

P: 1.37 

Base cost: 

25753 
3.94 ∙ 
104 

3.17 1.37 ∙ 105 

HE5

-

HE6 

Vertical, carbon steel, 

500 tubes (1 passe, 2 m 

length), 993 mm shell 

diameter, 100 m2 

geometrical area 

181°F, 

1066 

psig 

Area: 1081 

ft2 

M: 1, L: 1.25, 

P: 1.37 

Base cost: 

12336 
2.11 ∙ 
104 

3.17 7.31 ∙ 104 

D3 Vertical, carbon steel, 

508 mm diameter, 3.05 

m height 

10°F, 

804 psig 

Weight: 

4200 lb, 

Diameter: 3 

ft, Height: 

12 ft 

M: 1 Vessel: 

32773, 

platform 

and ladders: 

4722 

3.75 ∙ 
104 

4.30 1.77 ∙ 105 

HX1

0 

Horizontal, carbon steel, 

36 tubes (6 passes, 3 m 

length), 297 mm shell 

diameter, 8.4 m2 

geometrical area 

307°F, 

1066 

psig 

Area: 150 

ft2 

M: 1, L: 1.12, 

P: 1.37 

Base cost: 

6419 
9.82 ∙ 
103 

3.17 3.41 ∙ 104 

V2 - - - - - - - - 

D4 Vertical, carbon steel, 

508 mm diameter, 3.05 

m height 

202°F, 

10 psig 

Diameter: 3 

ft, height: 

12 ft 

- Platform 

and ladders: 

4722 

4.72 ∙ 
103 

4.30 2.23 ∙ 104 

CO2 Vertical, 620 mm 

diameter, 11 m height, 

526 kg weight, 18 trays, 

carbon steel 

230°F, 

10 psig 

Weight: 

9000 lb, 

diameter: 3 

ft, height: 

36 ft, no. of 

trays: 18 

M: 1 Vessel: 

51121, 

platform 

and ladders: 

10687, 

Installed 

trays: 13007 

7.48 ∙ 
104 

4.30 3.53 ∙ 105 

CD2 Horizontal, carbon steel, 

224 tubes (4 passes, 

length 2 m), 573 mm 

shell diameter, 52.8 m2 

geometrical area 

196°F, 

10 psig 

Area: 568 

ft2 

M: 1, L: 1.25, 

P: 0.98 

Base cost: 

9588 
1.18 ∙ 
104 

3.17 4.09 ∙ 104 

RB2 Vertical, carbon steel, 

102 tubes (1 pass, 

length 2 m), 473 mm 

shell diameter, 20.5 m2 

geometrical area 

307°F, 

10 psig 

Area: 221 

ft2 

M: 1, L: 1.25, 

P: 0.98 

Base cost: 

7680 
9.43 ∙ 
103 

3.17 3.28 ∙ 104 

M: material, L: tube-length, P: shell-side pressure.  
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Table D.15. Cost segments of total capital investment and annual production costs for the scheme in Figure 5.31.  

Cost segment Calculation Assumption Cost value 

Total bare-module for process 

equipment (Ctbm) 

Sum of Cbm values in Table 

D.11 

- 4.50 ∙ 108 €2019 

Site (Csite) 15% Ctbm Grass-roots onshore plant 6.75 ∙ 107 €2019 

Building (Cbuild) 30% Ctbm Process and non-process buildings 

in a grass-roots plant 
1.35 ∙ 108 €2019 

Offsite facilities (Call) 820 $ ∙ (Sizesteam)0.81  Sizesteam (HX10+RB2): 5384 lb/h 9.46 ∙ 105 €2019 

 1000 $ ∙ (Sizewater)0.68 Sizewater (HE2+HE3+HE4+CD2): 

13928 gpm 
7.21 ∙ 105 €2019 

 Sizerefrig /1000 ∙ 11000 $ ∙ 
(1000)0.77 

Sizerefrig (HE5+HE6): 7342 t 1.81 ∙ 107 €2019 

Total depreciable capital (Ctdc) 1.18 ∙ (Ctbm + Call + Cbuild + 

Csite) 

Share of 3% contractor’s fee and 

15% contingency 
8.20 ∙ 108 €2019 

Royalties (Croy) 2% Ctdc Preliminary estimate 1.64 ∙ 107 €2019 

Start-up (Cstart) 30% Ctdc Relatively new process 2.46 ∙ 108 €2019 

Total permanent investment (Cdpi) Ctdc + Croy + Cstart - 1.08 ∙ 109 €2019 

Raw material (Craw) CH4: 0.89 $/L  Market price [715] 5.43 ∙ 107 €2019/y 

 O2: 0.54 $/L  Market price [716] 6.03 ∙ 107 €2019/y 

 N2: 0.62 $/L Market price [716] 4.59 ∙ 104 €2019/y 

Utility (Cutil) LP steam: 0.0066 $/kg Typical cost [361] 1.14 ∙ 105 €2019/y 

 H2O for HP steam generation: 

0.5 $/m3 

Typical cost [361] 7.71 ∙ 104 €2019/y 

 Refrigeration -30°F: 2.4 $/t-d Typical cost [361] 5.17 ∙ 106 €2019/y 

 Cooling water: 0.02 $/m3 Typical cost [361] 4.46 ∙ 105 €2019/y 

 Molten salt: 0.93 $/kg Market price [717] 1.36 ∙ 1010 €2019/y 

Direct wages and benefits (Cdw&b) 5 shifts ∙ operators/shift ∙ 2080 

h/y ∙ 35 $/y 

3 sections (reaction, vapor recovery, 

liquid separation), 1 operator per 

section, continuous operations 

fluids processing in medium plant 

9.76 ∙ 105 €2019/y 

Directs salaries and benefits (Csal,o) 15% Cdw&b - 1.46 ∙ 105 €2019/y 

Operating supplies (Csuppl) 6% Cdw&b - 5.85 ∙ 104 €2019/y 

Technical assistance (Cassist) 60000 $ ∙ operators/shift - 1.61 ∙ 105 €2019/y 

Control laboratory (Clab) 65000 $ ∙ operators/shift - 1.74 ∙ 105 €2019/y 

Labor-related operations (CO) Cdw&b + Csal,o + Csuppl + 

Cassist + Clab 

- 1.52 ∙ 106 €2019/y 

Maintenance wages and benefits 

(Cmw&b) 

3.5% Ctdc Fluid handling process 2.87 ∙ 107 €2019/y 

Salaries and benefits (Csal,m) 25% Cmw&b - 7.18 ∙ 106 €2019/y 

Material and services (Cserv) 100% Cmw&b - 2.87 ∙ 107 €2019/y 

Maintenance overhead (Cover,m) 5% Cmw&b - 1.44 ∙ 106 €2019/y 

Maintenance (CM) Cmw&b + Csal,m + Cserv + 

Cover,m 

- 6.60 ∙ 107 €2019/y 

Operating overhead (Cover,o) 0.228 ∙ (Cdw&b + Csal,o + 

Cmw&b + Csal,m) 

- 8.44 ∙ 106 €2019/y 

Property tax and insurance (Ctax) 2% Ctdc Process of low risk located away 

from a heavily populated area 

1.64 ∙ 107 €2019/y 

Direct plant depreciation (Cd,dir) 8% (Ctdc – 1.18 Call) - 6.16 ∙ 107 €2019/y 

Allocated plant depreciation (Cd,all) 6% (1.18 Call)  - 2.99 ∙ 106 €2019/y 

Sales (S) CH3OH: 0.350 €/kg Market price [632] 1.38 ∙ 106 €2019/y 

Licensing fee 2% S Preliminary estimate 4.15 ∙ 104 €2019/y 

Cost of manufacture (CCOM) Craw + Cutil + CO + CM + 

Cover,o + Ctax + Cd,dir + Cd,all 

+ Clic 

- 7.48 ∙ 107 €2019/y 

General expenses (Cgen) 11.55% S - 1.60 ∙ 105 €2019/y 

Total production cost (Cprod) CCOM + Cprod - 1.39 ∙ 1010 €2019/y 

Working capital cost (Cwc) 18.58% S + 8.33% Craw 30 days for cash reserves, 7 days 

for liquid inventory, 30 days for 

accounts receivable and payable 

1.17 ∙ 109 €2019 

Total capital investment (Ctci) Cdpi + Cwc - 2.25 ∙ 109 €2019 
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D.3.2. Data for low temperature heterogeneous catalysis 

Compared to the homogeneous radical gas-phase reaction, the adoption of a solid catalyst and liquid 

oxidant allows to moderate operating conditions of the partial oxidation of CH4, i.e. reducing temperature 

and pressure. Among the investigated catalysts for low temperature heterogeneous catalysis, Co-ZSM-5 

zeolite modified with Fe and Cu in a continuous flow reactor proposed by Xu et al. [676] is adapted in the 

analysis of case-study 5 for CH3OH synthesis based on this process.  

Reported tests conditions are 1.5 g catalyst, partial pressure and inlet flowrate of CH4 of 20 bar and 10 

mL/min, respectively, 0.123 M H2O2/H2O oxidant with inlet flowrate of 0.25 mL/min, temperature of 

50°C. A stainless steel reactor 13 cm length, 1.6 cm internal diameter) in continuous operating mode is 

employed. Liquid and gas products are then separated in a high-pressure separator with total volume of 

18 mL and collected periodically for analysis over a 5 h period [676].  

From different combinations of catalysts tested, the experiment which uses 1.5%Fe 1.5%Cu/ZSM-5 

catalyst results in the highest CH3OH selectivity (i.e. 92.2%) and only one co-product (i.e. CO2 with 

selectivity 7.8%), thus it is selected for case-study 5. CH4 conversion of 0.5%, H2O2 conversion of 92.9% 

are reported for such a test [676]. Given the compounds involving in the process, the following scheme 

of reactions is derived:  

CH4 + 4 H2O2 = CO2 + 6 H2O                                                                                                             (D.27) 

CH4 + H2O2 = CH3OH + H2O                                                                                                             (D.28) 

Based on this scheme and the information about inputs and reaction performance, output flowrates of all 

compounds from the reactor are estimated. Extent rate of reactions in Equations (D.27) and (D.28) are 

1.80 ∙ 10-7 kmol/h and 2.13 ∙ 10-6 kmol/h, respectively. Table D.16 summarizes the mass balance of the 

process. The yield of CH3OH with respect to input CH4 is 46.1%. CH3OH fraction in the outlet aqueous 

solution is 0.46%wt (0.26%mol).  

Table D.16. Mass balance for the reference process scheme based on low temperature heterogenous catalysis for 

CH3OH production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 4.61 ∙ 10-4 7.38 ∙ 10-6 4.59 ∙ 10-4 7.35 ∙ 10-6 

H2O2/H2O solution 8.19 ∙ 10-4 1.38 ∙ 10-5 8.19 ∙ 10-4 1.47 ∙ 10-5 

CH3OH - - 2.13 ∙ 10-6 6.81 ∙ 10-8 

CO2 - - 1.80 ∙ 10-7 7.92 ∙ 10-9 
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Figure D.4 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for low 

temperature heterogeneous catalysis. Data about the material streams in the flowsheet are summarized in 

Table D.17, while Table D.18 reports information on the energy streams and utilities related to the relevant 

components in the flowsheet.  

 

Figure D.4. Intensified process flowsheet for low temperature heterogeneous catalysis from Aspen HYSYS simulation. 

 
As shown in Figure D.4, CH4 (stream 1), mixed with gas recycle stream, and H2O2/H2O solution (stream 

2), heated in HX1 and pumped by means of P1, feed reactor R1. In R1, two reaction in series are 

introduced: the first one with the stoichiometry of Equation (D.27) and conversion of CH4 of 0.039%, the 

second one with the stoichiometry of Equation (D.28) and conversion of CH4 of 0.461%, which 

correspond to the overall conversion of CH4 of 0.5% reported in the reference process scheme. The gas 

output stream from R1 is then recycled, while the liquid output (stream 9) is heated in HX2 and HX3, 

depressurized in V1 and separated into gas and liquid streams in atmospheric flash drum D1 to separate 

gas and liquid phase. The liquid stream from D1 (stream 14) is cooled down in HX2 and HE1 to the 

optimal temperature required for pervaporation based on PERVAP 4060 membrane (i.e. 70°C) [685]. The 

resulting stream (stream 16) is mixed with liquid recycle stream and enters the pervaporation membrane 

unit PV1. Permeate stream in vapor phase and under vacuum (stream 19) is then cooled to reach liquid 

conditions in HE2 and HE3 and pumped in P2 to atmospheric pressure. The resulting liquid stream is then 

re-heated to 70°C through HE2 and HX4 for another pervaporation stage composed of membrane PV2, 

coolers HE4 and HE5, pump P3. The resulting permeate from these components is heated in HE4 and 

routed for final separation to distillation unit, composed of column CO1, top-condenser CD1 and bottom-

reboiler RB1. Retentate from PV1 (stream 18) and PV2 (stream 25) is recycled to the inlet of the first 

stage of pervaporation.  
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Distillate rate of 15.64 kmol/h, reflux ratio of 18.27 and number of stages of 24 (feed in stage 10) are set 

in CO1-CD1-RB1 unit. According to experimental data on PERVAP 4060 membrane [685], pressures of 

permeate and retentate in PV1 and PV2 are set to 0.2670 kPa and 101.3 kPa, respectively, both at 70°C; 

splits are fixed as feed fraction to product: in PV1 0.0002395 for CH3OH and 0.00003687 for H2O, in 

PV2 0.0001871 for CH3OH and 0.00004423 for H2O.  

Input flowrates of CH4 and H2O2/H2O to the plant are adjusted in order to meet in the inlet of the reactor 

(streams 4 and 5 in Figure D.4) the molar ratio H2O2 to CH4 of 0.00664 reported in the reference process 

scheme (Table D.16). As illustrated in Figure D.4, material process streams are used to supply heat in 

HX2 or absorb heat in HE2 and HE4. Moreover, as shown in Table D.18, a part of the heat flow to be 

removed in CD1 is used in HX1.  

Table D.17. Data on material streams of the intensified process flowsheet illustrated in Figure D.4. 

Stream Vapor 

phase 

Temp. 

(°C) 

Press. 

(kPa) 

Molar flowrate 

(kmol/h) 

Molar 

fraction 

CH4 

Molar 

fraction 

CO2 

Molar 

fraction 

CH3OH 

Molar 

fraction 

H2O 

Molar 

fraction 

H2O2 

1 1 25.0 13800 15.8 1.000 0.000 0.000 0.000 0.000 

2 0 25.0 101.3 4735.8 0.000 0.000 0.000 0.996 0.004 

3 0 50.0 101.3 4735.8 0.000 0.000 0.000 0.996 0.004 

4 0 50.2 2000 4735.8 0.000 0.000 0.000 0.996 0.004 

5 1 49.7 2000 2796.1 0.957 0.036 0.000 0.007 0.000 

6 1 50.0 2000 2782.9 0.957 0.036 0.000 0.007 0.000 

7 1 50.0 2000 2.8 0.957 0.036 0.000 0.007 0.000 

8 1 50.0 2000 2780.1 0.957 0.036 0.000 0.007 0.000 

8’ 1 50.0 2000 2780.3 0.957 0.036 0.000 0.007 0.000 

9 0 50.0 2000 4751.2 0.000 0.000 0.003 0.997 0.000 

10 0 68.6 2000 4751.2 0.000 0.000 0.003 0.997 0.000 

11 0 100.0 2000 4751.2 0.000 0.000 0.003 0.997 0.000 

12 1.00 77 101.3 7.55 0.1608 0.0189 0.1939 0.6264 0.000 

13 0.00 77 101.3 46.69 0.0002 0.0000 0.5354 0.4644 0.000 

14 0.00 63 101.3 15.64 0.0007 0.0000 0.0003 0.9990 0.000 

15 0.00 94 101.3 31.05 0.0000 0.0000 0.8049 0.1951 0.000 

16 0 70.0 101.3 4732.9 0.000 0.000 0.003 0.997 0.000 

17 0 70.0 101.3 162198719127 0.000 0.000 0.003 0.997 0.000 

18 0 70.0 101.3 162192655283 0.000 0.000 0.003 0.997 0.000 

19 1 70.0 0.267 6063843.5 0.000 0.000 0.017 0.983 0.000 

20 1 25.0 0.267 6063843.5 0.000 0.000 0.017 0.983 0.000 

21 0 -10.3 0.267 6063843.5 0.000 0.000 0.017 0.983 0.000 

22 0 -10.0 101.3 6063843.5 0.000 0.000 0.017 0.983 0.000 

23 0 9.3 101.3 6063843.5 0.000 0.000 0.017 0.983 0.000 

24 0 70.0 101.3 6063843.5 0.000 0.000 0.017 0.983 0.000 

25 0 70.0 101.3 6063560.9 0.000 0.000 0.017 0.983 0.000 

26 0 70.0 101.3 162198718844 0.000 0.000 0.003 0.997 0.000 

27 0 70.0 101.3 4055.0 0.000 0.000 0.003 0.997 0.000 

28 0 70.0 101.3 162198714789 0.000 0.000 0.003 0.997 0.000 

28’ 0 70.0 101.3 162198714394 0.000 0.000 0.003 0.997 0.000 

29 1 70.0 0.267 282.6 0.000 0.000 0.067 0.933 0.000 

30 1 21.0 0.267 282.6 0.000 0.000 0.067 0.933 0.000 

31 0 -10.5 0.267 282.6 0.000 0.000 0.067 0.933 0.000 

32 0 -10.2 101.3 282.6 0.000 0.000 0.067 0.933 0.000 

33 0 10.5 101.3 282.6 0.000 0.000 0.067 0.933 0.000 

34 0 66.9 101.3 15.6 0.000 0.000 1.000 0.000 0.000 

35 0 99.7 101.3 267.0 0.000 0.000 0.012 0.988 0.000 
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Table D.18. Data on energy streams associated to components of the intensified process flowsheet in Figure D.4.  

Stream Heat/Power 

flow (kW) 

Utility Pressure 

(kPa) 

Inlet temp. 

(°C) 

Outlet temp. 

(°C) 

Utility mass 

flowrate (kg/h) 

Q_R1 -1301 Cooling water 1 250 30 40 108607 

Q_HX3 3263 LP steam 232 125 124 5348 

Q_HE1 1032 Cooling water 1 250 30 40 86135 

Q_HE3 79600703 Ammonia refrigerant 151.8 -25 -25 272238972 

W_P2 4038 - 3913 250 249 671.36 

Q_HX4 8049077 LP steam 232 125 124 13192805 

W_P3 0.20 - - - - - 

Q_HE5 3724 Ammonia refrigerant 151.8 -25 -25 12738 

Q_CD1 3141 Cooling water 1 for 882 kW 

(Q_HX1 for remaining kW) 

250 30 40 73599 

Q_RB1 3726.58 LP steam 232 125 124 6108 

W_P1 60.80 - - - - - 

Q_HX1 2558.73 Process fluid (H2O2/H2O) 1.01 25 50 85600 

LP: low pressure 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 34) at 66.9°C and 

1.01 bar, overall conversion of CH4 of 83.1% and overall yield of CH3OH with respect to input CH4 of 

98.99%.  

D.3.3. Data for homogeneous catalysis in solution 

Another alternative to the gas-phase reaction at high operating conditions, the conversion of CH4 into 

CH3OH can be performed through homogeneous catalyst in solution under low temperature. Several 

studies investigating the performance of homogeneous catalysts can be retrieved in literature, even though 

in batch reactors. The experimental set-up employing a semi-continuous porous tube reactor proposed for 

liquid phase catalytic partial oxidation of CH4 to CH3OH derivative [677] is preferred in the analysis of 

case-study 5.  

CH4, O2 and co-reductant CO constitute the gas mixture supplied continuously to the tubular reactor (400 

mL volume) where they enter contact with the liquid phase through an alumina-based porous ceramic 

tube. The liquid consists of mixture of 3:1 trifluoroacetic acid CF3COOH (TFA) and H2O, while the 

catalytic system is a bimetallic catalyst of Pd(CH3CO2)2 and CuCl2. The metal first catalyses water gas 

shift reaction involving the oxidation of CO to CO2 and H2, then the catalytic combination of H2 with O2 

yields in situ H2O2, and the metal-catalysed oxidation of CH4 yields CH3OH by means of H2O2. The 

CH3OH derivative, CF3COOCH3(MTFA), is finally produced through esterification of CH3OH with 

CF3COOH (TFA) in the liquid phase. The overall reaction can be represented by the following equation:  

CH4 + CO + O2 + CF3COOH(TFA) = CF3COOCH3(MTFA) + CO2 + H2O                                     (D.29) 
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After the reactor, the gases are disengaged from the liquid phase in a hold-up vessel (600 mL volume) 

and vented. The liquid phase is continuously re-circulated via the air-lift effect which eliminated the need 

for high-pressurized pumping [677].  

Experiments are carried out with CH4 at partial pressure of 62 bar and flowrate of 1.8 L/min (at 0°C), CO 

at partial pressure of 14 bar and normal flowrate of 0.34 L/min (at 0°C), O2 at partial pressure 7 bar and 

flowrate of 0.17 L/min (at 0°C), a volume of 300 mL of liquid (75 mL of H2O and 225 mL of TFA) at 

20°C. Thus, the total pressure of the system is 83 bar. From different runs investigating the effect of 

temperature, time course and catalyst concentrations, the best performance in terms of MTFA productivity 

is reported at 85°C temperature, 120 min time, 0.66 mol/m3 Pd2+ and 4.9 mol/m3 CuCl2: MTFA 

concentration of 50 mol/m3 in the liquid phase , i.e. 0.015 mol in 300 mL liquid volume [677]. 0.015 mol 

in 120 min of the run is also the extent rate of the reaction illustrated in Equation (D.29). Material balance 

can be thus completed, as summarized in Table D.19. Molar conversion of CH4 is estimated as 0.181%.  

Table D.19. Mass balance for the reference process scheme based on homogeneous catalysis in solution for CH3OH 

derivative production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 8.28 ∙ 10-3 1.32 ∙ 10-4 8.27 ∙ 10-3 1.32 ∙ 10-4 

CO 4.14 ∙ 10-3 5.24 ∙ 10-5 1.85 ∙ 10-3 5.19 ∙ 10-5 

O2 3.53 ∙ 10-3 2.99 ∙ 10-5 9.20 ∙ 10-4 2.94 ∙ 10-5 

H2O 4.15 ∙ 10-3 7.47 ∙ 10-5 4.17 ∙ 10-3 7.50 ∙ 10-5 

TFA 2.94 ∙ 10-3 3.35 ∙ 10-4 2.92 ∙ 10-3 3.33 ∙ 10-4 

MTFA - - 1.50 ∙ 10-5 1.92 ∙ 10-6 

CO2 - - 1.50 ∙ 10-5 6.60 ∙ 10-7 

 

Hypothetically, pure CH3OH can be obtained considering the opposite reaction of the esterification 

involving the liquid product from Equation (D.29), i.e. hydrolysis of MTFA, as follows: 

CF3COOCH3(MTFA) + H2O = CF3COOH(TFA) + CH3OH                                                             (D.30) 

All the molar amount of MTFA can be ideally converted into CH3OH, while TFA and H2O may be 

recycled to the inlet of the reactor. 

Figure D.5 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

homogeneous catalysis in solution. Data about the material streams in the flowsheet are summarized in 

Table D.20, while Table D.21 reports information on the energy streams and utilities related to the relevant 

components in the flowsheet.  
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Figure D.5. Intensified process flowsheet for homogeneous catalysis in solution from Aspen HYSYS simulation. 

 
As shown in Figure D.5, CH4 (stream 1), CO (stream 2) and O2 (stream 3) are pre-heated in HX1 to the 

reaction temperature and mixed with gas recycle stream. The resulting gas mixture and TFA/H2O solution 

(stream 2), pumped by means of P1 and heated in HX2, feed the reactor R1. In R1, stoichiometry of 

reaction in Equation (D.29) and conversion of CH4 of 0.181%, reported in the reference process scheme, 

are set. The gas output stream from R1 is then recycled, while the liquid output (stream 13) is 

depressurized to atmospheric conditions in V1 and separated into gas and liquid streams in flash drum 

D1. The gas outlet from D1 is first compressed in K1 and then undergoes two stages of compression-

cooling in order to be recycled in inlet to the R1. The liquid phase from D1 (stream 24) enters reactor R2 

where reaction illustrated in Equation (D.30) is simulated as kinetic reaction in Aspen CSTR reactor. 

Stoichiometry in Equation (D.30) and experimental data about forward kinetic constant of the hydrolysis 

reaction of MTFA as a function of temperature [718] are set. This latter information is energy activation 

(Ea) of 42151 kJ/kmol and pre-exponential factor (A) of 199526 1/s. Moreover, the volume of R2 in 

vertical configuration and cylindrical shape is fixed in order to obtain conversion of MTFA as higher as 

possible (i.e. 99.10%). The liquid outlet from R2 containing a mixture of H2O-TFA-CH3OH is then heated 

to feed four distillation stages in series. The first stage in CO1-CD1-RB1 consists of separation of TFA-

CH3OH from H2O where distillate rate of 143 kmol/h, reflux ratio of 2.82 and number of stages of 20 

(feed in stage 12) are set. The distillate stream from this unit is then routes to the following stages aiming 

at the separation of CH3OH from TFA in order to obtain relatively pure CH3OH as distillate. Bottom rate 

of 266 kmol/h, vent rate (stream 29) of 0.7 kmol/h, reflux ratio of 110.9, number of stages of 40 (feed in 

stage 10) are set in CO2-CD2-RB2 unit. Distillate rate of 13.87 kmol/h, vent rate (stream 32) of 0.78 

kmol/h, reflux ratio of 65.32, number of stages of 40 (feed in stage 10) are set in CO3-CD3-RB3 unit. 
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Finally, distillate rate of 15.64 kmol/h, vent rate (stream 35) of 0.32 kmol/h, reflux ratio of 20.98, number 

of stages of 40 (feed in stage 11) are set in CO4-CD4-RB4 unit. As shown in Figure D.5, to obtain the 

benchmark CH3OH, 32 units in parallel of CO1-CD1-RB1, 16 units in parallel of CO2-CD2-RB2, 4 units 

in parallel of CO3-CD3-RB3 are needed. Input flowrates of CH4, CO, O2 and TFA/H2O to the plant are 

adjusted in order to meet in the inlet of the reactor R1 (streams 8 and 9 in Figure D.5) the molar ratio TFA 

to CH4 of 0.355, CO to CH4 of 0.226, O2 to CH4 0.113, reported in the reference process scheme (Table 

D.19). As illustrated in Figure D.5, hot gases in HE1 and HE2 are used to supply a part of the heat in 

HX2.  

Table D.20. Data on material streams of the intensified process flowsheet illustrated in Figure D.5. 

Stream Vapor 

phase 

fract. 

Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fract. 

CH4 

Molar 

fract. 

CH3OH 

Molar 

fract. 

CO2 

Molar 

fract. 

CO 

Molar 

fract. 

H2O 

Molar 

fract. 

TFA 

Molar 

fract. 

MTFA 

Molar 

fract. 

O2 

1 1 25.0 13800 600.00 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

2 1 25.0 15000 430.00 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 

3 1 25.0 15600 399.50 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 

4 1 25.0 13800 1429.50 0.420 0.000 0.000 0.301 0.000 0.000 0.000 0.279 

5 1 85.0 13800 1429.50 0.420 0.000 0.000 0.301 0.000 0.000 0.000 0.279 

6 0 25.0 101.3 154000 0.000 0.000 0.000 0.000 0.585 0.415 0.000 0.000 

7 0 28.2 8300 154000 0.000 0.000 0.000 0.000 0.585 0.415 0.000 0.000 

8 0 85.0 8300 154000 0.000 0.000 0.000 0.000 0.585 0.415 0.000 0.000 

9 0.99 102.6 8300 510450 0.412 0.000 0.413 0.096 0.011 0.022 0.000 0.045 

10 1 85.0 8300 483313 0.428 0.000 0.412 0.100 0.004 0.009 0.000 0.047 

11 1 85.0 8300 483.31 0.428 0.000 0.412 0.100 0.004 0.009 0.000 0.047 

12 1 85.0 8300 482830 0.428 0.000 0.412 0.100 0.004 0.009 0.000 0.047 

13 0 85.0 8300 180756 0.018 0.000 0.067 0.001 0.520 0.390 0.003 0.001 

14 0.15 60.5 101.3 180756 0.018 0.000 0.067 0.001 0.520 0.390 0.003 0.001 

15 1 60.5 101.3 26211 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

16 1 60.5 101.3 26.21 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

17 1 60.5 101.3 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

18 1 250.0 1353 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

19 1 133.7 1353 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

20 1 250.0 5937 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

21 1 193.8 5937 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

22 1 221.4 8300 26186 0.122 0.000 0.458 0.010 0.133 0.269 0.003 0.005 

23 0.99 102.6 8300 509016. 0.412 0.000 0.415 0.096 0.011 0.022 0.000 0.044 

23’ 0.99 102.6 8300 509021 0.412 0.000 0.415 0.096 0.011 0.022 0.000 0.044 

24 0 60.5 101.3 154543 0.000 0.000 0.001 0.000 0.586 0.411 0.002 0.000 

25 0 15.0 101.3 154543 0.000 0.002 0.001 0.000 0.583 0.413 0.000 0.000 

26 0 50.0 101.3 154543 0.000 0.002 0.001 0.000 0.583 0.413 0.000 0.000 

26-2 0 50.0 101.3 346.17 0.000 0.002 0.001 0.000 0.583 0.413 0.000 0.000 

27 0 61.2 101.3 143.00 0.000 0.006 0.003 0.000 0.001 0.991 0.000 0.000 

27-2 0 61.2 101.3 286.00 0.000 0.006 0.003 0.000 0.001 0.991 0.000 0.000 

28 0 99.2 101.3 203.17 0.000 0.000 0.000 0.000 0.993 0.007 0.000 0.000 

29 1 26.5 101.3 0.70 0.055 0.011 0.824 0.001 0.000 0.107 0.000 0.001 

30 0 26.5 101.3 19.30 0.000 0.071 0.010 0.000 0.000 0.918 0.001 0.000 

30-2 0 26.5 101.3 77.20 0.000 0.071 0.010 0.000 0.000 0.918 0.001 0.000 

31 0 72.7 101.3 266.00 0.000 0.001 0.000 0.000 0.001 0.998 0.000 0.000 

32 1 24.2 101.3 0.78 0.023 0.057 0.858 0.000 0.000 0.061 0.001 0.000 

33 0 24.2 101.3 13.87 0.000 0.382 0.005 0.000 0.000 0.609 0.004 0.000 

33-2 0 24.2 101.3 55.48 0.000 0.382 0.005 0.000 0.000 0.609 0.004 0.000 

34 0 72.7 101.3 62.55 0.000 0.003 0.000 0.000 0.000 0.997 0.000 0.000 

35 1 24.1 101.3 0.32 0.008 0.159 0.832 0.000 0.000 0.000 0.000 0.000 

36 0 24.1 101.3 15.64 0.000 0.998 0.001 0.000 0.000 0.001 0.000 0.000 

37 0 71.9 101.3 39.52 0.000 0.140 0.000 0.000 0.000 0.854 0.006 0.000 
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Table D.21. Data on energy streams associated to components of the intensified process flowsheet in Figure D.5. 

Stream Heat/Power 

flow (kW) 

Utility Pressur

e (kPa) 

Inlet temp. 

(°C) 

Outlet 

temp. (°C) 

Utility mass 

flowrate (kg/h) 

Q_R2 -228047 Cooling water 1 250 30 40 20951548 

Q_R1 -251069 Cooling water 2 250 5 15 19030352 

Q_CD1 5507 Cooling water 1 250 30 40 459555 

Q_RB1 5800 LP steam 232 125 124 9506 

Q_CD2 26152 Cooling water 2 250 5 15 2180336 

Q_RB2 26279 LP steam 232 125 124 43072 

W_P1 19460 - - - - - 

Q_HX2 291570 LP steam for 225363 kW (hot 

gases in HE1 and HE2) 

232 125 124 369380 

Q_HX1 777 LP steam 232 125 124 1274 

W_K1 84333 - - - - - 

Q_HE1 53866 Process fluid (TFA/H2O) in 

HX2 

8300 28.2 85 1645097 

W_K2 53589 - - - - - 

Q_HE2 26916 Process fluid (TFA/H2O) in 

HX2 

8300 28.2 85 822124 

W_K3 12850 - - - - - 

Q_CD3 11239 Cooling water 2 250 5 15 937059 

Q_RB3 11386 LP steam 232 125 124 18662 

Q_CD4 3898 Cooling water 2 250 5 15 324996 

Q_RB4 3988 LP steam 232 125 124 6537 

Q_HX3 176758 LP steam 232 125 124 289715 

LP: low pressure. 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 34) at 66.9°C and 

1.01 bar, overall conversion of CH4 of 83.1% and overall yield of CH3OH with respect to input CH4 of 

98.99%.  

D.3.4. Data for membrane-based biocatalysis 

Biosynthesis of CH3OH from CH4 is a biological conversion which uses a group of enzymes called 

methane monooxygenases (MMOs) in methanotrophic bacteria at ambient conditions and may employ a 

membrane inside the bioreactor to facilitate the separation of compounds. The bioprocess investigated by 

Ghaz-Jahanian et al. [678] is considered as reference source in the analysis of case-study 5 for CH3OH 

production through biocatalysis.  

A bench-scale external loop airlift bioreactor with 1 L working volume (3.2 cm internal diameter and 35 

cm height) is proposed allowing inlet CH4 and O2 from air to dissolve according to stoichiometric ratios 

for bacterial consumption and CH3OH synthesis in Equation (D.24), i.e. CH4-to-air ratio of 1:20. A 

cylindrical settler (8 cm diameter and 4 cm height) is employed at the top of bioreactor to separate biomass 

from the medium and provide recycle of precipitated cells. CH4 is continuously dissolved into the culture 
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by means of a hydraulic transfer chamber (11 cm diameter and 18.5 cm height) and such methane-enriched 

medium is then conducted to the airlift bioreactor. Inlet flowrate of air to the reactor is 0.4 L/min, while 

recycle flowrate of enriched medium is 0.1 L/min. Batch runs of about 4 h in airlift bioreactor using 

isolated methanotroph strain stabilized at the temperature of 28°C result in a peak of 1600 mg/L of CH3OH 

during the first 3:30 h of single batch. At the end of the batch, aeration is stopped for 2 h and about 75% 

of medium is replaced by new one in order to start a new batch; CH3OH is measured in the collected 

medium [678].  

By assuming two batches per day (i.e. at maximum 12 h including loading, production, unloading and 

aeration stopping for collection), the inlet flowrates are estimated. To evaluate the CH3OH flowrate, first 

the medium volume in the airlift reactor is estimated as 85% of the bioreactor volume and 75% of this 

latter one is considered as the collected medium volume for CH3OH concentration measurement (i.e. 

0.638 L). Thus, considering this volume and the two batches per day, the output CH3OH is calculated, 

which coincides with the extent rate of the reaction in Equation (D.24) since CH3OH is the only one 

carbon product. Material balance is then applied quantifying all the output flowrates. Table D.22 

summarizes the data for this process. Molar conversion of CH4 is derived equal to 10.36%, which 

represents also the yield of CH3OH. CH3OH fraction in the outlet medium is 0.16%wt (0.09%mol).  

Table D.22. Mass balance for the reference process scheme based on biocatalysis for CH3OH production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 2.66 ∙ 10-6 4.10 ∙ 10-7 2.30 ∙ 10-5 3.68 ∙ 10-7 

Air 2.83 ∙ 10-4 8.20 ∙ 10-6 2.16 ∙ 10-4 6.26 ∙ 10-6 

Liquid medium 2.95 ∙ 10-3 5.1 ∙ 10-5 2.95 ∙ 10-3 5.31 ∙ 10-5 

CH3OH - - 2.66 ∙ 10-6 8.50 ∙ 10-8 

 

Figure D.6 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

biocatalysis. Data about the material streams in the flowsheet are summarized in Table D.23, while Table 

D.24 reports information on the energy streams and utilities related to the relevant components in the 

flowsheet.  
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Figure D.6. Intensified process flowsheet for biocatalysis from Aspen HYSYS simulation. 

 
As shown in Figure D.6, gases CH4 (stream 1), N2 (stream 2) and O2 (stream 3), mixed with gas recycle 

stream, and H2O2/H2O solution (stream 4), heated in HX1, enter reactor R1. According to Equation (D.24), 

the stoichiometry in R1 is -1, -0.5, +1 for CH4, O2, CH3OH, respectively; conversion of CH4 at the reactor 

is fixed 10.36 % as reported in the reference process scheme. The gas output stream from R1 is then 

recycled, while the liquid output (stream 10) is heated in HX2 and HX3, depressurized in V1 and separated 

into gas and liquid streams in atmospheric flash drum D1 to separate gas and liquid phase. The liquid 

stream from D1 (stream 14) is cooled down in HX2 and HE1 to the optimal temperature required for 

pervaporation based on PERVAP 4060 membrane (i.e. 70°C) [685]. The resulting stream (stream 13) is 

mixed with liquid recycle stream and enters the pervaporation membrane unit PV1. Permeate stream in 

vapor phase and under vacuum (stream 15) is then cooled to reach liquid conditions in HE1 and HE2 and 

pumped in P1 to atmospheric pressure. The resulting liquid stream is then re-heated to 70°C through HE1 

and HX4 for another pervaporation stage composed of membrane PV2, coolers HE3 and HE4, pump P2. 

The resulting permeate from these components is routed for final separation to the distillation unit, 

composed of column CO1, top-condenser CD1 and bottom-reboiler RB1. A part of retentate from PV1 

(stream 14) and PV2 (stream 21) are recycled to the inlet of the first stage of pervaporation. The other 

part is mixed with the waste stream of CO1-CD1-RB1 unit and used as heating fluid in HX2. 

Distillate rate of 15.64 kmol/h, reflux ratio of 39.77 and number of stages of 26 (feed in stage 10) are set 

in CO1-CD1-RB1 unit.  

According to experimental data on PERVAP 4060 membrane [685], pressures of permeate and retentate 

in PV1 and PV2 are set to 0.2670 kPa and 101.3 kPa, respectively, both at 70°C; splits are fixed as feed 
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fraction to product: in PV1 0.0002504 for CH3OH and 0.00003559 for H2O, in PV2 0.0002285 for CH3OH 

and 0.00003791 for H2O.  

Input flowrates to the plant are adjusted in order to meet in the inlet of the reactor (streams 5 and 6 in 

Figure D.6) the molar ratio H2O to CH4 of 115.1, N2 to CH4 of 8.72, H2O to CH4 of 2.225 reported in the 

reference process scheme (Table D.22).  

As illustrated in Figure D.6, material process streams are used to supply heat in HX2 or absorb heat in 

HE1 and HE3. Moreover, as shown in Table D.24, a part of the heat flow to be removed from CD1 is 

used in HX1.  

Table D.23. Data on material streams of the intensified process flowsheet illustrated in Figure D.6. 

Stream Vapor 

phase 

fract. 

Temp. 

(°C) 

Press. 

(kPa) 

Molar flowrate 

(kmol/h) 

Molar 

fraction 

CH4 

Molar 

fraction 

CH3OH 

Molar 

fraction 

H2O 

Molar 

fraction  

N2 

Molar 

fraction O2 

1 1 25.0 13800 16.5 1.0000 0.0000 0.0000 0.0000 0.0000 

2 1 25.0 800 1.8 0.0000 0.0000 0.0000 1.0000 0.0000 

3 1 25.0 800 8.6 0.0000 0.0000 0.0000 0.0000 1.0000 

4 0 25.0 101.3 18040.4 0.0000 0.0000 1.0000 0.0000 0.0000 

5 0 28.0 101.3 18040.4 0.0000 0.0000 1.0000 0.0000 0.0000 

6 1 27.7 101.3 1956.1 0.0806 0.0000 0.0366 0.7035 0.1793 

7 1 28.0 101.3 1931.5 0.0731 0.0000 0.0371 0.7123 0.1774 

8 1 28.0 101.3 2.1 0.0731 0.0000 0.0371 0.7123 0.1774 

9 1 28.0 101.3 1929.4 0.0731 0.0000 0.0371 0.7123 0.1774 

9’ 1 28.0 101.3 1929.3 0.0731 0.0000 0.0371 0.7123 0.1774 

10 0 28.0 101.3 18056.8 0.0000 0.0009 0.9991 0.0000 0.0000 

11 0 43.0 101.3 18056.8 0.0000 0.0009 0.9991 0.0000 0.0000 

12 0 70.0 101.3 18056.8 0.0000 0.0009 0.9991 0.0000 0.0000 

13 0 70.0 101.3 331884266383 0.0000 0.0009 0.9991 0.0000 0.0000 

14 0 70.0 101.3 331872390796 0.0000 0.0009 0.9991 0.0000 0.0000 

15 1 70.0 0.267 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

16 1 25.0 0.267 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

17 0 -10.3 0.267 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

18 0 -10.1 101.3 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

19 0 9.4 101.3 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

20 0 70.0 101.3 11875587.4 0.0000 0.0063 0.9937 0.0000 0.0000 

21 0 70.0 101.3 11875123.0 0.0000 0.0063 0.9937 0.0000 0.0000 

22 0 70.0 101.3 331884265919 0.0000 0.0009 0.9991 0.0000 0.0000 

23 0 70.0 101.3 331884249324 0.0000 0.0009 0.9991 0.0000 0.0000 

23’ 0 70.0 101.3 331884248326 0.0000 0.0009 0.9991 0.0000 0.0000 

24 0 70.0 101.3 16594.2 0.0000 0.0009 0.9991 0.0000 0.0000 

25 1 70.0 0.267 464.4 0.0000 0.0366 0.9634 0.0000 0.0000 

26 1 21.0 0.267 464.4 0.0000 0.0366 0.9634 0.0000 0.0000 

27 0 -10.3 0.267 464.4 0.0000 0.0366 0.9634 0.0000 0.0000 

28 0 -10.1 101.3 464.4 0.0000 0.0366 0.9634 0.0000 0.0000 

29 0 10.8 101.3 464.4 0.0000 0.0366 0.9634 0.0000 0.0000 

30 0 66.9 101.3 15.6 0.0000 0.9987 0.0013 0.0000 0.0000 

31 0 99.9 101.3 448.7 0.0000 0.0031 0.9969 0.0000 0.0000 

32 0 70.8 101.3 17043.0 0.0000 0.0010 0.9990 0.0000 0.0000 

33 0 55.0 101.3 17043.0 0.0000 0.0010 0.9990 0.0000 0.0000 
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Table D.24. Data on energy streams associated to components of the intensified process flowsheet in Figure D.6. 

Stream Heat/Power 

flow (kW) 

Utility Pressure 

(kPa) 

Inlet temp. 

(°C) 

Outlet temp. 

(°C) 

Utility mass 

flowrate (kg/h) 

Q_R1 -787.2 Cooling water 2 250 5 15 65632 

Q_HX4 15644478 LP steam 232 125 124 25644178 

W_P1 7808.8 - - - - - 

Q_HE4 6096.7 Ammonia refrigerant 151.8 -25 -25 20850 

W_P2 0.3 - - - - - 

Q_CD1 6647.1 Cooling water 1 for 5479 

kW (Q_HX1 for remaining 

kW) 

250 30 40 457200 

Q_RB1 7584.3 LP steam 232 125 124 12431 

Q_HE2 155658775 Ammonia refrigerant 151.8 -25 -25 532319329 

Q_HX3 10565.2 LP steam  232 125 124 73599 

Q_HX1 1168.2 Process fluid (H2O) 1.01 25 28 325000 

LP: low pressure. 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 30) at 66.9°C and 

1.01 bar, overall conversion of CH4 of 99.06% and overall yield of CH3OH with respect to input CH4 of 

94.66%.  

D.3.5. Data for plasma technology 

Decomposition of CH4 using nonthermal plasma (NTP) at room temperature and atmospheric pressure 

represents an alternative to the thermo-catalytic techniques described above. In NTP, the majority of the 

electrical energy is used to produce energetic electrons which can break the C-H bonds of CH4 rather than 

to heat the gas, thus by the bulk gas temperature remains under ambient conditions. NTP can be generated 

by different electrical discharges. In dielectric-barrier discharge (DBD), micro-discharges are distributed 

throughout the discharge volume by means of the dielectric barrier, thus the chemical reactions involving 

ions, radicals and activated molecules are initiated [719]. To increase the selectivity of the desired 

products, addition of heterogeneous catalyst to plasma reactor appears to be useful. The study by Sk. 

Mahammadunnisa et al. [679] investigating the catalytic NTP assisted co-processing of N2O and CH4 for 

CH3OH formation is considered as reference process in the analysis of case-study 5.  

The DBD reactor is composed of a cylindrical quartz tube (20 mm inner diameter, 21 mm outer diameter, 

250 mm length) containing a stainless rod acting as inner electrode and rolled from a copper wire acting 

as outer electrode. The inner electrode is connected to HVAC source, while the outer electrode is 

grounded. The gap between the quartz tube and the outer ground electrode is 1 mm. Discharge length is 

15 mm and discharge gap is fixed at 3.5 mm. The area of the Lissajous diagram (charge, i.e. time 

integrated current, versus voltage across the capacitor connected in series with the outer electrode) 
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characterizes the energy dissipated in the discharge during one period of the voltage. The average power 

dissipated in the discharge can be calculated by multiplying the area with the frequency. Specific input 

energy of the discharge (in J/L) is derived as the ratio of the dissipated power (in W) to the inlet gas 

flowrate (in L/s). High pure CH4 (10%mol diluted in Ar) and N2O (10%mol diluted in Ar) are the input 

gases to the DBD reactor operating in continuous mode. Different catalysts (i.e. CuO/CeO2, NiO/CeO2 

and Cu-Ni(5-5)/CeO2) are tested for the conversion at a specific input energy of 6 kJ/L, gas input flowrate 

of 60 mL/min (fixed feed ratio CH4:N2O equal to 5:1) and operating conditions of 25°C and 1 bar. It is 

noticed that, besides the desired product CH3OH, co-products are H2, CH2O, CO and CO2 [679]. The 

results of the experiment using Cu-Ni(5-5)/CeO2 catalyst and showing the highest selectivity of CH3OH 

is assumed for the analysis of case-study 5: conversion of CH4 and N2O of 23% and 68%, respectively, 

selectivity of CH3OH of 36%, selectivity of CH2O of 13%, selectivity of H2 of 45%, selectivity of CO of 

1.5%, selectivity of CO2 4.5% [679]. Given the compounds involving in the process, the following scheme 

of reactions in gas phase is derived:  

CH4 + N2O = CH3OH + N2                                                                                                                 (D.31) 

CH4 + N2O = CH2O + H2 + N2                                                                                                           (D.32) 

CH4 + N2O = CO + 2 H2 + N2                                                                                                             (D.33) 

CH4 + 2 N2O = CO2 + 2 H2 + 2 N2                                                                                                     (D.34) 

Based on this scheme and the information about inputs and reaction performance, output flowrates of all 

compounds from the reactor are estimated. Table D.25 summarizes the mass balance of the process. Extent 

rate of reaction in Equations (D.31), (D.32), (D.33), (D.34) are 1.05 ∙ 10-6 kmol/h, 3.79 ∙ 10-7 kmol/h, 4.38 

∙ 10-8 kmol/h, 1.31 ∙ 10-7 kmol/h, respectively. The yield of CH3OH with respect to input CH4 is 8.28%.  

Table D.25. Mass balance for the reference process scheme based on plasma technology for CH3OH production from 

CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 1.27 ∙ 10-5 2.03 ∙ 10-7 1.11 ∙ 10-5 1.77 ∙ 10-7 

N2O 2.54 ∙ 10-6 1.12 ∙ 10-7 8.01 ∙ 10-7 3.53 ∙ 10-8 

Ar for CH4 1.14 ∙ 10-4 4.56 ∙ 10-6 1.14 ∙ 10-4 4.56 ∙ 10-6 

Ar for N2O 2.28 ∙ 10-5 9.12 ∙ 10-7 2.28 ∙ 10-5 9.12 ∙ 10-7 

CH3OH - - 1.05 ∙ 10-6 3.36 ∙ 10-8 

CH2O - - 3.79 ∙ 10-7 1.14 ∙ 10-8 

H2 - - 7.30 ∙ 10-7 1.46 ∙ 10-9 

CO - - 4.38 ∙ 10-8 1.23 ∙ 10-9 

CO2 - - 1.31 ∙ 10-7 5.78 ∙ 10-9 

N2 - - 1.74 ∙ 10-6 4.86 ∙ 10-8 
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Figure D.7 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

plasma technology. Data about the material streams in the flowsheet are summarized in Table D.26, while 

Table D.27 reports information on the energy streams and utilities related to the relevant components in 

the flowsheet.  

 

Figure D.7. Intensified process flowsheet for plasma technology from Aspen HYSYS simulation. 

 
As shown in Figure D.7, CH4 (stream 1), Ar (stream 2) and N2O (stream 3) are pre-heated in HX1 to the 

reaction temperature and mixed with gas recycle stream. The resulting gas mixture feeds the reactor R1. 

In R1, four reactions in series are added: the first one with stoichiometry of reaction in Equation (D.31) 

and conversion of CH4 of 8.28%, the second one with stoichiometry of reaction in Equation (D.32) and 

conversion of CH4 of 2.99%, the third one with stoichiometry of reaction in Equation (D.33) and 

conversion of CH4 of 0.35%, the fourth one with stoichiometry of reaction in Equation (D.34) and 

conversion of CH4 of 1.04%, corresponding to the overall conversion of CH4 of 23% reported in the 

reference process scheme. The gas output stream from R1 undergoes to three stages of compression-

cooling: it is first compressed in K1 and cooled down in HE1 and HE2, then compressed in K2 and cooled 

down in HE3, HE4 and HE5, and finally compressed in K3 and cooled down in HE6, HE7 and HE8. The 

resulting mixture is separated in gas and liquid streams in flash drum D1. The gas outlet from D1 is 

partially recycled to the inlet of R1 while heating in HE1, HE3 and HX1, expansion in EX1, heating in 

HE6 and expansion in EX2. Liquid phase from D1, mainly containing CH3OH and CH2O, is heated in 

HE4, depressurized to ambient conditions in V1, degassed in D2 and finally separated in distillation unit 
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CO1-CD1-RB1. Molar CH3OH fraction in bottom stream of 0.998, vent rate (stream 33) of 1.05 kmol/h, 

reflux ratio of 0.5, number of stages of 5 (feed in stage 3) are set in the distillation unit. 

Input flowrates of CH4, Ar and N2O to the plant are adjusted in order to meet in the inlet of the reactor R1 

(stream 6 in Figure D.7) the molar ratio Ar to CH4 of 10.8, N2O to CH4 of 0.20, reported in the reference 

process scheme (Table D.25).  

As illustrated in Figure D.7, material process streams at high temperature are re-used to absorb heat in 

HE1, HE3, HE4, HE6. Moreover, electrical power produced in EX1 and EX2 is used to supply K1 and 

K2, respectively.  

Table D.26. Data on material streams of the intensified process flowsheet illustrated in Figure D.7. 

Stream Vapor 

phase 

fract. 

Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fract. 

CH4 

Molar 

fract. 

CH3O

H 

Molar 

fract. 

H2 

Molar 

fract. 

N2 

Molar 

fract. 

N2O 

Molar 

fract. 

Ar 

Molar 

fract. 

CO 

Molar 

fract. 

CO2 

Molar 

fract. 

CH2O 

1 1 25.0 13000 32.5 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

2 1 25.0 15600 46.0 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 

3 1 50.0 5700 29.1 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 

4 1 10.1 5700 107.6 0.302 0.000 0.000 0.000 0.270 0.428 0.000 0.000 0.000 

5 1 25.0 5700 107.6 0.302 0.000 0.000 0.000 0.270 0.428 0.000 0.000 0.000 

6 1 24.0 101.3 4578.8 0.046 0.000 0.123 0.291 0.009 0.491 0.007 0.019 0.012 

7 1 25.0 101.3 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

8 1 191.0 301.6 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

9 1 100.0 301.6 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

10 1 25.0 301.6 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

11 1 129.1 621.8 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

12 1 95.5 621.8 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

13 1 92.5 622.8 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

14 1 25.0 621.8 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

15 1 250.8 2557 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

16 1 181.9 2557 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

17 1 25.0 2557 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

18 0.99 -30.0 2557 4590.9 0.040 0.004 0.125 0.297 0.003 0.490 0.008 0.020 0.014 

19 1 -30.0 2557 4567.9 0.040 0.000 0.126 0.298 0.003 0.492 0.008 0.020 0.013 

20 1 -30.0 2557 91.4 0.040 0.000 0.126 0.298 0.003 0.492 0.008 0.020 0.013 

21 1 -30.0 2557 4476.5 0.040 0.000 0.126 0.298 0.003 0.492 0.008 0.020 0.013 

21’ 1 -30.0 2557 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

22 1 60.9 2557 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

23 1 95.0 2557 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

24 1 230.0 2557 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

25 1 59.0 390.0 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

26 1 132.6 390.0 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

27 1 25.0 101.3 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 0.020 0.013 

28 0 -30.0 2557 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 0.012 0.218 

29 0 82.0 2557 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 0.012 0.218 

30 0.27 39.6 101.3 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 0.012 0.218 

31 1 39.6 101.3 6.1 0.005 0.239 0.000 0.011 0.010 0.029 0.000 0.044 0.661 

32 0 39.6 101.3 16.9 0.000 0.941 0.000 0.000 0.000 0.000 0.000 0.000 0.058 

33 1 24.4 101.3 1.0 0.000 0.093 0.000 0.000 0.002 0.000 0.000 0.005 0.900 

34 0 24.4 101.3 0.2 0.000 0.880 0.000 0.000 0.000 0.000 0.000 0.000 0.119 

35 0 67.7 101.3 15.7 0.000 0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.001 
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Table D.27. Data on energy streams associated to components of the intensified process flowsheet in Figure D.7.  

Stream Heat/Power 

flow (kW) 

Utility Pressure (kPa) Inlet temp. 

(°C) 

Outlet temp. 

(°C) 

Utility mass 

flowrate (kg/h) 

Q_HE5 2241.0 Cooling water 2 250 5 15 186835 

Q_HX2 4469.1 HP steam 3913 250 249 9447 

W_K3 7544.8 - - - - - 

Q_HE7 5365.2 Cooling water 2 250 5 15 447304 

Q_R1 -1500.7 Cooling water 2 250 5 15 125113 

Q_HX1 16.9 LP steam 232 125 124 28 

W_EX1 5508.7 - - - - - 

Q_HE8 2172.6 Refrigerant 1 105.3 -39 -40 42755 

W_EX2 3432.0 - - - - - 

Q_HE2 2477.3 Cooling water 2 250 5 15 206540 

Q_CD1 9.9 Cooling water 2 250 5 15 824.8 

Q_RB1 35.8 LP steam 232 125 124 59 

HP: high pressure, LP: low pressure 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 35) at 67.7°C and 

1.01 bar, overall conversion of CH4 of 88.73% and overall yield of CH3OH with respect to input CH4 of 

48.13%.  

D.3.6. Data for photocatalysis 

Photocatalysis is one of the methods allowing to convert CH4 into CH3OH by means of a suitable catalyst 

and light. Among the candidate catalyst, the study by Villa et al. [680] investigating an aqueous 

suspension containing ordered mesoporous WO3 is chosen as the reference process for the analysis of 

case-study 5. A photochemical reactor (500 mL volume) with an immerged medium pressure lamp 

producing UVC-visible light irradiation is employed. The reaction temperature is kept constant at 55°C 

by using cold H2O recirculation in the outer jacket of the lamp. Inlet gas mixture is composed of CH4 (4.5 

mL/min) and He (17.9 mL/min). In the experiment, 300 mL of H2O containing 0.3 g of WO3 is used [720]. 

The initial pH of the suspension is adjusted with 1 M H2SO4. After proper stirring of the suspension, the 

lamp is turned on. When the WO3 slurry is irradiated with light energy higher than 2.7 eV, pairs of 

electrons in conduction band (𝑒𝐶𝐵
− ) and holes in valence band (ℎ𝑉𝐵

+ ) are generated through Equation 

(D.35), then the holes ℎ𝑉𝐵
+  react with H2O or hydroxide ions adsorbed on the surface to produce hydroxyl 

radicals by means of Equations (D.36) and (D.37), which react with CH4 to produce CH3OH as shown in 

Equations (D.38) and (D.39): 

WO3 → 𝑒𝐶𝐵
−  + ℎ𝑉𝐵

+                                                                                                                                (D.35) 

ℎ𝑉𝐵
+  + H2Oads

  → HO*
ads + H+                                                                                                              (D.36) 
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ℎ𝑉𝐵
+  + HO-

ads
  → HO*

ads
 + H+                                                                                                               (D.37) 

CH4 + HO*
ads → CH3

* + H2O                                                                                                              (D.38) 

CH3
* + H2Oads → CH3OH + ½ H2                                                                                                       (D.39) 

The addition of electrons scavengers allows to avoid the self-reduction process of WO3 by photogenerated 

electrons leading to a reduction in photocatalytic activity and CH3OH production. Among the chemical 

additives examined as electrons scavengers, it is noticed that the system WO3/Fe3+ (1 mM) shows the best 

performance in terms of CH3OH production per mass of catalyst (i.e. 67.5 µmol/h-g) for 2 hours of 

irradiation in continuous flow of input gas and dosage of WO3 of 1 mg/L. Reported co-products are C2H6 

(2.3 µmol/h-g) and CO2 (4.3.3 µmol/h-g) [680].  

Given the compounds involving in the process, the following scheme of reactions is derived:  

CH4 + H2O = CH3OH + H2                                                                                                                 (D.40) 

2 CH4 = C2H6 + H2                                                                                                                              (D.41) 

CH4 + 2 H2O = CO2 + 4 H2                                                                                                                 (D.42) 

By assuming four batches per day (i.e. at maximum 6 h including loading, lamp irradiation and unloading), 

the inlet flowrates are estimated. Based on the reactions scheme and the information about reaction 

performance, output flowrates of all compounds from the reactor are calculated. Table D.28 summarizes 

the material balance of the process. Extent rate of reaction in Equations (D.40), (D.41) and (D.42) are 

6.75 ∙ 10-9 kmol/h, 2.30 ∙ 10-10 kmol/h, 4.33 ∙ 10-9 kmol/h, respectively. Molar conversion of CH4 is 

estimated as 0.348%. The yield of CH3OH with respect to input CH4 is 0.20%. CH3OH fraction in the 

aqueous solution from the reactor is 0.00041%wt (0.00025%mol).  

Table D.28. Mass balance for the reference process scheme based on photocatalysis for CH3OH production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 3.31 ∙ 10-6 5.30 ∙ 10-8 3.30 ∙ 10-6 5.28 ∙ 10-8 

He 1.31 ∙ 10-5 5.25 ∙ 10-8 1.31 ∙ 10-5 5.25 ∙ 10-8 

H2SO4/H2O 2.70 ∙ 10-3 5.23 ∙ 10-5 2.70 ∙ 10-3 5.23 ∙ 10-5 

CH3OH - - 6.75 ∙ 10-9 2.16 ∙ 10-10 

C2H6 - - 2.30 ∙ 10-10 6.90 ∙ 10-12 

CO2 - - 4.33 ∙ 10-9 1.91 ∙ 10-10 
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Figure D.8 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

photocatalysis. Data about the material streams in the flowsheet are summarized in Table D.29, while 

Table D.30 reports information on the energy streams related to the relevant components in the flowsheet.  

 

Figure D.8. Intensified process flowsheet for photocatalysis from Aspen HYSYS simulation. 

 
As shown in Figure D.8, CH4 (stream 1) and He (stream 3) are mixed with gas recycle stream. This 

mixture (stream 7) and liquid H2O heated in HX1(stream 6) enter reactor R1. In R1, three reactions in 

series are introduced: the first one with the stoichiometry of Equation (D.40) and conversion of CH4 of 

0.204%, the second one with the stoichiometry of Equation (D.41) and conversion of CH4 of 0.014%, the 

third one with stoichiometry of Equation (D.42) and conversion of CH4 of 0.131%, which correspond to 

the overall conversion of CH4 of 0.348% reported in the reference process scheme. The gas output stream 

from R1 is then recycled, while the liquid output (stream 11) is heated in HX4 and enters atmospheric 

flash drum D1 to separate gas and liquid phases. No further separation operations of the liquid stream 

from D1 are included in the flowsheet since a merely fraction of CH3OH is obtained in the stream 

(0.00032%mol).  

Input flowrates of CH4, He and H2O to the plant are adjusted in order to meet in inlet of R1 (streams 6 

and 7 in Figure D.8) the molar ratio H2O to CH4 of 630.1 and He to CH4 of 3.954 reported in the reference 

process scheme (Table D.28). 

Even though incomplete, the performance of the CH3OH production plant obtained with the proposed 

intensified process flowsheet are: highly diluted CH3OH in H2O in the liquid stream from D1 (stream 14) 

at 99.8°C and 1.01 bar, overall conversion of CH4 of 77.8% and overall yield of CH3OH with respect to 

input CH4 of 45.3%.  
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Table D.29. Data on material streams of the intensified process flowsheet illustrated in Figure D.8.  

Stream Vapor 

phase 

Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fraction 

CH4 

Molar 

fraction 

CO2 

Molar 

fraction 

CH3OH 

Molar 

fraction  

H2O 

Molar 

fraction 

H2 

Molar 

fraction 

C2H6 

Molar 

fraction 

He 

1 1 25.0 13800 50 1 0 0 0 0 0 0 

2 1 55.0 13800 50 1 0 0 0 0 0 0 

3 1 25.0 15600 86 0 0 0 0 0 0 1 

4 1 55.0 15600 86 0 0 0 0 0 0 1 

5 0 25.0 101.3 7000000 0 0 0 1 0 0 0 

6 0 55.0 101.3 7000000 0 0 0 1 0 0 0 

7 1 55.0 101.3 154429.3 0.072 0.007 0.000 0.155 0.476 0.005 0.285 

8 1 55.0 101.3 154445.1 0.072 0.007 0.000 0.155 0.476 0.005 0.285 

9 1 55.0 101.3 154.4451 0.072 0.007 0.000 0.155 0.476 0.005 0.285 

10 1 55.0 101.3 154290.6 0.072 0.007 0.000 0.155 0.476 0.005 0.285 

10’ 1 55.0 101.3 154293.3 0.072 0.007 0.000 0.155 0.476 0.005 0.285 

11 0 55.0 101.3 7000013 0.000 0.000 0.000 1.000 0.000 0.000 0.000 

12 0 99.8 101.3 7000013 0.000 0.000 0.000 1.000 0.000 0.000 0.000 

13 1 99.8 101.3 11323.01 0.000 0.001 0.000 0.994 0.001 0.000 0.004 

14 0 99.8 101.3 6988690 0.000 0.000 0.000 1.000 0.000 0.000 0.000 

 

Table D.30. Data on energy streams associated to components of the intensified process flowsheet in Figure D.8. 

Stream Heat flow (kW) 

Q_R1 2308.5 

Q_HX4 6963042.8 

Q_HX3 4536603.5 

Q_HX1 21.1 

Q_HX2 15.0 

 

D.3.7. Data for supercritical water oxidation technology 

The supercritical H2O oxidation method uses H2O at elevated temperatures and pressures above the 

critical point of the mixture as fluid medium to enhance the conversion of CH4 into CH3OH. Supercritical 

H2O would facilitate the removal of heat as well as allows the reaction to occur in a single phase due to 

miscibility of CH4, O2 CH3OH with supercritical H2O. The process investigated by Lee et al. [681] is 

considered as reference in the analysis of case-study 5 for CH3OH production by this method. A 

continuous laminar reactor is employed composed of coiled tube (730 mm length, 6.35 mm outside 

diameter, 4.58 mm internal diameter) immersed in a fluidized sand-bath for controlled temperature. 

Deionized H2O, saturated with O2, and CH4 are routed to pre-heaters immersed in the sand-bath and then 

mixed to enter into the tubular reactor. To enhance the mixing, CH4 is passed through a sparge which uses 

air. Different experiments are carried out in a temperature range of 400-450°C at 250 bar producing CO, 

CO2, H2 besides CH3OH. The results of the test showing the highest yield of CH3OH are used for the 

analysis of the case-study. At 410°C with inlet flowrate of CH4 0.231 mol/L and O2 0.0123 mol/L and 

ratio CH4/H2O equal to 0.007, it is reported CH4 conversion of 4.5%, O2 conversion greater than 99%, 
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CH3OH selectivity of 29%, CO selectivity of 50%, CO2 selectivity of 21%, H2 selectivity of 9.2%, 

percentage of CO2 produced via water gas shift reaction of 74.4% [681].  

Given the compounds involving in the process, the following scheme of reactions is derived:  

CH4 + 1/2 O2 = CH3OH                                                                                                                      (D.43) 

CH4 + 2 O2 = CO2 + 2 H2O                                                                                                                 (D.44) 

CH4 + 3/2 O2 = CO + 2 H2O                                                                                                               (D.45) 

CO + H2O = CO2 + H2                                                                                                                        (D.46) 

Based on this scheme and the information about inputs and reaction performance, output flowrates of all 

compounds from the reactor are estimated. Extent rate of reactions in Equations (D.43), (D.44), (D.45), 

(D.46) are 6.06 ∙ 10-6 kmol/h, 1.12 ∙ 10-6 kmol/h, 1.37 ∙ 10-5 kmol/h, 3.26 ∙ 10-6 kmol/h, respectively. Table 

D.31 summarizes the mass balance of the process. The yield of CH3OH with respect to input CH4 is 1.3%. 

CH3OH fraction in the outlet stream from the reactor is 0.016%wt (0.009%mol).  

Table D.31. Mass balance for the reference process scheme based on supercritical water technology for CH3OH 

production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 4.64 ∙ 10-4 7.43 ∙ 10-6 4.43 ∙ 10-4 7.09 ∙ 10-6 

N2 in Air 9.30 ∙ 10-5 2.60 ∙ 10-6 9.30 ∙ 10-5 2.60 ∙ 10-6 

O2 in Air 2.47 ∙ 10-5 7.91 ∙ 10-7 1.12 ∙ 10-6 3.58 ∙ 10-8 

O2 for H2O saturation 6.53 ∙ 10-4 2.09 ∙ 10-5 6.53 ∙ 10-4 2.09 ∙ 10-5 

H2O 6.63 ∙ 10-2 1.19 ∙ 10-3 6.63 ∙ 10-2 1.19 ∙ 10-3 

CH3OH - - 6.06 ∙ 10-6 1.94 ∙ 10-7 

CO - - 1.04 ∙ 10-5 2.92 ∙ 10-7 

CO2 - - 4.39 ∙ 10-6 1.93 ∙ 10-7 

H2 - - 3.26 ∙ 10-6 6.53 ∙ 10-6 

 

Figure D.9 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

supercritical water technology. Data about the material streams in the flowsheet are summarized in Table 

D.32, while Table D.33 reports information on the energy streams related to the relevant components in 

the flowsheet.  
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Figure D.9. Intensified process flowsheet for supercritical water technology from Aspen HYSYS simulation. 

 

As shown in Figure D.9, CH4 (stream 1) and O2 and N2 from air (streams 3 and 4) are properly compressed 

in K1, K2 and K3 to reach the required pressure for CH3OH synthesis and then mixed with gas recycle 

stream and pre-heated in HX2 to the reaction temperature. The resulting mixture (stream 13) and liquid 

H2O pumped in P1 and heated in HX1 (stream 11) enter reactor R1. In R1, four reactions in series are 

introduced: the first one with the stoichiometry of Equation (D.43) and conversion of CH4 of 1.305%, the 

second one with the stoichiometry of Equation (D.42) and conversion of CH4 of 0.242%, the third one 

with stoichiometry of Equation (D.43) and conversion of CH4 of 2.953%, which correspond to the overall 

conversion of CH4 of 4.5% reported in the reference process scheme. The fourth one is added with 

stoichiometry of Equation (D.44) and conversion of CO of 23.8%. The gas output stream from R1 is 

cooled down in HE2 and separated into gas and liquid streams in flash drum D1. The gas outlet is then 

recycled, while the liquid output (stream 19) is heated in HX3, depressurized to atmospheric conditions 

in V1 and enters atmospheric flash drum D2 to separate gas and liquid phases. No further separation 

operations of the liquid stream from D2 are included in the flowsheet since a small fraction of CH3OH is 

obtained in the stream (0.01%mol).  

Input flowrates of CH4, Air and H2O to the plant are adjusted in order to meet in inlet of R1 (streams 11 

and 13 in Figure D.9) the molar ratio O2 to CH4 of 1.46, N2 to CH4 of 0.20, H2O to CH4 of 142.9 reported 

in the reference process scheme (Table D.31). 

Even though incomplete, the performance of the CH3OH production plant obtained with the proposed 

intensified process flowsheet are: highly diluted CH3OH in H2O in the liquid stream from D2 (stream 23) 

at 89.5°C and 1.01 bar, overall conversion of CH4 of 70.15% and overall yield of CH3OH with respect to 

input CH4 of 20.4%. 
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Table D.32. Data on material streams of the intensified process flowsheet illustrated in Figure D.9. 

Stream Vapor 

phase 

fract. 

Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Mol. 

fract. 

CH4 

Mol. 

fract. 

CO2 

Mol. 

fract. 

CH3OH 

Mol. 

fract.

H2O 

Mol. 

fract.

H2 

Mol. 

fract.

CO 

Mol. 

fract. 

O2 

Mol. 

fract. 

N2 

1 1 25.0 13800 3000 1.000 0.000 0.0000 0.000 0.000 0.000 0.000 0.000 

2 1 78.0 25000 3000 1.000 0.000 0.0000 0.000 0.000 0.000 0.000 0.000 

3 1 25.0 800 4450 0.000 0.000 0.0000 0.000 0.000 0.000 1.000 0.000 

4 1 25.0 800 1500 0.000 0.000 0.0000 0.000 0.000 0.000 0.000 1.000 

5 1 25.0 800 5950 0.000 0.000 0.0000 0.000 0.000 0.000 0.748 0.252 

6 1 250.0 4031 5950 0.000 0.000 0.0000 0.000 0.000 0.000 0.748 0.252 

7 1 25.0 4023 5950 0.000 0.000 0.0000 0.000 0.000 0.000 0.748 0.252 

8 1 286.8 25000 5950 0.000 0.000 0.0000 0.000 0.000 0.000 0.748 0.252 

9 0 25.0 101.3 6690000 0.000 0.000 0.0000 1.000 0.000 0.000 0.000 0.000 

10 0 27.2 25000 6690000 0.000 0.000 0.0000 1.000 0.000 0.000 0.000 0.000 

11 1 410.0 25000 6690000 0.000 0.000 0.0000 1.000 0.000 0.000 0.000 0.000 

12 1 0.3 25000 182268 0.257 0.002 0.0000 0.000 0.294 0.022 0.374 0.051 

13 1 410.0 25000 182268 0.257 0.002 0.0000 0.000 0.294 0.022 0.374 0.051 

14 1 410.0 25000 6872655 0.007 0.000 0.0001 0.974 0.008 0.001 0.010 0.001 

15 0.026 -10.0 25000 6872655 0.007 0.000 0.0001 0.974 0.008 0.001 0.010 0.001 

16 1 -10.0 25000 176906 0.253 0.002 0.0000 0.000 0.309 0.023 0.368 0.045 

17 1 -10.0 25000 3538 0.253 0.002 0.0000 0.000 0.309 0.023 0.368 0.045 

18 1 -10.0 25000 173368 0.253 0.002 0.0000 0.000 0.309 0.023 0.368 0.045 

18’ 1 -10.0 25000 173318 0.253 0.002 0.0000 0.000 0.309 0.023 0.367 0.045 

19 0 -10.0 25000 6695749 0.000 0.000 0.0001 0.999 0.000 0.000 0.000 0.000 

20 0 85.0 25000 6695749 0.000 0.000 0.0001 0.999 0.000 0.000 0.000 0.000 

21 0.002 89.5 101.3 6695749 0.000 0.000 0.0001 0.999 0.000 0.000 0.000 0.000 

22 1 89.5 101.3 10197 0.000 0.121 0.0001 0.680 0.018 0.002 0.042 0.137 

23 0 89.5 101.3 6685552 0.000 0.000 0.0001 1.000 0.000 0.000 0.000 0.000 

 

Table D.33. Data on energy streams associated to components of the intensified process flowsheet in Figure D.9. 

Stream Heat/power flow (kW) 

Q_R1 1351174 

HE2 95436720 

Q_HX3 13682072 

Q_HX2 776678 

W_P1 1103318 

Q_HX1 87653871 

W_K1 1499 

W_K2 11181 

Q_HE1 11642 

W_K3 13237 

 

D.3.8. Data for fuel cells technology 

Direct oxidation of CH4 into CH3OH at low temperature can be performed by using a fuel-cell type reactor 

consisting of metal cathode and anode or metal oxide catalyst. The study by Lee and Hibino [682] 

investigating different metals and metal oxides impregnated on the surface of the support catalysts in fuel-

cell reactor is selected in the analysis of case-study 5 for CH3OH synthesis based on this technology. At 

the electrochemical cell, a mixture of CH4 and H2O vapor is supplied to the anode and air to the cathode 
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in order to produce CH3OH at the anode. The semi-reactions and overall reaction under continuous 

operation mode are [682]: 

CH4 + H2O → CH3OH + 2 H+ + 2 e-                                                                                                   (D.47) 

O2 + 4 H+ + 4 e- → 2 H2O                                                                                                                   (D.48) 

CH4 + ½ O2 = CH3OH                                                                                                                        (D.49) 

For the experiments, anode and cathode with single superficial area of 0.5 cm2 are arranged on opposite 

faces of a given electrolyte pellet. The anode and cathode chambers are supplied with a mixture of 10% 

CH4, 1% H2O (Ar balance) and air, respectively, at a flow rate of 30 mL/min. Reactions occur at constant 

current of 2 mA and temperature of 100°C. Pt/C cathode is adopted. From the tests using various non-

platinum catalysts and non-carbon supports for the anode, the best performance is obtained with V2O5 

catalyst and SnO2 support: CH3OH selectivity of 88.4%, CO2 selectivity of 11.6%, CH3OH molar fraction 

of 0.0306% and CO2 molar fraction of 0.004%. These results are assumed for the case-study.  

Given the compounds involving in the process, the following scheme of reactions is derived:  

CH4 + 1/2 O2 = CH3OH                                                                                                                      (D.50) 

CH4 + 2 O2 = CO2 + 2 H2O                                                                                                                 (D.51) 

Based on this scheme and the information about inputs and reaction performance, output flowrates of all 

compounds from the reactor are estimated. Extent rate of reactions in Equations (D.50) and (D.51) are 

3.80 ∙ 10-8 kmol/h and 4.97 ∙ 10-9 kmol/h, respectively. Table D.34 summarizes the mass balance of the 

process. Molar conversion of CH4 is 0.69%. The yield of CH3OH with respect to input CH4 is 0.61%. 

CH3OH fraction in the outlet stream from the anode is 0.05%wt (0.06%mol).  

Table D.34. Mass balance for the reference process scheme based on fuel cell technology for CH3OH production from 

CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4 - Anode 6.21 ∙ 10-6 9.94 ∙ 10-8 6.17 ∙ 10-6 9.87 ∙ 10-8 

H2O - Anode 6.21 ∙ 10-7 1.12 ∙ 10-8 6.31 ∙ 10-7 1.14 ∙ 10-8 

Ar - Anode 5.53 ∙ 10-5 2.21 ∙ 10-6 5.53 ∙ 10-5 2.21 ∙ 10-6 

N2 in Air - Cathode 4.90 ∙ 10-5 1.37 ∙ 10-6 4.90 ∙ 10-5 1.37 ∙ 10-6 

O2 in Air - Cathode 1.30 ∙ 10-5 4.17 ∙ 10-7 1.30 ∙ 10-6 4.16 ∙ 10-7 

CH3OH - - 3.80 ∙ 10-8 1.22 ∙ 10-9 

CO2 - - 1.04 ∙ 10-5 2.19 ∙ 10-10 
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Figure D.10 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

photocatalysis. Data about the material streams in the flowsheet are summarized in Table D.35, while 

Table D.36 reports information on the energy streams related to the relevant components in the flowsheet.  

 

Figure D.10. Intensified process flowsheet for fuel cell technology from Aspen HYSYS simulation. 

 
As shown in Figure D.10, CH4 (stream 1), Ar (stream 2) and vapor H2O (stream 3) are mixed with O2 

(stream 5) and N2 (stream 6) from air and with recycled gas stream. The resulting mixture is pre-heated 

in HX1 to the reaction temperature and feeds the reactor R1. In R1, two reactions in series are added: the 

first one with stoichiometry of reaction in Equation (D.50) and conversion of CH4 of 0.611%, the second 

one with stoichiometry of reaction in Equation (D.51) and conversion of CH4 of 0.080%, corresponding 

to the overall conversion of CH4 of 0.69% reported in the reference process scheme. The gas output stream 

from D1 is partially recycled to the inlet of R1, while liquid phase is heated in HX2 and HX3, 

depressurized to ambient conditions in V1, degassed in D2 and finally separated in distillation unit CO1-

CD1-RB1. Distillate rate of 15.64 kmol/h, vent rate (stream 23) of 0.1 kmol/h, reflux ratio of 24.69, 

number of stages of 17 (feed in stage 9) are set in the distillation unit. 

Input flowrates of CH4, Ar, H2O, O2, N2 to the plant are adjusted in order to meet in the inlet of the reactor 

R1 (stream 9 in Figure D.10) the molar ratio Ar to CH4 of 8.9, H2O to CH4 of 0.1, O2 to CH4 of 2.096, N2 

to CH4 of 7.885 reported in the reference process scheme (Table D.34). As illustrated in Figure D.10, 

material process stream from the bottom of CO1-CD1-RB1 is used as heating fluid in HX2.  

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 24) at 62.7°C and 

1.01 bar, overall conversion of CH4 of 87.44% and overall yield of CH3OH with respect to input CH4 of 

55.15%.  
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Table D.35. Data on material streams of the intensified process flowsheet illustrated in Figure D.10. 

Stream Vapor 

phase 

fract. 

Temp. 

(°C) 

Press. 

(kPa) 

Molar 

flowrate 

(kmol/h) 

Molar 

fract. 

CH4 

Molar 

fract. 

CH3O

H 

Molar 

fract. 

H2 

Molar 

fract. 

N2 

Molar 

fract. 

N2O 

Molar 

fract. 

Ar 

Molar 

fract. 

CO 

1 1 25 13800 28.3 1.000 0.000 0.000 0.000 0.000 0.000 0.000 

2 1 25 15600 45 0.000 0.000 1.000 0.000 0.000 0.000 0.000 

3 1 120 101.3 340 0.000 1.000 0.000 0.000 0.000 0.000 0.000 

4 1 97.1 101.3 413.3 0.069 0.823 0.109 0.000 0.000 0.000 0.000 

5 1 25 800 34 0.000 0.000 0.000 0.000 0.000 0.000 1.000 

6 1 25 800 32 0.000 0.000 0.000 0.000 0.000 1.000 0.000 

7 1 25.0 800 66 0.000 0.000 0.000 0.000 0.000 0.485 0.515 

8 0.998 -6.4 101.3 74954 0.048 0.006 0.435 0.000 0.037 0.376 0.098 

9 1 100 101.3 74954 0.048 0.006 0.435 0.000 0.037 0.376 0.098 

10 1 100 101.3 74943 0.047 0.006 0.435 0.000 0.037 0.376 0.098 

11 1 258.5 250 74943 0.047 0.006 0.435 0.000 0.037 0.376 0.098 

12 1 55 250 74943 0.047 0.006 0.435 0.000 0.037 0.376 0.098 

13 0.995 -10.0 250 74943 0.047 0.006 0.435 0.000 0.037 0.376 0.098 

14 1 -10.0 250 74576 0.048 0.001 0.437 0.000 0.037 0.378 0.099 

15 1 -10.0 250 75 0.048 0.001 0.437 0.000 0.037 0.378 0.099 

16 1 -10.0 250 74501 0.048 0.001 0.437 0.000 0.037 0.378 0.099 

16’ 1 -10.0 250 74475 0.048 0.001 0.437 0.000 0.037 0.378 0.099 

17 0 -10.0 250 368 0.000 0.941 0.000 0.059 0.000 0.000 0.000 

18 0 36.6 250 368 0.000 0.941 0.000 0.059 0.000 0.000 0.000 

19 0 85.0 250 368 0.000 0.941 0.000 0.059 0.000 0.000 0.000 

20 0 85.0 101.3 368 0.000 0.941 0.000 0.059 0.000 0.000 0.000 

21 1 85.0 101.3 0 0.000 0.536 0.000 0.066 0.278 0.119 0.002 

22 0 85.0 101.3 367 0.000 0.941 0.000 0.059 0.000 0.000 0.000 

23 1 62.7 101.3 0 0.000 0.000 0.000 0.847 0.148 0.005 0.000 

24 0 62.7 101.3 16 0.000 0.000 0.000 0.999 0.001 0.000 0.000 

25 0 99.6 101.3 352 0.000 0.983 0.000 0.017 0.000 0.000 0.000 

26 0 50.0 101.3 352 0.000 0.983 0.000 0.017 0.000 0.000 0.000 

27 1 25.0 101.3 4471.2 0.040 0.000 0.126 0.298 0.003 0.493 0.008 

28 0 -30.0 2557 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 

29 0 82.0 2557 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 

30 0.27 39.6 101.3 23.0 0.001 0.755 0.000 0.003 0.003 0.008 0.000 

31 1 39.6 101.3 6.1 0.005 0.239 0.000 0.011 0.010 0.029 0.000 

32 0 39.6 101.3 16.9 0.000 0.941 0.000 0.000 0.000 0.000 0.000 

33 1 24.4 101.3 1.0 0.000 0.093 0.000 0.000 0.002 0.000 0.000 

34 0 24.4 101.3 0.2 0.000 0.880 0.000 0.000 0.000 0.000 0.000 

35 0 67.7 101.3 15.7 0.000 0.999 0.000 0.000 0.000 0.000 0.000 

 

Table D.36. Data on energy streams associated to components of the intensified process flowsheet in Figure D.10. 

Stream Heat/Power 

flow (kW) 

Utility Pressure (kPa) Inlet temp. 

(°C) 

Outlet temp. 

(°C) 

Utility mass 

flowrate (kg/h) 

Q_HX3 402.9 LP steam 232 125 124 660 

Q_R1 -1410.1 Cooling water 1 250 30 40 117676 

Q_CD1 4266.5 Cooling water 1 250 30 40 355995 

Q_RB1 4400.4 LP steam 232 125 124 7213 

W_K1 89708.5 - - - - - 

Q_HE2 40356.4 LP steam 232 125 124 129807 

Q_HE1 114855.3 Cooling water 1 250 30 40 9584588 

Q_HX1 60365.8 Refrigerant 1 105.3 -39 -40 98942 

LP: low pressure. 
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D.3.9. Data for electrosynthesis 

Electrosynthesis of CH3OH is the oxidative conversion of CH4 in an electrochemical cell using gas 

diffusion electrode (GDEs) as anode which allows effectively the contact between gas reactant and liquid 

medium because of their porous structure. The study by Rocha et al. [721] investigating the 

electrosynthesis of CH3OH using GDE composed of TiO2/RuO2/V2O5 hot-pressed with PTFE is 

considered as reference source in the analysis of case-study 5. The discharge of H2O on the conductive 

oxide electrodes (titanium) generates hydroxyl electrodes which chemically adsorb on the oxide surface 

in forms of O2 atoms, these O2 atoms then oxidize CH4 to CH3OH. However, CH4 is also oxidized by the 

redox cycle of RuO2 to CH3OH, HCOOH and CH2O. The addition of V2O5 allows to suppress the 

formation of HCOOH and limit the formation of CH2O.  

A single-compartment three-electrode cell (one compartment 100 mL volume) is employed including the 

working electrode GDE placed at the bottom, a platinum foil as counter-electrode and SCE as reference 

electrode. The working electrode potential is controlled in the range of 1.3-2.3 V vs SCE and O2 back-fed 

from air. The electrolyte used is 0.1 mol/L Na2SO4 aqueous solution with a volume of 100 mL. The 

experiment occurs in semi-batch mode for a duration of 1 h. It is reported that by applying a differential 

potential of 2.0 V the GDE reaches the highest current efficiency and thus selectivity for CH3OH at 5.6% 

V2O5 in the powder. The results from this test is thus assumed in the case-study: faradaic efficiency of 

57%, CH3OH concentration of 297 mg/L and CH2O concentration of 7 mg/L in the solution of 100 mL 

[721]. To estimate the O2 flowrate consumed at the cathode, the current intensity is first calculated by 

using faradaic efficiency and molar quantity of produced CH3OH and then the current is divided by 

Faraday constant and 4 electrons transferred per mol of O2 reduction of O2 to H2O. Given the compounds 

involving in the process, the following scheme of reactions is derived:  

CH4 + H2O = CH3OH + H2                                                                                                                 (D.52) 

CH4 + H2O = CH2O + 2 H2                                                                                                                 (D.53) 

By assuming four batches per day (i.e. at maximum 6 h including loading, reaction and unloading), the 

inlet and carbon output flowrates are estimated. Based on this information and the reactions scheme, other 

outlet flowrates can be determined. Extent rate of the reactions in Equations (D.52)-(D.53) are 2.32 ∙ 10-7 

kmol/h and 5.83 ∙ 10-9 kmol/h, respectively. Table D.37 summarizes the mass balance of the process. 

Molar conversion of CH4 is 62.19%. The yield of CH3OH with respect to input CH4 is 60.66%. CH3OH 

fraction in the solution is 0.0298%wt (0.0169%mol).  
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Table D.37. Mass balance for the reference process scheme based on electrosynthesis for CH3OH production from CH4. 

Compound Inlet flowrate Outlet flowrate 

 kmol/h t/h kmol/h t/h 

CH4  3.83 ∙ 10-7 6.12 ∙ 10-9 9.64 ∙ 10-8 3.09 ∙ 10-9 

Na2SO4/H2O 1.37 ∙ 10-3 2.50 ∙ 10-5 1.37 ∙ 10-3 2.49 ∙ 10-5 

CH3OH - - 2.32 ∙ 10-7 7.43 ∙ 10-9 

CH2O - - 5.83 ∙ 10-9 1.75 ∙ 10-10 

H2 - - 2.44 ∙ 10-7 4.87 ∙ 10-10 

 

Figure D.11 illustrates the intensified process flowsheet produced with Aspen HYSYS simulation for 

photocatalysis. Data about the material streams in the flowsheet are summarized in Table D.38, while 

Table D.39 reports information on the energy streams related to the relevant components in the flowsheet.  

 

Figure D.11. Intensified process flowsheet for electrosynthesis from Aspen HYSYS simulation. 

 

As shown in Figure D.11, CH4 (stream 1) mixed with gas recycle stream, and H2O (stream 2) enter reactor 

R1. In R1, two reactions in series are added: the first one with stoichiometry of reaction in Equation (D.52) 

and conversion of CH4 of 97.55%, the second one with stoichiometry of reaction in Equation (D.53) and 

conversion of CH4 of 2.45%, which correspond to the overall reaction of CH4 of 62.19% reported in the 

reference process scheme. The gas output stream from R1 is then recycled, while the liquid output (stream 

7) is heated in HX1 and HX2 to the optimal temperature required for pervaporation based on PERVAP 

4060 membrane (i.e. 70°C) [685]. The resulting stream (stream 9) is mixed with liquid recycle stream and 

enters the pervaporation membrane unit PV1. Permeate stream in vapor phase and under vacuum (stream 

12) is then cooled to reach liquid conditions in HE1 and HE2 and pumped in P1 to atmospheric pressure. 

The resulting liquid stream is then re-heated to 70°C through HE1 and HX3 for another two pervaporation 

stages composed of membrane PV2, coolers HE3 and HE4, pump P2 in the first one, and membrane PV3, 
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coolers HE5 and HE6, pump P3 in the second one. The resulting permeate from these components is 

routed for final separation to the distillation unit, composed of column CO1, top-condenser CD1 and 

bottom-reboiler RB1. A part of retentate from PV1, PV2 and PV3 (stream 28) is recycled to the inlet of 

the first stage of pervaporation. The other part is mixed with the waste stream of CO1-CD1-RB1 unit and 

used as heating fluid in HX1. 

Table D.38. Data on material streams of the intensified process flowsheet illustrated in Figure D.11.  

Stream Vapor 

phase 

fract. 

Temp. (°C) Press. 

(kPa) 

Molar flowrate 

(kmol/h) 

Molar 

fract. 

CH4 

Molar 

fract. 

CH2O 

Molar 

fract. 

CH3OH 

Molar 

fract. 

H2 

Molar 

fract. 

H2O 

1 1 25.0 101.3 185218 0.000 0.014 0.000 0.956 0.031 

2 0 25.0 101.3 54300 0.000 0.000 0.000 0.000 1.000 

3 1 25.0 101.3 185217 0.000 0.014 0.000 0.956 0.031 

4 1 25.0 101.3 185218 0.000 0.014 0.000 0.956 0.031 

5 1 25.0 101.3 0 0.000 0.014 0.000 0.956 0.031 

6 1 25.0 101.3 185217 0.000 0.014 0.000 0.956 0.031 

6’ 1 25.0 101.3 185200 0.000 0.014 0.000 0.956 0.031 

7 0 25.0 101.3 54299 0.000 0.000 0.000 0.000 1.000 

8 0 40.0 101.3 54299 0.000 0.000 0.000 0.000 1.000 

9 0 70.0 101.3 54299 0.000 0.000 0.000 0.000 1.000 

10 0 70.0 101.3 5319901265251550 0.000 0.000 0.000 0.000 1.000 

11 0 70.0 101.3 5319713993394860 0.000 0.000 0.000 0.000 1.000 

12 1 70.0 0.267 187271856691 0.000 0.000 0.002 0.000 0.998 

13 1 25.0 0.267 187271856691 0.000 0.000 0.002 0.000 0.998 

14 0 -10.4 0.267 187271856691 0.000 0.000 0.002 0.000 0.998 

15 0 -10.1 101.3 187271856691 0.000 0.000 0.002 0.000 0.998 

16 0 9.3 101.3 187271856691 0.000 0.000 0.002 0.000 0.998 

17 0 70.0 101.3 187271856691 0.000 0.000 0.002 0.000 0.998 

18 0 70.0 101.3 187265066050 0.000 0.000 0.002 0.000 0.998 

19 1 70.0 0.267 6790641 0.000 0.000 0.015 0.000 0.985 

20 1 25.0 0.267 6790641 0.000 0.000 0.015 0.000 0.985 

21 0 -10.3 0.267 6790641 0.000 0.000 0.015 0.000 0.985 

22 0 -10.1 101.3 6790641 0.000 0.000 0.015 0.000 0.985 

23 0 9.3 101.3 6790641 0.000 0.000 0.015 0.000 0.985 

24 0 70.0 101.3 6790641 0.000 0.000 0.015 0.000 0.985 

25 0 70.0 101.3 6790356 0.000 0.000 0.015 0.000 0.985 

26 0 70.0 101.3 5319901265251270 0.000 0.000 0.000 0.000 1.000 

27 0 70.0 101.3 50539 0.000 0.000 0.000 0.000 1.000 

28 0 70.0 101.3 5319901265200730 0.000 0.000 0.000 0.000 1.000 

28’ 0 70.0 101.3 5319901265197250 0.000 0.000 0.000 0.000 1.000 

29 1 70.0 0.267 286 0.000 0.000 0.067 0.000 0.933 

30 1 25.0 0.267 286 0.000 0.000 0.067 0.000 0.933 

31 0 -10.5 0.267 286 0.000 0.000 0.067 0.000 0.933 

32 0 -10.2 101.3 286 0.000 0.000 0.067 0.000 0.933 

33 0 8.8 101.3 286 0.000 0.000 0.067 0.000 0.933 

34 0 66.9 101.3 16 0.000 0.000 0.999 0.000 0.001 

35 0 99.7 101.3 270 0.000 0.000 0.013 0.000 0.987 

36 0 70.1 101.3 50809 0.000 0.000 0.000 0.000 1.000 

37 0 54.2 101.3 50809 0.000 0.000 0.000 0.000 1.000 
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Table D.39. Data on energy streams associated to components of the intensified process flowsheet in Figure D.11. 

Stream Heat/Power flow 

(kW) 

Utility Pressure 

(kPa) 

Inlet temp. 

(°C) 

Outlet temp. 

(°C) 

Utility mass 

flowrate (kg/h) 

Q_R1 544 Cooling water 1 40 30 124 45373 

Q_HX2 35275 LP steam 232 125 124 57818 

Q_HX3 246063926956 LP stean 232 125 124 403310024150 

Q_HE2 2453239531199 Ammonia refrigerant 151.8 -25 -25 8652635120233 

W_P1 122518000 - - - - - 

Q_HX4 9012486 LP steam 232 125 124 14771876 

Q_HE4 89129187 Ammonia refrigerant 151.8 -25 -25 314382995 

W_P2 4511 - - - - - 

Q_HE6 3775 Ammonia refrigerant 151.8 -25 -25 13314 

Q_P3 0 -     

Q_CD1 3106 Cooling water 1 30 40  259156 

Q_RB1 3708 LP steam 232 125 124 6078 

LP: low pressure. 

Distillate rate of 15.64 kmol/h, reflux ratio of 18.05 and number of stages of 19 (feed in stage 10) are set 

in CO1-CD1-RB1 unit. According to experimental data on PERVAP 4060 membrane [685], pressures of 

permeate and retentate in PV1, PV2 and PV3 re set to 0.2670 kPa and 101.3 kPa, respectively, both at 

70°C; splits are fixed as feed fraction to product: in PV1 0.0002758 for CH3OH and 0.00003514 for H2O, 

in PV2 0.0002490 for CH3OH and 0.00003580 for H2O, in PV3 0.0001915 for CH3OH and 0.00003981 

for H2O.  

Input flowrates to the plant are adjusted in order to meet in the inlet of the reactor (streams 2 and 3 in 

Figure D.11) the molar ratio H2O to CH4 of 3573 reported in the reference process scheme (Table D.37).  

As illustrated in Figure D.11, material process streams are used to supply heat in HX1 or absorb heat in 

HE1, HE3 and HE5. 

The performance of the CH3OH production plant obtained with the proposed intensified process flowsheet 

is: relatively pure liquid CH3OH in the distillate with the benchmark flowrate (stream 34) at 66.9°C and 

1.01 bar, overall conversion of CH4 of 100% and overall yield of CH3OH with respect to input CH4 of 

93.04%.  

 

 

 

 

 

 


