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Chapter 1

Introduction

1.1 Fourth Generation Wireless Systems

Today, third generation networks are consolidated realifsee for instance [1-5]), and user
expectations on new applications and services charaeteby different quality of service (de-

pending on the tolerable delay, or packet error rate, .epacoming higher and higher. There-
fore, new systems and technologies are necessary to moeed®whe market needs and the
user requirements, and to watch to the future. This hasmtive development of fourth gener-

ation networks. The telecommunications technologicaMgnaffers to the market new systems
and applications, and the cost reduction, jointly with tugyér and larger demand, will led to a

rapid spreading of the innovative solutions.

"Wireless network for the fourth generation” is the expressused to describe the next
step in wireless communications ( [6—11]). There is no fdrd&dinition for what these fourth

generation networks are; however, we can say that the nextrgton networks will be based
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2 Chapter 1. Introduction

on the coexistence of heterogeneous networks (for instaleseéces belonging to a Personal
Area Network which can connect to the Internet through a vided Access Point, active
RFID remote controlled through the web and an IEEE802.11 ovtw..), on the integration
with the existing radio access network (e.g. GPRS, UMTS, WIRFland, in particular, on new
emerging architectures that are obtaining more and moesaete, as Wireless Ad Hoc and
Sensor Networks (WASN) [12—-14]. Thanks to their charastes, fourth generation wireless
systems will be able to offer custom-made solutions andiegpdns personalized according to
the user requirements; they will offer all types of serviaean affordable cost, and solutions
characterized by flexibility, scalability and reconfigutiyp

WASNS, with their specific characteristic and problems,ehesceived a lot of attention
in the past years, both from research and enterprise worlds ihterest is expected to in-
crease in the next years due to the advent of new architscian@ communication technolo-
gies. Among the most investigated next generation netwalcan find the Wireless Sensor
Networks (WSNs) (see [15-20]), which represent a new andvaiive opportunity to collect
and analyse information from the environment (see for me#aEig. 1.1). Owing to their char-
acteristics, WSNs are becoming very popular. As a matterabf flaeir avant-garde technology
allows the development of low cost applications, hardy aexilfle, with large coverage areas,
and the capability of automatic network creation and maatee. IEEE standard 802.15.4 is
the main protocol used by WSNs, and is the ideal technologgvery application aiming at the
collection of data from the real world. Among the huge numif@VSNs possible application

scenarios, we cite some application example:

e environmental monitoring (i.e. fire control; monitoring afount of light, temperature,

humidity, ...);
e home automation;
e emergency scenarios (i.e. earthquakes, eruptions, oitfigadntrol);

e medical applications;



1.1 Fourth Generation Wireless Systems 3
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Figure 1.1: Deployment of a Wireless Sensor Network for emrmental monitoring.

¢ industrial applications (i.e. localization, object traa¥);

e traffic control;

e security (i.e. surveillance of houses or city districts);
e military applications (i.e. movement detection).

My PhD’s work has been focused on WASNSs, autoconfiguring aetsv(see Figure 1.2)
which are not based on a fixed infrastructure, but are cheriaet by being infrastructure less,
where devices have to automatically generate the netwattkeimnitial phase, and maintain it
through reconfiguration procedures (if nodes’ mobilitygaergy drain, etc..., cause disconnec-
tions). The main part of my PhD activity has been focused oaratytical study on connectiv-
ity models for wireless ad hoc and sensor networks, nededb@ small part of my work was
experimental. Anyway, both the theoretical and experimleattivities have had a common
aim, related to the performance evaluation of WASNs. Concgriine theoretical analysis, the
objective of the connectivity studies has been the evaloaif models for the interference esti-
mation. This is due to the fact that interference is the muogbirtant performance degradation
cause in WASNSs. As a consequence, is very important to finccanrate model that allows

its investigation, and I've tried to obtain a model the mestlistic and general as possible, in
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Figure 1.2: An example of Wireless autoconfiguring Ad Hocvek.

particular for the evaluation of the interference comirmgnirbounded interfering areas (i.e. a
WiFi hot spot, a wireless covered research laboratory,On)the other hand, the experimental
activity has led to Throughput and Packet Error Rare measmenon a real Wireless Sensor

Network.

1.2 Connectivity models and system performance

The connectivity propertiésof infrastructure-less systems, jointly with interferepplay a
crucial role in the next generation wireless systems. Itiqdar, theoretical analysis of wireless
ad hoc and sensor networks requires the development ofetediurk models which are able
to take the peculiarities of decentralized architectunés account. In recent years, the sudden
spread of these kind of networks has led to the investigatfdens of models addressing the
connectivity aspects of nodes in a Poisson field of interéef21-26], and to the appearance
in the literature of several analytical model that try to mbthe interference with the aim of
predict and evaluate the performance of wireless ad hocembs networks.

It is well known that the presence of co-channel interfeeampresents the most important
cause of performance degradation in wireless networks2f7, The use of a Gaussian dis-

tribution for modelling the interference is the easiest wagharacterize its effect in wireless

1Connectivity is commonly denoted as the capability that dento communicate with others. A node is
assumed to be able to communicate with another one when lilne eBreceived power is sufficient to warrant an
acceptable quality of the radio link. In the absence of fietence, this is generally obtained when the received
power is larger than a given threshold which depends on trever sensitivity.
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systems but, although this assumption has the undoubteitl tmée simple and analytically
tractable, it appears to be too simplistic in many practaiations and in particular when the
number of interferers is small. Interference analysis ireless communications systems is fur-
ther complicated by the complexity of the propagation emvinent and by the inherent random
nature of the users’ positions. This consideration hasdeti¢ proposal of several statistical
models to estimate the amount of interference in wirelestegys (see for instance [29-31]).
In the recent years the advent of new technological and teathral paradigms, such as: a)
radio-access technologies sharing unlicensed frequearoysy i.e. the industrial, scientific and
medical (ISM) band; b) infrastructure-less wireless nekspc) ultra wideband (UWB) sys-
tems, has made the research for interference models muah challenging. The difficulty
Is due to the fact that in such systems, the number and posifitransmitting and receiving
nodes cannot be easily predicted and/or controlled. A kargecepted model to characterize
the spatial distribution of nodes in wireless networks i Boisson Point Process (PPP) [32].
It represents a good tradeoff between the complexity of thdehand its capability to describe
realistic situations. For such reason, the use of PPP fgeehfermance evaluation of wireless

network is known since the 1980s [33].

1.3 Thesis Outline

This thesis is organized in chapters that develop sevesassstrictly connected to the analysis

of connectivity models for fourth generation wireless syst

¢ In the second chapter a scenario composed by nodes whichiémemly and randomly
distributed in an infinite area is considered, and the thgtion of the power received by
a given terminal is derived. The model, which takes a propaganvironment character-
ized by distance-dependent loss and log-normally digebahadowing into account, can
be used to evaluate the distribution of the received poweriieless ad hoc and sensor
networks. In particular, the model is suited to investightedistribution of the received

useful and the interference power in a scenario where atetiminals can communicate
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with each other using the same radio resource.

In the third Chapter we try to overcome some of the limitatiofithe existing interference
models and propose an analytical framework for the evalnatdf any statistical moment
of the interference provided by a Poisson field of nodes &tah a given region of lim-
ited area. The propagation environment we consider is ctearaed by a deterministic
distance-dependent path-loss model and log-normal shagowhe proposed method-
ology can be used to provide a fast and accurate evaluatithre @mount of interference

in many practical situations. Closed form expressions arengior some specific cases.

In the fourth chapter the performance of a wireless sendwrank where nodes, which
are uniformly and randomly distributed in a given area, g$mait information to a sink
equipped with smart antennas, are investigated. We as$iatnthé sensors are uniformly
distributed in a two-dimensional space and consider a jgiatj@En environment composed
by a distance-dependent loss, shadowing and Rayleigh faOwang to the propagation
conditions and the randomness of the node locations, tHewadie rate of such system
is equivalent to that of a multiple-input-multiple-outmgheme where both the number
of the transmit antennas and the received power (averagadtios fast fading) at the
sink are random variables. We give an integral expressiothbaverage (over the node
locations and fading fluctuations) achievable rate at thk. sThe impact of correlation

among the data sensed by sensors is also considered.

In the fifth chapter the development of a real wireless senstwork is described, and
its performance are evaluated. The aim of this Chapter is teenfrom theory to prac-

tice, completing the performance analysis carried outyically through the interference
study with the investigation of a real-world applicatiorid¥ASNs, and the evaluation of
its performance through Link and Throughput measuremdimis methodologies used to
design a WASN suited to a defined application are illustratetlis Chapter, by describ-

ing the scenario, the measurements done, the design méihgdsed, and by providing
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samples of the measurements performed over the field.

e Chapter 6 shows some conclusions concerning the issuestagbsicr the previous chap-

ters.

e Finally, in the Appendix we discuss the correctness of onthefmain results of [23]
about the probability density function of the distance lestw twoaudible nodes in an
infinite 2-dimensional scenario. We prove that result [2B,(&) ] is wrong and derive an
alternative expression which is valid for an infinite-dimensional area. Since [23, eq.

(7) ] was used in [23] to obtain other results, we discusg tradidity.






Chapter 2

Connectivity models for the infinite area
case

Recently, the development of wireless systems characteiz€ecentralized architectures has
given rise to a great interest towards the investigationagfacity limits of networks based
on thead hoc paradigm [34, 35]. After the fundamental works of Gupta andriér, several
contributions appeared in the open literature addressingectivity issues on ad hoc systems

(see for instance [23, 24, 36—38]).

Some of the works cited previously consider a spatial modskd on the Poisson point
process and address either the transmission range of a nthaepyobability that the network is
fully connected. Other papers evaluate the effect of iaterice using a deterministic model for
the path-loss [37]. An extension to the connectivity thdarthe case of log-normal shadowing
IS given in [23], where authors derive the distribution of thistance between two nodes which

are in communication (see comments in Appendix) and theildigion of nodes that are in

9



10 Chapter 2. Connectivity models for the infinite area case

communication (i.e. those whose received power is largar thgiven threshold) with another
one in a propagation environment characterized by distdependent loss and shadowing.
Here, we extend that model and derive the distribution ofpithveer received by any terminal

when the number of communicating nodes is exadtl{the distribution ofV is given in [23]).

Two possible scenarios, that can be investigated using tduehproposed here, are shown
in Fig.2.1 and Fig.2.2. In the first scenario, all the terfsrean communicate with each other
using the same radio resource (i.e. in case of code divisidhipie access) and are potentially
interferers. Although in such a scenario each terminal ctnfere with potentially all the other
nodes, in practice only few can provide a significant coantrdn. The approach presented here
takes this fact into account and considers only the termithait provide a received signal larger
than a given value. In this scenario the model can be usedaloate the distribution of the

received useful power (i.e. by considering the node thatideathe largest received signal) and
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Figure 2.1: Scenario 1: Wireless Ad Hoc Network.
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Figure 2.2: Scenario 2: Wireless Sensor Network where tpersisor is equipped with multi-
ple antennas.

the interference (for instance the expected value). A stsoenario is related to a wireless
sensor network where the nodes, distributed in a given heeeg to send messages to a given
supervisor, which is equipped with a smart antennas delnicguch a scenario only a subset of
nodes (i.e. those providing an acceptable signal level)sean information to the supervisor.
The system composed by the supervisor and the sensor nauég ceen as a multiple input
multiple output scheme, where the number of transmittirtgramas, i.e. the sensors nodes, is

not fixed a priori but depends on the propagation conditions.

2.1 Notations and Scenario Description

The following notations are used throughout the Chapif:} denotes expectation, and in
particularE x{ - } indicates expectation with respect to the random variabl®{.4} denotes the
probability of the eventd. In the case of i.i.d. unordered random variables (rXs). .., X,
we denote byfx (z) the probability density function (pdf) of the generic teritve denote by

Xay, s Xy With X () < X9 < ... < X, the ordered r.v's. Furthermore, we define
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fax (@) 2 fxinen(z), and/ubf& the p'* moment ofX conditioned onV = n. The caseﬂg))(
andug) are commonly written ag,, - andyu ., respectively.

In this Chapter we consider an infinite plane with uniformlgtdbuted nodes (Poisson
spatial distribution). With such model the probability tavMe one node in the infinitesimal area
0Ais pd A, wherep denotes the density of nodes.

Let us consider the communication between a relay node andetteiver. As far as the
propagation model is concerned, we assume that the ratieebatthe power transmitted
by the ;' node and the poweH) at thei” receiving antenna is given by &nd;j are omitted

for the sake of conciseness)
a P 1

G P k-DP.S

(2.1)

whereG andL £ 1/G represent the channel gain and the power loss, respegtivisiya prop-
agation coefficientD is the distance from the transmitter to the receiykls the attenuation
coefficient which commonly ranges from 2 to 5, finalyjs the long-term (shadowing) fading
component, which is assumed to be log-normally distribut®e assume also that the shadow-
ing samples coming from different links are independent. Byoiducing the logarithmic scale

1 we obtain

= k+kslnD+8 (2.2)

wherek; £ % Owing to the log-normal distribution of, S is a Normal r.v. with zero
mean and variance?.

We assume that a node is in communication with another onewhe- P, (Pry, is a
suitable threshold that depends on the receiver seng)tivilVe denote byNV the number of
nodes providing the receiver with > Py, that is the r.v.N gives the number of nodes which
are either in communication with the receiver (desiredaigand/or interferers).

In the next section we derive the distribution@funder the hypothesis that the terminal is

The notationX will be used throughout the thesis to indicatilog,, X.



2.2 Statistic model for the received power 13

in communication withV nodes. From the distribution @ we can easily obtain that of the

A PG

signal-to-noise ratioy = % , Whereo?; is the thermal noise power.
N

2.2 Statistic model for the received power

Several contributions have appeared in the past yearséstigate connectivity effects in wire-
less systems when the position of nodes follows a PPP [23923(0]. The works of [23, 39]
consider nodes which communicate with each other (i.e. @heived power is larger then a
given threshold) by assuming a propagation environmenmbcherized by a distance-dependent
loss and log-normal shadowing. They obtain the distributbthe distance between a pair of
such points (see comments on this distribution in the App@rahd of the number of nodes
within the range of one such node, but do not address theldistm of the received power. In
this Chapter we consider the propagation model given by éh&)derive the distribution of the
received power when two nodes communicate the one each other

Let us recall the following results, which are due to [23] §B@l:

e a) Let us consider a PPP and the propagation law given by, (B&) NV is a Poisson r.v.

e

with distributionQ,,,, (n) = <~ and mean

. R 2
Lp—k Qig .
Uy =mpe F8oe *B = k;peQLT/k", (2.3)

wherek, £ 7pe=2k/ks 275/%5 and L, £ 72— [23]. Note thatZ; can be interpreted as the

maximum loss which allows the communication between twcesod\s a consequence
of this result,Q,, (0) = e #~ gives the probability that a node is isolated (probability
that N=0).

e b) Let us consider the power logsof the nodes which are in communication with a
given node (sal ranges from0 to Ly), and consider the ordered r.vigy, L), . . ..

If T £ ¢2L/%s, thenTy), which ranges from 0 te*/r/% = L2/’  has the following
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exponential (truncated) distribution [39]

k- p e [0, e2lr/ka]

= { P 2.4
fr () {O otherwise (2.4)

Note that in practical situationBQT/ﬁ >> 1 anduy is larger than 3-4, which gives —
e~ =~ 1, and sofr, (z) can be well approximated as a (non truncated) exponential

distribution.

In the next subsection, we use result b) to derive distioudif £, r, 7, (z1,...,2,). Then,

based on the simple relation betweErand G we can obtainf,, ¢, ..a, (z1,...,z,). Finally,

by recalling thaty; = £+, we finally getf,, ,, ...

—U]2V 77777

2.2.1 Distribution of T’

Let us assume that a given node is in communication with gxachodes (caseéV = n).
Owing to the model used for the spatial distribution of noded to the hypothesis of indepen-
dence of the shadowing samples, the r#s. .., T,, are mutually independent, therefore the

distributions ofT, . .., T,, can be written as

n

Favra (@, ) = [ fr(a). (2.5)

i=1

It is worth noting thatf,(z) represents the pdf of the unordered téfnand does not depend
on the number of nodes the receiver is in communication Withderive f(x) we can use the

following relation [41, pag. 10]

famyy (@) = nll = Fun(@)]" for (@)

= n[l — Fp(2)]" ' fr(o), (2.6)

whereF’r(x) is the cumulative density function (cdf) af.
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Using the Total Probability Theorem we obtain the distiitif 7};, given in (2.4)?
“P{N=n
fT(l) (ZL‘) = Z gfn,lf(n (I)
=1

- ZQ“N | Fr(o)]" (). 2.7)

1—enn
Note that the scaling factdr— e~ accounts for the fact that the r¥.is defined when at least
one node is in communication with the receiver.
The evaluation offr(x) from (2.7) is quite cumbersome, however, we can easily ctietk
the solutionfy(xz) = 1/a for x € [0, a] and zero otherwise satisfies (2.7). This can be proved

by substitutingfr(z) and Fr(z) in (2.7) with1/a andx/a, in order to obtain

Lyee SO [1-2]"" e 0,4
xTr) = a n=1 n!(l—e‘l"N) a ) . 2.8
1 (@) { 0 otherwise 28)
Using the following identity
an—'c"_l = be® (2.9)
n.
=1
we finally get
e PNTE e 0, a)
= a 1—etN ’ 210
Jri) (@) { 0 otherwise ’ (2.10)

which givesfr,, ().

Note that the propagation model (2.1) is valid only when tistatice between the nodes is
larger than some wavelengths. To account for this fact, \garas in the Chapter that atten-
uation cannot be smaller than In the absence of shadowing, this is equivalent to assume a
"dead-zone” having a radius of 1 meter which is free from eenf42]. Under the hypothesis
that no node can be located in a circular area surroundingettever, N is still Poisson, but

now its mean value is given by

it (o fri
,uN:ﬂ'p[eQ Eﬁ”?@( T k+ﬁ>—¢< T k)] 2.11)
og ]{ﬁ gs

2The r.v. T(,y with distribution (2.4) is not conditioned on a particulalwe of N, it is averaged over all
possible values aoiv.

3We obtain the exact expression for (2.4) by recalling thattpper limit of 7 is L7/

2/6



16 Chapter 2. Connectivity models for the infinite area case

where®(z) = 1/v/2r [ e~**/2du. On the other hand, we are considering a very small area
(the radius is 1 meter) and the difference between the réaé\af 1. and the value given in
(2.3) is negligible.

The pdf of " becomes

frz) =< (&) . 2.12)

L

2/8
N ——— []gZ/ﬁ,LQT/ﬂ]
0 otherwise

. . : : 2/8
Using the typical values of; and for a wireless environment, the teréﬁ) is around

10~*, and therefore the normalizing factor in (2.12) is negligib

2.2.2 Distribution of G

The results of the previous section can be used to deriveigiebdtion of G4, ..., G, when

N = n. From (2.2), it is easy to show that

_2Lm10%s k5 1n 10
E2

o =757 (2.13)

7 _Inl07 _
G =10 L/10:€ 10L:€ kg 102 _

which shows thal” represents the power losavheng = 2. The distribution of&, whose range

is [1/Lr, 1/k]), can be derived using the general rule for the functionsrudoan variables [43]

2 =5 x €[1/Lr,1/K]
folz) = 5(LT/ﬁ_kz/ﬁ) o1t2/B | 7 (2.14)
0 otherwise
and the cdf is given by
0 otherwise
Fo(x) = 2 . 2.15
o(x) T (LT/ﬁ _ lem> z € (1/Lr,1/k] (2.15)
The knowledge of;(x) allows us to derive,, ¢, . ¢, (21, ..., z,) and thereforg,, ., . (z1,...,2,)
AN o%
n ) = | — =) 2.16
f VLseees 'yn<x1 X ) (O_JQV> ng (‘I' Pt) ( )
The pdf of G can be used to derive the moments
1/k
L E{Gr) = 2 fo(x)ds (2.17)
1/Ly
—2/8 p—2/8
s ()

3 <L§/5 _ k2/ﬁ> p—2/8
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Note that in case gf = 1 (mean value ofy), the expectation exists only for > 2.

Using [41, eq. (2.1.6) pp. 10] we can easily derive the distion of /¢, (z):

1

f"’G(H (.77) = B(T’, n—r-4+ 1)F5_1(x)[1 - FG<$)]n_TfG($) (2-18)

2L§ST—1)/B

B(r,n—r+1)8 (LQT/B — k2/5>T

1 . 1 r—1
X zi+2/8 | (zLr)2/P

x |1=—7—— (LY — —
[ 127 2o ( T 332/5)]

2 —|[/r—=1) (1)
63(7"7’” —r 4+ ]_) — i LQ(n7T+i+l)/ﬁ

= T

Q

1
X x1+2(nr+i+1)/5:| ;

whereB(b, ¢) = fol y*~1(1 — y)°~'dy is the beta function [44] and the approximation has been
obtained by assuming?/” — k2/% ~ L12/°.

To give an example, the distribution of the largest chana&l §',... = G () can be written

as
onLy "V I
fn,Gmax (x) - /8 (L;/ﬁ B k?/ﬁ)n x1+2//@ 1 - m . (2-19)
Finally, the moments of/,y are given by
») e
PGy = / / 2’ fa,, (x)dz (2.20)
1/Lyp

n—r r—
2

- >

1
BB(r,n—r+1) (L?F/ﬁ - k2/5>n i=0 j=0

w (PTTY(T T (a2t 250 -1-)
) j T
{lnLT—lnk p=20+j+1)/3
X kQ/B(i+j+1)7p_L2T/ﬁ(i+j+1)*p . .
=20+ otherwise
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2.3 Distribution of the received power: comparison with sim-
ulations

The results on the distribution of the received power havenltested through Monte Carlo
simulations. A squared area dfy = 1000 x 1000 m? is considered, the nodes are uniformly
distributed in the area and their number follows a Poissstridution with mearpAg, where
p = 5-10"*nodes/m?. 10° simulation trials have been carried out to obtain the resulhe
sink is located in the center of the area. The following patams have been fixed: = 30 dB,

6 =4,09 =5dB, ET =104 dB and Py /o2 = 0.158 - 107. For each link, it has been examined

Pr
o2

the signal-to-noise ratio, given by the random variaple :

Fig. 2.3 shows the comparison between the analytical esiore$or the pdf ofy and the
distribution obtained through the simulations. The agreeiis excellent, this confirms the
accuracy of the model. The figure also shows the distribudfonconditioned onV = 9 (that
is fo~(x)). As discussed in Section 2.2, ., (x) does not depend omand therefore coincides
with f,(z). This behavior is confirmed by the simulations.

The comparison between analysis and simulation is alsorsiowigs. 2.4 and 2.5, which
report the distribution of some ordered elementsof . ., ~, conditioned onNV = n. These
distributions have been obtained using [41, pp. 10, eq.G}.1

Fig. 2.4 shows the distribution of the maximum signal-tdaseeratio (max = (1)), Whereas
Fig. 2.5 plots the distribution ofmin = 7(9). Again, the comparison between analysis and
simulation shows a perfect agreement. Finally, Fig. 2.@gihe expectation of,., forp = 1

andn = 9, with » taking values from 1 to 9; as expected, the mean valueiotreases as

increases.
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simulation
analysis

Figure 2.6: Moments of,y; p = 1 andn = 9, for r ranging from 1 to 9.



Chapter 3

Connectivity models and Interference
analysis for finite areas

The majority of the papers which consider nodes’ distrinutiased on PPP deal with infinite ar-
eas and with infinite nodes (see for instance [21,25,40]¢ drfalysis of connectivity properties
of decentralized networks operating in areas of limite@esion would allow us to investigate
the performance of wireless sensor networks employingeied routing algorithms [45-47]
or multi-stage distributed multiple-input-multiple-quit (MIMO) [42, 48]. Unfortunately, this
kind of analysis seems to be rather complex. In this Chaptecamsider nodes located in a
circular area and a propagation environment charactebyetistance-dependent loss and log-
normal shadowing. We derive an expression for the disiobubf the power received by a
given terminal when the other nodes are distributed acogridi a PPP. The results obtained in
Chapter2, valid for an infinite plane, can be seen as a particular chggeomodel proposed

herein.

23
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A few papers investigate interference effects in wirelesfiac networks; to the authors’
knowledge, the first attempt to characterize the distrdvutif the interference in a Poisson field
of nodes is due to [49]. That paper, which considered a détestic path-loss model and an
infinite d-dimensional area, derived a closed form expression (adthan terms of an infinite
series expansion) for the probability density functionfpef the interference. That model
was then extended in [50] to obtain the error performancéénctse of spread spectrum for
some modulation formats. A more realistic propagation remment was taken into account
in [51] where both shadowing and Rayleigh fading were inatlidene presence of correlation
among interferers was studied in [52] but the path loss maideiot consider neither shadowing
nor fast fading. The use of percolation theory to study thpaaot of interference in ad hoc
networks was discussed in [37]. Owing to the peculiaritigsaocolation theory, a deterministic
propagation model was considered in that paper. The peaimceof some routing schemes was
investigated in [40] in a propagation environment charae by deterministic path-loss and
Rayleigh fading. Recently, the statistical model proposg8ihwas extended in [53] and [54].
These papers overcame the limitation of [50-52] about symetity of the interfering signals
and applied their analysis to the error probability evabrabf linear modulated signals. The

models proposed in [50-54] considered also the modulationdt of the interfering signals.

Although the above mentioned papers are excellent toolh&characterization of the in-
terference, they present a couple of disadvantages: i) ofasiem ( [50-54]) make use of
a-stable distributions; ii) the interfering nodes are suggubto be located in an infinite (either
bi- or d-dimensional) area. A disadvantagecektable distributions is the absence of moments
of order greater than or equal to the paramet@s5]. Unfortunately, since is strictly related
to the propagation law, no moment (i.e. mean and varianaepeaevaluated in the case of
wireless environments [52]. Furthermore, the hypothesisdes located in an infinite area is
not realistic in the presence of personal and local areaarksywhich are commonly charac-
terized by transmission ranges smaller thaf — 200 m [56]. In such scenarios, interfering

nodes are grouped in clusters of limited area, i.e. insidgldibg. Another limitation of some
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existing works is the absence of a specific propagation meteh the distance between the
interfering and the reference node is less then some waytbkeid2, 50]. This results in an
overestimate of the interference. In this Chapter we oveecthrase limitations. We propose an
analytical framework for the statistical characterizata the amount of interference provided
by nodes located on a given region of limited area in a projp@yanvironment characterized
by a deterministic path-loss and log-normal shadowingh@uggh our methodology is valid for
areas of arbitrary dimension and shape (see Fig 3.1 a)),aus the analysis on three simplified
scenarios: i) nodes belonging to circular area whose distom the receiver is arbitrary (Fig.
3.1 b)); i) nodes located in a circular annulus around tieiker (Fig. 3.1 c)); iii) nodes located
in a circular area around the receiver (Fig. 3.1 d)). Sceri@rcan be used to characterize the

interference received by an hot spot of nodes. Scenario a3 fpplication in the analysis of

b)

Figure 3.1: General case (a), external circular area casai(tular annulus case (c) and circular
area case (d).
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networks which are completely surrounded by interfereisally, scenario d) can be used to
characterize the amount of the self-interference, whithdsnterference received by nodes be-
longing to the same network. In the analysis of scenario d)also consider a simple but more
realistic path loss model to include the near field effectee Tethodology proposed herein
does not make use of thestable distributions and allows the evaluation of any miainoé the
interference distribution. The present methodology candes to provide a fast and accurate
evaluation of the amount of interference in many practitabsions.

The main contributions of this Chapter can be summarized|ksvis

e We consider nodes located in an arbitrary area and derivexhet expression for the

distribution of the channel gain.
¢ \We obtain an expression for the derivation of any momentefriterference distribution.

e The expression for the moments of the interference reqtiveg&nowledge of the mo-
ments of the channel gain. To obtain closed form expresswasonsider some situation
of interest in which the area occupied by the interferingesod regular (circular annulus
and circular area around the receiver) and derive a closeddpproximate expression for
the moments of the interference. Numerical results wilkstitat the agreement between

approximated model and simulations is excellent.

3.1 Propagation environment

It is worth noting that in this chapter we use the same natatiotroduced in Section 2.1.

The scenario considered in this Chapter is characterizedibgudar area with radios; and
uniformly distributed nodes (Poisson spatial distribnjiwith densityp. We assume that all the
nodes in the area use the same value of transmitted p@weet's consider the communication
between a node\;) located in the center of the area and another ngdeNe assume that the
ratio between the power transmittell Y by N; and the power ) received by, is given by

P,
t—k.DP.S 3.1
2 (3.1)
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as in the previous Chapter. Again, we defihe> kD’S andG £ 1/L (they represent the
power loss in linear scale, and channel gain, respectivahg we also denoté = PG, where
P is the received power. By introducing the logarithmic scede obtainL, as described in the

previous Chapter (see (2.2)).

3.2 Distribution of &

The aim of this Section is the derivation of the pdf@fthe channel gain betweéw, and N,,

in the scenarios of Fig.3.1.

3.2.1 Distribution of GG: general case

Let's consider the scenario of Fig 3.1 a). We denotediye area of the grey surface identified
by the intersection between the grey area and a circumfer@madiusd centered irO.
The probability thatD < d is given by the expression

Fpld) =B(D <) = 20 (3.2)

whereA is the area of the grey surface of Fig. 3.1 a). The joint pdbadnd S can hence be

written as
o A(d) e e
fD7S'<d7 S) - )
A og\/27m

whereA'(z) £ dA(z)/dx. Note thats € (—oo, 00) andd ranges from the distance between

(3.3)

the originO and the closest point of the grey area of Fig. 3.1 a), and #tante between the

origin and the farthest one. Let's make use of the followihgrgge of variable

{ G =g(D,5) = Zre ()

- . A 3.4

The Jacobian of the transformation is given by

991 dg1 —Bd P71 (g5 =8 —(Mg0)3(_Inl0
~ 5 = e 10 e 10
J(dvs):(ilz %>:< k 0 k 1( 10>>’ (3_5)

od

and the absolute value of its determinant is

g
-k

In10

e o )3, (3.6)

|/(d; 3)]
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After some algebra, the joint distribution 6fandY can be written as

~2
Y _In10 4

. A(plg,9) e ™5 e a7
fG7}>(g’y) = 1+1/ﬁ7
A osV2mBkY/6 g

(3.7)

A _glnlo

wherep(g, ) £ e~ 50 /(kg)'/?. Note that only the term‘% depends on the shape of the

external area.
The general expression (3.7) will be specialized in the sekisections for some cases of

interest.

3.2.2 Distribution of GG: external circular area

Let's consider the scenario b) of Fig. 3.1 which is composgdrbexternal circular area. We
denote byO' the center of the external circle having radiys is the distance between and
O', and@Q, R are the intersection points between the circle and a ciretente of radiusg/
centered ir0O (see Fig. 3.2).

The overlapping ared(d) is now given by

A(d) = 0(d,r, h)d* + a(d,r, h)r* — d*sin0(d,r, h) — r*sina(d,r, h) , (3.8)

Figure 3.2: External circular area case: details.
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wheref(-) anda(-) can be easily expressed in termsipf andh through the Carnot theorem

2 h2 . d2

afd,r,h) = cos™! <T+T) , (3.9
d2 h2 2

0(d,r, h) = cos™* (%) (3.10)

If we substitute the derivative o (d) (the expression is not given here for the sake of simplicity)
in (3.7) we can easily obtain an expression for the jointitlistion of G andY". Recalling that

d ranges fromh — r to h + r, the variableg; andy takes values in the interval8, co) and
(—k—10log,, g — 1081log,o(h+7), —k — 101log,, g — 105 log,(h — r)), respectively. Finally,
the marginal distributiorf(-) can be obtained by integratingy,; (¢, 9) with respect to the

variabley

1 —(k+101logy g+1081og o (h—7)) 4’ N~ o
falg) = Me 2056—%%@_11)
Bogy 2wkl /Bgi+1/8 |

Although closed form expressions for (3.11) do not appedetobtainable, numerical integra-

(k+101log, g+1081log; o (h+1)) A

tion of (3.11) allows a fast evaluation ¢§(g).

3.2.3 Distribution of GG: the circular annulus case

Let’s now consider again two nodég and N, whereNj is located inO, N, is located in the
annulus (Fig. 3.1 c)), and the distance betw&grand V; ranges fromr,, to r. The approach
used to obtain the distribution @F is similar to that used in the previous cases. In such a

scenario, the probability that the rfa < d is given by

) 2
s —rs

2 Y
m

(3.12)

Fp(d) =P{D < d} =

r2—r
therefore the joint pdf can be written as

) de—/(203)
fps(d,8) = (3.13)

(r2 —r2)osV2m

for

rm <d<r, —o0<S§<o0.
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If we make the change of variables (3.4), the joint pdf of thésrG andY” can be written as

-
X Il —1""9)
fG,}A/(g7y) - —(Lanlro)Q R
(2018, )

_(In10+ R
2e (Z]f_)y]l/ﬁe—yQ/(%%)

Inl0y,; —(B+1) In10y

(1 = r2)os V(D)) e

TRl
2]{72/,36 k/@e QUS

_ 3.14
(7 — 12)osv/anpgi e (544
for
6_1?0150@
Tm < —(kzg)l/ﬁ <r,
which gives
—(l% + 10log,o g + 1081og, 7r) <y < —(l% + 10log,q g + 10810g,o rm) -
The pdf of G can be derived by integratirig over its range of definition
—(l%—i—l(] log 9+1081log g rm) R
G - R G,Y )
folo) = | fux (9.9)d3
—(k+101log;q g+1081log o )
_ 2k—2/8 g=(1+2/5) —(k+101logyg g+10810g197m) - (222%) e_%dg)
(r? = 73,)os V213 J (it 101081 9+ 108108, 7)
o%(In10)2 R
B e 5082 orf k+10log,y g + kglnry, osvV?2
(12— 12)BR*Bg1 20 o5V/2 ks
k+101 ksl 2
— erfe B 0080 TR IMT _osV2 . (3.15)
05\/§ kﬂ

Equation (3.15) gives a closed form expression for theibigion of G for an interferer located
in the circular annulus of Fig. 3.1 ¢). Note that in the casarofulus of infinite arear(— o),
the distribution ofGG converges to zero. However, as it will be shown in subse@i8r2, the

evaluation of the moments of the interference is still gassi

3.2.4 Distribution of GG: the circular area case

The circular area case depicted in Fig. 3.2 d) can be seenjnaigle, as a special case of

the circular annulus case discussed above. In particéilagw letr,, go to0 in (3.15), the
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distribution ofG becomes

o%(In10)2 ~
e 5082 k + 10 108;10 g+ kﬁ Inr US\/ﬁ
—— _ _ _|(2_erfc - ' 3.16
fG(g) T2ﬂk2/ﬁgl+2/ﬂ [ ( 0'5\/§ kﬂ ( )

As discussed in Section 2.2, the propagation model in (3.Dniy valid when the distance
between the nodes is larger than some wavelengths. A pahetiproach to overcome this
limitation is to suppose the existence of a "dead-zone” iaglad, having a radius of 1 meter
which is free from nodes [42]. In this case, the expressianffdg) in the case of circular
area is that given in (3.15) with,, = 1 m. A more realistic approach is based on the use
of a two-slope propagation model [23]. The propagation rhodé3.1) has to be modified as

follows

d—B

E— d>1m

G:{ ks = , (3.17)
P d<1lm

with this model we assume that the channel gain in a radiuswhtound the reference is con-
stant (/k) and we neglect the impact of shadowihdJsing the propagation model described

in (3.17), the pdf ofz becomes

falg) = P{D < 1m}fep<(g) +P{D € [1,r]} foipenr(9)
= fep<(9) + (1 - T_12) faipens(9)

r2
cr%.(lnlo)2 N
_ 9 (9 - %) i e o erfc k+10logng osV2
o r2 r2ﬁk2/ﬂgl+2/ﬁ Us\/§ /{:g
k+101 ksl 2
_ erfc [ B 10108109 * Ko nr_ osv2 , (3.18)
osV2 kg

whered(-) is the Dirac delta function and we have used (3.15) wijth= 1 for the evaluation

of faipefin (9)-
3.3 Interference analysis

To characterize the amount of interference received by tite focated ir0, we assume that

all the nodes in the considered areas are source of intedef87,40,49-54]. This assumption

1This latter hypothesis is reasonable owing to the smalhdist between transmitter and receiver. However,
the inclusion of shadowing for distances less than 1 metdramproposed model is still possible.
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is typical of multiple access schemes based on spread gpetgchniques where all the nodes
transmit in the same frequency band. Other multiple aces$sitques could be considered but

they are not taken into account here.

3.3.1 Evaluation of the Moments of the Interference

Owing to the PPP model considered for the nodes’s positibiesnumber of terminals in the
areas of Fig. 3.1, is a Poisson random variable with meareyady32]. If we assume that an
interfering node transmits with probabilips, the number of nodes that are really transmitting,
sayN, is still Poisson with meany = mppa A [49]. Now, let’s assume that there ar@odes in
the considered area, and define the random varigbte Pr (G, +- - -+G,,), whereG, represents
the channel gain for thé" interferer. I,, gives the amount of interference conditioned on the
fact that the number of interferers is exaotlyThep moment off (i.e. regardless the value of

n) can be written as

n SR} = Z P{N = n}p?) (3.19)
G‘LLNM
= Z I —
n=0 n:

Recalling thap! = ;i for eachi andp, we get

ply A EA{I7|noa) (3.20)
P In—2 . n
p n— ig_1—i
= P_IIPE E (@1)< 2>H'u(Ge ¢)

in—2 H (iz71—iz)
- Pﬁplz Z o = 1

)
) — )]
i1=0 ’Lnlomlml )

with iy £ &, 4, = 0. If we substitute (3.20) in (3.19), we obtain a represeatatin terms of an
infinite series, of the interference received by a node &xtat the center of a circular area of
radiusr.

Although expression (3.20) is very concise and allows treuation of moments of any

order, the presence of indexgs. . i,,_; does not allow us to simplify the infinite series in (3.19)
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when evaluating the moments bf To obtain closed form expressions for the first moments of
I, we can define the ancillary r.vd = I /PrandZ, = G, + - - - + G,, and derive the moment

generating function (m.g.f.) of,,

Dy (s) EE{e ) = E{HeSG} D% (s), (3.21)

where we have used the fact th@ (with « = 1,...,n) are i.i.d. With the help of the total

probability theorem, we can obtain the following expresdiar the m.g.f. ofZ 2

Dy(s) = ZP{N—n}cbZ() (3.22)

_ ZMNG NP (s

_ em%( 9= 1>'

By recalling thatug”) = P{?M(Z”) and using the well-known relation between m.g.f. and

moments [43] we get

dp (GMN‘PG(S))
dsP

» _ pp @Pz(5)

_— g Ppe_NN
I T dsp T

(3.23)

s=0 5=0

A concise expression for the derivative in (3.23) can be iobthusing the Faa-di Bruno’s

formula [57], which gives the™ derivative of a composite functioy( f(x))
&g(f () df@)\" (S
dazp Z 61 (F(@)) ( 1dx o pldxP ’ (3.24)
whereg® (f(z)) is theb'™ derivative ofg(-) in the variablef(z), the sum is over all different

solutions in nonnegative integers ..., b, of by +2by + -+ - +pb, = p,andb = b, + - - - + b,.
By substituting (3.24) in (3.23) with(z) = ¢* andf(z) = unP¢(z), we obtain

b1 p bp
® _ pr P! [ d®a(s) (v dPPe(s)
Hi T Zbll---bp! (1! ds o drs

P (m)
. p p:uN 2%
- T ()

Note that (3.22) can be seen as the generalization of [4914j.in the presence of shadowing.

(3.25)

s=0 s=0
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To give some example, the first two momentg.pfare given below

pr = Prpype, (3.26)

i = Py (ug) + uwé) , (3.27)

other moments of are listed in Table 3.1.

Expressions (3.20) and (3.25) are valid for any scenarioragdire only the knowledge of
N andug’). With regard to the scenarios in Fig. 3y = mppar?, ux = mppa(r? — ) and
un = mppar? in the scenarios b), c) and d), respectively. The moments oén be obtained
using the distributions given in (3.11) (scenario b)), 83.(scenario c)) and (3.16) (scenario
d)), respectively. Closed form expressions/@) will be given in subsections 3.3.2 and 3.3.3

for the cases of figures 3.1 ¢) and 3.1 d).

Finally, the knowledge of the first moments can be used toimlata estimate of the distri-
bution of I [58].

Table 3.1: The first five moments pf.

)

Pruypa

2
PRy (M(G) + mué)

2 3
Priy (u?v/fé + 3unpicg + u(a))

4 3 2)2 2
Pty (uﬁ;) Fdpnpaps) + 3unps + 6pdpuius + u?&u‘é)

&2 S BT VI B GRS e

5 4 2) (3 3 3 3 (2 2)2
Pruy (u(g) + il + Sunpens + 10w G nE + 103 uE e + 10pk1dnl + 150 nan )
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3.3.2 The moments of: circular annulus scenario

We here derive a closed form expression for the moments of the circular annulus case

(scenario c) of Fig.3.1. By recalling (3.15), th& moment ofG can be written as

p = / q" fa(g)dyg
0
(J'%(lnlo)2

_ e 5082 / Oogp7172/ﬁ erfc k+10log,, g + kglnr, o5V/2
PR Jo

(r2—r2) <TS\/§ kg

_ erfc k+ 10log)g g+ kglnr osV2
osV2 ks

= Kg /OO g lerfc(Blng + H(r,,)) — erfc(Blng + H(r))] dg, (3.28)
0

dg

where
cr% (In 10)2
e 50ﬁ2

(72— 12)5k2/5"

Kg =

— _ 10
A—p—1—2/6,3—m,and

. /Af—i-kglnl' B O’S\/§
US\/§ kg .

Owing to the presence of the erfc function, the integral 283 appears to be unsolvable in

H(x)

closed form. To obtain a closed form expression we need toditight approximation for

erfc(-). Recently, the following useful approximation has been psaegl [59, eq. (14)]

1 1
erfc(x) ~ 8 e+ 5 e~ 43, (3.29)

which has been proved to be tighter then the Chernoff-Rubieuippund [59]. Unfortunately,
this approximation (which becomes an upper bound in thenviaté0.5, ~)) is tight only for
x > 0.5 [59], whereas the argument of the érfdunctions in (3.28) ranges fromoo to co. To
overcome this limitation we approximate erfc with the fuaotl —z in the intervalz € [0,1/2].
The extension to negative values of the argument is stifaigtdrd by exploiting the property
that erf¢z) = 2 — erfc(—xz). Therefore, the approximation is given by

2

2—le® —Lem13 4 < 12
20 1-2 lz] <1/2 | (3.30)

le=a® 4 le=2°/3 r>1/2

erfCapprod )
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the tightness of this approximation can be appreciatedgn¥B.

erfc(x)
-—-- erfcapprox(x)

erfc(x), erfc, o (X)

Figure 3.3: The comparison between the gejftunction and its approximate expression.

By substituting (3.30) in (3.28), we obtain

)~ KelFlp=1-=2 10 k+kﬁlnrm—03\/§ 3.31
Ha G[ <p /67 111100'5\/5’ 0'5\/§ kﬁ ( )

B ]:(p—l—2/ﬁ 10 /{:—i—/{:glnr_asﬂ)]’

"In100sv2  o5v2 ks
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where

2 x 1 1/1
F(z,y,2) L o 16_#(%—%) — 66_221 <6_5(5+2),x —2yz, y2> (3.32)

1 _4 2/3 1<1+) 2 1
z I( y\2 — 4 ) —_—
3¢ e ,o—8yz/3,4y°/3) + SESE
24+x—2z2 z(1+22)

X [6 £ <6T <1+y+x(1+z)—z—(1+x)yln<e%>>+ei 2y
X <—1—y+x(1+z)+z(1+$)yln(e*1§52>>>}

1 1(1 1 1(1
- ée_zzj <e§(§—z),x —2yz, y2> + 56_422/3J (65(5_Z>,x — 8yz/3,4y2/3> :

The functionsZ(-) and 7 (+) in (3.32) are given by

(1+e)?

iF 1+erf l1+e—2fIna
I (aye, f) 2 / e~finggy _ vl 2%7( 21 H, (3.33)
0
and
(1+e)?
A 00 e 4f \/_[ erf( 1+e—2flna)]
J(a,e,f)z/ gcIm9dg = i vE 2 (3.34)

As already discussed in subsection 3.2.3, wher» oo (the area of the annulus tends
to infinite) u tends to zero. However, the moments of the interferencetdlrérste. This
behavior can be explained by observing that, as shown i®b)3t2e expression fqngp) for an
arbitrary (and finite) value af is given by a sum of term,sl}vug’) M(Gp) ; each term can be
rearranged as

U%(ln 10)2 b1++bp
e 5082

[7‘(',0(7’2 — rfn)}b (7,2 _ T?n)ﬁka/ﬁ

U (1,7, 1) - U (p, 7, rp,) (3.35)

whereV (p,r,r,) = [ g?" "% [erfc(Blng + H(ry)) — erfc(Blng + H(r))] dg. If r —
00, (3.35) becomes

U%’(ln 10)2 b

Wpe 5032

Bk2/B

Wb (1,00,70) - 0P (p,00,7p) (3.36)

which is a finite quantity for all values ¢f (provided that3 > 2).
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3.3.3 The moments of7: circular area scenario

In the circular area scenario, we use the expressiorf46r given in (3.18) jointly with ap-
proximation (3.30), to obtain

o'% (In 10)2

®) L e ™ % i
e = o T g )Y lerfc(Blng + H(1)) —erfc(Blng + H(r))] dg

o'%(ln 10)2

1 5057 1 k 2
+ 5 [f(p—l—w, . "S*f)

Q

r2kp - r2pk2/8 In100sv2 osv2 kg

B f(p—l—Q/ﬁ, 10 /{:—i—k:glnr_asﬁ)].

) 3.37
In100sv2 ogv/2 ks ( )

Note that also in the case of circular area, when oo the moments of tend to zero, but the

moments of interference are finite.

3.4 Numerical results

In all the numerical results shown here the transmit poiehas been fixed at0—2 W and

pa = 1.

3.4.1 External Circular Area Case: Scenario b)

Some examples of result for the external circular area casgigen in Fig. 3.4, which shows
the mean value of the overall interferenteas a function of-, for different values of3. The
other parameters are = 150 m (the distance between the center of the circular area and the
receiver)k = 30 dB, og = 5 dB andp = 5 - 10~ nodes/m?2. The curves have been obtained

by calculatingfs(g) in (3.11) anduc numerically.

3.4.2 Circular Annulus Case: Scenario c)

Figs. 3.5 and 3.6 show the mean value and the varianéeasffunctions of-,, in the circular
annulus case. Three different valuesidfanging from3 to 5) are considered, with = 30 dB,

r = 200m, os = 5dB andp = 5 - 107* nodes/m?. The expression used to obta’z@) and
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h=150m, 6,=5dB, p=5E-04

5 15 25 35 45 55 65
r [m]

Figure 3.4: Scenario b):; as a function of- for different values of the propagation parameter

g.

ug) is given in (3.31). As expected, an increase in the valug,adecreases the mean value of

the interfering nodes by reducing the total amount of ieterice. The figures shows that the
approximation is very tight. Finally, we observe that thédaor of mean value and variance

of I as a function of-,, is quite similar.

3.4.3 Circular area case: Scenario d)

Figs. 3.7 and 3.8 show the role played by shadowing on thevicsthoments of the interference
for different values of the nodes’ densjtyranging from5 - 1073 to 5 - 107° nodes/m?). The
expression used to obta,irg) andug) is given in (3.37). The following parameters have been
considered:3 = 4, k = 30 dB andr = 50 m. As expected, shadowing and nodes’ density

have a significant influence on the overall interference. drtigular, the shadowing increases
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the moments of the interference. As far as the role of concerned, it is straightforward to
observe that (3.37) does not dependw@and so the moments dfare linearly dependent on
p. We can also observe that the agreement between simulatohsnalysis (we recall that eq.

(3.37) is an approximate expression) is still excellent.

Fig. 3.9 shows the mean value bfas a function of the radius of the circular area for
different values of the propagation parametefThe other parameters afe= 4, p = 5 - 10~
nodes/m?* andos = 5 dB. Itis interesting to observe that valuesrafirger tharb m have no
impact onu;. This can be explained by observing that if we increase tbeisathe average

number of interferers in the circular area grows with a qaadr(with respect to') behavior,

, r=200m, o, =5dB
10 ‘ ‘ ‘ !
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10 [ oo oo oo O B=3,sim -~
| | | ~— b
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Figure 3.5: Scenario c)i; as a function of,,, for different values of the coefficient propagation

3.
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r=200m, 5, =5dB

~ 3 \ e

0 30 60 90 120 150

Figure 3.6: Scenario c): the variance of | as a function,ofor different values of the coeffi-
cient propagatiors.

while the power they provide, given the value®tonsidered§ = 4), decreases quickly with
the distance. From the analytical point of view, we can gadiserve that appears in equation
(3.37) in the constant term and inside the éjfargument. To obtaip; we multiply the mean
value ofG by .y, this operation eliminates the ternfrom the constant. The only term where
r appears is in the argument of the second(eria (3.18). On the other hand, it is well known
that erf¢z) — erfc(y) ~ erfc(z) if y >> x (andz,y > 0), therefore, whem >> 1, the value
of the second erfe) is negligible compared to the first one (which does not coste). The
comparison between the assumption of "dead-zone” and i@ Stope” model considered in

(3.17) reveals that, although the behavior of the two modedsnilar, the assumption about the
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Figure 3.7: Scenario d)1; as a function ot for different values of the nodes’ densjty

existence of a "dead zone” provides an underestimate oktdleamount of interference.
Note that in the case the propagation model is given by (3id) a— oo, the moments of

do not exist. This is true also in the absence of shadowing

3|t is easy to show that the pdf expression foobtained in [49] (shadowing is neglected) does not allow the
evaluation of the moments.



3.4 Numerical results 43
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Figure 3.8: Scenario d): the variance of | as a function ofstla@dard deviation of shadowing
(o) for different values of the nodes’ densjty
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Figure 3.9: Scenario d)z; as a function of- for different values of.. Comparison between
dead-zone anddual-slope model.



Chapter 4

Achievable Rate of networks with
multiple-antenna sinks

The increasing need for spectrally efficient techniqueseicedtralized wireless architectures
(such as Ad Hoc and Sensor Networks) has led to the investigat multiple antenna systems

where the spectral efficiency is obtained exploiting spaiigersity [60, 61].

Bounds on the theoretical capacity achievable by wireledsogdnetworks have been re-
cently obtained in [62] when the node location is known and6i8] when nodes are uni-
formly distributed in ail-dimensional region. The cooperation between nodes toroftértual

multiple-input-multiple-output (MIMO) relay network hdeen studied in [64].

The use of multiple antennas in these wireless networks éas also investigated in [42]
where upper and lower bounds on the overall system capaetgigen. In [42], the received
power (averaged over fast fading fluctuations) on the a@®ohthe terminals is assumed to be

random and i.i.d. The bounds given in [42], which becomettighen the number of relaying

45
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nodes approaches infinity, do not consider the specificsstai distribution of the received
signal (only the hypothesis of i.i.d. is requested). In thsecof wireless sensor networks
(WSNSs), the capacity of a sink in the presence of differems i sensors has been investigated
in [65] but the final expression is written in terms of the m¢averaged over the fast fading)
power received by the sensors which depends, in the absépogver control, by the sensors’
location. The results in [42] and [65] reveal that the positof nodes and the connectivity
aspects play an important role on the system performanceer&anvestigations have been
carried out in the past years to address connectivity issugseless systems (see for instance
[22—-26, 66, 67]). Some of the previous papers (i.e. [22, @], Bequire that the channel gain
has to be modelled as a deterministic distance-dependactidn. With this model the random
terms, such as shadowing and fast fading, which appear iy practical applications, cannot
be taken into account. A different approach is used in [2362bwhere both shadowing and

distance-dependent loss are considered.

In this Chapter we consider the WSN scenario illustrated in4Flg where the sink is
equipped with multiple antennas and receives data fromosenghose position is distributed
according to a Poisson point process (PPP) and derive thage/éver the fading fluctuations

and node position) achievable rate. A similar scenarioss ebnsidered in [68, 69].

We investigate a propagation environment characterizea @hgtance-dependent loss and
lognormal shadowing. Rayleigh fading is also considereg/8%1]. Under these assumptions,
the number of sensors which communicate with the sink is retlfa priori but depends on their
location and on the propagation conditions. Similarly te itenario considered in [47], we
assume that the sink aims at collecting data from a specgiomearound it, so that no routing
aspects have to be considered. In such a scenario only & sfibseles (that is, those providing
an acceptable signal level) can send information to the Siile system made up by the sink
and the sensor nodes can be seen as a multiple input multifgatscheme, where the number
of transmitting antennas, in this case the sensors deviEesrandom variable. Also, since

sensors do not usually implement power control, in this\ajant MIMO system the values
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sink

Figure 4.1: Scenario wireless sensor network with multeana sink. Black sensors are those
providing a power larger than a certain threshold.

of the received power (averaged over fast fading fluctuajiahthe antennas of the sink is not
deterministic owing to the randomness of the sensors’ ipositnd the presence of shadowing.

The main contributions of this Chapter can be summarized|ksvis

e We give an expression for the achievable rate of a WSN in cassitik is equipped with

multiple antennas and the position of sensors is random.

e We derive an expression for the distribution of the poweefaged over fast fading) re-
ceived by the antennas of the sink when the position of themssiis distributed according

to a PPP.

e We obtain an expression for the average (over fast and skdwddluctuations and sen-
sors’ position) achievable rate and investigate the impadhe performance of nodes’

density, propagation parameters and correlation of the elaitted by the sensors.
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The Chapter is organized as follows: in Section | we introdineenotation used in the
Chapter and formalize the expression for the achievable ftat&ection Il we derive an ex-
pression for the achievable rate conditioned on a giverizagain of the received powers at the
sink, and discuss the role played by the correlation amotayatathe performance. Finally, in

Section Il we show some result.

4.1 System Description
4.1.1 Notations

Throughout the Chapter vectors and matrices are indicatedlbyA > 0 represents a positive-
elementsy; ; = {A}, ; anddiag[a] is a matrix whose elements atg; = a; fori =1,.... M
and0 otherwise. The superscriptdenotes conjugation and transposition. Moreover, all the

notations described in Chapt&rSection 2.1, are assumed.

4.1.2 The scenario

The WSN scenario we consider in this Chapter is the same deddntChaptee: it is char-
acterized by an infinite plane where sensors are distribatedrding to a PPP with density
p-

Let's consider communication between a single-antennacseand the sink (supervisor),
which is supposed to be equipped witlz antennas (see Fig. 4.1). As far as the propagation
model is concerned, we assume that the ratio between ther pamemitted by thg* sensor
(Pr;) and the power on thé" receiving antenna of the sink) is given by

Pr

5=k DS fi; (4.1)

wherek is a propagation coefficienf); is the distance between the sengand the sink, 3 is

the attenuation coefficient. Finally; andf; ; are the long-term (shadowing) and the short-term

We assume that the distance between the antenna elemehéssirik is negligible compared to the distance
between the sensors and the sink.
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(fast) fading components, respectively. Shadowing israssuto be log-normally distributed,
with S; = 105:/10 andS; ~ N(0,0%) V4. Rayleigh fading is considered, g, is exponentially
distributed with unit mean. We assume also that shadowiefficeents are independent across
transmitters, while fading coefficients (which depend upothi, j) are assumed independent
across transmitters and receivers. Sensor networks deoatlylimplement power control, so
even in this Chapter we assume tifat; = Pr Vj. As in the previous we defing; = kDij
andG; £ 1/L;; they represent the averaged (with respect to the fastdagiower loss (in
linear scale) and channel gain, respectively, in the lirtween thej* sensor and the sink. We
also defineP; & PrG;, whereP; represents the power received by the sink related tg'the
sensor averaged with respect to the fast fading. By introdptie logarithmic scale, we obtain

(the index;j is omitted for the sake of conciseness)

= k+kglnD+ S (4.2)

wherek; £ 5%

Bit rate of the data streams emitted by sensors are usually lpuv so that the fast fading
components vary during the transmission period (i.e. the gpent to transmit a message). To
obtain a reliable communication, the average (over theféalhg) power received by the sink
has to be larger than the receiver sensitivity of the sink. v@en P, > Pr, (where Pry is a
suitable threshold as in the previous Chapters), we sayltbagnsol communicates with the
sink. We denote again by the number of nodes providing the receiver with> Py, that is
the r.v. N gives the number of nodes that can communicate with theu&cel he maximum
number of nodes that the receiver can actually handle isoabiy limited by the hardware
equipment of the sink, we denote this numbemyy For the sake of simplicity, in this Chapter
we investigate the cas€g < Vg, however, the results presented herein can be easily eedend
to the caséVe > Ng. If N > N we assume the receiver seledtsnodes (providing® > Pryp)

regardless of their position with respect to the receivee. tiiérefore assume that the sink has

the same probability to receive the acknowledgement medsaghe far and the close nodes.
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As an example, a possible criterion for the choice of the @snsould be the following: only
the first/Vg nodes that send an acknowledgement message, regardieg®#iton or the value

of power received by the sink, are chosen. Note that, althdhig criterion does not consider
the specific value of received powEBr(which depends on the node’s position), only the sensors
providing P > Pry, are taken into account. Other choices could be consideved)dtance the
receiver could select th&: sensors providing the largest power among all the availakiés
latter choice may provide a better achievable rate but a$y/ars appears to be rather complicate

and is left to subsequent studies.

4.1.3 System Model

The signal vectoy received by the sink can be written as
y =HPb +n (4.3)

whereP = diag[Py, ..., Py, ] with Ny, = min{ N, Ng}, the vectob represents the symbols
emitted by theNVmin sensors withE {b;} = 0 andE {|b;|*} = 1Vj = 1,..., Nmin. Correlation
among the information carried by the sensors is taken intowad by the covariance matrix
B=E {bbT}. H is an (Vk x Nmin) matrix whose complex element ; represents the fast
fading contribution f; ; = |k, ;|?) in the link between thg'" node and thé" receiving antenna.
Based on the hypothesis of independence of the fast fadirtglmations, the elements & are
modelled as i.i.d. Gaussian r.v’s with zero-mean, indepahdeal and imaginary parts with
E{|hi;|*} = 1. n is the thermal noise vector whose elements are modelledrasmzean
Gaussian r.v.s witht {nn'} = o2I andI is the identity matrix.

Sensors are characterized by a reduced computation dapabidl the feedback between
sink and sensors is generally minimized. Therefore we agghat channel state information
is available only on the sink site (i.e. sensors transmitt@equences before the data stream).
Under this conditions, the achievable rdteat the sink can be evaluated using the following

well-known relation which gives the capacity of a MIMO systevith N, transmitting and
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Nr receiving antennas [72]

R =log, |I+ HT'BH'| (4.9)

wherel’ = diag[¥], ¥ = [71,72,---,7n,,)" is the received signal-to-noise vector (averaged
over the fast fading), wherg, = P,;/o? is the average signal-to-noise ratio due fHesensor.

It is worth noting that théVy,,, elements ofy are randomly chosen over the ensemblé&/of

4.1.4 The Achievable Rate

After some algebra the expression for the achievable rai®deavritten as [72]

Nnin
R=> log, (1+X) (4.5)
=1
where)q, ..., \y,,, are the nonzero eigenvaluesdEH', with E = I'B. Starting from (4.5),

the mean achievable rate (averaged over the position ofddesnand of the fading value)

becomes

Nnin
pr = ENmin,A{Zlogz(lJr)\i)}

i=1

= ENmm{EA{Zmi:n logy (1 + A7) }}

_ ENmm{EE{]E*r{iim: log, (1 + Aqr) } } }

_ ENmm{NmmEE{]EME{logQ (1 +AE ) }}} (4.6)

where\ g represents an unordered eigenvaludi®H' for a given realization of the random
matrix E and of Nyn.

Expression (4.6) shows that the mean achievable rate ircéreaso of Fig.4.1 can be ob-
tained by means of the average over the fast fading chansehdsie, followed by the average
over the matrixE, which takes distance-dependent loss and shadowing iotuat Further-
more, as the number of nodes that communicate with the ecisia r.v. too, the expression

for the achievable rate has to be averaged over this number.
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Expression (4.6) can be further simplified to obtain

pp = Z_: P{N = n}n&(n)
+ Ne&(Ne) (1 - i P{N = n}) (4.7)

where€ (n) £ Eg{T (n,E)}, T(n, E) £ Ex {log, (1+ \r)}, E is now a(n x n) matrix with
T = diag[7,, 74, -7 -

Note that, sincdE = I'B andB is deterministicEg{T (n,E)} = Er{Y (n,I'B)}. This
means that, to evaluat®n) we do not need the distribution &, but we can use the joint
distribution of¥,,7,, ...,%,, conditioned onV = n.

To summarize, the evaluation pf, requires the investigation of the following terms:

e T(n,E), which will be addressed in Section II.

e Pr{N = n}, and the joint distribution ofy,,7,, ..., 7, conditioned onN = n, which

have been discussed and derived in Section 2.2.

4.2 Evaluation of the Achievable Rate
4.2.1 Evaluation of Y (n, E)

In the case of Rayleigh fading channel, the elemenH afre i.i.d Gaussian rv's and the distri-
bution of the eigenvalues HEH' can be obtained by using the theory of the Wishart matrices
(see for instance [73, 74]). In particular, the distribatiof the ordered nonzero eigenvalues
Ctys -+ -5 (g (With {1y > -+ > ((y) Of Z = XAXT, whenX is a (p x ¢) matrix, withq < p,
whose elements are i.i.d complex Gaussian samplesAaisda deterministiqq x ¢) matrix

with distinct nonzero eigenvalues,), . .. o, (With apy > --- > «,)) can be written as [75]

q

felx) = K[B(x, )| [V, ()| [ o7 4.8)
where
AP
K=, )W) (49)
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V,(x) = {zi'};; is a @ x q) Vandermonde matrixW,(c) = {(—o;)""'}i, E(x,a) =
{e” Tl Vg Ta(p ) (o =)l
The pdf of the generic unordered eigenvajuean be derived starting from the joint pdf of

the eigenvalues

fe(zy) = / / o deq ... dxsdxs. (4.10)
0o Jo 0 q!
The previous expression seems to be cumbersome but can fldisoby using the following
Theorem:
Theorem 4.1

Let®(x) = {¢i(z;)}, ; and¥(x) = {¢(z;)}, ; be two (M x M) matrices and(x) a generic
function.

The following identity holds
b b b o
[ [ 100 < w0 T landendanos o =
a a a 1
_1 ZZ S+m¢s ZCl wm xl 1’1

>2> {/ b ()0, (2)E(x)d }

wherea andb are two arbitrary numbers, the matrice4ill)are (M — 1 x M — 1) and

A s if s<m
Ts’m_{3+1 if os>m (4.12)

. (4.11)

Proof: See [76].

Since the joint pdf of the eigenvalues®fin (4.8) is in the form

q

fe(x) = K|@(x)] x [ (x)| [ ] &), (4.13)

=1

the application of Theorem 4.1 with= 0 andb — oo gives

Fel@) = (= DIE S S (<17, (o 7) { /0 ) %,S<u>wr,j,m<u>§<u>du}m

s=1 m=1
Expression (4.14) can be specialized to the case of inteyestibstituting; = n, p = NVg,

(4.14)

¢i(x;) = a7, i(x;) = e™/™, wheren; (with i = 1,...,n) are the unordered nonzero

eigenvalues of the matrik, and¢(x) = 2™, to obtain
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(_ 1)s+mxiVR—n+S—lele/nm .

frple) =573

(4.15)
By using (4.15) to calculaté {log, (1 + Ar) }, we obtain

T(nE) = —ZZ

s=1 m=1

X / log, (1 + x) e MR Le=a/mm gy
0

- HIHQZZ

=1 m=1

{777]"\;371 T R —n+ Tis — ]‘>‘} . (_1)S+m (416)
2y}

(_1)s+m

{ng’jﬂn+rm NR —n-+ Tis — 1)'}13

Nr—n+s
X (Ng—n+s—1)lel/m Z T (k — Nr+n—s,1/nm),
k=1

where
(_1)n(n71)/2

L (NR) W ()| (TTi=y 7))
with p = [y, ..., n,]T. To simplify the integral in (4.16), we have used the follogidentity

[77, eq. (78)]

(4.17)

““T(—a+k,d)

S (4.18)

/ In(1 + 2)z* e ®de = (a — 1)!e?
0

k=1
wherel'(«, z) is the incomplete Gamma function [44, pp. 949, 8.350.2]. @dL6) gives the
achievable rate averaged over fast fading of the systenctéejn Fig.4.1 when the number of
sensors able to communicate with the sink i < Ng) with signal-to-noise ratios given by
Y1, %9, - -, 7,]T . Note that the previous expression gives also the achievabd of an x Ng
MIMO system with arbitrary transmission power and can bensgeean alternative expression
for [75, eq. (36)], which gives the achievable rate of a MIM@tem with equal power trans-
mission but correlated fading among the received antennas.

In the case ofVe < Ng, the distribution of the eigenvalues FEH is related to that of a
singular Wishart matrix [78]. The use of the expression fierjpint pdf of the eigenvalues of a

singular Wishart given in [78, eq. (23)], joitly with the rdts given in Theorem 1 leads to an
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expression fofl" (n, E) for the caseéVe < Ng. The expression is not given here for the sake of
conciseness.

In the cas€Ve = 1, that is when only one sensor can communicate with the dirik, BT")
can be simplified as

T(1,BI) =

Nr
MmN PPk = Na, 1/m).
U{VR 2 ;771 ( R /771)

4.2.2 Evaluation of€(n)

As discussed previously, the evaluation of the expectation(4.7) requires the knowledge
of the distribution of NV (to evaluateP{N = n}) and the joint distribution ofy,,7,,...,7,
conditioned onV = n.

The distribution of/V in the scenario of interest has been already obtained in #id| it has
been discussed in Section 2.2 (see equations (2.3) ang)2.11

By recalling some result from Chapt&grremembering thai = (%) T-5/2, and using the

general rule for the distribution of functions of r.v.'s [48/e get the distribution of<(z)

ey B) e e [ ]

f(x) = q 8177 -k2/5) \o0 z1+2/P o2Lt’ o3k (4.19)
0 otherwise

whose cdf is given by
0 otherwise
2/
Fy(z) = L ) (4.20)
on - /ﬁ !
Lg_/ﬂ)kz/g (géjz-r - le/ﬁ) €T e [1/LT, ]./k’]
and the distributions of,, ..., 7,, conditioned onV = n:
Jogim, (@1, 2n) = H f5(). (4.21)
=1

Using (4.21), we can writ€(n) as a function offs(z) as follows

E(n) = Er{Y (n,I'B)}
el o n
T Y (n,IB) | [ f5(xi)dz - - dey_rdz,,  (4.22)
i=1

k

-y
P P P
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whereY (n, E) and f5(z) are given by (4.16) and (2.14), respectively. To evaluageaithiev-

able rateur, we substitute (4.22) in (4.7) and recall thigtN = n} = % (Wherepuy is

n

given by (2.11)).

4.2.3 Spatial Correlation model

Several models could be considered to characterize thekpatrelation among sensors [79],
generally correlation tends to be a decreasing functiorhefiter-sensor distance [80]. As
shown in the previous Sections, in this Chapter we considesase having a random position
and without a specific indexing based on their reciprocaitjpos With this model, the distance
between sensorsand2 could be larger than that between sendaaad4. This justifies the use

of the following correlation model
1 i=j

{Blis = { pc i F ]

where the coefficienp., ranging from 0 to 1, does not depend on the specific value ef th

(4.23)

indexesi andj (except, obviously, in the case= j; whose value is 1). Note that equation
(4.16) holds only when the coefficients, ..., 7, are all distinct, in the case two (or more)
coefficients are identical we can use the general methogglogposed in [81] to obtain the

specific expression for (4.8). On the other hand, whign= 2 (the caseVg = 1 is trivial as

correlation does not plays any role), the model describe@ 38) leads to

Li_ o —
mo= g <’71 + 72+ \/ (7 = 72)* + 4%%/)0) (4.24)

Li_ o _ __
M = 5(%Jr%—\/(7%—72)2+47172pc)-

In that case, the conditiop = 7, is satisfied only if

1 =72 <1 —2pc (/)c +1\/rt — 1)> : (4.25)

but sinceps < 1, eq. (4.25) does not have any solution (with the only exoeptif the case
pc = 0) in the set of the nonnegative real numbers. Note also thatahd?y, take nonnegative
values,y; andr, are also nonnegative for any value®f € [0,1). In the case- = 1 we have

n2 = 0 and the methodology proposed in [81] can be applied.
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4.3 Achievable Rate analysis: numerical results

To obtain the results about the achievable rate of the siceofdFig. 4.1, we have fixedVg = 2
ando? = 6.3 - 10~''1W and evaluated (4.22) numerically. As a matter of fact, tRigession is
exact and valid for arbitrary numbers of receiving anterimasequires the evaluation of nested
Ne-fold integrals that appear to be unsolvable in closed-forangive an idea of the amount of
time needed forVg=2, the computation of (4.22) on a 1.7 GHz Personal Computgrines a
few seconds. Obviously, the cadg = 3 requires more computational time (about 10 minutes).

Fig. 4.2 shows the mean achievable ratg)(as a function of the transmitted powe?r]
for different values of the receiving antennas, rangingnfrbto 6. The density of sensors is
equal to5 - 10 *node/m?, o5 = 5dB andpcs = 0.5. As expected, large values &% increase
the mean achievable rate, the same behavior can be obseneedmore antennas are added to
the receiver. The spread between the curves corresporaliNg & 1 and Nk = 6 increases
for large values ofr. Note that, since we are considering the conditdgn> Ng, in the case
Ngr = 1 we have fixedVg = 1.

Fig. 4.3 shows the mean achievable rate as a function of th&itgeof the sensorsj for
different values ofVg, Pr = 0.1 W, pc = 0.7 and againrs =5 dB. The figure shows that the
mean value of the achievable rate tends to saturate for \alges ofp. This can be explained
by recalling that the pdf of the signal-to-noise ragidoes not depend gn(as shown in Section
2.2 it depends only o3, k£ and Lt), sop has an impact only on the probabilities thét= 1

andN > 2, these values do not change significantly for large valugs of

Fig. 4.4 shows the mean achievable rate as a functioRrdbr different values of the
standard deviation of shadowing wijth= 5-10°nodes/m? andpc = 0.7. We can observe that
the effect of the standard deviation of shadowing is nelgliégior small values ofr. This is due
to the fact thats has an impact only oR{N = n} and with a density of = 5-10 °nodes/m?
the probabilities thatv = 1 and N > 2 are only partially effected by a variation ofs.
As shown in [23],05 increases the average number of nodes that can communithtées

receiver, this justifies the largest value;gf whenog increases.
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Finally, the role played by the correlation coefficignt is investigated in Fig.4.5, which
showsyr as a function ofp for different values ofPr. As expected, increasing valuesGf
cause a reduction in terms pf;. However, this effect is limited to small values Bf. This
can be justified by observing (4.25) which shows that, in teed/c = 2, n; andrn, are weakly

dependent op¢ (for values ofpc ranging from 0 to 1).

p.=0.5, p=5*10"[nodes/m’], o, =5[dB]
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Figure 4.2:1 as a function ofr for different values ofVg: p = 5 - 10~*nodes/m?, pc = 0.5,
0s = 5dB.
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Figure 4.4:u as a function of?r for different values obs: p = 5 - 10°nodes/m?, pc = 0.7,
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Chapter 5

Experimental Activity: development and
performance evaluation of a Multi-Hop
IEEE802.15.4 Wireless Sensor Network

This Chapter is dedicated to a case study: performance ¢alued a real-world applications
of WASNSs. Within the Project carried out since June 2005var years at Wilab in cooperation
with the Italian SME (Small Medium Enterprise) SADEL, an Apgtion scenario denoted as
TCS (Tracking and Communication System) was investigategE®D2.15.4 at 2.4 GHz ( [82])
was considered a candidate technology, owing to the rageiné of low cost devices and the

need to transmit few bytes per second from each source, aticonthat can be met with
IEEE802.15.4 devices.

63
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5.1 TCS Application Scenario
5.1.1 Description and Requirements

The application scenario includes:

e a large number (in the order of tens) of IEEE802.15.4 nodefogled in a bounded en-
vironment (such as an airport, or a railway station) and eoted to a backbone network

using separate techniques, possibly wired (e.g. Ethernet)

¢ alarge number of mobile devices (in the order of hundredsipped with several types
of sensors, transmitting through multiple hops their ditleen with a frequency of 1 Hz,

to any infrastructure node.

The TCS application scenario includes nodes that move in @noement whose geome-
try is well known, at low speed, and whose location needs todoginuously tracked. To this
purpose, the mobile nodes are equipped with self-locadizaechniques (such as GPS, Global
Positioning System, if outdoor) and they need to report thairent position to the infrastruc-
ture every second. The nodes might also measure some physiparties of the environment
they are travelling, such as temperature, etc, also repevery second the data measured.
Examples of this scenarios are railway stations, where dtesto be tracked are trolleys used
by passengers to carry their own luggage, or the externalgbairports, where the mobile
nodes are the vehicles carrying food, gasoline, peopléoehe aircraft from the buildings and
viceversa; in the airport case, the mobiles might reachdspearound 75 Kmh.

The infrastructure is composed of wireless nodes, locatditkeéd and properly planned
positions in the environment; they all forward the data gegld to a single server, through a
separate backbone network. As a result, the mobile nodesepant their data to any sinks in
the area. A mobile node might reach the infrastructure tnadirect links, or multiple hops.
However, apart from the data received from the mobile notesinfrastructure nodes do not

exchange information about their configurations with theeothodes through the backbone
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network. Therefore, all radio resource management isswesoepletely distributed, as there
is no global or even local knowledge of the network configoraat each node.

In summary, the requirements posed by the application wetrassfollows:

¢ frequency of sample generation by each source: 1 Hz;

e number of bytes per sample: 20 Bytes;

e maximum delay between sample collection and delivery tartfrastructure: 5 s;

e coverage of the area to be monitored: %0

e maximum speed of mobile nodes: 75 Kmh;

e environment to be covered: a rectangular area of no les)tha.2 square meters;

¢ ability of the network to work even in the presence of inteefece caused by Wi-Fi hot

spots.

The hardware platform selected by the SME was provided bgdeade, and was composed
of boards equipped with a battery, some sensors, a RAM with Ibytds, a MC9s08GT60
microcontroller and a MC1319x (x = 1 or 2 or 3) radio transceiwgh maximum transmit

power of 3.6 dBm.

5.1.2 Tests

The above description of the scenario provides indicatiothe main issues to be considered
in order to verify whether IEEE802.15.4 is a suitable caatédo realize the network. These
issues are listed below.

One of the main issues concerns the mobility. IEEE802.16y&ieal layer was designed
for stationary nodes (see [82]), therefore, the abilityhaf air interface to work in mobile con-
ditions, even if at low speed (up to 75 Kmh), must be checkedredver, the association
procedure in IEEE802.15.4 devices requires some time toitmpleted, and this is a very rele-

vant step to be taken for each link before the true exchandataffrom the mobile node to the
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sink can take place. Owing to the fact that the topology oftigvork changes very frequently
because of the movements of mobile nodes, the time neededplete the association proce-
dure must be checked. Another important issue concernsetfaeork Throughput. According
to IEEE802.15.4 nomenclature ( [82]), the infrastructuoeles will play the role of the PAN
(Personal Area Network) coordinators, while the mobileemdre Full Function Devices able
to forward data transmitted by other nodes. Each PAN coatdiruses one of the 16 carrier
frequencies available at 2.4 GHz, according to a propematg, or to a self-organizing dis-
tributed channel selection procedure. Many devices mighsitmultaneously connected to a
given infrastructure node, in the order of tens. So, eveemf Ibytes per second are transmitted
by each node, the sinks (the coordinators) might gatherrafisignt amount of data every sec-
ond. IEEE802.15.4 has a channel bit rate of 250 Kbit/s whewl a$ 2.4 GHz, and this seems
to promise that no throughput problems will be encountet¢olvever, owing to the protocol
overhead, at application layer the throughput can be stgmfiy lower. So, this is also one of
the aspects that needs to be checked.

If all the above checks are passed by the technology, therpioiven that IEEE802.15.4 is

a suitable candidate and the software to prepare the appficaan be completed.

Mobility Test

It was decided to start by testing the technology on the fieldnobility conditions. The
IEEE802.15.4 physical layer was designed for stationagdeso The effects of mobility can
play a significant role on the performance of a digital reeeil’he node movement can deter-
mine a Doppler shift of the carrier frequency with respec¢htransmitted signal, proportional
to the speed. Multipath components can also produce sigst@rion in the presence of a
Doppler shift. The overall effects of such phenomena on #réopmance of a digital link can
not be predicted easily with theoretical tools. A field tain show whether they represent a
significant limit for the performance.

It was then decided to test the IEEE802.15.4 nodes underlitgotnditions, with one

node acting as PAN coordinator (denoted as C in the folloyiogated in a fixed position,
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Figure 5.2: Field trial geometry

and a device (denoted as D) running over a vehicle at diffespeeds, trying to associate to
the PAN, and sending data. The field trial was built as follokdarge and empty street was
considered as environment for the measurements. The node eated on side of the street,
about 70 cm above ground, and the node D was placed inside (atcaoout 100 cm above
ground) running at constant speed along the empty streeth Bmdes were equipped with
omnidirectional antennas. Pictures of both nodes are shoWwiy. 5.1.

The maximum transmission range of the coordinator was medsgetting the transmit
power of nodes at the nominal level of 0 dBm: received power fwasd to be above the
receiver sensitivity for distances below about 100 m, gativeg a coverage length of about 200
m owing to the use of an omnidirectional antenna mounted ale i The car was run along

the street at speadwhich was kept constant for about 300 meters, 150 before a@after the
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point where the node C was located. Fig. 5.2 sketches thetfialdjeometry.

The following steps where then taken:

1. before launching the car, the coordinator performed@uigacy scan procedure to select
the least interfered channel among the 16 available in the(I8dustrial, Scientific and

Medical) band at 2.4 GHz;

2. the best carrier was selected and the coordinator was astatus waiting for association
requests, based on the non-beacon enabled mode of IEEB8DRIAC, with acknowl-

edge;

3. the device in the car was set in a status of cyclic search tmordinator; basically, the
node D was trying each frequency sending a packet and wédiran acknowledgement
by C; if no packet was sent back before a time out set at 0.5 spg¢kechannel was
tried; once an acknowledgement on a channel was receiveddtie D started imme-
diately the transmission of data with packets having a aylaf 20 bytes, counting the

acknowledgements received from the coordinator;

4. the car was launched at constant speadd all packets transmitted and received by both

nodes were recorded.

The experiment was repeated several times (only 5 for padetasons) in order to generate
average values of the measurements.

Scope of the field trial was to check whether the associatioogulure was successful and
the data transfer efficient at various speeds.

Fig. 5.3 shows the association time measured at differergdsp The association time is
defined as the time interval between reception of the firskgtafcom C and the transmission
of the first data packet sent by D to C. The Figure shows thatdbecgation time is shorter for
larger speeds. The reason for this stands in the fact tharatiow speed the car keeps close
to the border of the transmission range of the coordinatosdme seconds; in such conditions,

even if a first packet transmission was successful, a largkepa&rror rate is experienced and
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Figure 5.3: Association time measured at different speeds

some packets can be lost. Since the association procedyuge® the transmission in both
directions of the link of several packets, the loss of somé¢éhefn determines an increased
time needed to complete the procedure. When the speed was (atgpve 25 Kmh in our
experiments), the car moved quickly towards the coordmétaling better channel conditions
and low packet error rates after the first packet was recgilied bringing the association time
to a value which is the minimum possible according to the I&EE15.4 MAC procedure:
about 0.5 s. From the viewpoint of the distance traveled hyend during the association
procedure, the case at 25 Kmh was the worst encounteredrfveéisures performed at 10, 25,
50, 75 Kmh): about 14 meters were run before the procedurecaraduded. In other words,

14 out of 200 meters of coverage were lost (that i$7)7to complete the association to the

coordinator, before data transmission could take place.
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Figure 5.4: Throughput measured at different speeds

Fig. 5.4 reports the throughput measured during the daterression phase at various
speeds. The throughput was computed as the ratio betweeamtbent of data transmitted
successfully (packets sent by D and acknowledged by C) artovibehe node D was associated
to the coordinator. Both numerator and denominator of sutih can depend on: in fact, the
amount of data successfully transmitted depends on theepadior rate which might increase
for larger speeds, and the time the node D was associatedriestvhen increasing the speed
of the car. The Figure shows that the throughput does notgehsignificantly withv ranging
from 10 to 75 Kmh, with the maximum value obtained for largeeeds. The reason for this
might stand in the fact that at 75 Kmh the time the device was@ated to the coordinator was
shorter. Indeed, a better figure to be considered is the anodulata successfully transmitted

by node D during the time it was associated.

Fig 5.5 shows such figure as a function of speed. As expedt@8,kemh a smaller amount

of data was delivered, owing to a shorter time availablerfamgmission.
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The data throughput ranges from about 18 to 25 Kbit/s, valugsare significantly below
the throughput of 38 Kbit/s that can be measured with bothstratting and receiving nodes
being still, with link distance equal to 1 m; Fig. 5.6 shows talues of throughput mea-
sured, both in acknowledged and unacknowledged mode fardhébeacon enabled mode of
IEEE802.15.4, in such ideal conditions when the payloae sizhanged. The reason for the
lower throughput (18-25 instead of 38 Kbit/s) clearly canftwend in the non ideal channel

conditions of mobile environments.

In all cases, however, transmission of significant amouladé was possible. This proves
that IEEE802.15.4 can be efficiently used even in a mobilér@mmnent, at least at speed no

larger than 75 Kmh.
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Figure 5.5: Amount of data successfully transmitted aeddht speeds
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Figure 5.6: Throughput measured in ideal conditions, asetion of the payload size

Even if the channel bit rate of IEEE802.15.4 links at 2.4 G#1250 Kbit/s, the application layer

throughput is significantly smaller because of the protas@rhead, mainly due to the MAC

(sub)layer. Fig. 5.6 reported above has shown that ever ppélyload size is maximum (about

100 Bytes), the application layer throughput can not go alasgend 130 Kbit/s for point-to-

point links. However, in the presence of multi-hop linksg tihroughput can be significantly

lowered owing to the potential interference among the sgpdrops disturbing each other.

Fig. 5.7 reports measures performed with one, two or thraters located in between a

transmitter and a receiver. With one router, two hops forenlihk between source and des-

tination. With two routers, three hops, etc. The Figurenete the beacon-enabled mode of

IEEE802.15.4. It clearly shows that the throughput can geiicantly lowered when multiple
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Figure 5.7: Throughput measured with one, two or three reute

hops are included. With a payload size of 20 bytes, the thrpuglowers from about 35 Kbit/s

to about 7 Kbit/s with two routers, and even worse with thmgers.

5.2 TCS with IEEE802.15.4: Interference and Selection of
the Transmission Modes

IEEE802.15.4 uses ISM frequency bands that can also be iecthp other wireless systems,
like e.g. Bluetooth devices or IEEE8B02.11a/b/g/... hotspSince the network to be deployed
under the TCS specifications needs to work in environmergg¢ikway stations, where Wi-Fi
hot spots might exist, it was important to check the abilitthe IEEE802.15.4 network to work
in the presence of such sources of interference. An IEEE800t spots transmits a signal
whose spectrum approximately spans over a bandwidth of 2@.Mgihce the IEEE802.15.4
signal occupies a frequency channel of 5 MHz and the entivéb8nd at 2.4 GHz is 80 MHz
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large, it is expected that even in the presence of a few has siie IEEE802.15.4 network can
efficiently work, provided that a suitable channel is sedddiy the PAN coordinator.

Moreover, in the TCS application scenario a cellular archites is considered. Therefore
we could have several 802.15.4 nodes transmitting in the saea, and the analysis of how to
choose the transmitting frequency (with the aim of limitithg amount of interference in the
network) becomes an important issue.

According to the description of the application scenarialtiple sinks are deployed in
the rectangular area. Each of them will play the role of PANrdmator, serving all devices
traveling the sub-area (in the following denoted as cekytbover. Concerning the frequency

channel used by coordinators, the following options candresiclered:

¢ they all use the same channel, manually selected duringdbefiguration;
e they use different channels, suitably re-used, manuakgssd during their configuration;

¢ they all start a frequency scan procedure and autonomoelggtdhe least locally inter-

fered channel.

With the third option, the mobile nodes have no knowledgéefftequency re-use pattern,
as there is no a priori information on the channel frequengs®d by the coordinators, and they
do not exchange such information through the backbone mketws a result, once the devices
de-associate from a PAN coordinator because they are péwincell, they need to start a new
frequency scan procedure in order to find the next channet] by the coordinator they are
reaching. With the second option, the same is true unlesstaol frequencies are re-used in
the area. In fact, if only two channels are used in an altematy (e.g. channels 4 and 8, like
4-8-4-8-4-...) when moving from one coordinator towards tiext one, the mobile nodes can
be made aware of the fact that then when they de-associateafamordinator using channel 4,
then the next channel used is 8. No frequency scan is need@thia reduces the time needed

for associating to the next coordinator in the line. With finst option, no frequency scan or
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re-selection is needed and this simplifies the developmietiteosoftware to be implemented

over the IEEE802.15.4 nodes.

However, if all nodes use the same channel, then a stronparel interference is present.
Even if two channels are re-used alternatively, the interfee can be severe. Moreover, when

using multiple channels, also adjacent interference cay @kignificant role.

To assess the ability of IEEE802.15.4 to work in such coodgj a simulation tool was
developed. It considers a rectangle having sidasdb with coordinators uniformly distributed
along the perimeter, with a distanée separating each other. Then a mobile node is placed
along the perimeter, in all possible positions, and thei@ato-interferencey, for the mobile-
to-infrastructure link is computed for all positions. Thewer loss law is given by, = kg +
kilog(d) + s whered is link distance and is a Gaussian r.v. with zero mean and standard
deviationo; the power loss is expressed in logarithmic scale; A poirgrdiie perimeter is

assumed to be coveredifis above a given threshold set at 6 dB.

Adjacent and co-channel interference were taken into atcdoncerning the co-channel
interference, we simply evaluated the power that the desgceives from the coordinators
transmitting on the carrier's same channel. For what contter adjacent one, we started from
the analysis of the power spectrum of the signal generatelig8ee devices, that is equivalent
to an MSK spectrum; than, the percentage of spectrum thalapgethe adjacent channel (and

that generates interference) was evaluated.

The coverage probability of the scenario is then assesdbe aatio between the number of
covered points and the total number of positions considevée denote as outage probability
the complementary of the coverage probability; the targdties for outage probability are
below 10%. The evaluation is done for various re-use patterns, wita @nmore channels

used.
The following set of Figures shows some simulation reswoltgained by fixinga = 1000
m, b = 500 m, D = 100 m, ky = 15, k; = 20, o = 5, transmit power set at 0 dBm, receiver

sensitivity of -85 dBm. Fig. 5.8 shows results for the SIR (filgto Interference Ratio) over
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200 meters of perimeter when using a single channel. Theyeuieobability value is about
0.33. In Fig. 5.9 the case with two frequencies (channelgi®Bais shown; in these conditions,
the outage probability is about 5%, a value which fulfils the requirements.

By using four frequencies (channels 0, 4, 8, 12) the outagegtibty falls below 0.01. Fig.
5.10 shows the values ofin this case.

These results show that with two channels alternativelysed, interference effects can
be kept under control and only about five percent of the scesaffers from excessive inter-
ference. Therefore, option two, above, is a viable solutiOn the other hand, the carrier-to-
interference is too low in one third of the scenario if the samannel is used by all coordinators;

therefore, the first option can not be implemented.

0™ L : ; i - SIR

Outage threshold

SIR

107 I I i i I i I i i
0] 20 40 60 80 100 120 140 160 180 200
X (m)

Figure 5.8: SIR over 200 m of perimeter, case with singledesgy
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Figure 5.9: SIR over 200 m of perimeter, case with two freqien

According to these discussions, a situation with two chwsed alternatively seems to be

the best option, and will be considered as the final choickerrémainder of the case study.
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Figure 5.10: SIR over 200 m of perimeter, case with four fexgpies

5.3 TCS with IEEE802.15.4: System Design

5.3.1 Possible implementations: Beacon Enabled or Non Beacon En-
abled; Static or Dynamic

A step by step methodology has been used to develop the TC&cpraojitially the features

of a communication on a mobile network based on IEEEB02.4&8w been studied, then the
possible problems related to the cellular architectureetiaen analyzed. In particular, some
network characteristics have been examined in detailuttysind theoretically compare several

possible implementations of the project:
e Beacon Enabled (BE) Network (see [82], [83]);

e Non Beacon Enabled (NBE) Network (see [82], [83]);
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e Dynamic Scenario: the position of the PAN coordinators change, they can move

through the scenario (for instance, they could be locatemsaving vehicles);

e Static Scenario: the PAN coordinators are fixed.

Concerning the coordinators’ dynamism, a Dynamic Scenarpies that the coordinators
involved in the cellular architecture needs to communiecat®ng themselves to collect infor-
mation on their neighbors. Unfortunately the coordinateilsbe probably distributed in the
area in such a way that they cannot communicate with eacl osiney 802.15.4, but they will
need a different technology (e.g. WiFi, Ethernet, ...) toh@nge information. Therefore, we
focus the attention on the Static Scenario.

For what concern the choice between the two different IEREBR4 MAC protocol modes

(BE and NBE), we need to take some of their characteristicsciomsideration:

e NBE:
It is not possible to use the beacon packet as a synchramgzsitynal, therefore the de-
vices are not synchronized. If they are not associated tocanydinator, they need to
scan the frequencies till they find a coordinator that hdaaglevice’s packets and starts

the association procedure.

e BE:
A synchronization signal (given by the beacon packet) islavi®, and, thanks to the
periodic beacon sent by the PAN coordinators, a non assocasvice will easily hear
a PAN coordinator during its scan phase. Moreover, soméirgiMAC procedure that
points out an error after three lost beacon packets aread@ijland they could be used to

realize the de-association.

Concerning the association times, through some straigtdial calculation it can be shown
that they (inclusive of both scan times in the worse case actsihn times) are very similar

for the BE and NBE case. So, it can be concluded that the BE solaiems better than the
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NBE, since it allows the use of existing MAC procedures andpfifias association and de-
association. Moreover, it has another advantage from #ffctpoint of view (the NBE case
involves one more packet in the initial phase, and this iegpfhore overhead).

Before implementing the whole application, some prelimyrtasts have been taken to ver-
ify the reliability of the above theoretical conclusionsheTexperiments confirmed the drawn
conclusions, but the tests with the BE mode showed one crsafalare problem, which was
not present with the NBE mode. When a device is associate to adeandinator and the link
quality lowers, if the communication falls down the devitarts sending association requests
and the coordinator stops working. Owing to this problere, MBE MAC mode was chosen

for the implementation of the TCS in a Static Scenario.

5.3.2 Leacky Bucket

The TCS scenario foresees several coordinators deploybeé iaréa where de mobile devices
can run. As soon as the quality of the communication betwee¢vices and its PAN coordi-
nator starts decreasing, probably the device is moving dway the coordinator, approaching
the boundaries of its coverage area. In this situation, #wicd needs to get some actions to
discover if there is any coordinator capable to provide itghér received power in its neigh-
borhood, in order to associate to it.

To realize it, a Leaky Bucket algorithm has been introducedetiermine the moment in
which the device is forced to a scan procedure, in order tod@upossible new coordinator. If
the device, through the scan, finds an available coordinatde-associates from its previous
coordinator and try to associates with the new one.

A counter (whom value cannot go down zero) has been intrattacenplement the Leaky
Bucket; it increases by one at each lost packet, while deesdag one for every successfully
transmitted packet (that is, when the device receives tbhedamtor’'s Acknowledge). As soon
as the counter exceeds a certain threshold (N lost packets}an assume that the losses are
not related to brief signal attenuations (due for instanceast fading), but they are caused by

the fact that the device is near to the end of the coverage andaa new scan phase is forced.
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The application requirements foresee that the devicesrgenand send one packet each
second; but a moving vehicle takes smaller than a second &orgss a zone strongly affected
by fading (it has been calculated about 20 ms at a 10 Kmh sp&hkdjefore, the Leaky Bucket
threshold for our application will not be fixed as a consegeenf the mean width of an area
of maximum fading attenuation, but it will be related to thean vehicles’ speed, to the mean
coverage area dimension, and to the mean distance amongditmators.

To give an example, let us consider several PAN coordinat@tsibuted along a street
(separated by a distance of 100 m) characterized by a cavézagth of about 100 m, and a
vehicle, equipped with an IEEE802.15.4 device, that movesgathe street with a speed of
50 Kmh. The device sends to its coordinator one packet ewsgrsl, and let us suppose that
in a certain instant it is communicating with the coordima@d. If we fix the Leaky Bucket
threshold N to 4, and the device is approaching the end ofdkerage area, the device will
take 5 seconds (that is 5 consecutive lost packets) befaterstanding it is outside the C1
range, and starting the de-association procedure. In :idedbe device will cover about 70 m,
at it risks to go out the next coordinator coverage area withaving the time to associate with
it.

To avoid this situation, there are three possibility: rezltlte Leaky Bucket threshold, in-
crease the frequency of the samples generation and trasismisr increase the distance be-
tween the coordinators. By appropriately choosing the waddi¢his three parameters according
to the particular scenario specifications, the optimum kdakcket threshold for the desired ap-

plication can be obtained.

5.3.3 Final Test: Scenarios

The first mobility test, described above in Section 5.1.2nshthat IEEE802.15.4 can be effi-
ciently used to build up a mobile sensor network. Startiogithat test’s results, it was decided
to make another measures campaign to examine the actuatrsgstformance in the TCS cel-
lular scenario (see Fig. 5.11) and to test the associatidrdarassociation procedures in three

different realistic situations. The experiments have lreatized in a large street characterized
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Figure 5.12: PAN coordinator C and device D, final test phase

by some natural obstacles (trees) and bordered by warehouse

In the three tested scenarios, an IEEE802.15.4 device é@Dgrgting one sample each 0.5 s,
is positioned inside a vehicle (about 150 cm above grouredFge 5.12), and the vehicle runs
the street alternately in both directions. The device sfsdcheen fixed to 50 kmh in each test
session, because the goal of this second test phase wa#ydiveimpact of some parameters
(for instance the Leaky Bucket threshold, or the transmppaer) on the system performance,
having us previously tested the feasibility of the commatan in mobility conditions up to 75
kmh.

In the first of the three tested scenarios, the PAN coordir{denoted by C) was positioned

in a fixed location, in the center of the street about 70 cm algyeund, as we can see in Fig.
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Figure 5.13: First test scenario

5.13. It’s interesting to note that the group of trees deswedhe signal intensity, making the

coverage length different in the two opposite directions.

The transmission power has been changed during the tesifrbto 3.6 dBm; the results
do not point out a deep impact of the transmission power orsyiséem performance. This
Is fair, because the receiver sensitivity is -92 dBm (see)[82)d a 3 dBm increase on the

transmitted power little affects the device’s received pow

The second tested scenario is characterized by two PAN itadods separated by a distance
of 150 m, denoted by C1 and C2 (see Fig. 5.14). The coordinatersxdependent: they
autonomously start the initialization procedure, and gbanchannels (see [82], choosing the
one less interfered. The objective of this experiment watesb the capability of the mobile
device D to properly associate and de-associate in a cefloénario (in this test we have two
coordinators, C1 and C2, and consequently two cells), andrteatty deliver the most data
as possible to the coordinators. In particular, we examhed the Leaky Bucket procedure
threshold affects both directly the association and de&ason times and indirectly PER and
throughput.

The third scenario could seem similar to the second, buvégvery different results. As in
the previous case, two coordinators C1 and C2 are used, busthack between them has been
decreased to 50 m (as shown in Fig. 5.15), to enlarge theapgeng of the coverage areas

related to the two coordinators. This enlargement, on aie isicreases the probability that D
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Figure 5.15: Third test scenario

can communicate with at least one coordinator when it islsghe overlapping zone, but on
the other reduces the whole covered area. The main goalsofe$ii was to measure the same
guantities considered in the second scenario in order tgpacgrthe results, and determine the

impact of the cells’ overlapping on the performance of thetesm.

5.3.4 Final Test: Results

One of the main objectives of this second phase of tests weasriiy the system behavior in

a cellular scenario, and in particular to verify if the devis capable to de-associate from its
coordinator in case of low quality of the received signalj associate to the next coordinator
that provide it a sufficient signal strength. The obtainesits show that the device correctly

executes the association and de-association procedugssfully delivering its data to the
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coordinators.

To evaluate the time taken by the device to change its PANdboaior, we refer to the
second and third scenario described above. We are goingatoie& the time for the device
de-association from the first coordinator, and that for gsoaiation to the second coordinator.
Through the experiments we obtained a good confirmationeofithassociation times expected
according to the implemented Leaky Bucket algorithm, as wealserve in Fig. 5.16. The
Leaky Bucket is based on the counting of lost packets; witbsiwld equal to four, after five
consecutive lost packets the device execute the de-aisagmocedure; this implies that, if
the device sends one packet every 0.5 seconds, the timéseaabteith the tests are exactly that
expected. The values in Fig. 5.16 are averaged on the geartlttained in both scenario 2

and 3, because the distance between the coordinators doaffand the de-association time.

Denoting by re-association time the time spent by the deic@ssociate to another PAN
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Figure 5.16: De-association time for different Leaky Budkeesholds
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coordinator after a de-association, Fig. 5.17 shows tresseciation times related to the sce-
narios 2 and 3. The information on the two scenarios have bleewn separated, to compare

the two results.

If we denote byS} 5 the value of the threshold of the Leaky Bucket algorithm tstgifrom
the second scenario we can observe in Fig. 5.17 thabtfgr = 4 the re-association time
is lower than in the cas8;z = 2. This is due to the fact that with;, 5 = 4, the device’s
de-association time is larger, therefore, when it triesetassociate, it will be probably closer
to the second coordinator than in the ca§g = 2, and consequently it will experiment an
high quality of the channel and connect quickly to the cawmattir. This does not happens in
the third scenario, where the coordinators are very clasé¢hat, if S,z = 4, when D is de-
associated from the first coordinator probably it is to fanfrthe second coordinator too, and

the re-association fails. The same observation can be dfamacompare the re-association
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Figure 5.17: Re-association time for different Leaky Bucke¢sholds
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times in the two scenarios;, z being equal. Analyzing Fig. 5.17, we can then conclude that
S strongly impacts on the system performance, but does nst axioptimum value for that
threshold;S; 5 needs to be chosen in accordance with the cellular planning.

Concerning the data throughput and the PER, the results havelkept separated for both
different scenarios and differelSt, 5. Moreover, the performance related to the two coordina-
tors have been kept separated. In Fig. 5.18 it's possibléserve that the throughput related
to the first coordinator (where we mean by first alternately €C2 depending on the vehicle
direction) does not change significantly, and it is simitathat in the case of one coordinator;
this is obvious because the presence of a second coordimatependent by the first and work-
ing on a different channel, does not generate interfereHosvever, we can notice that in the
Spp = 4 case, the throughput is slightly lower than in fyg; = 2 case, in particular in scenario

2; this is due to the fact that increasifgg, the time during which D remains connected to the
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Figure 5.18: Throughput for different scenarios and Leakgketithresholds
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first coordinator increases, the number of corrected deld/packet being equal, therefore the
throughput decreases. The figure shows also that the penfaarrelated to the second PAN
coordinator vary for different; z; as a matter of fact, in the second scenario the throughput
for Sy = 2 is larger than in the cas€,z = 4. This suggests us that when the link quality
decreases, the faster D de-associate from the first cotodinle better are the performance;
this behavior is confirmed if we observe the third scenargecavhere the distance between the
coordinators is minor.

Finally, Fig. 5.19 shows the system PER. As expected, ther&gubstantially confirms the
conclusions drawn from the throughput graph; as a matteaatf the two quantities are strictly

related, and the Figures carry the same results in a differayn
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Figure 5.19: PER for different scenarios and Leaky Bucketstholds



Chapter 6

Conclusions

In this thesis some issues concerning connectivity moddtaurth generation wireless network
have been proposed and analyzed, in particular by focusinbeperformance evaluation of
these systems.

To this aim, in Chapter 2 a statistical model to evaluate tls¢ridution of the received
power in wireless and sensor networks has been proposeanddhel, which extends the result
of [23], can be used to evaluate the useful and the interéerpawer in a scenario of infinite area
where all the terminals can communicate with each othemusia same radio resource. The
analysis, which allows the investigation of propagation®mments characterized by distance-
dependent loss and log-normally distributed shadowing,deen verified through simulation
results which confirm the validity of the model.

Aiming to extend the previous consideration to the inténgsfinite area case, in Chap-
ter 3 the contribution of interference provided by nodesited on regions of limited area has

been studied. The propagation environment we have comesidercharacterized by a distance-

89
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dependent deterministic path-loss and a superimposeddogal shadowing. We have tried to
overcome some limitations of existing interference modeld proposed an analytical frame-
work for the evaluation of any statistical moment of the iféeence provided by a Poisson field

of nodes located on a given area. The main contributionsi®fChapter have been:

- the derivation of an exact expression for the distributdthe channel gain for nodes located

on an arbitrary finite area,

- an expression for the derivation of any moment of the amofiimiterference received by a

given terminal;

- closed form approximate expressions for the moments ointieeference in some reference

scenarios.

The methodology presented can be used to provide a fast @udade evaluation of the

statistical distribution of the interference in many sitoas of interest.

In Chapter 4, the achievable rate of a wireless sensor netwieke the supervisor, which
collects information from uniformly distributed sensois,equipped with multiple antennas,
has been investigated. Owing to the randomness of the nedédo and of the propagation
environment, characterized by a distance-dependentdbasiowing and Rayleigh fading, the
number of sensors able to communicate with the supervisoraedom variable and the system
can be considered as an equivalent MIMO with a random numbeamsmit antennas which
provide different values of power on the receiving antenriaghis Chapter, we have derived
an expression for the achievable rate and evaluated itag@a@ver the possible values of the

signal-to-noise ratios on the receiving antennas and nosi¢igns.

Finally, Chapter 5 deals with the performance of next ger@ratystems, but analyze the is-
sue from the experimental point of view. A TCS (Tracking and Gamication System) system
based on a self-configuring wireless network consistinge#H802.15.4 nodes (equipped with
positioning devices) in mobility conditions, has been geed, developed and tested, and its
performance (that is, Throughput and Packet Error Rate) hega verified. The nodes carry

out successful procedures of association, deassociatibmaa exchange, and experimental
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tests and measurement shows that the system perform wellreaecellular scenario.






Appendix A

Discussion on the p.d.f. of the distance
between a pair of communicating nodes

Among the contributions on wireless ad hoc and sensor nksxappeared in the open literature
in the past few years, the paper of Orriss and Barton [23] wasitant as it represented one of
the first attempts to study the connectivity properties ¢fvoeks composed of randomly located
nodes in a propagation environment characterized by adistdependent loss and log-normal

shadowing. The following results were obtained in [23] fori@finite 2-dimensional area:

¢ a) the probability density function (p.d.f.) of the distarmetween a pair aiudible nodes

(a node is audible by others if the power loss does not excgean threshold);

¢ b) the probability distribution of the number of audible esdvith respect to a node taken

as a reference. This distribution was proven to be Poissditgamean was evaluated,;

e C) the distribution for the number of audible nodes withinratéi area of the plane. This

distribution is still Poisson and its mean was evaluated.
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Results a) and b) were also extended to the case where theggatikHanges at a specified
distance from the transmitting node.

In this appendix, we comment on the results obtained in [BR)re specifically, we prove
that the p.d.f. expression for a) is wrong and derive a couee, which is valid for an infinite

d-dimensional area. The validity of the other results of [@3lso discussed.

A.1 Review of eq. (7) of [23]

The scenario considered in [23] is characterized by an tefididimensional area where the
nodes are distributed according to a Poisson point pro&#3)(with density. Let us consider
a node/N; which attempts to communicate with another one (8&y,located in the origin of a
reference coordinate system. The channel model is afféstelistance-dependent exponential
path loss component and log-normal shadowing. Nadgeand N, arel;-audible if the path

loss in decibeld, does not exceed a given threshaéldthat is

~

L=Fk+ksInD+S <1, (A.1)

where, as in the previous chaptetsand ks are propagation constants, is the shadowing
term, which is assumed to be a Normal random variable with meran and variance?, and
D represents the distance between the nodes. Let us alsedsridthe event of,-audibility
betweenV; and N,. The steps followed in [23] to obtaifipc(z|C) * can be summarized as

follows:
e i): evaluation of the conditional density &f given S = s (see [23, eq. (6)));
e ii): evaluation of the joint pdf of> and.S (conditioned on the eveid);

e iii): evaluation of the pdf ofD (conditioned on the everd), by integrating outS from

the joint p.d.f. ofD andS (see [23, eq. (7)]).

'Here fp(x) andfs(s) denote the p.d.f. of the distance between two arbitrary si¢egardless of the audibil-
ity) and the p.d.f. of the corresponding shadowing sampte 3.d.f of the distance between tWeaudible nodes
and the corresponding distribution fare here denoted & c(z|C) and f3 . (s|C).
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Let us consider step ii), which requires the evaluation of

fD,§|c(fE>5|C) = fD|§7c($|SvC)fS\c(S|C)- (A.2)

To evaluate (A.2), the distribution 6f|C is assumed in [23] to be normally distributed with zero
mean and varianceZ. This would be true in the absence of any condition on thetalitgtj but
this assumption is wrong under conditiGn To prove this, we show that the mean value of
§|C is nonzero. This can be checked by observing that in the pcesef the event§ and

D = {the distanceD is equal tar}, the distribution of5 conditioned orC andD becomes

2

2

Ke 205
; s|C, D) =
fS\QD( ‘ ) \/%US

whereK is a normalizing constant andz) is the unitary step function

a1 if2>0
“<Z>—{ 0 ifz<0 " (A4)

u(ly — k — kglnx —s), (A.3)

Starting from (A.3), the p.d.f. af|C can be calculated as

+o0o
fae(sC) = i fg0.0(81C, D) fpje(x[C)dx

52 l1—k=s

Ke ¥% [ 7
= x|C)dx
| toetelo)
2
Ke %

= S h(s), (A.5)

ll—fc—s
ks
whereh(s) £ |5 ’ foie(x|C)dx > 0 with limits h(—occ) = 1 andh(+oc) = 0. The
expectation of5|C becomes
+oo 2

N K _giﬁ
E{S\C} Vomos /_Oo se *7s h(s)ds

K 400 _5722 Iy —k—s 1y —k—s
- 2% / e *se " h (e ks )ds. (A.6)

Since the three integrands functions in (A.6) are positive,integral is positive and therefore

E {S!C} is nonzero.
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A.2 Distribution of the distance between audible nodes and
discussion on the validity of the other results of [23]

A.2.1 Evaluation of fp(-)

Since the evaluation of;.(s|C) in (A.2) is not straightforward, the right expression fojic (z(C)
and its generalization to an infinite-dimensional area can be obtained using the following al-
ternative approach.

We assume that nodes are spatially distributed ima- 1)-dimensional sphere of radius
D, and denote by = (y,...,y.) the position ofN; with respect talV, (whose position is
assumed to be in the origin of the reference coordinate rsystéhe distance between the two
nodes is denoted bl = ||y]]. 2

Let us considelD = z (eventD). The probability that inequality (A.1) is verified is given

by
. 1 k+kglne —1
< — é = — s ! .
Prob{L < lllD} Prob{C|D} £ C(z) 5 erfc( N > : (A7)

where erf¢-) denotes the complementary error function.
Starting from (A.7) and by means of the Bayes theorem, we caredthe probability

distribution of the distances (conditioned on the e@rds

_ Prob{C|D} fp(x)
fD|C<l’|C) - PrOb{C}
_ C(z)fp(x)
J:7* Prob{C|D} fp (z)dx
Jo " C(@) fo(x)dx
It can be easily shown thdi, (x) has the expression
fo(z) = 17)7?71 ™t 0<z <D, (A.9)
Hence, by substituting (A.9) into (A.8) and lettidg, — oo, we obtain
Forelal0) = T gyt BORTE (aag)

[ Clz)am—tde

2||y|| indicates the euclidean norm of the vecyor



A.2 Distribution of the distance between audible nodes ascligsion on the validity of the
other results of [23] 97

In the one-dimensional case, the previous result was alseedan [84, eq. 10].

In the 2-dimensional case, equation (A.10) becomes

Foe(ale) = xe T TR0 g ( b bt ks 1“‘”) . (A.11)

V205
An equivalent expression was also obtained in [85, eq. (28pie that [23, eq. (7)] is very
similar to the previous expression, it differs from (A.1Xlpfor the presence of an additional
coefficienty/20s/ ks in the argument of the erfc functién
The comparison between (A.11) and [23, eq. (7)] is showngnA=L for different values of

0gs.

A.2.2 Discussion on the other results of [23]

Now, let us discuss the validity of the other results of [2BJe focus, in particular, on results
b) and c) since their proofs required the knowledgg st (d|C) (see for instance [23, eq. (8)]).
Although the formula for the p.d.f. ofpc(d|C) was wrong, these results are still correct. This
can be proved by observing that the Poisson nature of thebdison of the number of audible
nodes is a consequence of the Marking Theorem [86], valigtuodnditions which are more
general than (A.1). The extension of result b) in the preserfa@arbitrary channel randomness
was also given in [25] and [87]. The latter works showed thatriumber of audible nodes is
Poisson whatever channel model is considered. Result c)eaedn as a special case of the

Marking Theorem too.

3The function® () used in [23, eq. (7)] can be easily writtengerfc (—ﬁ) .
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Figure A.1: The p.d.f. of distance between two audible nodes
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