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“ Παθήµατα - µαθήµατα ”
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The Dog and The Cook - Aesop’s Fables





vii

ALMA MATER STUDIORUM - UNIVERSITÁ DI BOLOGNA

Abstract
Faculty Name

Department of Statistical Sciences “Paolo Fortunati”

Doctor of Philosophy in Statistical Sciences

Essays in Robust and Nonlinear Multivariate
Time Series Models

by Enzo D’INNOCENZO

This PhD dissertation deals with the world of multivariate time series models where the behaviour of the observed

process is described by using a time-varying parameter. In particular, this thesis explore three different dynamic mul-

tivariate nonlinear models which are able to deal with multivariate time series gathered from heavy-tailed phenomena.
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Chapter 1

Introduction

1.1 A Tale in Robustness, Nonlinearity and Multivariate Time Series Models

In the recent decades, the interest in multivariate time series modelling has grown exponentially. The time series data

gathering is becoming easier and faster on a everyday basis, motivating researchers and practitioners to build complex

models that are able to analyze these series in univariate and multivariate environments. It is generally agreed that

while the major concern in the univariate case is the study, forecast and modelling the dependence structure in the

series via time domain or frequency domain approaches, in the multivariate case one is mostly involved in the studies

of the relationships between variables. However, this is also the major task since the specification of a multivariate

time series model can be really challenging to be established. In particular, from a theoretical point of view, since

the mathematical tractability of a multivariate model can be easily lost. This was the objective of Hannan, 1970, who

provides a comprehensive theoretical treatment of that subject. At the time, he already noted the following fact.

–“There is one other characteristic that a modern book on time series must have and that is the development

of the theory and methods for the case in which multiple measurements are made at each point, for this is

usually the case."

There exist plenty of well understood linear and nonlinear univariate models which can be easily implemented in

order to study and forecast time series that arise from several phenomena. When a multivariate system is our concern,

the class of vector autoregressive moving average (VARMA) models has gained lot of experience and even today they

are still at the first level of development. A detailed reference for that subject is the seminal book of Lütkepohl, 2007.

Notably, these models have been succesfully employed in economics and finance and are nowadays considered as the

standard approach by applied econometricians to address policy relevant economic problems.

In contrast, because of the inherent flexibility of nonlinear multivariate models, little learning has occurred, forc-

ing time series analysts to be still stacked in linear frameworks, where stochastic properties of models and asymptotic

theory of the estimators are well understood. However, despite their mathematical tractability, linear models are

known to be quite restrictive and sometimes of little practical usage, especially for time series which derive heavy-

tailed phenomena. For example, empirical studies in several scientific fields, such as finance, economics, physics or

engineering, have strongly proved the fact that they are not suited for dealing with observed processes that present the

so-called outliers. In general, outliers can be classified into two categories, recording or gross errors and outliers due

to a non-fulfillment of the model. The first case are merely classified as measurement errors, while in the second case

the arguments are more subtle. In this respect, we are following the formal definition given by Davies and Gather,

1993, where an outlying or influential observation is such that does not fit the postulated model. Hence, these obser-

vations might be regular observations gathered from a nonlinear model, and judged as outliers with respect to a linear

model. Therefore, one must be careful when imposing a linear structure, because this may leads to misspecification

problems and yields biased estimations. Inevitably, will also yields bad fitting and forecast performances, which are

of fundamental importance in time series modeling.



2 Chapter 1. Introduction

To still benefit from features of a multivariate setup, various techniques as been proposed, such as the construction

of robust procedure that are able to deal with the occurrence of such outliers in the series. Another approach may

consists in the diagnostic analysis, where the interest is moved in first detecting outlying observations and after

correcting them, making estimates that are more robust and reliable. Here, an estimate is thought as produced by a

robust estimator if its value do not change too much when we add some extreme observation into the original series.

In this doctoral thesis I consider the former approach, thus my primary aim is to try to give interesting insights

between multivariate linear and nonlinear time series models, by offering some nonlinear and robust alternative models

which may be useful to study heavy-tailed and non-Gaussian variables. Of course, since there exist vast numbers of

possible nonlinear features in the observed data, I consider a more restricted concept of nonliearity. The emphasis

is more concentrated on the assessment of nonlinear robust multivariate time series models which may be useful to

overcome the issues discussed above. Even though robustness and nonlinear multivariate time series modeling have

been vastly researched, at present, there is not much interaction between the two topics. A possible reason for the

lack of the interaction between the robust statistics and multivariate time series modeling is the underdevelopment of

theoretical results, such as the stability conditions and asymptotic theory of the estimators that allows for standard

testing procedure. Furthermore, a second reason can be given in terms of the computational burden, since nonlinear

multivariate time series models are usually considered to be computer-intensive and the possibility of unfeasible

waiting-time for parameter estimations is a serious problem. Thus, I will give the motivation, definition and properties

of the proposed nonlinear models.

The observations that I shall consider here are adequately described by a stochastic vector time series process

{yt}t∈Z, that is a collection of random variables. Consider the N × 1 dimensional vector

yt =


y1t

y2t
...

yNt

 , t = 1, . . . , T.

Then, the general mathematical nonlinear model considered here for this stochastic vector process is

yt+1 = µ(yt, yt−1, . . . , yt−m+1) + σ(yt, yt−1, . . . , yt−m+1)εt+1, (1.1)

where the vector sequence εt is called white noise process if its mean and its variance are constant, while all covariance

components are zero, i.e., we consider the case where E[εt] = 0N , that is an N × 1 vector of zeroes and V[εt] =

IN is the identity matrix. Also, the vector-valued function µ( · ) models the conditional mean of yt given the past

{ys, s < t}, whereas σ( · ) models the conditional deviation of yt given the past {ys, s < t}. Of course, it is plausible

that the lags of the vector process that enter into the conditional mean function are different from those that appears

in the conditional variance function.

Although its simple and intuitive definition, models such as (1.1) can be extremely complex, since there is no

general rule which define the actual form of the functions µ( · ) and σ( · ). Furthermore, even more complicated

model can be generated if exogenous variables are considered to be part of the respective dynamics in addition to

their own lags. For sake of applicability, it is necessary to concentrate on special class of system which are fairly

parsimonious, by keeping the level of complexity into a feasible region, while still providing satisfactory reflection of

the reality.

Our journey in time series modeling can now enter in a more technical and restricted world, in order to provide

the right tools that I hope will help the reader to understand the major aims and goals of the present work.
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1.1.1 State-Space Models

A widely applied approach to analyze non linear multivariate dynamics in time series data is the general state space

modeling, see e.g. Harvey, 1989 and Durbin and Koopman, 2012. This approach involves sophisticated techniques

which are able to deal with non-Gaussian or nonlinear data. However, it is generally agreed that the aforementioned

techniques could be too demanding in terms of computational burden, since computer-intensive methods, such as

Monte Carlo Markov Chain or Importance sampling are required to estimate the parameters and then fit the model.

Furthermore, the statistical properties of such models are not easy to establish and the developing of a proper asymp-

totic theory of the estimator is often not discussed. The motivations for the lack of a detailed theoretical analysis of

nonlinear state space models can be summarized as follows.

It is well-known that in a linear framework with Gaussian random errors, state-space models are efficiently handled

by the Kalman filter. This methodology was developed by Kalman, 1960 and it basically consists on a efficient

algorithm based on a set of recursions for computing conditional expectations. With this methodology, one can

optimally solve the filtering problem. Specifically, suppose that the state xt ∈ RN at time t of a multivariate system

is given by a first-order Markov process, that is a stochastic difference equation known as the transition equation.

Formally we have that

xt+1 = Ftxt + ηt, t = 1, . . . , T, (1.2)

where the disturbance term ηt ∼ N (0N , Qt). Ft is the transition matrix associated to the Markov process. In

addition, now suppose that for every value of t we observe a realization of the vector process yt ∈ RN , that might be

described via the so called measurement equation,

yt = Gtxt + εt, t = 1, . . . , T, (1.3)

where Gt contains a set of parameters and sometimes is referred as the output matrix. Again, εt ∼ N (0N , H t).

Furthermore E[εtη
>
t ] = 0N×N and hence they are uncorrelated. So the transition equation of the underlying process

described in (1.2) is affected by a stochastic noise, thus, it is not observable and as a result it is impossible to measure

exactly for a fixed t.
As it stands, equation (1.3) reveals that the observations are noisy representation of the underlying Markov process

(1.2). Thus, the filtering problem might be subsumed into the following question.

H Given the observations {ys, s < t} satisfying (1.3), what is the best estimate of the state xt?

More precisely, consider the probability space (Ω,Ft, P) is a probability space and Ft is the σ-field generated by

{ys, 0 ≤ s ≤ t}. We say that x̂t is the best estimate in the sense that minimize the mean square error, i.e.

E
[
‖xt − x̂t‖2

]
= inf

k∈L2(P)

{
E
[
‖xt − k‖2

]}
(1.4)

where with ‖ · ‖2 we denote the L2 − norm and with L2(P) = {k : Ω → RN ; ‖k‖2 < ∞ and k is Ft-measurable

} the Hilbert space. To link this problem with the discussion of the previous section it is insightful to consider the

following simple example.

Example 1.1.1. Suppose that the N × 1 vector yt is composed by a set on a cross-section of time series variables

gathered from some experiment or collected by observing real phenomena. In practice, the real structure of the data

generating process might be to complex to be specified precisely. In addition, if the time series data are collected from

some experiment, they are surely subject to measurement errors, due to the fact some kind of instrument is used to

register the data. Thus, we hope to find a specification which mimic the actual source of variation. In other words, we
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seek to approximate that structure with a cheaper or a simplified version of it and this can be done by assuming that

the observed variables are affected by random errors. If we believe that these random errors come from a multivariate

Gaussian process, the notorious signal-plus-noise state-space model can give us the desired solution. Formally, we

specify a multivariate Gaussian sigal-plus-noise model with the following system of equations. For t = 1, . . . , T we

have

yt = µt + Σ1/2
ε εt, εt ∼ N (0, IN), (1.5)

where µt+1 is an N × 1 vector of stochastic mean components and it is assumed to follow a VAR(1) specification,

such that

µt+1 = Φµt + ηt, ηt ∼ N (0, Ση). (1.6)

The N × N matrix of autoregressive (unknown) coefficients Φ is the analogue of the transition matrix discussed for

the general transition equation defined in (1.2). εt and ηt are N × 1 vectors of multivariate Gaussian white noise

with their respective covariance matrices. As discussed above, they are independent for every t. Therefore, the mean

vector process is not observable and we can easily tackle this problem by using the Kalman filter recursions, which

give us the proper statistical tool, able to filter out the stochastic conditional mean vector process {µt}t∈N from the

noisy cross-section of time series.

To summarize, the Kalman filter give us the mathematically optimal solution to the aforementioned problem for

linear and Gaussian state-space models, which means that is defined as being that filter, from the set of all possible

filters which minimizes the mean square error in (1.4). Once we drop such important assumptions we lose optimality

and we must rely on approximation based on computer-intensive methods as discussed earlier. Immediately, there are

a couple of crucial questions which might be raised,

H What if the noise that influence the multivariate system is not normal, but instead comes from an heavy-tailed

distribution?

H What if the variables to be predicted are approximated by nonlinear functions of some observed processes?

It is obvious that misspecification of this type will induce the time series analysts to wrongly judge some of the

outcome provided by the fitted model. For example, one may judge as outliers some observations which may be

perfectly regular in another model. Another example of misspecification is concerned with the linearity assumption,

since the possible nonlinearity of the experiment or phenomena under study may give raise to outliers. In other words,

the simple Gaussian signal-plus-noise model may be too simplistic and is not able to capture the complex nature of

real world studies.

Once the gaussianity of the noise processes is dropped, the Kalman filter will lose its mathematical optimal-

ity. Therefore, approximation methods are required, and in state-space models cannot be applied other than with

simulation-based and Monte Carlo methods. This thesis deal with approximate filtering methods for this kind of

problems. More precisely, this thesis should be considered as an attempt to strike the complexities and nonlineari-

ties inherent in some real problems by offering a valuable alternative, which requires less computational efforts and

sophistication, and still feasible for a comprehensive statistical analysis. For the sake of completeness, nonlinear

state-space models are briefly reviewed in the next subsection.
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1.1.2 Nonlinear State-Space Models

These models are generally defined by the same state-space representation given by the transition equation 1.2 and

the measurement equation 1.3. However, instead of the simple affine transformation, we allow for general functions

which explain the dynamics of the variables of interest. Of course, the vector process may still depends on its lagged

values, unobservable components and strong multivariate white noise. Formally, for the vector process yt ∈ RN , we

have the nonlinear measurement equation

yt = a(xt, εt; θ), t = 1, . . . , T, (1.7)

and the nonlinear transition equation

xt+1 = b(xt, ηt; θ), t = 1, . . . , T, (1.8)

where xt ∈ RN is the underlying state at time t while a( · ) and b( · ) are general sufficiently smooth functions which

are known up to the parameter vector θ. Note that the disturbance terms εt and ηt are now assumed to be independent

and identically distributed (IID) with known distributions which is not necessarily Gaussian. It is straightforward

to see that the multivariate system can be represented by means of conditional distributions, since the conditional

distribution of the measurement equation depends on the information set generated by past values of xt and yt−1,

while the markovianity of the transition equation implies that it depends on the past only through the previous state

xt−1. This may be summarized formally with the following general framework,

yt ∼ p(yt|xt; θ), xt ∼ g(xt|xt−1; θ), x1 ∼ g(x1; θ). (1.9)

Thus, recursively we obtain the predictive likelihood of the bivariate system {yt, xt} by noting that

LT(yt, xt; θ) =
T

∏
t=1

p(yt|xt; θ)g(xt|xt−1; θ). (1.10)

With the above specification, we might think that predictions of {yt, xt} can be made on the basis of the past informa-

tion sets {xt−1} and {yt−1, xt−1}, but, analogously to the linear framework, the state variables in xt are unobservable,

making the predictions unfeasible. Moreover, it is also possible to note that if the process {yt, xt} is assumed to be

jointly Gaussian, we are just turning back to the already discussed linear and Gaussian state-space framework. There-

fore, we handle the filtering problem with Kalman filter, since the updating of the predictive likelihood is obtained by

updating the conditional mean vector and the conditional covariance matrix. However, it is widely accepted that the

complex nature of various phenomena hardly verify this strong assumption. Therefore, although every model is in

general incorrect, we may try to give a better model which provide a satisfactory representation of the behaviour of

the observed data.

To conclude, I provide an example of one of the most famous class of non linear state-space models.

Example 1.1.2. Suppose again that we observe the N × 1 vector process {yt} which is composed by return series

of a financial asset and we are interested in modeling and forecasting the volatilities of these financial time series.

It is well-known that one can approximate these variables by using squared returns and thus, the variables that we

wish to predict are nonlinear functions of the asset prices. A further complication is due to the fact that when moving

from a univariate to a multivariate perspective, it is also of interest the common movements of the volatilities across

markets. This kind of problems may be handled by fitting a multivariate stochastic volatility model, which can helps

to shed light and explain these unobservable factors. A multivariate stochastic volatility model can be introduced into
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the return system of equations

yit = εit(exp{hit})1/2, i = 1, . . . , N, t = 1, . . . , T, (1.11)

where εit is the i-th components of the multivariate normal vector εt = (ε1t, . . . , εNt)
> with zero mean vector 0N

and the covariance matrix Σε may be defined as a N × N symmetric matrix with one on the main diagonal and with

ρij as the ij-th (static) correlation coefficients in the off-diagonal. Since the focus is in modeling the dynamics of the

variances, a simple causal ARMA(1,1) process, can help us to reach this aim. Thus,

hit = δi + φihi,t−1 + ηit i = 1, . . . , N, t = 1, . . . , T, (1.12)

where, similarly to εit, ηit is the i-th components of the multivariate normal vector ηt = (η1t, . . . , ηNt)
> with zero

mean vector 0N and the covariance matrix Ση . δi and |φi| < 1 are the ARMA(1,1) parameters Note that the restric-

tion on the i-th autoregressive coefficient φi, for i = 1, . . . , N, not only ensure the stationarity of our ARMA(1,1)

process, but it ensures also the stationarity of the {yit} processes, since hit and εit are independent of each other. With

the above specifications, estimations can still be carried out by using the Kalman filter recursions, but, in contrast to

the linear model described by the observation equation (1.5) and the transition equation (1.6), the model is nonlinear

and the standard recursions does not provide the exact solution anymore. As a result, simulation-based methods are

required for statistical analysis.

During my studies, I always struggled with the fact that Gaussian models are (mathematically speaking) tremen-

dously elegant. However, since my interest in nonlinear time series, heavy-tailed processes and so forth, trying to fit

a model such as the signal-plus noise of example 1.1.1 to this data was hopeless. On the other hand, nonlinear state-

space models often lack of comprehensive statistical analysis and asymptotic theory of these models is not always

available, motivating me in starting a research for some alternative nonlinear time series model which retain a similar

mathematical elegance.

After this short digression, I can move the discussions to the next section, which provides the main contribution

and introduce the class of score-driven models, “le fil rouge" of my thesis.

1.2 What is this thesis about?

This thesis is mostly devoted to the analysis and modeling of multivariate nonlinear time series. I propose novel

nonlinear time series models which are useful to uncover the nature and the dependence structure of complex and

heavy-tailed phenomena. My approach is based on the recent class of dynamic nonlinear models introduced by Creal,

Koopman, and Lucas, 2011 and Harvey, 2013, known as Generalized Autoregressive Score (GAS) models from the

former, or Dynamic Conditional Score (DCS) models from the latter. As we will see later in this thesis, the peculiarity

of this general class of nonlinear time series models is that the dynamics of the time-varying parameters, are driven

by the conditional score of the predictive likelihood, which is known in closed form, even if we allow for heavy-tailed

conditional distributions, nonlinearities in the updating equations and so forth. An introduction with a discussion of

some properties of score-driven models is given below. See also Creal, Koopman, and Lucas, 2013 and the dedicated

website www.gasmodel.com, where the most recent research on the topic is collected.

More precisely, I contribute to the existing literature on score-driven models by extending some existing univariate

models to a more general multivariate framework, providing proper theoretical and empirical justifications. My

particular attention on score-driven models is motivated by the fact that with this observation-driven framework,

one is able to specify powerful model that tackle the difficulties of nonlinear time series modeling with high degree

of generality and clarity. Observation-driven models are in direct contrast to the state-space modeling framework

http://www.gasmodel.com
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introduced in the previous section. In fact, following the terminology of Cox et al., 1981, state-space models are

classified as parameter-driven models. The main difference between the two classes consists in the fact that the

time-varying parameter in parameter-driven models is not observable, even if the real data generating process were

known. On the other hand, with an observation-driven framework, after conditioned the observed data and estimated

the required parameters, one is able to retrieve the time-varying parameter path. As a consequence, one is also able

to obtain the predictive likelihood in closed form, making the most classical maximum likelihood estimation methods

totally feasible, even in highly nonlinear and multivariate systems. This constitutes the main advantage of the latter

class with respect to the former. For a recent review and comparison between the two class of models interested

readers are referred to the insightful paper of Koopman, Lucas, and Scharth, 2016.

Finally, we are ready to introduce and formally specify the class of score-driven models.

1.2.1 Score-Driven Models

This thesis heavily leans from the successfully score-driven class of nonlinear observation-driven models and it should

be thought as an attempt to contribute on the existing literature with the definition of novel multivariate models. For

each model I provide a detailed statistical analysis enriched with theoretical and empirical results.

For the sake of easy notation, I present a univariate score-driven model in full generality: Consider model for the

observations Yt = {y1, . . . , yt}, where the behaviour of the process {yt} is explained with the observation equation

yt ∼ p(yt|Yt−1, ft, θ). (1.13)

Analogously to nonlinear state space models, the behaviour of {yt} is explained using a time-varying parameter,

denoted with { ft}. However, score-driven models are observation-driven models, thus the update of ft+1 depends on

the observed yt, such that

ft+1 = ψ(yt, ft), (1.14)

where ψ( · ) is a general continuous map. Note that, (1.14) is in direct contrast with (1.8) since the latter depends on

exogenous innovation, but likewise, this is a postulated structure, that means that it does not necessarily reflect the

real data generating process.

In order to describe the dynamics of the time-varying { ft} with a concrete example, the updates of its values may

be presented with a parametric map. The recursions are commonly specified by an affine transformation of the type

ft+1 = ω + Ast + B ft, (1.15)

where the innovation or driving force is given by st = St∇t, and

∇t =
∂ ln p(yt|Yt−1, ft, θ)

∂ ft
and St = −E

[
∂2 ln p(yt|Yt−1, ft, θ)

∂2 ft

]−1

. (1.16)

It is easy to see that Et−1[∇t] = 0 is a martingale difference (MD) and the updating recursion of the time-varying

parameter is a measurable function of the past scores and therefore of the observations. The static (scalar) parameters

ω, A and B are unknown and need to be estimated. Therefore, θ is defined as the vector of static parameters that

involve the parameters of the assumed conditional distributions and the parameters needed for the functional form of

ft.

The interpretation of these parameters is similar to those of causal autoregressive moving average (ARMA) pro-

cesses. Thus, ω is the intercept and B is the autoregressive parameter, which has to be restricted in order to ensure the
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stationarity of the recursion. As regard the A coefficient, there exists no direct interpretation. In general, one may note

that it should be restricted in order to maintain the time-varying parameter in its appropriate domain, for example,

positive values for variances. On the other hand, if a dynamic mean is of interest, the parameter A may (in principle)

assume any value of the real line and therefore, a general rule is impossible to be defined. However, this problem can

be easily avoided by allowing the time-varying ft to move freely on the whole real line and then maps the assumed

values into its proper space by using appropriate link functions. Consider again the volatility case, an exponential link

function will do the right job.

In conclusion, the likelihood function is given by

LT(θ) =
T

∏
t=1

p(yt|Yt−1, ft, θ), (1.17)

which depends on both the time-varying parameter and a vector of static parameters. It is possible to acknowledge

the differences with the state-space counterpart in (1.10).

Given the specifications above, extension to multivariate framework is straightforward. One has only to note that,

similar to the state-space set-up, where the underlying state vector xt contains the unobserved factors, in score-driven

models the time-varying parameters are stacked in the vector f t. Thus, instead of simple univariate coefficients ω,

A and B, one may define the updating equation with matrix of coefficients with proper dimensions and the required

restrictions.

As already argued, this thesis is intended to offer definitions and detailed discussions of several of these models

and hence it will be redundant to offer a concrete example of some specific score-driven model in this part of our

journey. For this reason, concrete examples and applications of the multivariate versions of the set-up described

above, is postponed to the subsequent chapters. Therefore, I conclude the introduction with the next section, where it

is summarized the structure of the present thesis.

1.3 Structure of the Thesis

I conclude the introduction with this section, where I give some detail about each chapter of the present thesis.

H Chapter 2: (based on joint work with Prof. A. Luati and Prof M. Mazzocchi)

A novel multivariate score-driven model is proposed to extract signals from noisy vector processes. By as-

suming that the conditional location vector from a multivariate Student’s t distribution changes over time, we

construct a robust filter which is able to overcome several issues that naturally arise when modeling heavy-tailed

phenomena and, more in general, vectors of dependent non-Gaussian time series. We derive conditions for sta-

tionarity and invertibility and estimate the unknown parameters by maximum likelihood. Strong consistency

and asymptotic normality of the estimator are proved and the finite sample properties are illustrated by a Monte

Carlo study. From a computational point of view, analytical formulae are derived, which consent to develop

estimation procedures based on the Fisher scoring method. As an empirical illustration, we show how the model

can be effectively applied to estimate consumer prices from home scanner data.

H Chapter 3: (based on joint work with Prof. F. Blasques and Prof S. J. Koopman)

Factor volatility models which decompose the conditional volatility of a N-variate time-series into a common

factor and N idiosyncratic components can offer a useful and parsimonious way of handling multivariate time-

series and panels of data. While the common factor is naturally robust to fat-tailed innovations due to averaging

of information over the N cross-sectional elements, the idiosyncratic components are typically sensitive to
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outliers. We propose a nonlinear dynamic factor model for conditional volatilities with score-robust updating

equation for the idiosyncratic components with substantially improved fit on data sets with fat tailed innovations.

We derive stochastic properties for the model, including bounded moments, stationarity, ergodicity, and filter

invertibility. We also establish consistency and asymptotic normality of the maximum likelihood estimator

in large samples. Additionally, we study the small sample properties of the estimator by means of a Monte

Carlo study. Finally, we provide an empirical illustration using a panel of ten stocks from the S&P500 which

highlights the advantages of the proposed dynamic factor structure, as well as the need for robust filtering

techniques for the idiosyncratic component.

H Chapter 4:(based on joint work with Prof. F. Blasques and Prof A. Lucas)

It is well known that taking nonlinear dynamic filters from univariate to multivariate settings is challenging due

to the likely failure of the sufficient contraction conditions used to ensure filter invertibility. Our main contri-

bution is to show that only invertible filters may provide reliable and stable maximum likelihood estimators.

We first review two newly introduced exponential multivariate score driven models for conditional volatilities

and we also incorporate a time-varying conditional correlation coefficient, as a possible extension of the model.

After that, we propose an empirical method to verify that the invertibility condition holds. Our method is simple

and can be used in practice to find an empirical invertible domain. Therefore, constrained optimization routine

can be performed in order to obtain reliable maximum likelihood estimators. This is crucial to ensure that the

estimation and filtering results are not spurious. We show the practical relevance of our results by means of an

empirical application to stock returns.
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2.1 Introduction

The analysis of multivariate time series has a long history, due to the empirical evidence from most research fields

that time series resulting from complex phenomena do not only depend on their own past, but also on the history of

other variables. For this reason, from Hannan, 1970, the literature on multivariate time series has grown very fast. The

leading example is the dynamic representation of the conditional mean of a vector process which gives rise to vector

autoregressive processes (see Hamilton, 1994 and Lütkepohl, 2007).

Following the taxonomy proposed in Cox et al., 1981, two main classes of models can be considered when mod-

eling multivariate phenomena, parameter-driven and observation-driven models. The first class consists of parameter-

driven models. It is a broad class, which involves the widely applied state-space models, or unobserved component

models (Harvey, 1989; West and Harrison, 1997). Within this framework, parameters are allowed to vary over time

as dynamic processes driven by idiosyncratic innovations. Hence, likelihood functions are analytically tractable only

in specific cases, notably linear Gaussian models, where inference can be handled by the Kalman filter. On the other

hand, parameter-driven models are very sensitive to small deviations from the distributional assumptions. In addition,

the Gaussian assumption often turns out to be too restrictive, and flexible distributions may be more appropriate. Thus,

a fast growing field of research is dealing with nonlinear or non-Gaussian state-space models, resting on computer

intensive simulation methods like the particle filter discussed in Durbin and Koopman, 2012. Although these methods

provide extremely powerful instruments for estimating nonlinear and/or non-Gaussian models, they can be computa-

tionally too demanding. Furthermore, it may be difficult to derive the statistical properties of the implied estimators,

due to the complexity of the joint likelihood function.

In contrast, in observation-driven models, the dynamics of time varying parameters depend on deterministic func-

tions of lagged variables. This allows for a stochastic evolution of the parameters which becomes predictable given

the past observations. Koopman, Lucas, and Scharth, 2016 assess the performances and optimality properties of the

two classes of models, in terms of their predictive likelihood. The main advantage of observation-driven models is that

the likelihood function is available in closed form, even in nonlinear and/or non-Gaussian cases. Thus, the asymptotic

analysis of the estimators becomes feasible and computational costs are reduced drastically.

Within the class of observation-driven models, score-driven models are a valid option for modeling time series

that do not fall in the category of linear Gaussian processes. Examples have been proposed in the context of volatility

estimation and originally referred to as generalised autoregressive score models (GAS, Creal, Koopman, and Lucas,

2011), and as dynamic conditional scores (DCS, Harvey, 2013). The key feature of these models is that the dynamics

of time-varying parameters are driven by the score of the conditional distribution, which needs not necessarily be

Gaussian but can be heavy tailed. For example, it may follow a Student’s t distribution (Harvey and Luati, 2014), an

exponential generalized beta distribution (Caivano, Harvey, and Luati, 2016), a binomial distribution as in the vaccine

example by Hansen and Schmidtblaicher, 2019, or represented by a mixture (Lucas, Schaumburg, and Schwaab,

2019). Further applications are discussed in Creal, Koopman, and Lucas, 2013. The optimality of the score as a

driving force for time varying parameters in observation-driven models is discussed in Blasques, Koopman, and Lucas,

2015a. According to which conditional distribution is adopted, specific situations may be conveniently handled due

to the properties of the score. As an example for the univariate case, if a heavy-tailed distribution is specified (e.g.

Student’s t), the resulting score-driven model yields a simple and natural model-based signal extraction filter which

is robust to extreme observations, without any external interventions or diagnostics like outlier detection and dummy

variables (Harvey and Luati, 2014).

In score-driven models, as in all observation-driven models, the time varying parameters are updated by filtering

procedures, i.e. weighted sums of functions of past observations, given some initial conditions that can be fixed

or estimated along with the static parameters. A robust filtering procedure should assign less weight to extreme
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observations in order to prevent biased inference of the signal and parameters. In particular, the work of Calvet,

Czellar, and Ronchetti, 2015 provides a remarkable application of robust methods when dealing with contaminated

observations. The authors show that a substantial efficiency gain can be achieved by huberizing the derivative of the

log-observation density, then integrating it. As we show in the present study, the same holds if one considers an

alternative robustification method, based on the specification of a conditional multivariate Student’s t distribution. A

similar approach can be found in Prucha and Kelejian, 1984 and Fiorentini, Sentana, and Calzolari, 2003, where the

multivariate Student’s t distribution provides a valid alternative to relax the normality assumption of the distribution.

In this paper, we specify a score driven model for the time-varying location of a multivariate Student’s t distribu-

tion. We envisage three main contributions to the existing literature.

The first contribution is the full derivation of the probabilistic and asymptotic theory behind the multivariate

dynamic score-driven model for conditional Student’s t distributions, including the conditions of stationarity, ergod-

icity and invertibility. Also, we prove the strong consistency and asymptotic normality of the maximum likelihood

estimators of the static parameters.

The second contribution is the development of an estimation scheme grounded on Fisher’s scoring method, based

on closed-form analytic expressions, which can be directly implemented into any statistical or matrix-friendly soft-

ware. Our computations are made using the software R and all our files are available upon request.

The third contribution of the paper is an innovative application, dealing with estimation of regional consumer

prices based on home scanner data. The use of scanner data to compute official consumer price indices (CPIs) is

gaining popularity, because of their timeliness and a high level of product and geographical detail (Feenstra and

Shapiro, 2003b). However, they also suffer from a variety of shortcomings, which make time series of scanner data

prices (SDPs) potentially very noisy, especially when they are estimated for population sub-groups, or at the regional

level (Silver, 1995). There is extensive research and a lively debate on the issues related to the computation and use

of scanner data based CPIs. In a dedicated session of the 2019 meeting of the the Ottawa Group on Price Indices, it

has been suggested 1 to adopt model-based filtering techniques to extract the signal from scanner-based time series of

price data. These filtered estimates lose the classical price index formula interpretation, but are expected to deliver the

same information content with a better signal-to-noise ratio. We show that our robust multivariate model, applied to

SDPs, provides information on the dynamics of the time series and on their interrelations without being affected from

outlying observations, which are naturally downweighted in the updating mechanism.

The paper is organized as follows. In Section 2.2 the model is specified. Section 4.3 deals with the stochastic

properties: stationarity and invertibility conditions are derived along with bounds for the moments. In Section 2.4

maximum likelihood estimation is discussed. The asymptotic theory is derived in Section 2.4.1 and the computational

aspects are discussed in Section 2.4.2. Finite sample properties are analysed in Section 2.5. The empirical analysis

is reported in section 4.7. Some concluding remarks are drawn in Section 2.7. The main proofs are collected in

Appendix A.1, while the relevant quantities for the implementation of the Fisher scoring algorithm as well as the

proofs of the Lemmata are deferred to Appendix A.2 and Appendix A.3 respectively.

2.2 The Multivariate Student’s t Location Model

Let us consider a vector of N ≥ 1 stochastic processes yt ∈ RN and let Ft−1 = σ{yt−1, yt−2, . . . } be its filtration

at time t− 1. We assume that the process is generated by a conditional Student’s t distribution with ν > 0 degrees of

1See Jens Mehroff presentation at https://eventos.fgv.br/sites/eventos.fgv.br/files/arquivos/u161/
towards_a_new_paradigm_for_scanner_data_price_indices_0.pdf

https://eventos.fgv.br/sites/eventos.fgv.br/files/arquivos/u161/towards_a_new_paradigm_for_scanner_data_price_indices_0.pdf
https://eventos.fgv.br/sites/eventos.fgv.br/files/arquivos/u161/towards_a_new_paradigm_for_scanner_data_price_indices_0.pdf
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freedom,

f (yt|Ft−1) =
Γ
(

ν+N
2

)
Γ
(

ν
2

)
(πν)N/2

|Ω|−1/2

[
1 +

(yt − µt)
>Ω−1(yt − µt)

ν

]−(ν+N)/2

(2.1)

where µt is a time varying location vector, Ω1/2 is the scale matrix of yt, that we assume here to be static. A

location-scale representation of yt is the following,

yt = µt + Ω1/2εt, t = 1, . . . , T, (2.2)

where εt ∼ tν(0N , IN), with 0N the null vector of RN and IN the N × N identity matrix. The well known relation

holds between the scale matrix Ω1/2 and the covariance matrix Σ of yt, Ω = (ν/(ν− 2))Σ. As we have adopted the

parameterisation based on the scale matrix, the location vector always exists. In contrast, the conditional mean exists

for ν > 1. If the representation based on the covariance matrix is preferred, then the stronger restriction ν > 2 has to

be imposed.

Our interest is in recovering µt based on a set of observed vector of time series from yt, for t = 1, . . . , T. With no

distributional assumptions on the dynamics of µt, a filter can be specified, µt+1|t = φ(µt|t−1, yt, θ), i.e. a stochastic

recurrence equation that approximates the path of µt, based on some function φ of the past observations and a set

of static parameters θ ∈ Θ ⊂ Rp, that possibly include a starting value, say µ1|0. The subscript notation t|t− 1 is

used to emphasise the fact that µt|t−1 is an approximation of the dynamic location process at time t given the past,

that is equivalent to say that µt|t−1 is Ft−1-measurable. The specification of the mapping φ usually involves some

autoregressive scheme for the evolution of the dynamic parameter combined with the specification of a driving force,

usually a highly nonlinear function of the past observations that forms a martingale difference sequence, playing an

analogous role of the error term in parameter-driven models.

In this paper, we approximate the temporal changes of the conditional location vector by relying on the score-

driven framework of Creal, Koopman, and Lucas, 2011 and Harvey, 2013, as follows,

µt+1|t −ω = Φ(µt|t−1 −ω) + Kut, (2.3)

where µt|t−1 = (µ1,t|t−1, . . . , µN,t|t−1)
>, ω = (ω1, . . . , ωN)

> is the N-dimensional vector of unconditional means,

Φ and K are N×N matrices of coefficients and the driving force, ut, is a martingale difference sequence proportional

to the score of the conditional likelihood of µt,

ut =
(yt − µt|t−1)

1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

.

By differentiating with respect to µt the logarithm of the density in equation (2.1), one gets the claimed proportionality

relation, between the score vector and the martingale difference sequence ut, namely

∂ ln f (yt|Ft−1)

∂µt|t−1
= Ω−1 ν + N

ν
ut.

The score as the driving force in an updating equation for a time varying parameter is the key feature of score driven

models. The rationale behind the recursion (2.3) is very intuitive. Analogously to the Gauss-Newton algorithm, it

improves the model fit by pointing in the direction of the greatest increase of the likelihood.
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In the context of location estimation under the Student’s t assumption, a further relevant motivation for the score

driven methodology lies in the robustness of the implied filters. Indeed, one can write,

ut = (yt − µt|t−1)/wt, (2.4)

where the positive scaling factors wt = 1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν are scalar weights that involve the

Mahalanobis distance. They possess the role of re-weighting the large deviation from the mean produced by the

difference yt − µt|t−1. The bulk of the robustness comes precisely from this component.

A formal proof of this statement follows from the following crucial lemma, which satisfies the sufficient conditions

for a filter to be robust, see Calvet, Czellar, and Ronchetti, 2015.

Lemma 2.2.1 (Uniformly Boundedness and Moments of the Score). For 0 < ν < ∞, the vector sequence

{ut} is uniformly bounded in a vector ut which is uniformly distributed on the unit sphere surface in RN , that is

supt E[‖ut‖] < ∞. Hence, it possess all the even moments

E

[
m
⊗ ut

]
=

(
m
⊗Ω1/2

)B(N+m
2 , ν+m

2

)
B
(

N
2 , ν

2

) (
ν

N

)m/2

,

where
[

m
⊗ x
]

denote x⊗ · · · ⊗ x m-times and ⊗ is the Kronecker product, B(α, β) is the usual Beta function and

bt =
(yt − µt|t−1)

>Ω−1(yt − µt|t−1)/ν

1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

, 0 ≤ bt ≤ 1, with bt ∼ Beta
(

N
2

,
ν

2

)
. (2.5)

Proof. See Appendix A.1.1.

The moment structure reveals important features of the innovation vector ut. In fact, it forms a vector martingale

differences sequence, with zero mean vector and (vec)-variance covariance matrix,

E[ut ⊗ ut] = vec E[utu>t ] =
ν2

(ν + N)(ν + N + 2)
vec Ω.

Furthermore, the ut are identically distributed. Multi-step forecasts can be straightforwardly obtained as

E[yT+l |FT] = E[µT+l|T+l−1FT] = ω +
l−1

∑
j=1

Φ j(µT+1|T −ω).

2.3 Stochastic Properties

We begin this section by giving conditions under which the multivariate DCS-t Location Model produces stationary

and ergodic paths, i.e. we derive the model stochastic properties as a data generating process from which we obtain

the moments structure of the model. Then, we turn the discussion to the invertibility. This latter property is of

fundamental importance for estimation and prediction, especially in nonlinear multivariate models, in that it ensures

that one can consistently approximate the real path of the dynamic location vector by some measurable function of

the past information.
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2.3.1 Stationarity, Ergodicity and Moments of the Process

Let us express the dynamics of the signal in terms of the innovations, which, in our case, is equivalent to rewriting

equation (2.3) as

µt+1 −ω = Φ(µt −ω) + K
Ω1/2εt

1 + ε>t εt/ν
, t ∈ Z (2.6)

where we have removed the subscript t|t − 1 since we now interpret equation (2.6) as a Markov chain. With this

specification, it is evident that the driving-force is independent of µt because so is the prediction error {(yt− µt)}t∈Z

and the stationary ergodic sequence {εt}t∈Z. This implies that one can generate a stationary and ergodic vector

process {yt}t∈Z, which satisfies (2.1), (2.2) and (2.3), by drawing IID sequences from the assumed multivariate

Student’s t and then plugging this sequence into the transition mechanism in (2.6). Equation (2.6) allows us to derive

the stochastic properties of our score-driven model, summarized in the next Lemma.

Lemma 2.3.1 (Stationarity, Ergodicity and Moments of the Dynamic Location). Consider the recursion (2.6) and

let {εt}t∈Z be a stationary and ergodic vector sequence. Assume that $(Φ) < 1 and det K 6= 0, where $(X) denote

the spectral radius of any N × N-dimensional real matrix. Then (2.6) admits a unique strictly stationary solution

{µt}t∈Z with representation

µt+1 −ω =
∞

∑
j=0

ΦjK
Ω1/2εt

1 + ε>t−jεt−j/ν
.

Furthermore, E[supθ∈Θ ‖µt‖m] < ∞ for every m > 0.

Proof. See Appendix A.1.1.

The stability condition $(Φ) < 1, is a well-known condition in the theory of linear systems, see Hannan and

Deistler, 1987, Hannan, 1970 or Lütkepohl, 2007. This condition, however, also extends to our nonlinear model.

As a consequence of Lemma 2.3.1, we derive the moment structure of the process (2.2).

Lemma 2.3.2 (Bounded Moments). Consider model (2.2) and let {εt}t∈Z be a stationary and ergodic vector se-

quence. Assume that $(Φ) < 1 and det K 6= 0. If E[‖εt‖m] < ∞, for all m > ν− δ, then E[‖yt‖m] < ∞.

Proof. See Appendix A.1.1

2.3.2 Invertibility of the Filter

From a filtering point of view, it is convenient to expand equation the compact form of ut in equation (2.3), such that

µt+1|t −ω = Φ(µt|t−1 −ω) + K
(yt − µt|t−1)

1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

, t ∈N. (2.7)

Starting at some initial value, µ1|0, and using equation (2.7) for t = 1, . . . , T one can recover a unique filtered path

{µ̂t|t−1}t∈N for every θ ∈ Θ. A desirable property is that the initial values used to start the whole process are

asymptotically negligible, in the sense that as t increases, the impact of the chosen µ1|0 eventually vanishes, i.e.

the process will converge to a unique stationary and ergodic solution. Moreover, an invertible model allows one to

consistently estimate the innovations, that are typically obtained from vt = yt −E[yt|Ft−1].

The seminal paper of Bougerol, 1993 provides a comprehensive analysis on the contraction conditions and the

stochastic behaviour of the Kalman filter with random coefficients. Lately, Straumann, 2005 and Straumann and

Mikosch, 2006 provide an extensive discussion on the stationarity and invertibility conditions with several applica-

tions to different classes of GARCH models. Basically, these latter authors rely on Theorem 3.1 of Bougerol, 1993 in



2.4. Maximum Likelihood Estimation 19

order to develop an unified asymptotic analysis of the mentioned models based on the theory of the stochastic recur-

rence equations. Furthermore, a detailed discussion about approximation concepts and asymptotic theory of general

dynamic nonlinear models, with particular focus to econometric applications can be found in Pötscher and Prucha,

1997.

We follow the theory developed by Pötscher and Prucha, 1997 and give sufficient conditions for invertibility in

the present setting.

Lemma 2.3.3 (Invertibility of the Dynamic Location Filter). Consider the model specified by equations (2.1), (2.2)

and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Let the conditions of Lemma 2.3.1 hold true and

consider the filtering equation (2.7). Assume that

1. E

[
supθ∈Θ

∥∥∥∥∥∏
j
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
< 1, for some j ≥ 1 large enough and

2. E

[
supθ∈Θ

∥∥∥∥∥ ∂µ1|0
∂θ>

∥∥∥∥∥
]
< ∞.

Then, the filtered location vector {µ̂t|t−1}t∈N is invertible and converges exponentially almost surely to the unique

stationary ergodic solution {µt|t−1}t∈Z for any initialization of the filtering recursion, (µ1|0 −ω).

Furthermore, E[supθ∈Θ ‖µ̂t|t−1‖m] < ∞ and E[supθ∈Θ ‖µt|t−1‖m] < ∞ for every m > 0.

Proof. See Appendix A.1.1.

2.4 Maximum Likelihood Estimation

Consider the stationary ergodic process {yt}t∈Z, that satisfies (2.1) and (2.2). The unconditional distribution of

(µ>1 , µ>2 , . . . , µ>T )
> is not known and the same holds for the distribution of (y>1 , y>2 , . . . , y>T )

>. However, condition-

ally on some nonrandom starting value for the dynamic location, µ1|0, and recursively applying equation (2.3), the

conditional distribution of y1, . . . , yT, is characterized by the distribution of the IID random vector εt, implying that

the log-likelihood function for a single observation has the form

`t(θ) = ln Γ

(
ν + N

2

)
− ln Γ

(
ν

2

)
− N

2
ln(πν)− 1

2
ln |Ω|

− ν + N
2

ln

[
1 +

(yt − µt|t−1)
>Ω−1(yt − µt|t−1)

ν

]
, (2.8)

where θ = (ξ>, ψ>)> ∈ Θ ⊆ Rp, ξ = (ν, (vech(Ω))>, ω>)> and ψ = ((vec Φ)>, (vec K)>)>. The dimension

of the p-vector of unknown parameters θ is thus determined by the dimensions of ξ ∈ Rs, with s = N + 1
2 N(N +

1) + 1 and ψ ∈ Rd, with d = (N × N) + (N × N), hence p = s + d.

Lemma 2.3.3, ensures that the initial conditions for the function µt|t−1 are asymptotically equivalent such that,

once the choice for its starting value is being made, it is possible to obtain an approximated version of the conditional

log-likelihood, ˆ̀t(θ), by replacing µt|t−1 in equation (2.8) by the approximated dynamic location µ̂t|t−1. Hence, for

the whole sample we obtain

ˆ̀T(θ) =
T

∑
t=1

ˆ̀t(θ) (2.9)

and the MLE of θ is

θ̂T = arg max
θ∈Θ

ˆ̀T(θ).
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2.4.1 Asymptotic Theory

It is worth noting that even if we restrict ourselves to the case of diagonal scale matrix Ω, the random vectors εt are

uncorrelated, but they still maintain their tail-dependence. Features of these kind may be further appreciated under

the following stochastic representations (see also Fang, Kotz, and Ng, 1990)

yt = µt|t−1 + Ω1/2 zt√
st/ν

, zt ∼ N (0, IN), st ∼ χ2
ν, (2.10)

and

yt = µt|t−1 + Ω1/2ut

√
rt

st/ν
, ut ∼ Uniformly Distributed on a Unit Sphere in RN ,

st ∼ χ2
ν, and rt ∼ χ2

N . (2.11)

We present our version of strong consistency and asymptotic normality of the ML estimator of the proposed model

when T → ∞ and N is fixed.

Assumption 1. 1. $(Φ) < 1 and det K 6= 0,

2. E

[
supθ∈Θ

∥∥∥∥∥∏
j
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
< 1, for some j ≥ 1 large enough and

3. E

[
supθ∈Θ

∥∥∥∥∥ ∂µ1|0
∂θ>

∥∥∥∥∥
]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞,

5. ∀θ ∈ Θ, if θ 6= θ0 then µt|t−1(θ) 6= µt|t−1(θ0) almost surely and ∀t ≥ 1.

The next results is concerned with the consistency of θ̂T.

Theorem 2.4.1. Consider model (2.1), (2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence and, further,

suppose that Assumption 1 hold. Then,

θ̂T
a.s.−→ θ0 as T → ∞.

Proof. See Appendix A.1.2.

We now turn to asymptotic normality.

Theorem 2.4.2. Consider model (2.1), (2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence and, further,

suppose that the conditions under witch the strong consistency of the maximum likelihood estimator holds. Then,

√
T(θ̂T − θ0) =⇒ N (0,I(θ0)

−1),

where,

I(θ0) = −E

[
d2`t(θ)

dθdθ>

∣∣∣∣∣
θ=θ0

]
,

is the Fisher’s Information matrix evaluated at the true parameter vector θ0.

Proof. See Appendix A.1.2.
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In light of the consistency of the ML estimator obtained with Theorem 2.4.1, we can consistently estimate I(θ0)

by

Î(θ̂T) = −
1
T

T

∑
t=1

[
d2 ˆ̀t(θ)

dθdθ>

∣∣∣∣∣
θ=θ̂T

]
. (2.12)

The general formula for the second partial derivatives in (2.12) has the form below

d2`t(θ)

dθdθ>
=

∂2`t(θ)

∂θ∂θ>
+

(
d(µt|t−1 −ω)

dθ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dθ>

)
+

∂`t(θ)

∂µ>t|t−1

d2(µt|t−1 −ω)

dθdθ>
, (2.13)

since the dynamic location and its derivatives, are nonlinear functions of the vector of parameters θ. However, we

note that the assumption of correct specification implies that the score vector forms a martingale difference sequence.

In addition, we know that the dynamic location (and its derivatives) are Ft−1-measurable and therefore the last com-

ponent of equation (2.13) will cancel out after the application of the conditional expectation operator Et−1[ · ].
By the law of iterated expectations we have

I(θ) = E[I t(θ)] = lim
n→∞

Et−n

{
. . . Et−2

[
Et−1

[
d2`t(θ)

dθdθ>

]]}
,

which, in turn, can be consistently estimated with

ÎT(θ) = −
1
T

T

∑
t=1

Et−1

[
d2 ˆ̀t(θ)

dθdθ>

∣∣∣∣∣
θ=θ̂T

]
.

As a matter of fact, the latter estimator Î(θ) is strongly consistent, i.e.

ÎT(θ)
a.s.−→ I(θ0) as T → ∞,

and moreover, is easier and more stable to implement than Î(θ), since it avoids the recursive evaluation of the second

derivatives of the dynamic location vector.

ML estimation and inference is carried out by means of Fisher’s scoring method. The development of a proper

iterative procedure requires explicit formulas for the score vector and the Hessian matrix. In the following section, we

discuss the computational aspects related to ML estimation.

2.4.2 Computational Aspects

A strongly reliable Fisher-scoring method based on analytical formulas (reported in Appendix A.2) is developed,

which can be directly implemented in any statistical package through the following steps:

Step 1: Choose a starting value θ̂
(0)
T = (ν(0), (vech(Ω)(0))>), ω(0)>, (vec(Φ)(0))>), (vec(K)(0))>))>

Step 2: For h > 0, update θ̂
(h)
T using the scoring rule

θ̂
(h+1)
T = θ̂

(h)
T +

[
ÎT(θ)

(h)
]−1

ŝT(θ)
(h),
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where here the score vector and the conditional information are, respectively,

sT(θ) =
T

∑
t=1

st(θ) =
T

∑
t=1

d`t(θ)

dθ
and IT(θ) = −

T

∑
t=1

Et−1[Ht(θ)] = −
T

∑
t=1

Et−1

[
d2`t(θ)

dθdθ>

]
.

Step 3: Repeat until convergence, e.g., ∥∥∥θ̂
(h+1)
T − θ̂

(h)
T

∥∥∥∥∥∥θ̂
(h)
T

∥∥∥ < δ

for some fixed small δ > 0.

The expressions for the score might be collected in a single vector,

st(θ) =
[

s(ν)t (θ) s(v(Ω))
t (θ) s(ω)

t (θ) s(v(Φ))
t (θ) s(v(K))

t (θ)
]>

,

yielding the recursions for the static parameters

s(ν)t (θ) =
1
2

[
ψ

(
ν + N

2

)
− ψ

(
ν

2

)
− N

ν
+

ν + N
ν

bt − ln wt

]

+
ν + N

ν

1
wt

(
d(µt|t−1 −ω)

dν

)>
Ω−1(yt − µt|t−1),

s(v(Ω))
t (θ) =

1
2
D>N(Ω−1/2 ⊗Ω−1/2)

[
ν + N

ν

1
wt

(εt ⊗ εt)− vec IN

]

+
ν + N

ν

1
wt

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
Ω−1(yt − µt|t−1),

for the unconditional mean

s(ω)
t (θ) =

ν + N
ν

1
wt

(
d(µt|t−1 −ω)

dω>

)>
Ω−1(yt − µt|t−1),

and the remaining parameters for the dynamics of the location vector

s(v(Φ))
t (θ) =

ν + N
ν

1
wt

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
Ω−1(yt − µt|t−1),

s(v(K))
t (θ) =

ν + N
ν

1
wt

(
d(µt|t−1 −ω)

d(vec K)>

)>
Ω−1(yt − µt|t−1).
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Similarly, the conditional information matrix may then be represented as follows,

I t(θ) =



I (ν)
t (θ) I (ν,v(Ω))

t (θ) 0
1×N

I (ν,v(Φ))
t (θ) I (ν,v(K))

t (θ)

I (v(Ω),ν)
t (θ) I (v(Ω))

t (θ) 0
N2×N

I (v(Ω),v(Φ))
t (θ) I (v(Ω),v(K))

t (θ)

0
N×1

0
N×N2

I (ω)
t (θ) 0

N×N2
0

N×N2

I (v(Φ),ν)
t (θ) I (v(Φ),v(Ω))

t (θ) 0
N2×N

I (v(Φ))
t (θ) I (v(Φ),v(K))

t (θ)

I (v(K),ν)
t (θ) I (v(K),v(Ω))

t (θ) 0
N2×N

I (v(K),v(Φ))
t (θ) I (v(K))

t (θ)


.

The four blocks of the matrix above have the following expansions: the first block is composed by

I (ν)
t (θ) =

1
4

[
ψ′
(

ν

2

)
− ψ′

(
ν + N

2

)
− 2N(ν + N + 4)

ν(ν + N)(ν + N + 2)

]

+
ν + N

ν + N + 2

(
d(µt|t−1 −ω)

dν

)>
Ω−1

(
d(µt|t−1 −ω)

dν

)
,

I (v(Ω),ν)
t (θ) = − 1

(ν + N)(ν + N + 2)
D>N(vech(Ω−1))

+
ν + N

ν + N + 2

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
Ω−1

(
d(µt|t−1 −ω)

dν

)
,

I (v(Ω))
t (θ) =

ν + N
2(ν + N + 2)

D>N(Ω−1 ⊗Ω−1)DN

− 1
2(ν + N + 2)

D>N(vech(Ω−1))(vech(Ω−1))>DN

+
ν + N

ν + N + 2

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vech(Ω))>

)
.

The second,

I (v(Φ),ν)
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
Ω−1

(
d(µt|t−1 −ω)

dν

)
,

I (v(Φ),v(Ω))
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vech(Ω))>

)
,

I (v(K),v(Ω))
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec K)>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vech(Ω))>

)
,

I (v(K),ν)
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec K)>

)>
Ω−1

(
d(µt|t−1 −ω)

dν

)
.
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By virtue of its simmetry, the third and last block is composed by

I (v(Φ))
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vec Φ)>

)
,

I (v(Φ),v(K))
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vec K)>

)
,

I (v(K))
t (θ) =

ν + N
ν + N + 2

(
d(µt|t−1 −ω)

d(vec K)>

)>
Ω−1

(
d(µt|t−1 −ω)

d(vec K)>

)
.

Notably, I (ω,ξ)
t (θ) = 0 and I (ω,ψ)

t (θ) = 0, which means that ω is asymptotically independent of the other pa-

rameters. Moreover, none of the terms of the conditional information matrix involves the second derivatives of the

dynamic location. This result is a direct consequence of the asymptotic properties of the proposed ML estimator under

the assumption of correct specification of the model and some regularity conditions.

To start the estimation procedure one can follows the approach suggested in Fiorentini, Sentana, and Calzolari,

2003. First, a consistent estimator of the restricted version of the parameter vector θ̃T is obtained by the Gaussian

quasi-maximum likelihood procedure in Bollerslev and Wooldridge, 1992. Second, a consistent method of moment

is adopted for the degrees of freedom ν, by making use of the empirical coefficient of excess kurtosis κ̃ on the

standardized residuals and the relationship ν̃ = (4κ̃ + 6)/κ̃. Convergence is fast in that usually few iterations of that

procedure are needed, which makes scoring methods particularly appealing for estimation purposes.

2.5 Simulation Study

The finite-sample properties of the ML estimator are investigated via Monte-Carlo simulations. We focus on: (a) the

distribution of the ML estimator of the matrix Φ0, which contains the autoregressive coefficients; (b) the matrix K0;

and (c) the degrees of freedom ν. It well-known that estimating the degrees of freedom in multivariate Student’s t

distributions can be quite challenging, since the implied profile likelihood is remarkably flat (Breusch, Robertson, and

Welsh, 1997). For this reason, we assume that the distribution of the heavy-tailed errors will be εt ∼ tν0(02, I2),

where ν0 ∈ {3, 5, 10}, that is, a standard bivariate Student’s t with three, five and ten degrees of freedom. With

these three different specifications, we cover we a wide range of time series. However, it is important to note that the

variables share the same degrees of freedom ν0. In the next subsection, we illustrate the experiment for the bivariate

case.

In practice, we simulate data from the different specifications of the standard bivariate Student’s t and for each of

the realized paths of the time series we consider the recursion (2.3) for µt|t−1, which satisfies the stationarity conditions

of Lemma (2.3.1). During the process which generates the data, we use a burn-in period of 1, 000 replications and we

store T = 250, 500 and 1, 000 observations. This ensures that the collected {yt} are stationary ergodic.

With this simulated data at hand, we start the Fisher’s scoring algorithm based on the analytical formulas described

in Section 2.4.2. We stop the whole estimation process after a maximum of ten iterations in order to assess the rate of

convergence and evaluate the precision of scoring rule. We repeat this simulation scheme M = 1, 000 times for each

case and we use the empirical measures of bias and root mean square error to quantify the accuracy of our proposed

estimators.
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Formally, we define the empirical bias measure for the estimated kurtosis parameter ν̂ and the 1, 000 replications

as

Bias(ν̂) =
1

1000

1000

∑
m=1

(ν̂m − ν0),

and the empirical root mean square error of ν̂ as

RMSE(ν̂) =

√√√√ 1
1000

1000

∑
m=1

(ν̂m − ν0)2.

In general, given the considered DGPs, we expect the distributions of the estimators to be well approximated by a

Gaussian distribution with low values of biases and root mean square error.

2.5.1 Bivariate Case

In the bivariate case, the vector of parameters assumes the following form

θ = (ν, Ω11, Ω21, Ω22, ω1, ω2, Φ11, Φ21, Φ12, Φ22, κ11, κ21, κ12, κ22)
>,

thus θ ∈ R14, which means that we need to estimate 14 parameters, in order to obtain a complete bivariate system.

The true parameters of the considered DGP are

ν0 ∈ {3, 5, 10}, Ω0 =

1.00 0.00

0.00 1.00

 , ω0 =
[
−3 5

]
,

Φ0 =

0.85 0.00

0.00 0.80

 , K0 =

0.95 0.05

0.05 0.90

 .

Thee results are reported in tables 2.1, 2.2 and 2.3 for the three different considered values of the degrees of freedom

ν0 ∈ {3, 5, 10}, respectively. Each table contains three columns which are associated with the time series dimensions,

that is T = 250, 500 and 1, 000.

The first result that one could notice from the simulation results detailed in tables 2.1, 2.2 and 2.3 is that as the

time series dimension increases, the values of the empirical Bias and RMSE tend to reduce sharply, which is line with

the consistency Theorem 2.4.1. In particular, we note that even if the value of ν0 are very low, such as ν0 = 3, the

results are still satisfactory, which shows that our model and estimation procedure are robust against heavy-tailed data

and potential outliers.

In general, estimation of the number of degrees of freedom is rather accurate. Moreover, the decreasing bias and

RMSE patterns may be due to the fixed initial value of the dynamic location vector µ1|0 which was used to start the

filter recursions. However, the invertibility conditions introduced in Lemma 2.3.3 ensure that for T → ∞, this initial

estimation bias will eventually tapers off.

In conclusion, the ML estimations deliver satisfactory results in terms of bias and root mean square error, hence

the reliability of the Fisher-scoring method.
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TABLE 2.1: Monte-Carlo Simulation results for ν0 = 10.

T = 250 T = 500 T = 1000

Estimate Bias RMSE Estimate Bias RMSE Estimate Bias RMSE

ν 10.529 -0.529 4.727 10.383 -0.384 2.232 10.226 -0.226 1.631

Ω11 0.989 0.011 0.097 0.995 0.005 0.075 0.995 0.004 0.057

Ω12 -0.001 0.002 0.067 0.000 0.000 0.045 -0.000 0.002 0.035

Ω22 0.991 0.008 0.108 0.991 0.009 0.074 0.993 0.006 0.057

ω1 -3.014 -0.015 0.365 -2.994 -0.006 0.234 -2.996 -0.004 0.189

ω2 5.013 -0.013 0.287 4.994 0.006 0.204 4.997 0.002 0.129

Φ11 0.834 0.016 0.052 0.838 0.011 0.032 0.845 0.005 0.023

Φ12 -0.005 0.006 0.064 0.002 -0.003 0.040 -0.002 0.002 0.027

Φ21 0.002 -0.002 0.047 0.001 -0.001 0.031 -0.000 0.000 0.024

Φ22 0.781 0.019 0.063 0.789 0.011 0.040 0.794 0.006 0.028

κ11 0.926 0.024 0.113 0.946 0.003 0.089 0.949 0.001 0.065

κ12 0.059 -0.009 0.083 0.051 -0.001 0.065 0.049 0.001 0.050

κ21 0.042 0.007 0.091 0.048 0.002 0.064 0.049 0.000 0.050

κ22 0.877 0.023 0.123 0.896 0.004 0.083 0.893 0.007 0.061

Monte-Carlo Simulation results based on 1000 replications. The columns “Bias” and “RMSE” represent the empirical

bias and root mean square error.

TABLE 2.2: Monte-Carlo Simulation results for ν0 = 5.

T = 250 T = 500 T = 1000

Estimate Bias RMSE Estimate Bias RMSE Estimate Bias RMSE

ν 5.089 -0.090 1.084 5.075 -0.075 0.693 5.012 -0.012 0.573

Ω11 0.978 0.220 0.121 0.993 0.007 0.086 0.997 0.003 0.068

Ω12 0.000 -0.001 0.075 -0.002 0.002 0.050 -0.001 0.001 0.046

Ω22 0.974 0.025 0.123 0.988 0.012 0.084 0.992 0.008 0.038

ω1 -2.973 -0.027 0.326 -2.994 -0.006 0.219 -3.002 0.002 0.127

ω2 5.011 -0.011 0.268 4.995 0.005 0.156 4.997 0.003 0.133

Φ11 0.831 0.019 0.055 0.831 0.019 0.055 0.844 0.006 0.055

Φ12 -0.000 0.001 0.068 -0.000 0.001 0.068 0.000 0.000 0.044

Φ21 -0.000 0.001 0.056 -0.001 0.001 0.056 -0.001 0.001 0.024

Φ22 0.776 0.023 0.069 0.777 0.023 0.069 0.788 0.012 0.039

κ11 0.974 0.002 0.154 0.949 0.001 0.103 0.950 -0.001 0.083

κ12 0.047 0.003 0.115 0.050 0.000 0.075 0.050 0.000 0.027

κ21 0.055 -0.005 0.112 0.055 -0.005 0.073 0.052 -0.002 0.055

κ22 0.896 0.004 0.138 0.900 -0.001 0.099 0.900 -0.000 0.049
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TABLE 2.3: Monte-Carlo Simulation results for ν0 = 3.

T = 250 T = 500 T = 1000

Estimate Bias RMSE Estimate Bias RMSE Estimate Bias RMSE

ν 2.987 0.013 0.457 2.979 0.021 0.473 3.016 -0.016 0.321

Ω11 0.972 0.028 0.132 0.972 0.028 0.130 0.988 0.011 0.093

Ω12 -0.000 0.000 0.073 -0.004 0.004 0.074 0.000 0.000 0.053

Ω22 0.971 0.029 0.135 0.972 0.028 0.136 0.991 0.008 0.090

ω1 -2.996 -0.004 0.288 -2.990 -0.009 0.257 -3.008 0.009 0.183

ω2 5.002 -0.003 0.215 5.004 -0.004 0.207 5.002 -0.002 0.145

Φ11 0.831 0.019 0.063 0.836 0.014 0.062 0.840 0.010 0.040

Φ12 0.001 -0.001 0.082 0.000 0.000 0.083 -0.000 0.001 0.047

Φ21 0.000 0.000 0.069 -0.001 0.001 0.066 -0.000 0.000 0.041

Φ22 0.768 0.032 0.091 0.771 0.029 0.084 0.789 0.011 0.048

κ11 0.955 -0.005 0.184 0.941 0.009 0.117 0.954 -0.004 0.086

κ12 0.052 -0.002 0.142 0.054 -0.004 0.145 0.049 0.000 0.097

κ21 0.054 -0.004 0.149 0.057 -0.007 0.152 0.051 -0.001 0.098

κ22 0.898 0.002 0.182 0.894 0.006 0.186 0.899 0.001 0.121

2.6 Empirical Analysis of Homescan Data Consumer Prices

In order to demonstrate a potential use of the score-driven method, we show an innovative application to the estimation

of consumer prices from homescan data. This field of application is gaining interest, due to the growing availability

of high frequency and high detail purchase data collected through scanner technologies at the retail point (retail scan)

or household level (homescan). The latter of type of data allows one to obtain cost-of-living measures for vulnerable

sub-groups of the population, and to explore the distributional effects of fiscal measures. While being a valuable

source for detailed price information, post-purchase homescan price data are affected by a measurement noise that

can be potentially large in small samples, and the application of filtering techniques may help to mitigate such noise

and control for outliers.

Scanner data are collected either at the retail level, e.g. supermarket data, or from households in consumer panels,

i.e. homescan data. Retail scanner data are widely used to estimate prices, both for continuity with the traditional

price survey methodology, and because they are expected to suffer less from the substitution (unit value) bias (Silver

and Heravi, 2001). This bias is due to the fact that scanner data are based on actual transactions, i.e. prices are

only observed after the consumer purchases the good. This implies that the observed price embodies a quality choice

component, as consumers confronted with a price increase may opt for a cheaper option (or a cheaper retailer) and

information on non-purchased items is missing. The bias can be particularly important for aggregated goods, such as

those goods commonly represented by category-level prices like food and drinks. Thus, a wide body of research has

been devoted to improve sampling strategies and the choice of weights in aggregation. A well-documented problem

is the change in the composition of the consumption basket over time, an issue that can be exacerbated by high-

frequency data (Feenstra and Shapiro, 2003a). For example, stockpiling of goods during promotion periods generate

bias in price indices, as the purchased quantities are not independent over subsequent time periods (Ivancic, Diewert,

and Fox, 2011; Melser, 2018).
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Although supermarket-level scanner data allow to mitigate the problem, as one expects a wide range of products

to be purchased across the population of customers within a given time period, the use of homescan data to estimate

prices and price indices has potentially major advantages. These advantages lie in the possibility to exploit household-

level heterogeneity. Most importantly, it becomes feasible to estimate prices faced by particular population sub-

groups whose consumption basket differs from the average one, as elderly households or low-income groups (Kaplan

and Schulhofer-Wohl, 2017; Broda, Leibtag, and Weinstein, 2009). However, the unit value issue is heavier with

homescan data, as individual households buy a small range of products. Thus, variable shopping frequencies and zero

purchases make it necessary to rely on very large samples of households to control the bias. The problem becomes

even more conspicuous for prices at the regional level, for products that are not frequently purchased and for products

whose demand is highly seasonal.

Robust filtering techniques may constitute a powerful solution to the above mentioned problems, and may perform

well even with relatively small samples of household as the one used in our application.

To illustrate the potential contribution of the proposed score-driven method, we exploit a data-set that has been

recently used to evaluate the effects of a tax on sugar-sweetened beveraged introduced in France in 2012 (Capacci

et al., 2019). Our data consists of weekly scanner price data for food and non-alcoholic drinks. The data were

collected in a single region, within the Italian GfK homescan consumer panel, based on purchase information on

318 households surveyed in the Piedmont region, over the period between January 2011 and December 2012. The

regional scope and the relatively small sample provide an ideal setting to test the applicability and effectiveness of the

multivariate filtering approach.

2.6.1 Data

The data for our application consist of three time series of weekly unit values for food items, non-alcoholic drinks and

Coca-Cola purchased by a sample of 318 households residing in the Piedmont region, Italy, over the period 2011-2012,

and collected within the GfK Europanel homescan survey. The data-set provides information on weekly expenditures

and purchased quantities for each of the three aggregated items, and unit values are obtained as expenditure-quantity

ratios.

Average unit values are shown in Table 2.4. Food and non-alcoholic drinks are composite aggregates, hence they

are potentially subject to fluctuations in response to changes in the consumer basket even when prices are stable.

Instead, Coca-Cola is a relatively homogeneous good, with little variability due to different packaging sizes.

2011 2012

Food 4.343 (0.234) 4.226 (0.255)
Non-alcoholic drinks 0.434 (0.047) 0.426 (0.052)
Coca-Cola 1.000 (0.096) 1.100 (0.172)

TABLE 2.4: Average unit values, e per kilogram, Piedmont homescan data (standard deviations in
brackets)
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2.6.2 Results

We fit the multivariate score driven model developed in the paper to the considered vector of time series. ML esti-

mation produces the following multivariate dynamic system of time varying locations for Drinks (D), Food (F) and

Coca-Cola (C),



µD
1,t+1|t − 0.443

(0.000)

µF
2,t+1|t − 4.394

(0.000)

µC
3,t+1|t − 1.070

(0.000)


=



0.839 0.015 0.007

(0.011) (0.002) (0.005)

−0.528 0.912 0.342

(0.059) (0.009) (0.025)

0.222 0.023 0.847

(0.020) (0.003) (0.009)





µD
1,t|t−1 − 0.443

(0.000)

µF
2,t|t−1 − 4.394

(0.000)

µC
3,t|t−1 − 1.070

(0.000)


+



0.442 −0.023 0.007

(0.017) (0.003) (0.007)

0.334 0.216 −0.631

(0.079) (0.014) (0.038)

−0.290 −0.098 −0.014

(0.030) (0.005) (0.014)





uD
1t

uF
2t

uC
3t


where the values in parenthesis are the standard errors and with

ν̂ = 6.921 (0.229), Ω̂ =



0.162 · ·
(0.138)

0.348 53.258 ·
(0.913) (0.327)

−0.134 −0.579 9.086

(0.057) (0.327) (0.155)


× 10−3.

The estimated degrees of freedom are approximately 7. We remark here that the assumption of a (conditional)

multivariate Student’s t distribution for the data generating process implies that all the univariate marginal distributions

are tail equivalent, see Resnick, 2004. This requires the implicit underlying assumption that the level of heavy-

tailedness across the observed time series vector is fairly homogeneous. To investigate this issue, and for the sake

of comparisons, we have carried out a univariate analysis, as in Harvey and Luati, 2014, from which it resulted that

the estimated degrees of freedom were very low for Coca Cola (about 4) and medium size (smaller than 30) for the

other two series, as expected. Hence, the multivariate score driven model developed in the paper reveals to be a

good compromise between a multivariate non-robust filter, based on a linear Gaussian model, and a robust univariate

estimator. Indeed, a multivariate Portmanteau test on the residuals obtained from the three univariate models is carried

out to test the null hypothesis H0 : R1 = · · · = Rm = 0, where Ri is the sample cross-correlation matrix for some

i ∈ {1, . . . , m} against the alternative H1 : Ri 6= 0.

m Q(m) df p-value

1 13.7 9 0.000

2 40.8 18 0.000

3 58.6 27 0.000

4 89.6 36 0.000

5 105.9 45 0.000

TABLE 2.5: Multivariate Portmanteau test.
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The results of Table 2.5 indicate rejection of the null hypothesis of absence of of serial dependence in the trivariate

series at the 5% significance level.

The matrix of the estimated autoregressive coefficients Φ̂ measures the dependence across the dynamic locations

µt|t−1, while the estimated scale matrix Ω̂ measures the concurrent relationship between the three series under inves-

tigation, i.e. drink, food and Coca Cola prices. For these matrices, we report the estimates of the coefficients and,

in parenthesis, the relative standard errors. The diagonal elements of Φ̂ show that each variable of interest is highly

persistent. In order to explore the relation among the series, we implement an impulse response analysis. Figure 2.1

shows the estimated impulse response functions.
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FIGURE 2.1: Estimated impulse response functions of the filtered µt|t−1 for a unit shock.

What emerges is a negative relation between drink and food prices: a unit shock in drink prices will produce a

negative shock in food prices. This may adjustments in purchasing decisions by the households aimed at mitigating

the rising cost of their shopping basket. This would be evidence that univariate signals are likely to suffer from the

unit value bias. Similarly, a non trivial negative relation exists between food and Coca Cola prices. A unit shock

on food prices yields a concurrent negative impact on Coca Cola prices, which is also noted from the analysis of the

cross-correlations. As one might expect, a positive correlation exists between Coca Cola prices and drink prices, as the

former product belongs to the latter category. Instead, unit shocks on food prices seem to have negligible correlation

(if any) on drink prices.

2.6.3 Interpretation

Figure 2.2 shows the original unit value time series and the corresponding signals extracted through the multivariate

score driven filter. Noise and outliers, as well as some irregular periodic pattern, are clearly visible in the drinks and

food series. On the other hand, the Coca-Cola series is relatively regular, with the exception of few peaks, including a

couple of large outliers in the second year. Given the homogeneous nature of the good, it is reasonable to believe that

those extreme values are the results of measurement error.
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FIGURE 2.2: Original series (dotted line) and estimated signals

The estimates illustrate an effective noise reduction and return patterns that are smoother and more consistent with

a regular price time series. As one would expect, the Coca-Cola DCS-t series is very flat, and suggests a relatively

stable price over the two-years time window, with no outliers.
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FIGURE 2.3: Raw unit value series (dotted line), estimated signal and Regional CPIs (log differences,
grey line)
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Figure 2.3 shows the monthly natural logarithm differences of the raw homescan prices (HSP) and the estimated

signals, together with changes in the official Regional CPIs (R-CPI) for food and non-alcoholic drinks, whereas no

CPI to the brand detail is produced. The R-CPIs are provided by the National Statistical Institute (ISTAT). They have

a monthly frequency and are built with a traditional survey-based approach on retailers. The comparison between the

score driven filtered values and the R-CPIs is purely indicative, as the unit values from the homescan data are weekly,

whereas the official CPIs are monthly. This frequency difference may lead to biased comparisons (Diewert, Fox, and

Haan, 2016). Nevertheless, the graphs confirm that the score driven signals are effective in reducing the noise in the

data. This is especially true for the food series, whose CPIs are more volatile compared to drinks. The correlation

between the raw homescan log-differenced unit value and the log-differenced food CPI is 0.05, against 0.44 when

the filtered time series is considered. For the non-alcoholic drinks price series the gain is less conspicuous, as prices

evolve very regularly over the time window. Still, an inexistent correlation between the HSP and the R-CPI (-0.02)

turns into a positive one (+0.11) when considering the score driven estimates and the R-CPI.

In essence, the empirical evidence suggests that a robust multivariate approach to model-based signal extraction

produce meaningful price series from homescan data, especially when noise and outliers in the original data are

relevant. We find the approach to perform reasonably well even with a low number of sampled households (318) and

price time series (3), and with a relatively short time window (104 weeks). Future research might shed further light

on the implications of dealing with a larger number of price series and longer time series.

2.7 Concluding Remarks

We presented a nonlinear and multivariate dynamic location model which enables the extraction of reliable signals

from vector processes affected by outliers, structural problems and non-Gaussian errors. The model has two innovative

features: (a) it extends the univariate first-order dynamic conditional location score by Harvey_Luati2014 to the

multivariate setting; and (b) it extends the dynamic model for time varying volatilities and correlations by Creal,

Koopman, and Lucas, 2011 to the location case.

Its peculiarity lies in the specification of a score-robust updating equation for the time-varying conditional location

vector. We derived the stochastic properties of the model: bounded moments, stationarity, ergodicity, and filter

invertibility. Parameters are estimated by maximum likelihood and we provided closed formulae for the score vector

and the Hessian matrix, which can be directly used for a scoring procedure. Consistency and asymptotic normality

have been proved and a Monte Carlo study showed good and reliable finite sample properties.

Our empirical application showed that filtering may lead to satisfactory estimates of price signals from homescan

data. We contribute to research in this area with two promising results. First, we show that robust modelling allowing

for heavy tails provide is more effective in dealing with noisy series affected by outliers. Second, the multivariate

extension of the DCS-t model has shown more appropriate in the case of scanner price data, as price time series are

expected to have a good degree of correlation. This proves to be valuable information to reduce the noise across the

modelled price time series.
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3.1 Introduction

Multivariate models play an important role in the financial econometrics literature. Univariate time series models

are often too restrictive given the presence of cross-sectional dependences and common features in the data. The

seminal work of Engle and Kroner (1995) provided a multivariate specification of the already widely used ARCH

model introduced by Engle, 1982 and further generalized by Bollerslev, 1986. Since then, several multivariate model

specifications have been introduced which enjoy raising popularity due to their ability to capture covariance spillovers

and feedbacks, which are of fundamental importance in many economic or financial applications; see e.g. Bauwens,

Laurent, and Rombouts, 2006 for a review.

Unfortunately, despite the advance of computing power and efficient optimization methods, most multivariate

GARCH model specification still suffer from the curse of dimensionality, i.e. the number of parameters to be estimated

becomes unfeasible and the dimension of the dynamic covariance matrix becomes intractable, as the number of series

to be analyzed increases. The factor GARCH model, proposed by Engle, Ng, and Rothschild, 1990, is a popular

method to reduce the dimension of the parameter; see also Alexander, 2001 and Weide, 2002, with the orthogonal

GARCH (O-GARCH) and its generalized version (GO-GARCH) respectively.

Factor volatility models which decompose the conditional volatility of a N-variate time-series into a common fac-

tor and N idiosyncratic components can offer a useful and parsimonious way of handling multivariate time-series and

panels of data. While the common factor is naturally robust to fat-tailed innovations due to averaging of information

over the N cross-sectional elements, the idiosyncratic components are typically sensitive to outliers. In this paper,

we propose a dynamic non-linear conditional volatility model with a robust updating equation for the idiosyncratic

conditional volatilities.

Our model is naturally related to the class of single-factor multivariate time series models. The idea dates back to

the early works of Engle and Watson, 1981a and Gonzalo and Granger, 1995. Adopting the terminology of cox, in

both the aforementioned works, the authors propose parameter-driven models which retain a linear and Gaussian spec-

ification. It is well-known that in this case the Kalman recursions provides the optimal solutions and the likelihood

function can be retrieved from the prediction-error decomposition. However, in financial and economic applications,

the normality assumptions may be too restrictive. Once the assumptions are dropped, the Kalman filter will lose

its optimality, therefore, closed-formulae are not available and simulation-based techniques are required. As a con-

sequence, statistical properties of the model may remain obscure to the researcher. In direct contrast, we adopt an

observation-driven specification. One important advantage of this class of models, is that the predictive likelihood is

usually available in closed-form facilitating parameter estimations via standard likelihood-based methods. Even if we

drop Gaussianity assumptions and introduce nonlinearities in the model. In particular, relying in a simple system of

non-linear recursions, our model decomposes the conditional variance of each series of daily returns into the product

of a common and idiosyncratic component.

Our model can be also seen as an extension of the volatility component models introduced by Engle and Lee, 1999

and further explored by Engle and Rangel, 2008, Amado and Teräsvirta, 2013 and the multivariate extension of Hafner

and Linton, 2010 combined with the aforementioned one-factor multivariate time series models literature. Even

thought they haven proven to be a powerful tool capable to capture complex volatility dynamics, a comprehensive

statistical and probabilistic analysis of the multiplicative component models was not available until the recent work

of Wang and Ghysels, 2015.

In a different framework, the paper of Barigozzi et al., 2014 propose a similar model. Relying on a semi-

nonparametric setup, the authors formulate and estimate a vector multiplicative error model where the common trend

component is estimated by a Nadaraya-Watson type estimator, while the idiosyncratic terms are individually modeled

as scalar parametric and asymmetric GARCH processes. In contrast, we have decided to engage a fully parametric
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framework by specifying a simple univariate GARCH-type filter for the common factor. Additionally, we achieve

robustness for the idiosyncratic components, by drawing on the score-driven class of models proposed by Creal,

Koopman, and Lucas, 2013 and Harvey, 2013, introduced in the next section.

In the remainder of this paper, Section 2 introduces the score factor model. Section 3 studies its stochastic

properties. Section 4 establishes the asymptotic properties of the maximum likelihood estimator. Section 5 analyzes

small sample properties through a Monte Carlo study. Section 6 provide an empirical illustration using a panel of 10

stocks from the S&P500, and Section 7 concludes.

3.2 The Model

Let xt = (x1t, . . . , xNt)
> ∈ RN denote an N-dimensional vector of stock returns at time t and let Ft−1 =

σ{xt−1, xt−2, . . . } be the σ-field generated by the past values of xt. For each asset i = 1, . . . , N, the return at

day t is modeled as

xit =
√

htεit, (3.1)

where {εit} is an independent and identically distributed (IID) sequence. We model the time-varying conditional

volatility {ht} as the product of a dynamic common factor { ft}, which captures the commonalities between assets,

and the idiosyncratic volatility processes of the considered asset {σit},

xit = ftσitεit. (3.2)

Our score-driven model captures the dynamics of time-varying parameters, σt = (σ1t, . . . , σNt)
>, through an autore-

gressive term and the scaled score of the conditional density of the sequence of observations. Hence, for t = 1, . . . , T
and for each i-th element of this vector, with i = 1, . . . , N, we have the updating recursion

σ2
i,t+1 = δi + φiσ

2
it + κisit,

where δi, φi and κi are unknown parameters to be estimated and sit is the conditional scaled score, the driving-force

of the process, defined by

sit = Sit∇it, ∇it =
∂ log p(εit|σ2

it, δi, φi, κi)

∂σ2
it

,

with ∇it being the conditional score and Sit is the scaling factor. Popular choices for this component are

• unit scaling, that is Sit = 1,

• the square root of inverse of the Fisher information scaling, that is Sit = I(σit)
−1/2 or

• the inverse of the Fisher information scaling, Sit = I(σit)
−1,

where

I(σ2
it) = −E

[
∂2 log p(εit|σ2

it, δi, φi, κi)

(∂σ2
it)

2

]
.

For a more detailed discussion we refer to Creal, Koopman, and Lucas, 2013 and Harvey, 2013.
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If we further assume that the IID sequence follows a standard Student’s t distribution with νi degrees of freedom,

zero mean and unit scale, that is

εit|Ft−1 ∼ tνi(0, 1),

we can complete the specifications of the i-th idiosyncratic sequence {σit}, which is a positive conditionally pre-

dictable that evolves as a first-order Beta-t-GARCH, model of Harvey, 2013. The basic recursion is given by

σ2
i,t+1 = δi + φiσ

2
it + κiσ

2
it

(
(νi + 1)(x2

it/ f 2
t )

(νi − 2)σ2
it + (x2

it/ f 2
t )
− 1

)
. (3.3)

Assumption 2 ensures positivity of the conditional volatility Additionally, we fix the intercepts δi = (1 − φi) to

ensure that the unconditional mean of the idiosyncratic conditional volatility in (3.3) is one. Clearly, the requirement

mini=1,...,N νi > 2 is a necessary condition that comes from the distributional assumptions.

Assumption 2. For i = 1, . . . , N, δi = (1− φi) > 0, κi ≥ 0, φi ≥ 0 and φi − κi ≥ 0.

The updating rule for the common factor is given by a GARCH(1,1)-type process

f 2
t+1 = ω + α

 1
N

N

∑
i=1

x2
it − f 2

t

+ β f 2
t , (3.4)

Note that the updating equation in (3.4) is driven by the prediction error between the estimated common conditional

volatility 1
N ∑N

i=1 x2
it and the filtered common factor f 2

t . Assumption 2 imposes positivity constraints which ensure

the positivity of the common conditional volatility f 2
t+1.

Assumption 3. ω > 0, α ≥ 0, β ≥ 0, β− α ≥ 0.

The defined GARCH form of equation (3.4) needs some justification. We keep the common factor equation of

the GARCH form because in our empirical evidences, it can be seen that averaging over the cross-section will make

it robust. The common factor can have a linear update because it averages over the cross-section. The idiosyncratic

component needs the nonlinear robust update because all the outliers end up in the idiosyncratic term. Therefore, a

score-driven model like the adopted Beta-t-GARCH, turns out to be a reasonable choice. In support of this claim for

the dynamic common factor in (3.4), we provide some empirical evidence in our empirical application, see 3.6 below.

We can thus summarize our model using the following set of equations,

xit = ftσitεit,

f 2
t+1 = ω + α

1
N

N

∑
i=1

x2
it + (β− α) f 2

t , (3.5)

σ2
i,t+1 = δi +

[
(φi − κi) + κi

(νi + 1)(x2
it/ f 2

t )

(νi − 2)σ2
it + (x2

it/ f 2
t )

]
σ2

it.

As a conclusion of this section we introduce some useful notation. We define the parameter vector θ = (λ>, ψ>1 , . . . , ψ>N)
>,

where λ = (ω, α, β)> ∈ Λ ⊂ R3 collects the parameters of the common factor process, while each ψi =

(δi, φi, κi, νi)
> ⊂ R4 for i = 1, . . . , N and such that ψi ∩ψi = ∅ for i 6= j and ∪N

i=1ψi = Ψ ⊂ R4N , those who drive

the dynamics of the idiosyncratic processes. For any scalar random variable we define the norm ‖x‖n = (E[|x|n])1/n.
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3.2.1 Comparison with the Multivariate GAS of Creal, Koopman, and Lucas, 2011

In this subsection, we show the main differences between the proposed dynamic single-factor score-driven model with

the model of (Creal, Koopman, and Lucas, 2011). Furthermore, we compare empirically both models in section 3.6

below.

The time-varying features of a panel of stocks returns may be captured by following the procedure described

in Creal, Koopman, and Lucas, 2011, Section 4.3, where, by imposing a priori structure to the common dynamic

factor, it is possible to model the full dynamic variance-covariance matrix with a properly selected number of score-

driven filters. The objective of this procedure is to reduce the dimension of the panel, still maintaining a reliable

approximation of the time-varying multivariate volatility. For the sake of comparison, let us consider a single dynamic

factor structure, which dramatically reduces the number of unknown parameters of the volatility model. In practice,

by assuming that the conditional correlation matrix R of the vector xt is constant ∀t ∈N, we have

xt = Σ1/2
t εt,

Σt = DtRDt,

where Dt is the dynamic diagonal standard deviation matrix. Now, the a priori common factor structure for Dt is

assumed to be of the form

diag(D2
t ) = a + B f 2

t ,

where f 2
t is the dynamic common factor driven by the score of the predictive log-likelihood and the vector a and the

matrix B could be fixed or treated as unknown and hence to be estimated.

It is clear that the drawback of this specification is that the number of static unknown parameters of the factor

loadings in a and B increases as the dimension of the vector of time series xt increases. Therefore, the curse of

dimensionality which affects most of multivariate volatility models, it is still an issue.

In contrast to the common dynamic factor model of Creal, Koopman, and Lucas, 2011, the proposed single

dynamic factor model assumes that the volatility of each of the time series in xt follows an idiosyncratic volatility

by its own, and they are linked together with a strong common factor, which inherits the common fluctuations in

firm-level, thus capturing the cross-section dependence.

In conclusion, for each time series xit we capture its idiosyncratic volatility with the filtered sequence {σ2
i,t}. It

is important to note that with this specification, the common dynamic factor structure does not suffers the curse of

dimensionality, since the common factor is extracted with a suitable and parsimonious recursion.
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3.3 Statistical Properties of the Model

3.3.1 Stationarity, Ergodicity & Moments

In this section we explore the stationarity of the data generated by model (3.2). To this end, we consider the system

of equations for asset i at time t,

xit = ftσitεit,

f 2
t+1 = ω +

[
α

(
1
N

N

∑
i=1

σ2
itε

2
it − 1

)
+ β

]
f 2
t , (3.6)

σ2
i,t+1 = δi +

[
κi

(
(νi + 1)ε2

it
(νi − 2) + ε2

it
− 1

)
+ φi

]
σ2

it.

Proposition 1 establishes the strict stationarity and ergodicity of the data generated by the by our robust factor

model. This result is obtained by showing that both the factor volatility { f 2
t }t∈Z and the the idiosyncratic volatilities

are themselves stationary and ergodic {σ2
it}t∈Z under the following parameter restrictions.

Assumption 4. For i = 1, . . . , N, |φi| < 1, and |β| < 1.

Proposition 1. Let assumptions 2–4 be satisfied. Then, the common factor factor process { f 2
t } and the idiosyncratic

volatility processes {σ2
it} admit unique stationary solutions { f 2

t }t∈Z and {σ2
it}t∈Z respectively. Moreover, the multi-

plicative components sequence {( ftσit)
2}t∈Z is the unique stationary and ergodic solution of the volatility process.

As a corollary, it follows that data {xt}t∈Z generated by this model is also stationary and ergodic.

Proof. See Appendix B.1.

Now we can concentrate on the number of bounded moments of model (3.2). Proposition 2 shows that the data

simulated from this model has m bounded moments, where m is a function of the moments n f of the common factor,

the moments nσ of the idiosyncratic component, and the moments nε of the innovations.

Proposition 2. Under assumptions 2–4, the stationary ergodic series {xit}t∈Z has m bounded moments, that is

E[|xit|m] < ∞ where

m =
n f nσnε

nσnε + n f nε + n f nσ
, (3.7)

and n f is the number of bounded moments of the common factor process, nσ = mini=1,...,N nσi the minimum number

of bounded moments between the N-idiosyncratic processes and nε of the IID sequence. Clearly, m > 2.

Proof. See Appendix B.1.

To conclude this section, we illustrate the simple moment structure of the data generating process. It is straight-

forward to see that for i = 1, . . . , N we have E[xit|Ft−1] = 0 and V[xit|Ft−1] = ( ftσit)
2. In addition, V[xit] = f 2

t

and this means that we can retrieve asymptotic results for both large T and N without any further assumption on the

covariance structure of the model.

3.3.2 Invertibility

We now turn to the invertibility property of the updating equations in model (3.5), and look at the parameter updating

recursions as functions of the observed data {xt}t∈N.
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It should be noted how the filtering procedure of the model works as follows. First, we filter the common factor

{ f̂t}t∈N, which does not require knowledge of the idiosyncratic component. Second, we re-scale the data xit/ f̂t and

filter for each series the idiosyncratic terms.

In practice, the recursion for the common factor and the idiosyncratic components must be started at some fixed

values f̂ 2
1 and σ̂2

i1 for i = 1 . . . , N. From these starting points we retrieve the estimated paths { f̂ 2
t } and {σ̂2

it} for

t ∈ N and i = 1 . . . , N. It is clear then these initialization will crucially affect the whole filtering process, since the

actual re-scaled series are {xit/ f̂t}t∈N from which we retrieve the {σ̂2
it}t∈N. Thus, each σ̂2

it is a function of xit/ f̂t.

We are now ready to state conditions which ensure the invertibility of the updating equations in (3.6). Assumption

5 imposes parameter restrictions that are sufficient to obtain filter invertibility. Additionally, it imposes the compact-

ness of the parameter space, which will be useful for establishing the consistency of the MLE.

Assumption 5. The parameter space Θ = {Λ×Ψ} is compact and satisfies

1. |β− α| < 1 and

2. maxi=1,...,N{|φi − κi|, |φi + κiνi|} < 1.

Unlike other recent articles which also deal with robust nonlinear filtering methods for time-varying locations

(e.g. Harvey and Luati, 2014, Blasques et al., 2018) we cannot rely on standard contraction theorems, such as

Bougerol’s Theorem 3.1 in Bougerol, 1993 to obtain invertibility. Instead, given the multivariate factor structure, we

will apply a sequential method for proving invertibility, and work instead with the contraction theorem for perturbed

stochastic recursions stated in Straumann, 2005, Therem 2.6.4 ; see also Straumann and Mikosch, 2006. The proof

of Proposition 3 below relies on first starting with the common factor filter and handling the idiosyncratic filter on a

second stage.

Proposition 3 establishes the invertibility of the filtered common factor and the idiosyncratic volatilities under the

parameter space restrictions imposed by Assumption 5.

Proposition 3. Consider the N-dimensional vector process {xt}t∈Z be generated from model (3.2) under assump-

tions 2–4, such that is stationary and ergodic. In addition, impose Assumption 5, then the filtered common factor

{ f̂t}t∈N, started at some fixed point f̂ 2
1 ∈ R+, and the perturbed filters {σ̂2

it}t∈N for i = 1 . . . , N converge expo-

nentially almost surely and uniformly to their respective stationary and ergodic solutions { ft}t∈Z and {σ2
it}t∈Z for

i = 1 . . . , N, that is

sup
θ∈Θ

‖ f̂ 2
t − f 2

t ‖
e.a.s.−−→ 0 and sup

θ∈Θ

‖σ̂2
it − σ2

it‖
e.a.s.−−→ 0 as t→ ∞, (3.8)

for i = 1 . . . , N. Moreover, the filtered (N + 1)-dimensional sequence {( f̂ 2
t , (σ̂2

t )
>)>}t∈N converges to a unique

stationary and ergodic solution, for any initialization {( f̂ 2
1 , (σ̂2

1)
>)>} ∈ RN+1

+ ,

sup
θ∈Θ

‖( f̂tσ̂t)
2 − ( ftσt)

2‖ e.a.s.−−→ 0 as t→ ∞.

Proof. See Appendix B.1.

3.4 Maximum Likelihood Estimation

Having established the stochastic properties of our factor model both as a data generating process (Section 3.1) and as

a filter (Section 3.2), we can now turn to the sample properties of the MLE. In this section, we introduce the maximum
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likelihood procedure for the estimation of model (3.2), we write the time-varying common factor and the idiosyncratic

terms as explicit function of the unknown parameter vectors, that is

ft = ft(λ) and σit = σit(ψi) i = 1, . . . , N.

The conditional density is given by

p(xit|Ft−1, λ, ψi) =
Γ[(νi + 1)/2]

Γ[νi/2]
√

π(νi − 2)( ft(λ)σit(ψi))

[
1 +

x2
it

(νi − 2)( ft(λ)σit(ψi))
2

]−[(νi+1)/2]

. (3.9)

and then the conditional log-likelihood for a single observation of the i-th time series has the following form

`it(λ, ψi) = log Γ

[
νi + 1

2

]
− log Γ

[
νi

2

]
− 1

2
log(νi − 2)− 1

2
log π

− 1
2

log
[
( ft(λ)σit(ψi))

2
]
− (νi + 1)

2
log

[
1 +

x2
it

(νi − 2)( ft(λ)σit(ψi))
2

]
. (3.10)

Therefore, the maximum likelihood estimator boils down as the solution of

θ̂NT = (λ̂>T , ψ̂>1T, . . . , ψ̂>NT)
> = arg max

λ∈Λ, ψ1,...,ψN∈Ψ

N

∑
i=1

T

∑
t=1

`it(λ, ψi).

The asymptotic analysis of the model require the definition of the empirical expectations of the observed log-

likelihood functions of the filtered processes initialized at some fixed f1 and σi1 for i = 1, . . . , N and the unfeasible

log-likelihood function where its starting values are drawn from the stationary distribution respectively. However,

every marginal likelihood will depends on the common factor when N > 1, hence we have

L̂NT(θ) =
1

NT

N

∑
i=1

T

∑
t=1

ˆ̀ it(λ, ψi) and LNT(θ) =
1

NT

N

∑
i=1

T

∑
t=1

`it(λ, ψi).

Then, we define the limits

LN(θ) =
1
N

E

 N

∑
i=1

`it(λ, ψi)

 and L(θ) = E[`it(λ, ψi)].

3.4.1 Consistency

This section establishes the consistency of the MLE as T → ∞. Naturally, the results can also be obtained for

both large T and large N. This is relevant for application where N is very large. As a corollary, we describe also

consistency as T → ∞ and N → ∞ sequentially.

Assumption 6. The true parameter θ0 = (λ>0 , Ψ>0 )
> is an element of the parameter space Θ.

To prove strong consistency for both T and N large, we make use of two preliminary Lemmas which facilitate the

discussion in proving the main consistency theorem. Lemma 3.4.1 builds on the stationarity, moments and invertibility

results of Section 3, and establishes the uniform convergence of the log-likelihood LNT over the parameter space Θ.

Lemma 3.4.2 obtains the identification of the true parameter θ0 ∈ Θ.
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Lemma 3.4.1. Let Assumptions 2–6 hold. Then, the limitsLN(θ) andL(θ) are both well defined and E[|`it(λ, ψi)|] <
∞ for i = 1, . . . , N and every t = 1, . . . , T. Thus,

sup
θ∈Θ

‖LNT(θ)−LN(θ)‖
a.s.−→ 0 as T → ∞ and sup

θ∈Θ

‖LN(θ)−L(θ)‖ −→ 0 as N → ∞. (3.11)

Proof. See Appendix B.1.

Lemma 3.4.2. Under the Assumptions of Lemma 3.4.1, LN(θ) and L(θ) are uniquely maximized at the true param-

eter θ0 i.e. LN(θ0) > LN(θ) and L(θ0) > LN(θ) for every θ = (λ>, Ψ>)> ∈ Θ and θ 6= θ0.

Proof. See Appendix B.1.

We are now in position to prove the main result of this sub-section. Theorem 3.4.3 establishes the consistency of

the MLE for the well-specified dynamic factor model, as T → ∞. As a corollary, it also follows that the MLE is

consistency when both T → ∞ and N → ∞ sequentially.

Theorem 3.4.3 (Strong Consistency). Consider model (3.2), satisfying Assumptions 2–6. Then, one obtains

θ̂NT → θ0 almost surely as T → ∞. (3.12)

Proof. See Appendix B.1.

Corollary 3.4.3.1 (Strong Consistency). Under the conditions of Theorem 3.4.3 we also have,

θ̂NT → θ0 almost surely as T → ∞ and N → ∞ sequentially. (3.13)

Proof. See Appendix B.1.

3.4.2 Asymptotic Normality

In proving asymptotic normality of the ML estimator several steps are needed. We may begin by exploring the limit

behaviour of the differential processes {d( ft(λ)σit(ψi))
2}t∈N. To this end, we provide the following Proposition

Proposition 4. Under Assumptions 2, 3, 4 and 5, the differential {d( ft(λ)σit(ψi))
2}t∈N achieve a unique stationary

ergodic solution {d( ft(λ)σit(ψi))
2}t∈Z. Moreover, for any initializations of the original filter { f̂ 2

1 , (σ̂2
1)
>}, the

perturbed differential {d( f̂t(λ)σ̂it(ψi))
2} will eventually converge to the same stationary ergodic solution for i =

1, . . . , N.

Proof. See Appendix B.1.

The number of bounded moments it will be also of interest later on and so, in addition to the previous proof of the

existence and almost sure exponentially fast convergence of the differential processes to a unique stationary ergodic

solution, we provide the following result, which deal with the number of bounded moments of this solution.

Proposition 5. Under Assumptions 2, 3, 4 and 5, the stationary ergodic differential {d( ft(λ)σit(ψi))
2}t∈Z has m′

bounded moments uniformly over the parameter space, that is E[supθ∈Θ |d( ft(λ)σit(ψi))
2|m′ ] where

m′ =
n′f nσ

nσ + n′f
+

n f n′σ
n′σ + n f

, (3.14)
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where, in addition to the notation of Proposition 2, n′f are the number of bounded moments of the differential of the

common factor {d( ft(λ)} and n′σ = mini=1,...,N n′σi
the minimum between the number of bounded moments of the

differential of the idiosyncratic components {d(σit(ψi))
2}. Clearly, m′ > 2.

Proof. See Appendix B.1.

Next, we present the following Lemma where we show that the first differential of the conditional likelihood forms

a martingale difference sequence with zero mean and finite variance.

Lemma 3.4.4. Under Assumptions 2, 3, 4 and 5, the differential of the conditional likelihood {d`it(λ, ψi)} is a

martingale difference sequence, i.e. E[d`it(λ, ψi)|Ft−1] = 0 and moreover E[|d`it(λ, ψi)|2] exists and is finite.

Proof. See Appendix B.1.

Now we establish the asymptotic distribution of the score function.

Lemma 3.4.5. Under Assumptions 2, 3, 4 and 5, we obtain

√
NTL′NT(θ)⇒ N (0, V), as N, T → ∞, where

V = E

[
d`it(λ, ψi)

d(λ, ψi)

d`it(λ, ψi)

d(λ, ψi)
>

]
.

Proof. See Appendix B.1.

We are ready now to enter in the real of the second differentials and present a new proposition.

Proposition 6. Under Assumptions 2, 3, 4 and 5, the second derivative {d2( ft(λ)σit(ψi))
2}t∈N achieve a unique sta-

tionary ergodic solution {d2( ft(λ)σit(ψi))
2}t∈Z. Moreover, for any initialization of the original processes { f̂ 2

1 , (σ̂2
1)
>}

and {d f̂ 2
1 , (dσ̂2

1)
>}, the perturbed second differential {d2( f̂t(λ)σ̂it(ψi))

2} will eventually converge to the same sta-

tionary ergodic solution for i = 1, . . . , N.

Proof. See Appendix B.1.

Almost at the end of our excursion, we turn into the analysis of the likelihood’s second differential. Specifically,

we need to prove that the empirical second differential processes, converge to their limits, which exist and are both

well defined, yielding non singular matrices when taking the derivatives with respect to the vector of parameters.

Lemma 3.4.6. Let Assumptions 2, 3, 4 and 5 hold. Then, the limits L′′N(θ) and L′′(θ) are both well defined and

moreover the latter is nonsignular for i = 1, . . . , N and every t = 1, . . . , T. Thus,

sup
θ∈Θ

‖L′′NT(θ)−L′′N(θ)‖
a.s.−→ 0 as T → ∞ and sup

θ∈Θ

‖L′′N(θ)−L′′(θ)‖ −→ 0 as N → ∞.

(3.15)

Proof. See Appendix B.1.

In conclusion, we present the last theorem which shows the asymptotic gaussianity of the maximum likelihood

estimator.
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Theorem 3.4.7 (Asymptotic Normality of the MLE). Consider model (3.2), satisfying Assumptions 2, 3, 4 and 5.

Then,

√
T(θ̂NT − θ0)

D
=⇒ N (0,I(θ0)

−1),

where, I(θ0) is the Fisher Information matrix evaluated at the true parameter vector θ0.

Proof. See Appendix B.1.

3.5 Monte Carlo Experiment

With a simulation study we aim to investigate the finite sample properties of estimators. In particular, we specify a

data generating process with model (3.6), and directly generate vector of time series. The idiosyncratic components

are simulated from univariate first-order Beta-t-GARCH and then plugged into the common factor. With this scheme

we ensure that the simulated series of innovations {εit} have standard univariate Student’s t distribution for each i.
Therefore, the co-movements and cross-sectional dependence betweeen the series {xit} is directly induced by the

fixed equation for the common factor ft.

The experiment consider a panel of N = 5 time series with T = 2000, and we perform the simulation scheme for

M = 1000 times. The results of the ML estimates for the parameters of the common factors are displayed in Table

3.1, while the results for the idiosyncratic components are in Table 3.2.

To show the capability of our model to extract a dynamic common factor from a panels of returns, we report

in Figure 3.1 the distribution of the estimated dynamic common factor, and the real common factor used for the

simulation scheme.

From the results we deduce that the ML estimators have good finite sample properties for both the components of

our model. The empirical mean and the root mean square error confirm the fact that the bias of the estimator is very

low and are rather precise. Also, from the 95% of the simulated distribution of the estimated dynamic common factor

it is apparent that the the model tracks the real common trend, yielding a satisfactory e reliable path.



46 Chapter 3. Dynamic Factor Models with Robust Idiosyncratic Components

TABLE 3.1: Monte Carlo Experiment - Parameters of the Common Factor

ω α β

Actual 0.100 0.050 0.900

Mean 0.101 0.051 0.897

RMSE 0.003 0.015 0.034

TABLE 3.2: Monte Carlo Experiment - Parameters of the Idiosyncratic Volatilities

φ1 κ1 ν1

Actual 0.800 0.100 6.000

Mean 0.812 0.102 6.122

RMSE 0.095 0.017 0.564

φ2 κ2 ν2

Actual 0.800 0.100 6.000

Mean 0.798 0.101 6.136

RMSE 0.069 0.016 0.513

φ3 κ3 ν3

Actual 0.800 0.100 6.000

Mean 0.797 0.101 6.167

RMSE 0.076 0.017 0.482

φ4 κ4 ν4

Actual 0.800 0.100 6.000

Mean 0.808 0.102 6.106

RMSE 0.089 0.018 0.826

φ5 κ5 ν5

Actual 0.800 0.100 6.000

Mean 0.810 0.102 6.120

RMSE 0.089 0.017 0.815
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3.6 Empirical Application

In this section we present some results about the application of our dynamic factor model and other competing speci-

fications to a panel of ten stocks from S& P500. The financial time series extend from the 1st of January 1999 to the

31 December 2018 and they are plotted in Figure 3.2.
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FIGURE 3.2: This panel shows the ten stock returns from S & P500.
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FIGURE 3.3: This panel shows the ten stock returns from S & P500 separately.

To illustrate the importance of robust approach to study the underlying behaviour and properties of portfolio

returns, a preliminary analysis might offer some insights about the observed data. The panel of time series displayed
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in Figure 3.3 highlights the common properties shared by financial time series, the so-called stylized facts of asset

returns, such as presence of outliers, volatility clusters ecc.

Moreover, the concurrent correlation matrix in Figure 3.4 shows that the series have significant amount of con-

current correlations, indeed, the multivariate Portmanteau test confirm the existence of this dependence at the 5%

significance level However, while the sample correlation matrix is a consistent estimator, it is biased in finite sample.

Thus, we follow the suggestion of Tsay, 2005 and with a bootstrap resampling method we overcome that issue. More-

over, from Figures 3.2 and 3.3 it could be seen that there are 5 main stocks and 5 small stocks and just by checking

the data in these graphs one can easily note that there is some common pattern in the volatilities, with the presence of

several jumps and outliers and in particular, there is much idiosyncratic behaviour.
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FIGURE 3.4: Sample Cross-Correlation matrix of the daily returns of the considered ten stocks from S&
P500. A multivariate Portmanteau test (see Tsay, 2005) were carried out in order to verify the statistical

significance at level of 5%.

In order to explore the dependence structure of the observed processes, it might be also useful to have a look at

the scatter plot matrix, which is reported in Figure 3.5. This graph is often of interest in empirical works, since it

is straightforward method to detect clustering of observations in the joint quadrants. For instance, with this simple

descriptive tool one might be able to detect tail dependence between pair of stock returns, which measures the prob-

ability of the considered couple of variables, lying below their q-quantile, see for example Oh and Patton, 2017. An

inspection of Figure 3.5 for each pair of our panel of time series, reveals several clustering of observations, both in

the joint positive and negative quadrants.
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FIGURE 3.5: Scatter plot matrix of pairs of time series.

We begin our empirical analysis with our proposed model, with specifications given in (3.5) and in order to show

the differences between the proposed dynamic single-factor score-driven model with the model of Creal, Koopman,

and Lucas, 2011, we perform several comparison to the same panel of ten stocks from S&P500. To illustrate the

importance of a robust approach when study the underlying behaviour and properties of portfolio returns, we further

compare the in-sample performances of both the models specified with a Gaussian distribution and a Student’s t

distribution.

The maximum likelihood estimates of the single factor model proposed in Creal, Koopman, and Lucas, 2011,

Section 4.3 are displayed in Table 3.3, while the maximum likelihood estimates of the proposed single factor model

are displayed in Table 3.4.

By comparing these results, it is possible to note that the proposed dynamic factor model outperforms the mul-

tivariate dynamic model of Creal, Koopman, and Lucas, 2011 by means of AIC, BIC and HIQ criteria, and hence it

may be a better choice when modeling cross-correlated financial returns. However, both the models confirm that the

introduction of a dynamic common factor could improve the in-sample fitting performance, and moreover, the Stu-

dent’s t specifications are preferred. This is directly implied by the score-driven filtering procedure, since the change

of the conditional distribution assumption for the financial returns yields a different filter, which may be more suitable

according to the initial conditions to handle the stylized facts of the considered time series. Several advantages of the

method can be listed.

First, when a Student’s t distribution is considered, the dynamic multivariate model of Creal, Koopman, and Lucas,

2011 restricts the degrees of freedom parameter ν to be the same across the marginals, so that, the same degree of

fatness is imposed to the whole panel of time series. In contrast, the new proposed filtering procedure allows for more
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flexibility in accommodating the relevant empirical features of the idiosyncratic terms, because we treat each of the

term as independent components of the multivariate volatility model. In particular, the idiosyncratic volatilities are

allowed to have different degrees of freedom, which can be crucial when the panel of time series shows heterogeneity

across the marginal behavior of the return changes. In fact, it could be seen from the ML estimates, reported in

Table 3.4 that the estimated degrees of freedom νi for the stock returns are quite different, ranging from a minimum

of 4 and a maximum of 8 approximately. Therefore, the presence of excess kurtosis in the observed data is largely

confirmed. Each of the estimated φ’s, which are the autoregressive coefficients of the filters, are really high, almost

hitting the stationary bound, which may suggest a possible violation of the stationary conditions for the idiosyncratic

components. On the other hand, the highly persistence of these terms is well handled by the driving-force, namely the

conditional score. In fact, from the estimated κ’s we may observe the differences between the less and more influential

player of the market, which might be appreciated even more from the filtered paths of conditional volatilities displayed

in Figure 3.7. The estimated paths are remarkably different and hence we may conclude that our robust score-driven

dynamic factor model is able to capture this source of heterogeneity.

Second, the multivariate model of Creal, Koopman, and Lucas, 2011 involves matrix recursions which need to

be evaluated for every available observation, thus its computational burden is challenging. On the other hand, with

the proposed approach univariate models con be considered separately and maximize univariate likelihoods. Thus

concluding to an increase in the computational speed considerably.

Altogether, the proposed approach to model both the common dynamic factor and the idiosyncratic terms appears

to be a good alternative with respect to the multivariate approach of (Creal, Koopman, and Lucas, 2011).
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TABLE 3.3: Estimated Parameters of the Idiosyncratic Volatilities from the Factor Score-Driven Volatil-
ity Model of Creal, Koopman, and Lucas, 2011.

XOM APPL AMZN IBM MSFT AOS BBT CCL COF RF

Non-Robust - (Gaussian)
φ 0.960 0.932 0.920 0.913 0.913 0.963 0.980 0.930 0.930 0.963

(0.001) (0.002) (0.010) (0.012) (0.023) (0.022) (0.012) (0.022) (0.013) (0.013)
κ 0.050 0.052 0.034 0.034 0.034 0.017 0.034 0.034 0.034 0.052

(0.000) (0.001) (0.002) (0.000) (0.000) (0.000) (0.001) (0.001) (0.000) (0.003)

AIC= 152839.6 BIC= 155984.1 HIQ= 154751.3

Non-Robust with Common Factor - (Gaussian)
φ 0.786 0.898 0.986 0.990 0.997 0.976 0.923 0.907 0.889 0.989

(0.003) (0.010) (0.000) (0.000) (0.000) (0.000) (0.008) (0.008) (0.014) (0.000)
κ 0.213 0.100 0.014 0.007 0.017 0.016 0.071 0.012 0.098 0.009

(0.013) (0.010) (0.000) (0.000) (0.000) (0.000) (0.008) (0.007) (0.013) (0.000)

AIC= 150649.6 BIC= 155446.8 HIQ= 154395.4

Robust - (Student’s t)
φ 0.999 0.989 0.998 0.999 0.988 0.988 0.987 0.998 0.999 0.989

(0.003) (0.001) (0.000) (0.005) (0.001) (0.001) (0.002) (0.003) (0.001) (0.002)
κ 0.010 0.054 0.034 0.010 0.008 0.005 0.010 0.003 0.008 0.005

(0.000) (0.001) (0.020) (0.050) (0.001) (0.000) (0.000) (0.012) (0.000) (0.000)
ν 3.895

(0.845)

AIC= 152446.4 BIC= 155102.5 HIQ= 154133.6

Robust with Common Factor - (Student’s t)
φ 0.970 0.968 0.880 0.975 0.097 0.978 0.959 0.959 0.971 0.914

(0.002) (0.001) (0.012) (0.000) (0.001) (0.000) (0.001) (0.001) (0.001) (0.010)
κ 0.027 0.026 0.115 0.021 0.024 0.019 0.033 0.036 0.025 0.075

(0.001) (0.002) (0.012) (0.002) (0.001) (0.001) (0.002) (0.002) (0.002) (0.011)
ν 4.325

(0.416)

AIC= 150232.5 BIC= 155029.6 HIQ= 153529.6
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TABLE 3.4: Estimated Parameters of the Idiosyncratic Volatilities from the Factor Score-Driven Volatil-
ity Model of my thesis.

XOM APPL AMZN IBM MSFT AOS BBT CCL COF RF

Non-Robust - (Gaussian)
φ 0.988 0.999 0.989 0.997 0.994 0.999 0.998 0.989 0.999 0.998

(0.001) (0.002) (0.002) (0.001) (0.002) (0.001) (0.002) (0.001) (0.001) (0.002)
κ 0.063 0.037 0.019 0.035 0.030 0.020 0.054 0.032 0.038 0.063

(0.041) (0.027) (0.014) (0.025) (0.020) (0.017) (0.035) (0.020) (0.024) (0.047)

AIC= 145521.6 BIC= 145652.1 HIQ= 145567.3

Non-Robust with Common Factor - (Gaussian)
φ 0.997 0.998 0.999 0.999 0.999 0.588 0.999 0.824 0.996 0.999

(0.002) (0.003) (0.001) (0.001) (0.001) (0.010) (0.002) (0.007) (0.002) (0.001)
κ 0.040 0.013 0.008 0.009 0.007 0.094 0.022 0.050 0.010 0.027

(0.031) (0.016) (0.021) (0.033) (0.015) (0.019) (0.047) (0.026) (0.032) (0.028)

ω = 0.053 α = 0.101 β = 0.974
(0.166) (0.023) (0.008)

AIC= 137220.7 BIC= 137370.7 HIQ= 137273.2

Robust - (Student’s t)
φ 0.991 0.999 0.999 0.989 0.996 0.999 0.995 0.999 0.999 0.999

(0.001) (0.001) (0.001) (0.000) (0.002) (0.000) (0.000) (0.001) (0.000) (0.002)
κ 0.085 0.075 0.092 0.097 0.092 0.072 0.081 0.072 0.085 0.095

(0.011) (0.010) (0.014) (0.015) (0.010) (0.017) (0.025) (0.020) (0.024) (0.017)
ν 7.851 4.843 4.059 4.811 4.624 4.405 6.389 4.890 5.098 6.470

(0.485) (0.235) (0.244) (0.267) (0.224) (0.279) (0.460) (0.320) (0.312) (0.489)

AIC= 134352.9 BIC= 135548.7 HIQ= 134421.5

Robust with Common Factor - (Student’s t)
φ 0.996 0.996 0.998 0.996 0.990 0.902 0.998 0.932 0.997 0.998

(0.000) (0.001) (0.000) (0.000) (0.001) (0.000) (0.000) (0.001) (0.000) (0.001)
κ 0.063 0.038 0.037 0.058 0.066 0.091 0.040 0.059 0.026 0.049

(0.008) (0.008) (0.010) (0.007) (0.010) (0.015) (0.014) (0.010) (0.014) (0.015)
ν 5.464 4.959 4.614 4.820 4.856 4.788 5.244 5.002 5.100 5.284

(0.422) (0.134) (0.143) (0.206) (0.223) (0.259) (0.358) (0.289) (0.254) (0.401)

ω = 0.054 α = 0.102 β = 0.974
(0.154) (0.012) (0.005)

AIC= 134121.4 BIC= 135336.6 HIQ= 134196.8
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FIGURE 3.6: Common variance extracted from the ten stock returns from S&P 500 by the Factor Score-
Driven Volatility Model
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FIGURE 3.7: This panel shows the idiosyncratic volatilities for the ten stock returns from S&P 500
sperately.
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FIGURE 3.8: Absolute values of the observations from the S&P500 time series panel of stock returns.
In black the filtered dynamic common factor.

In Figure 3.8 it is displayed the absolute value of the panel of stock returns from S&P500. The square root of the

filtered dynamic common dynamic factor is drawn with the thick black line. The presence of the outliers in the panel

of time series is evident. However, large values are not embedded in the conditional variance and we still get a robust

approximation of the cross-sectional volatility.

3.7 Conclusion

This paper introduced a new nonlinear dynamic factor model for conditional volatilities which features a score-

robust updating equation for the idiosyncratic components. We derived stochastic properties for the model, including

bounded moments, stationarity, ergodicity, and filter invertibility. Additionally, we established the consistency and

asymptotic normality of the maximum likelihood estimator in large samples. A Monte Carlo study showed that the

MLE has good finite sample properties. Finally, an empirical illustration using a panel of ten stocks from the S&P500

was used to highlight the advantages of the proposed dynamic factor structure over other competing models as well

as the need for robust filtering techniques for the idiosyncratic component in financial data sets.
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Chapter 4

Bivariate EGAS Time Series Models
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4.1 Introduction

In financial econometrics, considerable amount of research has focused on the analysis of multiple time series. More

specifically, it is often of interest the study of dynamic interactions and spillovers between two stocks, and the work

of Baillie and Myers, 1991 or Herwartz and Lütkepohl, 2000 are two examples on how insightful can be such an

analysis.

The early paper of Bollerslev, Engle, and Wooldridge, 1988 and later Bollerslev, 1990 introduced a convenient

way to model the covariance and measuring the systematic risk associated between assets. This analyses were per-

formed by means of classes of multivariate GARCH models, namely the VEC and constant conditional correlations

(CCC) GARCH models, allowing for the first time the possibility to define general structures able to deal with multi-

variate financial time series. As a natural extension, Jeantheau, 1998 proposed the class of extended CCC-GARCH, or

ECCC-GARCH. These models has proved to be particularly useful when measuring financial spillovers is in our con-

cerns, since the volatility of one stock is modeled as a linear combination of lagged squared innovations and volatility

of its own plus the same components of the other equations in the system. Since the work of Conrad, Gultekin,

and Kaul, 1991, there has been considerable attention on the investigation of volatility spillovers with multivariate

GARCH. In this latter work, the author provides profound evidences of the fact that impacts between firms may be

relevant to understand the future dynamics of their own returns, the so-called causality in variance. An important

example where it is shown the usefulness of multivariate GARCH, and in particular the ECCC-GARCH, in measuring

such a causality properties, can be found in Conrad and Weber, 2013. Other authors, such as Hafner and Herwartz,

2008 and Nakatani and Teräsvirta, 2009, propose several testing procedure for volatility contagion.

Due to its intuitive and simple structure, the class of extended constant conditional correlations GARCH models is

nowadays considered as a benchmark in order to measure how fluctuations in the price of an asset influence changes

in the prices of other assets. Indeed, before turning on more complex specifications, it is often useful to test phenom-

ena such as volatility interactions among markets. For instance, Nakatani and Teräsvirta, 2009 propose a Wald-type

test which can helps researchers and model-builders in substantial computational efficiency gains, by avoiding un-

necessary parameter estimations, and merely consider to estimate a CCC-GARCH. More recently, Pedersen, 2017

concentrate his work on the properties of the quasi-maximum likelihood estimator (QMLE) in the case where some

of the elements of the coefficient matrices are on the boundary of the parameter space, under the null hypothesis of no

spillovers.

Another fundamental aspect during multivariate analyses of financial returns lies in the so called negative spillovers.

In particular, empirical evidences demonstrate the importance of the ECCC-GARCH in allowing for negative ARCH

and GARCH propulsion in the model. For this reason, the work of Conrad and Karanasos, 2010 focuses on the

sufficient conditions which ensures the positive definiteness of the conditional covariance matrix even when some

of the parameters are negative. A further possible reason for their success relies in the fact that the study of the

stationarity and regularity conditions is remarkably simple, see Francq and Zakoian, 2019, so that a comprehensive

asymptotic theory is readly available. Considering the above discussion, it is worth mentioning that Francq and Za-

koïan, 2012 provide the asymptotic theory for the general class of asymmetric CCC-GARCH, since it has recently

received distinguished attention in empirical applications, especially from the model-builder who wants to consider

such specifications for testing economic theories.

Despite their empirical usefulness and efficient likelihood-based estimation techniques, ECCC-GARCH still suf-

fer of common problems shared by several multivariate specifications of autoregressive conditionally heteroskedastic

models. Among the others, we first mention the curse of dimensionality, since the number of parameters that need to

be estimated dramatically increases as the number of the assets grows. Some simplified version have been proposed

in the literature, but sometimes leading to over-simplification and then landing into the realm of CCC-GARCH where
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no spillover is allowed. In addition, the linearity assumptions imposed by the recursions of this class of models may

result rather restrictive in several applications. To overcome these drawbacks, our aim is to propose a flexible yet

parsimonious multivariate GARCH model which does not suffer of such limitations. Thus, in our framework, we will

consider dynamic equations for the conditional variances which include nonlinear features, such as residuals and con-

ditional variances interactions, and rely in a feasible parametric structure, in order to maintain the total computational

effort reasonable.

Indeed, motivated by the difficulties which affect a general multivariate conditional heterosckedastic model we

propose a novel class of observation-driven bivariate models, namely the bivariate score-driven EGAS models, where

the last acronym stands for exponential generalized autoregressive score. Our work may be also considered as an

attempt to try to break the linearity constraints imposed by CCC-GARCH, while still relying on verifiable and appro-

priate regularity conditions. Perhaps, the biggest challenge during the development of a proper asymptotic theory of

dynamic, and possibly multivariate, nonlinear models, is the definition of feasible and verifiable stability conditions,

because as it is well-known, these models cannot be written with the endogenous variables equal to a vector valued

function plus an additive error. For this reason, another focus of the present paper is in the analysis of the form

of the full region that ensure the invertibility of the underlying stochastic processes. More precisely, relying on the

well-known Theorem 3.1 of Bougerol, 1993, we obtain necessary conditions under which the considered bivariate

score-driven model is invertible. However, this conditions are often very restrictive or not possible to being verified in

practice. Thus, inspired by the empirical approach proposed by Blasques et al., 2018 for univariate observation-driven

models, we study the shape of the invertibility region as the values of the static parameters vary.

The knowledge of the underlying stochastic properties of nonlinear models is of crucial importance for several

reasons. For instance, when deriving asymptotic properties of the corresponding parameter estimates. Indeed, when

considered as a filter for retrieving the dynamics of the volatilities, the invertibility of the model give us the opportunity

to approximate with arbitrary low degrees of uncertainty the driving noise of the process. This has also another

interpretation, namely, none of the initial conditions of the filtering process are relevant and, more precisely, they are

asymptotically negligible and one can easily acknowledges the fundamental importance of that property for purposes

of reliable empirical analysis. Score-driven models have proven to be a very powerful and flexible tool able to capture

complex and possibly nonlinear dynamics in different scientific fields. Thanks to their generality and observation-

driven set up, this class of models allows the researchers in specifying highly-nonlinear robust models able to deal

with different features of nonlinear time series. As an example, one can easily accommodate the heavy-tailedness

nature or the non-Gaussianity of the observed processes by specifying a fat-tailed score-driven model.

Nevertheless, statistical properties of this models may be very challenging to be established and often, they are

not verifiable in practice. Things become harder when moving to multivariate frameworks, where the dependence

structure of the filters makes the regularity conditions analytically intractable. Among these issues, we concentrate

our work on the invertibility property of our bivariate score-driven volatility model and in particular we will consider

two different specifications. For the sake of its analytical tractability, the first is a Gaussian based volatility score-

driven model, while the second is a bivariate extension of the Beta-t-EGARCH, model of Harvey, 2013, which as

already prove to be able to deal with extreme observations.

4.2 Bivariate Score-Driven EGAS Models

In this section we introduce the class of Bivariate Score-Driven EGAS Models and present the explicit analytical

form of the score which is the driving-force of the whole system. To be specific, the two class of model that we are

going to define are labelled as the EGAS-g and the EGAS-t. The first class rely on an error term which is normally

distributed, while the second class on the Student’s t distribution. However, it is necessary to first introduce the
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general framework which we collocate our class of score-driven models. Thus, following the specification introduced

by Bollerslev, 1990 or Jeantheau, 1998, we consider a zero-mean bivariate constant conditional correlation GARCH

(CCC-GARCH) volatility model. More precisely, we consider a bivariate vector-valued sequence of random variables

{εt} for t = 1, . . . , T, where εt = (ε1t, ε2t)>, is generated by the CCC-GARCH framework,

εt = Σ1/2
t ηt, V[εt|Ft−1] = Σt = DtRDt, ηt ∼ IID(02, I2), (4.1)

where Ft−1 collects the past information up to t− 1 and

Dt =

exp f1t 0

0 exp f2t

 , f t = log[diag(Dt)], R =

1 ρ

ρ 1

 . (4.2)

Σt is the dynamic conditional variance-covariance matrix, which is modeled by using the the well-known decompo-

sition specified with the matrix Dt, with the volatilities on the main diagonal, where the exponential link function is

adopted in order to ensure positivity. R is the static correlation matrix and we note that since

ρ =
Et−1[ε1tε2t]

Et−1[ε2
1t]Et−1[ε2

2t]

by construction, the conditional correlation coefficient between the pair of returns is time-invariant. However, it is

still possible to retrieve indirectly a time-varying covariance process by using Et−1[ε1tε2t] = ρ exp{ f1t + f2t}
For the dynamics of the time-varying volatilities exp f t ∈ R2, a two-dimensional score-driven updating scheme

is adopted, such that

f t+1 = ω + αst + β f t, (4.3)

where f t = ( f1t, f2t)> are updated thanks to the driving force st = (s1t, s2t)>, that is the score vector of the

predictive log-likelihood ∂ ln p(εt|Ft−1)/∂ fit for i = 1, 2. ω ∈ R2 is a bivariate vector of intercepts and α, β ∈ R,

with |β| < 1, are scalar parameters. We collect all the involved unknown parameters in a vector θ ∈ Θ, where

Θ ∈ R5 is the compact parameter space. Notably, no positivity constraints are required for the parameters since the

score functions in st and the adopted exponential link function will accomodate the volatilities fit in the proper space

for every t and i = 1, 2, which is enough to ensure that they still strictly positive.

We are now ready to present the distributional assumptions needed in order to properly define our class of score-

driven volatility models. We begin with the details for the bivariate Gaussian EGAS (EGAS-g) and then we turn to the

bivariate Student’s t EGAS (EGAS-t).

4.2.1 Bivariate Gaussian

The bivariate Gaussian conditional density with zero mean and an exponential link-function for the variance parame-

ters assumes the form

p(εt|Ft−1) =
1

2π exp { f1t + f2t}
√

1− ρ2

× exp

[
− 1

2(1− ρ2)

(
ε2

1t
exp {2 f1t}

− 2ρε1tε2t

exp { f1t + f2t}
+

ε2
2t

exp {2 f2t}

)]
, (4.4)

where 0 ≤ ρ ≤ 1 is the constant conditional correlation coefficient.



4.2. Bivariate Score-Driven EGAS Models 63

Thus, by taking logs of (4.4), we get

ln p(εt|Ft−1) = − ln 2π − f1t − f2t −
1
2

ln(1− ρ2)− 1
2(1− ρ2)

×
[

ε2
1t exp {−2 f1t} − 2ρε1tε2t exp {−( f1t + f2t)}+ ε2

2t exp {−2 f2t}
]

, (4.5)

and so, in order to complete the dynamic specifications of the two-dimensional updating scheme, for i = 1, 2 we need

sit =
∂ ln p(εt|Ft−1)

∂ fi,t
=

1
(1− ρ2)

(
ε2

it exp {−2 fit} − ρε1tε2t exp {−( f1t + f2t)}
)
− 1. (4.6)

4.2.2 Bivariate Student’s t

The bivariate Student’s t conditional density with zero mean and an exponential link-function for the variance param-

eters assumes the form

p(εt|Ft−1) =
Γ
(

ν+2
2

)
Γ
(

ν
2

)
(πν)(ν− 2) exp { f1t + f2t}

√
1− ρ2

×
[

1 +
1

(ν− 2)(1− ρ2)

(
ε2

1t
exp {2 f1t}

− 2ρε1tε2t

exp { f1t + f2t}
+

ε2
2t

exp {2 f2t}

)](ν+2)/2

, (4.7)

where 0 ≤ ρ ≤ 1 is the constant conditional correlation coefficient and ν > 2 is the kurtosis parameter, or in other

words the degrees of freedom of the distribution. Note that we have parametrized the variance-covariance matrix by

imposing nu > 2, such that variances exist. Otherwise, one always work in terms of the scale matrix, which allows

to drop this parameter constraint. However, in what follows, we still impose ν > 2 and work with the convariance

specification.

As before, by taking logs of (4.7), we get

ln p(εt|Ft−1) = lnΓ
(

ν + 2
2

)
− ln Γ

(
ν

2

)
− ln[2π(ν− 2)]− f1t − f2t −

1
2

ln(1− ρ2)

− ν + 2
2

ln

[
1 +

1
(ν− 2)(1− ρ2)

(
ε2

1t
exp {2 f1t}

− 2ρε1tε2t

exp { f1t + f2t}
+

ε2
2t

exp {2 f2t}

)]
(4.8)

and so, analogously, in order to complete the dynamic specifications of the two-dimensional updating scheme, for

i = 1, 2 we need

sit =
∂ ln p(εt|Ft−1)

∂ fi,t
=

(ν + 2)
(ν− 2)(1− ρ2)

 ε2
it exp {−2 fit} − ρε1tε2t exp {−( f1t + f2t)}

1 + 1
(ν−2)(1−ρ2)

(
ε2

1t
exp {2 f1t} −

2ρε1tε2t
exp { f1t+ f2t} +

ε2
2t

exp {2 f2t}

)
− 1. (4.9)

4.2.3 Spillovers and Impact of the Scores

The aim of this subsection is to highlights the capability of the bivariate EGAS models in producing volatility

spillovers. In particular, we will show that our proposed model is able to transmit information between the two

equations of the system, while retaining in a parsimonious and restriction-free parameter structure. The linkages also

allow for negative spillovers, which is known to be relevant for empirical applications. Moreover, we will further

illustrate that one may attain totally different filters, which may or may not be suitable for a particular application.
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To start the discussion, consider the Gaussian conditional score in equation (4.6). For fixed values of the volatility

processes, one can investigate the properties of that curve as a function of the observations. Figure 4.1 below displays

the susceptibility of the Gaussian score function sit to the observations ε1t and ε2t for fixed t.
Although its smoothness and well behaviour, it is trasparent that score-driven volatility filter with Gaussian spec-

ification is not suitable for heavy-tailed or contaminated time series. In fact, as |εit| → ∞ for i = 1, 2, one sees that

the score also diverges to infinity. Stated differently, the function is unbounded and monotonically increasing in |εit|
for i = 1, 2. It follows that extreme observations may have arbitrarily large impact on the score-driven recursion (4.3).

In contrast, specifying a score-driven filter with the Student’s t specification will yelds a different scenario. It

is well-known that the Student’s t family of distributions posses certain robustness properties, which are particularly

useful for financial applications.

From Figure 4.2 one sees that the conditional score is bounded both from below and above and hence the driving-

force st is robust. As a consequence, the filters in f t with this specifications will inherits that property, yielding

a robust filter which mitigates the impact of aberrant observations or outliers. It is worthwhile to note that as the

responses are paired, outliers can occur in either or both coordinates and therefore, the boundedness of volatility

spillovers may be crucial.

FIGURE 4.1: Sensitivity of the bi-
variate Gaussian score as a function

of εt

FIGURE 4.2: Sensitivity of the bi-
variate Student’s t score with ν = 4

as a function of εt.

To summarize, when an extreme observation hits the system, the Gaussian score will reacts fiercely in the updating

equation for the time-varying volatilities, while the Student’s t it will smooth out. However, the difference between the

Student’s t score in (4.9) and the Gaussian in (4.6), is only substantial for finite and low values of ν, the tail parameter,

since as ν→ ∞ the EGAS-t collapses to the EGAS-g.

4.3 Stochastic Properties

In this section, we explore the stochastic properties of the model as a Data Generating Process (DGP) and as a filter.

We shall affront and give primitive conditions for the asymptotic properties of maximum likelihood estimator for both

the Gasussian and Student’s t case.
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4.3.1 Stationarity, Ergodicity and Moments of the Model

The discussion about the properties of the updating equations as a DGP can be made by first re-writing the dynamics

of the volatility processes as a function of the innovations, which might be useful to highlight its stochastic properties

as Markov chain. More precisely, we could rewrite the transition process as an homogeneous chain

f t = Φθ0(Σ
1/2
t−1ηt−1, f t−1), t ∈ Z, (4.10)

where the nonlinear map Φθ0( · ) should be seen as a random transformation evaluated with the true parameter θ0.

Since |β| < 1, one can note that the sequences { fit} for i = 1, 2, constitute causal AR(1) processes. Therefore,

from the standard theory of linear processes, it is straightforward to see that |β| < 1 is the necessary and sufficient

condition for the existence of the unique strictly stationary and ergodic solutions { fit}t∈Z for i = 1, 2, which are

given by the following representations

f t+1 = ω +
∞

∑
k=0

αβkst−k, t ∈ Z. (4.11)

We can summarize our findings with the following theorem, which establishes the existence of a unique strictly

stationary and ergodic solution with n bounded moments for both of the random sequences { f1,t+1} and { f2,t+1}.

Theorem 4.3.1. Let η1t and η2t be IID with mean 0 and such that E[‖ηt ⊗ ηt‖n] < ∞ for n > 0. They have time-

invariant positive definite covariance matrix R = [ρij], for i, j = 1, 2 and i 6= j, with ones on the main diagonal.

Suppose further that |β| < 1. Then, (4.10) admits a unique strictly stationary and ergodic solutions { fit}t∈Z for

i = 1, 2 with n bounded moments.

The stationary and ergodic solutions of the EGAS-g and EGAS-t have for i = 1, 2 the following representations

fi,t+1 =
ω

1− β
+

∞

∑
k=0

αβk

[
1

(1− ρ2)
η2

i,t−k −
ρ

(1− ρ2)
η1,t−kη2,t−k − 1

]
, t ∈ Z,

for the former, while for the latter

fi,t+1 =
ω

1− β
+

∞

∑
k=0

αβk

{
(ν + 2)

(1− ρ2)(ν− 2)

[
η2

i,t−k − ρη1,t−kη2,t−k

1 + 1
(ν−2)(1−ρ2)

(
η2

1,t−k − 2ρη1,t−kη2,t−k + η2
2,t−k

)]− 1

}
t ∈ Z.

Proof. See Appendix C.1.

4.3.2 Invertibility

Having solved the problem of stationarity, it is possible to explore the properties of the dynamic equations in (4.3) as

a bivariate filter. As it is common in empirical applications, given the observations εi1, . . . , εiT for i = 1, 2, we wish

to approximate the bivariate volatility process { f t}. This may be done by choosing fixed points fi1 for i = 1, 2, and

then start some sensible recursions which are able to extract the desired unobserved processes. These recursions are

known as the filtering equations. We stress the facts that the process { f̂it(θ)}t∈N for i = 1, 2, is now a filter and hence

should be considered as a random elements in a space of continuous functions, which take values from the product

space E × θ, where E = R2, or more compactly, f̂ t(θ) : E × θ → R2. Of course, the true parameter vector, θ0 is

unknown and we try to obtain its best approximation with θ, that in turn must be estimated.

It is important to note that { f̂ t(θ)} is not stationary ergodic and hence, in order to obtain a reliable approximation

of the underlying volatility bivariate process, it is necessary that our filter satisfy some stability conditions, which
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will ensure its convergence to a stationary ergodic solution. The notion of invertibility is extremely important since

it ensures that the approximative stochastic recursion { f̂ t(θ)} started at f 1 will eventually coincide with the true

{ f t(θ)}. For univariate observation-driven models, the works of Wintenberger, 2013, Blasques et al., 2018 and

Martinet and McAleer, 2018 provide an extensive discussion about the contraction conditions of this type and the

importance of its implications. For multivariate nonlinear frameworks as ours, however, a little is disposable in the

literature. As regards multivariate GARCH models, the relevant conditions required for the stability of the filters

are quite complicated or unknown, as it is for DCC-GARCH model of Engle, 2002. Recently, the discussion of

invertibility for a class of multivariate GARCH model has been tackled by Darolles, Francq, and Laurent, 2018.

As we will see, under the appropriate Bougerol’s contraction condition, one can obtain the exponentially fast

almost sure convergence (see Straumann, 2005 for a formal definition) of the filtered parameters { f̂i,t+1(θ)}t∈N to

the stationary and ergodic solutions { fit(θ)}t∈Z, for any fixed starting points fi1 with i = 1, 2. In particular, the

random maps of the recursions in f̂ t(θ) have to be contractive on average. As it is a common practice in non linear

models, to study the aforementioned stability conditions, one may rely again on Theorem 3.1 of Bougerol, 1993, or

analogously Theorem 6.12 of Pötscher and Prucha, 1997.

Here a sufficient condition for the invertibility of the bivariate EGAS is

Λ(θ) = E

 log+ sup
θ∈Θ

sup
f

∥∥∥∥∥Λt(θ)

∥∥∥∥∥
 = E

 log+ sup
θ∈Θ

sup
f

∥∥∥∥∥ ∂

∂ f>t

{
ω + αst + β f t

}∥∥∥∥∥
 < 0. (4.12)

Other weaker conditions may be available. This latter coefficient is known as the Bougerol’s contraction, (Bougerol,

1993). It differs from the well-known Lyapunov exponent from the fact that it takes the sup over the parameter f ,

while the Lyapunov exponent, it just takes the expectation, see Tong, 1990 and McCaffrey et al., 1992 for a compre-

hensive theoretical and empirical treatment of the subject.

The Lyapunov exponent is usually employed to quantify the level of perturbation of a nonlinear system. In other

words, one can study how a little perturbation on the initial state of a dynamic system will affect the subsequent

states. Apparently, Bougerol’s contraction will get arbitrarily close to the Lyapunov coefficient as we unfold the

model backwards, but it is always more restrictive. At this point it is useful to show what are the implications of the

stated new contraction condition.

With some abuse of notation, we let f̃ t(θ) denotes a set of points that are between f̂ t(θ) and f t(θ), element-by-

element. Thus, an application of the multivariate mean value theorem yields

‖ f̂ t+1(θ)− f t+1(θ)‖ ≤
∥∥∥∥∥∂ f̂ t+1(θ)

∂ f̃ t(θ)
>

∥∥∥∥∥‖ f̂ t(θ)− f t(θ)‖

for i = 1, 2. In the terminology of McCaffrey et al., 1992, the right-hand side of the latter inequality is also known as

the tangent map system.

Clearly, the contraction condition require the calculation of

∂ f̂ t+1(θ)

∂ f̂ t(θ)
>

=

 ∂ f̂1,t+1(θ)

∂ f̂1t(θ)

∂ f̂1,t+1(θ)

∂ f̂2t(θ)
∂ f̂2,t+1(θ)

∂ f̂1t(θ)

∂ f̂2,t+1(θ)

∂ f̂2t(θ)

 = βI2 + α
∂ŝt(θ)

∂ f̂ t(θ)
>

=

β 0

0 β

+ α

 ∂ŝ1t(θ)

∂ f̂1t(θ)

∂ŝ1t(θ)

∂ f̂1t(θ)
∂ŝ2t(θ)

∂ f̂1t(θ)

∂ŝ2t(θ)

∂ f̂2t(θ)

 . (4.13)

It is evident that if the norm of the obtained stochastic matrix is contractive on average, together with some other

regularity condition explained below, we are able to ensure that our sequence of random maps converges almost surely

and exponentially fast to the strictly stationary and ergodic solution, as a corollary of Theorem 2.10 of Straumann and

Mikosch, 2006 and existence of the log-moment condition of the stationary solution given by Theorem 4.3.1 above.
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To summarize, by properly restricting the parameter space, one can obtain the desired exponentially fast convergence

of the approximated process towards the stationary ergodic solution. In this respect, it is important to note that the

norm has to be carefully chosen as it changes substantially the value of (4.12) which may yields a more or less

restrictive parameter spaces.

Thus, the above discussion leads us to the next general theorem, which will ensure the invertibility of our class of

bivariate models, at the cost of restricting the parameter space, in particular α and β.

Theorem 4.3.2. Let Θ be the compact parameter space, let {εt}t∈Z generated by (4.1)-(4.2) be strictly stationary and

ergodic with E[‖εt⊗ εt‖n] < ∞ for n > 0. Suppose that there exist a nonrandom initial condition f 1 = ( f11, f21)
>,

where fi1 ∈ [(ωi − α)/(1− β), ∞) for i = 1, 2, such that

E

 log+

∥∥∥∥∥ ∂

∂ f>1

{
ω + αst + β f 1

}∥∥∥∥∥
 < ∞, (4.14)

and

E

 log+ sup
θ∈Θ

sup
f

∥∥∥∥∥ ∂

∂ f>t

{
ω + αst + β f t

}∥∥∥∥∥
 < 0. (4.15)

Then the filtered parameters { f̂ t(θ)}t∈N are invertible and irrespective of the choice of f 1 one has that

‖ f̂ t(θ)− f t(θ)‖1
e.a.s.−−→ 0 as t→ ∞.

Proof. See Appendix C.1.

Unfortunately, it seems to be impossible to derive explicit conditions for Theorem 4.3.2. However, it is shown

in Harvey, 2013, Pag. 217 that if the score vector is pre-multiplied by the inverse of the information matrix, it the

situation may be much better. In fact, for the Gaussian case, the re-scaled volatility filters are as for a univariate model

and there is no need to assume that the α and β parameters are the same in each equation. It is therefore important to

see if a similar result holds for the bivariate Student’s t case. If it does, then invertibility results for the univariate Beta-

t-EGARCH model can be applied; see Harvey and Lange, 2017, Pag. 182 where a sufficient condition for invertibility

in terms of the model parameters is given.

We then derive the information matrix for the considered bivariate Student’s t volatility model and further inspect

the properties of the resulting filters, in order to verify if the aforementioned sufficient condition of Harvey and Lange,

2017 applies.

In matrix form, we can write the log-likelihood bivariate Student’s t density as

`t(θ) = ln Γ
(

ν + 2
ν

)
− ln Γ

(
ν

2

)
− ln[π(ν− 2)]−1

2
ln |Σt|

− ν + 2
2

ln

(
1 +

ε>t Σ−1
t εt

ν− 2

)
. (4.16)

Differentiating (4.16) with respect to the vec-covariance matrix yields the following score vector

∇Σ
t =

∂`t(θ)

∂ vec Σt
=

1
2
(Σ−1

t ⊗ Σ−1
t )

[
ν + 2

ν− 2 + ε>t Σ−1
t εt

(εt ⊗ εt)− vec Σ−1
t

]
. (4.17)
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where It can be shown that by differentiating (4.17) with respect to the vec-covariance matrix and taking conditional

expectations, we get the conditional information matrix

IΣ
t|t−1 =−E

[
∂2`t(θ)

∂ vec Σt∂ vec Σ>t

]

=(Σ−1/2
t ⊗ Σ−1/2

t )

[
ν + 2
ν + 4

I4 −
1

2(ν + 4)
(vec I2)(vec I2)

>
]
(Σ−1/2

t ⊗ Σ−1/2
t ), (4.18)

however, since Σt = DtRDt and f t = log[diag(Dt)], we need the Jacobian matrix

Ψ =
∂ vec Σt

∂ f>t
= [(DtR⊗ I2) + (I2 ⊗ DtR)](W Dt),

where W Dt is a 4 × 4 matrix with diagonal elements vec(D−1
t ) and then dropping the zero-columns, see Creal,

Koopman, and Lucas, 2011.

Therefore, the driving force of the vector recursion f t is defined as

st = (Ψ>IΣ
t|t−1Ψ)−1(Ψ>∇Σ

t ). (4.19)

The resulting volatility filters obtained by scaling the conditional score as in equation (4.19), have a very complex

structures, which are not as for the univariate Student’s t case. Therefore, there the results shown in Harvey, 2013,

Pag. 217 for the bivariate Gaussian case, do not apply for the bivariate Student’s t case and in conclusion, the sufficient

condition stated in Harvey and Lange, 2017 does not applies.

4.4 Empirical Estimation of the Invertibility Region

Unfortunately, a big drawback implied by the flexibility of our bivariate nonlinear class of models lies in the intro-

duction of the product between the couple ε1t and ε2t. The presence of that term relates the recursions of the dynamic

volatilities with past observations in a highly nonlinear fashion, making impossible to derive explicit invertibility con-

ditions. Moreover, we should stress that the expectation operator in the conditions stated in Theorem 4.3.2 are taken

with respect to the actual distribution, which is of course unknown. Moreover, even if we where told which is the real

data generating process, we still remain with the issue that the real parameter vector θ0 is indeed unknown.

Thus, a possible solution is to assume the correct specification of the model and restrict our parameter space

such that the condition (4.12) is verified. Nevertheless, as well documented in the work of Blasques et al., 2018

this straightforward approach may give us a parameter space which is too small for empirical applications or even

degenerate, making the resulting filter unusable for practical purposes. However they do not actually show if they are

(or not) for this bivariate model.

This further motivate us to propose the class of bivariate EGAS models as a valid statistical tool to estimate and

making forecast of correlated bivariate financial time series. Indeed, in the present section, we propose a new method

to estimate the unfeasible contraction condition (4.12) and then to restrict our parameter space Θ to a compact subset

Θ̂T which ensures the invertibility conditions (4.14) and (4.15). With this approach, we are able to deliver feasible

and easy to check sufficient conditions. Therefore, once maximum likelihood estimations are carried out under the

obtained restrictions, one could rely on filters which are asymptotically stable, i.e. they do not depend on the chosen

initialization of the recursions and will eventually converge to the unique stationary and ergodic solution, as T → ∞.
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We propose to restrict the optimization procedures of the predictive likelihood under the empirical invertibility

constraint

Λ̂(θ) = T−1
T

∑
t=1

log sup
θ∈Θ

sup
f

∥∥∥Λ̂t(θ)
∥∥∥

1
≤ −δ, (4.20)

where with ‖ · ‖1 we denote the L1-Norm, that is ‖A‖1 = maxj ∑n
i=1 |aij|. In other words, L1 matrix norm of a

matrix is equal to the maximum of L1 norm of a column of the matrix. δ > 0 can be chosen as small as we want and

where

Λ̂t(θ) =

∥∥∥∥∥∂ f̂ t+1(θ)

∂ f̂ t(θ)
>

∥∥∥∥∥
1

.

As a consequence, we obtain the following restricted and compact parameter space

Θ̂T =

{
θ ∈ Θ : Λ̂(θ) ≤ −δ, δ > 0

}
. (4.21)

In practice, with a simple simulation scheme, one can easily obtain the desired region. The next subsection will show

the obtained regions for our bivariate score-driven volatility models.

4.4.1 Empirical Inveritibility Region of the EGAS Filters

We obtain the compact parameter space in (4.21) by simulating data from a fixed DGP and letting several combinations

of α and β to vary across of a dense grid constructed by values which produce stationary and ergodic path. The values

assumed by the intercepts ω1 and ω2 do not matters for the contraction condition. However, for both the Gaussian

and the Student’s t cases the contraction condition depend on the static correlation coefficient ρ and for the Student’s

t case, we also need to specify the degrees of freedom ν. Thus, we allow the DGPs used for the simulations to

generate fairly correlated time series with ρ = 0.5 for both the EGAS models and we consider a quite amount of

heavy tailedness by fixing ν = 5 in the EGAS-t.

It is of interest to have a visual interpretation of the results. The graphs in Figures 4.3 and 4.4 display the obtained

compact parameter space (4.21), from which it is possible to gain some useful insights. In fact, these graphs serves

to visualize the level of severity that one should impose to the parameters α and β during the optimization procedures

in order to ensure the invertibility of the EGAS filters implied by the estimated version of the Bougerol’s contraction

condition in (4.4). The blue area represents low values of Λ̂(θ) which increase until we reach the red area, which

means that the filters are very likely to be unstable.

Interestingly, the shape of the regions are quite skewed, showing elliptical and asymmetric area in both cases

which further highlights the fact that ensure the invertibility property is not an easy task. It confirms also the well-

known fact that as |β| → 1 the value of the Bougerol’s contraction condition increases very fast. We also note that

the resulting Θ̂T for the EGAS-t is much larger than the one obtained from the Gaussian counterpart EGAS-g. It is

evident then that the functional form and therefore, the shape of the conditional score is of crucial importance since

condition (4.20) builds upon the L1-norm of the matrix which contains its partial derivatives, i.e. the Hessian. The

overall boundedness of the driving force of the EGAS-t, i.e. the function sit for i = 1, 2 in (4.9) displayed in Figure

4.2, helps the filter to be contractive on average.
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FIGURE 4.3: Emprical invertibility
region of the EGAS-g

FIGURE 4.4: Emprical invertibility
region of the EGAS-t

4.5 Issues in Maximum Likelihood Estimation

We now discuss some important issues of the behaviour of the maximum likelihood (ML) estimators. In particular,

we show with some simulations the behaviour of the ML estimators in the case where there is clear non-invertibility,

e.g. when α increases too much. To illustrate the problem, we assume that we observe a path of observations {εt} for

t = 1, . . . , T, generated by the model in (4.1) and (4.2), where the error

ηt ∼ N (02, I2) or ηt ∼ tν(02, I2).

Then the log-likelihood function for the bivariate EGAS model is given by

`T(θ) =
T

∑
t=1

`t(θ) =
T

∑
t=1

ln p(εt|Ft−1), (4.22)

where ln p(εt|Ft−1) can assume the form in (4.5) for the Gaussian case, and (4.8) for the Student’s t. By plugging

the filtered dynamic parameter {exp f̂ t(θ)} for t = 1, . . . , T into (4.22) we obtain

ˆ̀T(θ) =
T

∑
t=1

ˆ̀t(θ, exp f 1)) =
T

∑
t=1

ln p(εt| exp f 1, Ft−1), (4.23)

Then, the estimator of θ is

θ̂ = arg max
θ∈Θ

`T(θ).

where we recall that f 1 = ( f11, f21)
> is some fixed initial condition. Therefore, the invertibility property of the filters

is crucial for the well-behaviour of the log-likelihood function. In what follows, we investigate the behaviour of the

maximum likelihood estimator of the coefficients α and β.
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4.5.1 Monte Carlo experiments

To study the effect of non-invertibility on the likelihood function, we consider a simple Monte Carlo simulation

exercise based on 2000 replications with T = 3000, where we repeatedly generate time series from the bivariate

EGAS model in (4.1) and (4.2), and estimate. Then we show the resulting performances and distributions of the ML

estimators.

Firstly, the parameters α and β of the time-varying f t, will be fixed on the boundary of the estimated invertibility

regions, displayed in Figures 4.3 and 4.4. This implies that the filtering equations are likely to become highly unstable,

since the perturbation due to the initial condition may not vanishes as t→ ∞.

Secondly, we choose empirically relevant values of the parameters α and β that properly satisfy the empirical

invertibility condition, i.e. inside the estimated regions, implying that the started recursion are asymptotically station-

ary.

Gaussian Case

It is clear from the first line of result of Table 4.1 and graphs in Figure 4.5 that the behaviour of the ML estimators

is totally unreliable, showing a substantial amount of bias, which suggest that the estimators are inconsistent. In

addition, we note that α is firmly underestimated, while β is overestimated. These findings are in line with the fact

that, without the invertibility property, the likelihood function is not sufficiently well-behaved, and therefore, neither

the law of large numbers nor the asymptotic normality are available in that case.

Completely different is the scenario from the second line of of Table 4.1 and Figure 4.5, where the simulations

confirm that, the invertibility of the filters positively affects the distribution of the MLEs. However, notice that there

is still a little of bias in the estimates of β, since it tends to be always underestimated.

TABLE 4.1: Bias and RMSE of the α and β in the Gaussian EGAS model. The estimators are ML based
and we perform 2000 replications with T = 3000. The first line represent the result of the performance
of the estimators when the parameters are on the boundary of the region in 4.3. The second line report

the same results for an empirically relevant case.

α β
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FIGURE 4.5: Kernel density of the α and β in the Gaussian EGAS model with the specifications given
in Table 4.1

Student’s t Case

In contrast to the result obtained for the Gaussian case, the results of the Monte Carlo simulation in the first line of

Table 4.2 and Figure 4.6 shows a quite strange behaviour for the ML estimator of α. Indeed, when its actual value

is on the boundary of the invertibility region, the ML estimator still delivers good results, since the bias is very low.

However, during the simulation exercise we have noticed an high probability of the failure of the optimization routine,

which means that the actual value may be completely missed. As a result the ML estimator is not reliable. A similar

argument holds for the ML estimator of β, where the failure of its convergence is highlighted by the bimodality of the

estimated density.

In line with the Gaussian specification, when the parameters are inside the invertibility region, the ML estimator

of α for the EGAS-t is stable and provide strongly reliable results. Moreover, the second line Table 4.2 and Figure 4.6

confirm the small amount of positive bias, which was already founded in the EGAS-g for the estimates of β.

TABLE 4.2: Bias and RMSE of the α and β in the Student’s t EGAS model. The estimators are ML based
and we perform 2000 replications with T = 3000. The first line represent the result of the performance
of the estimators when the parameters are on the boundary of the region in 4.3. The second line report

the same results for an empirically relevant case.

α β

Actual Value Bias RMSE Actual Value Bias RMSE
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FIGURE 4.6: Kernel density of the α and β in the Student’s t EGAS model with the specifications given
in Table 4.2

4.6 Incorporating a Time-Varying Correlation

Consider again the framework given by the specifications in (4.1) and (4.2), but instead of a constant conditional

correlation matrix R, we allow to the conditional correlation coefficient to be dynamic. This means that we have to

substitute the static R with its dynamic counterpart, that is

Rt =

 1 ρt

ρt 1

 .

Therefore, we need also to substitute in all the previous formulae, the constant conditional correlation coefficient ρ

with the dynamic ρt. To retrieve its time evolution, it is necessary to specify a new score-driven filter. With the same

approach used for modeling the volatilities f1t and f2t, we work with an unconstrained real valued sequence {γt}t∈N

and then apply a link function in order to ensure that the conditional correlation coefficients lies in the appropriate

range, i.e. ρt ∈ (−1, 1). In what follows, we adopt the Fisher transformation ρt = tanh γt.

The new filter assumes the form

γt+1 = δ + φγt + κut t ∈N,

where δ ∈ R is the intercept, φ ∈ R is the autoregressive coefficient with the constrain that |φ| < 1, and finally κ ∈ R

which weight the intensity of the driving-force, ut, that is the score. In the Appendix C.2 we report the analytical

forumlae of the scores for both the models EGAS-g and EGAS-t, together with the required further derivatives (the

Hessian matrices) needed in order to evaluate the empirical invertibility region discussed in Section 4.4.

FIGURE 4.7: Emprical invertibility region of the bivariate EGAS models with time-varying conditional
correlation.
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4.7 Empirical Applications

In this section we apply the bivariate EGAS models to several time series and we shall compare the results between

the Gaussian and Student’s t specifications. We fit our bivariate class of score-driven models to different pairs of of

stock returns, in order to show the most important feature of the considered model, such as volatility spillovers and

the volatility interaction between the two stock price series. More importantly, the aim of this section is to show the

usefulness of the adopted empirical approach in order to estimate the contraction of the estimated model. As i turns

out, each of the estimated model satisfy the (empirical) contraction condition stated in (4.20).

We consider seven pairs of stock returns from different industries (i.e. MSFT/IBM, MSFT/AAPL, MSFT/AMZN,

AAPL/IBM, AAPL/AMZN, IBM/AMZN, JPM/BAC). The time series extend from October 2, 2000 to December 31

2018, amounting in 4590 observations for each return series. We present the analysis by first showing the estimation

results over the full samples. Then, we plot the filtered conditional volatilities paths for both the Gaussian and

the Student’s t specifications, in order to stress the crucial importance of the different driving force in the filtering

equation. In particular, it will be clear that by changing the conditional distribution one can obtain tremendously

different approximations of the underlying processes. For this reason it is important to conduct the analyses by the

most suitable filter, which should be able to highlights the relevant properties of the observed time series.
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FIGURE 4.8: Time series graph of the 6 stock returns for the whole sample period.

In table 4.3, the in-sample maximum likelihood estimation results are displayed. In particular, the first six columns

show the estimated parameters and their standard errors for each of the considered models with respect to the selected

couple of returns. The seventh and eighth columns report some information about the likelihood function, namely the

maximized log-likelihood and the value of the AIC, in order to compare the fitting performances between the models

since the different number of estimated parameters. Lastly, in the rightmost column we have the resulting value of

the empirical contraction condition, estimated by using the approach discussed in Section 4.4 above. As a diagnostic

test, we apply the multivariate Portmanteau statistic, where we choose the order h = 10, see Lütkepohl, 2007. For

each couple of returns and for both the models we report its estimated statistic together with the relative p-value. The

following observations can be made.

First, as expected, the score-driven models with the Student’s t specifications always outperform the Gaussian

counterpart by means of the maximum log-likelihood obtained and the AIC. Hence, this confirm the heavy-tailed

nature of the phenomena under study, indeed, the estimated degrees of freedom of the conditional distribution are

quite low and almost identical.
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Second, the estimates of α fall dramatically when the bivariate Gaussian is adopted, which means that this esti-

mates may be severely biased toward zero, yielding an over estimation of the intercepts ω1 and ω2. This effect is

slightly less evident for the estimates of β at first glance, but still an issue. However, from the estimates of the static

correlation coefficients, it is hard to infer the implications of the corresponding models, since in some cases the MLE

are markedly different.

Third, as regards the multivariate Portmanteau test for the estimated residuals we note that, except for the last three

couples of returns, the EGAS-g always reject correct specification at 5%, thus, the specification test confirms the fact

that the Gaussianity assumption might be not adequate for empirical applications, even if we allow for nonlinearities

in the filter equations. Indeed, it is not surprising that a fat-tailed model, such as the EGAS-t volatility model, tends to

deliver better performances when modeling financial returns.

Next, we filter the underlying volatility paths by using the score-driven bivariate system with the Gaussian and

Student’s t specifications which can be found in (C.3) and (C.6) respectively. We will apply these recursions to all

the couple of financial returns. With this visual analysis, further evidences between the two specification could be

acknowledged. In particular, it will be transparent the empirical advantages of a robust modeling procedure, indeed,

it can be seen from Figure 4.9, the EGAS-t is able to mitigate the impact of the outliers and extreme values of the

returns, yielding a reliable path of volatilities. On the other hand, the volatility paths filtered with the EGAS-g presents

several spikes, due to the fact that an observation can have an arbitrary impact on the on f t+1.

In Table 4.3 we report the comparison of the maximum likelihood estimates for the bivariate Gaussian and Stu-

dent’s t EGAS models and in parenthesis the corresponding standard errors. The last column report the values of

contraction condition estimated with equation (4.20). The multivariate portmanteau test with order h = 10 is per-

formed as a diagnostic test.

MSFT/IBM ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.076 -0.078 0.011 0.982 0.422 -26, 035.4 52, 080.8 -0.081

(0.008) (0.008) (0.000) (0.002) (0.013)

Q10 est 57.6 p-value 0.04

EGAS-t -0.030 -0.031 0.044 0.992 0.259 4.118 -23, 657.1 47,326.2 -0.019

(0.008) (0.008) (0.000) (0.003) (0.010) (0.009)

Q10 est 48.3 p-value 0.17

MSFT/AAPL ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.041 -0.040 0.015 0.990 0.178 -23, 836.5 47, 683.0 -0.026

(0.018) (0.017) (0.003) (0.005) (0.016)

Q10 est 89.6 p-value 0.00

EGAS-t -0.002 -0.002 0.033 0.999 0.217 4.492 -21, 428.2 42,868.4 -0.014

(0.005) (0.005) (0.004) (0.006) (0.013) (0.008)

Q10 est 85.8 p-value 0.05

MSFT/AMZN ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.061 -0.051 0.011 0.986 0.195 -22, 586.9 45, 183.8 -0.022

(0.007) (0.006) (0.001) (0.002) (0.015)

Q10 est 57.3 p-value 0.04

EGAS-t -0.002 -0.001 0.034 0.999 0.219 4.114 -20, 781.9 41,575.8 -0.014

(0.000) (0.000) (0.005) (0.003) (0.007) (0.006)
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Q10 est 64.5 p-value 0.05

AAPL/IBM ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.033 -0.036 0.011 0.992 0.242 -24, 630.8 49, 271.6 -0.017

(0.009) (0.003) (0.001) (0.001) (0.0015)

Q10 est 56.8 p-value 0.04

EGAS-t -0.017 -0.019 0.037 0.995 0.200 4.526 -22, 123.5 44,259.3 -0.015

(0.000) (0.001) (0.005) (0.007) (0.010) (0.008)

Q10 est 57.6 p-value 0.06

AAPL/AMZN ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.011 -0.010 0.006 0.997 0.185 -21, 422.5 42, 855.0 -0.007

(0.008) (0.000) (0.000) (0.000) (0.015)

Q10 est 51.4 p-value 0.11

EGAS-t -0.001 -0.001 0.029 0.999 0.195 4.169 -19, 334.2 38,680.4 -0.012

(0.000) (0.000) (0.005) (0.003) (0.008) (0.006)

Q10 est 52.4 p-value 0.09

IBM/AMZN ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.015 -0.012 0.006 0.996 0.306 -23, 344.5 46, 699.0 -0.008

(0.000) (0.000) (0.000) (0.000) (0.009)

Q10 est 50.6 p-value 0.12

EGAS-t -0.001 -0.001 0.035 0.999 0.186 4.069 -21, 383.3 42,778.6 -0.015

(0.000) (0.001) (0.002) (0.003) (0.007) (0.006)

Q10 est 56.6 p-value 0.05

JPM/BAC ω1 ω2 α β ρ ν log L AIC Λ̂(θ)

EGAS-g -0.014 -0.014 0.009 0.997 0.783 -25, 951.6 51, 913.2 -0.008

(0.000) (0.000) (0.000) (0.000) (0.006)

Q10 est 45.3 p-value 0.27

EGAS-t -0.011 -0.010 0.043 0.997 0.427 4.372 -22, 411.6 44,835.2 -0.010

(0.000) (0.000) (0.000) (0.000) (0.000) (0.007)

Q10 est 36.1 p-value 0.65

Estimation Period from 2000-10-01 to 2018-12-31 Length of each time series T = 4590

TABLE 4.3: Maximum likelihood estimates for the bivariate EGAS models and multivariate Portman-
teau test.
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FIGURE 4.9: Comparison of the filtered volatilities gathered from the Gaussian (LHS PANELS) and the
Student’s t (RHS PANELS) bivariate EGAS.
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The Q-test reported in Table 4.3 was done with squared standardized residuals. However, a score-based test is

much preferable, because scores are related to the Lagrange multiplier test and incorporates information about the

level of correlation, see Harvey and Thiele, 2016. The alternative test builds upon the Ljung-Box statistics described

in section 3 of Harvey and Thiele, 2016. Then, in Table 4.4, we summarize the comparison between the two tests

performed on the same panel of coupled time series. Some comments are in order.

TABLE 4.4: Multivariate Ljung-Box Q Statistics and their p-values. With Q(10) it is denoted the Q-test
based on the standardized squared residuals, while with Qu(10) the score-based Q-test.

Q(10) Qu(10)

EGAS-g EGAS-t EGAS-g EGAS-t

MSFT/IBM

est. 57.6 48.3 239.0 211.0

p-value 0.04 0.17 0.00 0.00

MSFT/AAPL

est. 89.6 85.8 89.0 89.0

p-value 0.00 0.05 0.00 0.04

MSFT/AMZN

est. 57.3 64.5 61.0 79.0

p-value 0.04 0.05 0.02 0.01

AAPL/IBM

est. 56.8 57.6 109.2 61.2

p-value 0.04 0.06 0.00 0.02

AAPL/AMZN

est. 51.4 52.4 165.6 165.0

p-value 0.11 0.09 0.00 0.00

IBM/AMZN

est. 50.6 56.6 205.2 165.0

p-value 0.12 0.05 0.00 0.00

JPM/BAC

est. 45.3 36.1 214.3 67.57

p-value 0.27 0.65 0.00 0.00

From the results collected in Table 4.4 it is possible to see that the estimated values of the Ljung-Box statistics are

quite different. The multivariate Ljung-Box Q test based on the squared standardized residuals it is often accepted for

both the Gaussian and Student’s t specification, whereas it is always rejected when the equivalent score-based test is
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considered. Therefore, this may be seen as a further evidence of the fact that the scores incorporate information about

the correlation structure between the time series which are not accounted when using the cross-product of standardized

residuals.

4.7.1 Volatility Filtering with the Bivariate EGAS

To illustrate in more details the Bivariate EGAS models and stress the importance of the invertibility condition for

empirical applications, we now focus on the bivariate time series of returns composed by the tickers JPM/BAC,

displayed in Figure 4.10.
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FIGURE 4.10: Time plots of daily demeaned returns from 2000-10-01 to 2018-12-31.

The reason behind the choice of these tickers lies in the fact that they are highly correlated, showing a very similar

pattern of returns. Moreover, they also present the usual stylized facts of financial returns, such as volatility clustering,

heavy-tails and tail-dependence. Table 4.5 provides summary statistics of the two time series of returns, which shows

that the distribution of both the returns are slightly positively skewed, highly leptokurtic and the p-value of the Jarque

Bera Test confirm that the normality assumption is strongly rejected.

TABLE 4.5: Summary statistics of the returns.

Mean Std. Dev. Skewness Kurtosis Jarque Bera Test

JPM -0.000 0.022 0.914 16.24 0.000

BAC 0.000 0.034 0.927 28.37 0.000

We also document the results of the summary statistics with Figures 4.11 and 4.12 which show the bivariate kernel

density estimation of the returns and the respective contour plot.
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The dependence structure between the tickers can be even more appreciated by looking at Figures 4.13 and 4.14,

where two different type of scatter plots are displayed. From these plots it is possible to see the presence of positive

tail-dependence.
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We now turn to the study of the estimated model for the pair of returns. Specifically, from the results of Table 4.3

one can see that the bivariate EGAS with the Student’s t specification outperform the Gaussian model, since we can

achieve better fitting performances in terms of the likelihood evaluated at the estimates and the AIC. Furthermore, the

evidences provided by the descriptive analysis suggest that a fat-tailed model may be a proper choice to model the

couple of time series returns.

Thus, to model the daily returns, we consider the estimated version of the EGAS-t model, defined with the frame-

work given in (4.1) and (4.2), where the distribution of the IID random variables ηt ∼ t4.372(02, I2), the constant

conditional correlation coefficient ρ̂ = 0.427 and the estimated score-driven filter is given by the recursions f1,t+1

f2,t+1

 =

−0.011

−0.010

+ 0.043

s1t

s2t

+ 0.997

 f1t

f2t

 , (4.24)

where the driving-force st = (s1t, s2t)> is as in the recursions of equation (C.6). We note that the estimated autore-

gressive parameter β̂ = 0.997, which is very close to unity, and as a consequence the volatility series of the two

tickers may exhibit IGARCH behaviour.

In Table 4.3 it was also shown that the estimate of the empirical version of the Bougerol’s contraction condition

stated in (4.20) is Λ̂(θ) = −0.010 < 0 satisfying the invertibility condition. Thus, to better understand what are
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the implication of this result, we filter the underlying volatility from the pair of returns JPM/BAC with the filters

in (4.24). Since the starting values are unknown, one may start the recursions from several arbitrary fixed point

f̄ = ( f̄1, f̄2)> ∈ R2.

Figure 4.15 provide the empirical evidence of the fact that our estimated version of the invertibility region of

the parameter space for the filters in f t is reasonably large. Therefore, maximum likelihood estimations carried out

directly on the region in (4.21) provides an empirically useful nonlinear and invertible volatility filter. The latter result

may also suggest that the likelihood function in equation (4.23) is sufficiently well-behaved such that it allows for

appropriate law of large numbers and asymptotic normality of the (restricted) maximum likelihood estimator.
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FIGURE 4.15: In purple and pink, it is shown the paths of the first 250 filtered volatilities from the pair
of returns JPM/BAC with the invertible EGAS-t. The recursion has been started with arbitrary fixed

values f̄ = ( f̄1, f̄2)
> ∈ R2. In black we have their respective stationary and ergodic solution

Thus, in Figure 4.16 we also report the estimated conditional volatilities for the whole samples of daily demeaned-

return in Figure 4.10, which extends from 2000-10-01 to 2018-12-31. Not surprisingly, the estimated conditional

volatilities show a very similar path, with common upward and downward movement.
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FIGURE 4.16: In purple and pink, estimated conditional volatilities from the pair of returns JPM/BAC
with the EGAS-t in equation (4.24).

Therefore, we analyze this relationship between the series by adopting the methods proposed by Gallant, Rossi,

and Tauchen, 1993, see also Herwartz and Lütkepohl, 2000 for an application to multivariate volatility analysis. The

estimated impulse response function are displayed in Figure 4.17. The first property that one could note is that the

persistence which characterize both the series is remarkably high. Indeed, when a shock hits in the two variables hits

the system, there will be a substantial increase in volatility. Interestingly, the covariances reacts in a different way.

When a shock in JPM hits BAC, leads to a decreasing in volatility, while when an impulse on BAC hits JPM, yields
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a small amount of increase in volatility. Hence, JPM innovations have a stronger impact on BAC than BAC on JPM.

To conclude this part, we stress the fact that this asymmetric spillover effect may be well handled by our score-driven

model, since it allows for ARCH as well as GARCH spillover effects in the filtering recursions.
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FIGURE 4.17: Plots of Impulse Responce Functions of standard deviation shock.

4.8 Concluding Remarks

In this paper we have introduced a new robust multivariate score driven model for conditional volatilities. We further

used a multivariate version of the empirical method proposed in Blasques et al., 2018 to verify that the invertibility

condition holds and ensure that the estimation and filtering results are not spurious.

With a Monte Carlo exercise we have documented the crucial importance of the invertibility condition for the

well-behaviour of the log-likelihood function and the ML estimators.

In our empirical application we considered seven pairs of stock returns from different industries and concluded

that filter invertibility holds on all these data set using our empirical method. This allows us to use these bivariate

robust filters with confidence that the estimation and filtering results are sound. With a particular focus on the the

tickers JPM/BAC we have provided further evidences of the ability of our model in handle heavy-tailed financial

returns and capture spillover effects.
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Appendix A

Proofs of Chapter 2

A.1 Main Proofs

A.1.1 Proofs of Lemmata for the Dynamic Location

Proof of lemma 2.2.1

Proof. The fact that bt ∼ Beta
(

N
2 , ν

2

)
follows trivially from the properties of the multivariate Student’s t, see for

instance Pag. 19 of Kotz and Nadarajah, 2004 or Proposition 39 of Harvey, 2013. Thus, it can be expressed as the

ratio random variable bt = rt/(st + rt), where rt ∼ χ2
N is independent of st ∼ χ2

ν/ν. Now it easy to see that it is

possible to rewrite ut in (2.4) as ut =
√

ν
√

bt(1− bt)Ω
1/2ut. The random vector ut and the random variables bt

are independent of each other by construction, see Fang, Kotz, and Ng, 1990, and thus for even integers m ≥ 0, the

moments of ut can also be expressed in terms of a one-dimensional integral, that are

E

[
‖ut‖m

]
=νm/2‖Ω‖m/2E

[
bm/2

t (1− bt)
m/2
]

E

[
‖ut‖m

]
=
‖Ω‖m/2

B
(

N
2 , ν

2

)( ν

N

)m/2

×
∫

b
N+m

2 −1
t (1− bt)

ν+m
2 −1dbt

=‖Ω‖m/2
(

ν

N

)m/2B
(

N+m
2 , ν+m

2

)
B
(

N
2 , ν

2

) .

Notice that, with this Lemma, we also satisfy the Sufficient Condition for Robustness, see Proposition 1 of Calvet,

Czellar, and Ronchetti, 2015.

Proof of lemma 2.3.1

Proof. The stability condition $(Φ) < 1, is a well-known condition in the theory of linear systems, see Hannan and

Deistler, 1987, Hannan, 1970 or Lütkepohl, 2007. This condition, however, also extends to our nonlinear model. This

can be seen from the fact that if we consider the recursion of the dynamic location as a function of the innovations

like in (2.6). This recursion is linear in µt for a given εt and hence the condition needed for the process to produce

stationary ergodic paths of the former boils down to the familiar stability condition $(Φ) < 1.
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As regards the bounded moments, consider (2.6) such that, by combining Lemma 2.2.1, we take the expectation

and use the triangle, Hölder and Minkowsky inequalities such that

E

[
sup
θ∈Θ

‖µt+1 −ω‖m

]
= E

[
sup
θ∈Θ

∥∥∥∥∥ ∞

∑
j=0

ΦjKut−j

∥∥∥∥∥
m]
≤ E

[
∞

∑
j=0

sup
θ∈Θ

‖ΦjKut−j‖m

]

≤
{

c̄
∞

∑
j=0

ρ̄j

(
E

[
‖ut−j‖m

])1/m}m

< ∞,

where here and elsewhere we have that c̄ = supθ∈Θ N‖K‖ and ρ̄ = $(Φ) < 1. Clearly, the last inequality is

a standard result from linear algebra, in fact a simple eigendecomposition can show that ‖Φ‖ = ‖PΛP−1‖ =

tr(Λ) = ∑N
i=1 ρi where ρi are the eigenvalues of Φ.

Proof of Lemma 2.3.2

Proof. The desired result follows trivially since

E[‖yt‖
m] ≤ C̄1E[‖µt‖

m] + C̄1E[‖εt‖m] < ∞,

by the cr-inequality. µt is uniformly bounded from Lemmata 2.2.1 and 2.3.1 and by the properties of the multivariate

Student’s t.

Proof of lemma 2.3.3

Proof. The contraction condition 2 follows as a straightforward modification of Theorem 6.12 in Pötscher and Prucha,

1997, where the authors show that the aforementioned sufficient condition may be obtained by applying the mean

value theorem to the Lipschitz map of the dynamic location vector. Then we note that, in our model this condition

boils down to the following sufficient condition

E

[
sup
θ∈Θ

∥∥∥∥∥ j

∏
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
= E

[
sup
θ∈Θ

∥∥∥∥∥ j

∏
k=1

X t−j

∥∥∥∥∥
]
< 1.

This condition can be derived as follows. Consider the dynamic equation in terms of the observations yt ∈ RN

µt+1|t −ω = Φ(µt|t−1 −ω) + K
(yt − µt|t−1)

1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

.

This recursion can be embedded in a first order nonlinear dynamic system

µt+1|t = φ(µt|t−1, yt, θ), t ∈N,

where we suppse that the dynamic location vector takes his values in a Borel subset M of RN . This allow us to define

inductively for k ≥ 1 and any initialization µ1|0 ∈M, a sequence of Lipschitz maps φ(k+1) : M×RN ×Θ 7→M
for k ≥ 1 such that

φ(k+1)(µ1|0, y1, . . . , yk+1, θ) = φ (φ(k)(µ1|0, y1, . . . , yk, θ), yk+1, θ).
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Thus, following Pötscher and Prucha, 1997, we apply the mean value theorem to the Lipschitz map φ(µt|t−1, yt, θ)

and see that

φ(µ̂t|t−1, yt, θ)− φ(µt|t−1, yt, θ) = φ′(µ?
t|t−1, yt, θ)(µ̂t|t−1 − µt|t−1),

from which we can recover

µt+1|t = φ′(µ̂?
t|t−1, yt, θ)µt|t−1 + φ(µ̂t|t−1, yt, θ)− φ′(µ?

t|t−1, yt, θ)µ̂t|t−1, (A.1)

since µt+1|t = φ(µt|t−1, yt, θ) and where µ?
t|t−1 is on the segment connecting µ̂t|t−1 and µt|t−1. Furthermore, φ′(·)

denotes the first partial derivatives of φ(·) with respect to the transpose of µ?
t|t−1, yielding a N × N random matrix.

A more convenient way to represent (A.1) could be achieved by noting that

µt+1|t = X̂
?
t µt|t−1 + ϕ(µ̂t|t−1, yt, θ), (A.2)

with X̂
?
t = φ′(µ?

t|t−1, yt, θ) and ϕ(µ?
t|t−1, yt, θ) = φ(µ̂t|t−1, yt, θ)− φ′(µ?

t|t−1, yt, θ)µ̂t|t−1. Equation (A.2) is a mul-

tivariate stochastic recurrence equation (MSRE), that can be viewed as vectorial autoregressive process with random

coefficients {X̂?
t } and {ϕ(µ?

t|t−1, yt, θ)}. With this representation, it is possible to backsolve the recursion in order

to obtain

µt+1|t =

 t−1

∏
i=0

X̂
?
t−i

 µ1|0 + ϕ(µ?
t|t−1, yt, θ) +

t−1

∑
j=1

 j

∏
i=0

X̂
?
t−i

 ϕ(µ?
t−j|t−j−1, yt−j, θ),

for t ∈N and where µ1|0 is some fixed random vector used for starting the process.

Now, there is the second condition that remains to be verified from the Pötscher and Prucha, 1997’s Theorem 6.12,

that is, the uniform integrability at the starting point of the dynamic system, but this is trivially satisfied since

E

[
sup
θ∈Θ

‖X1‖
]
= E

[
sup
θ∈Θ

‖Φ + 2(1− b1)
2/ν K(y1 − µ1|0)(y1 − µ1|0)

>Ω−1 − (1− b1)K‖
]

≤ ρ̄ + cK

{
2E[b1(1− b1)]E

[
‖u1‖2

]
+ E[(1− b1)]

}
≤ ρ̄ + cK

ν(ν + N + 4)
(ν + N)(ν + N + 2)

< ∞,

and moreover, note that E
[

supθ∈Θ ϕ(µ?
1|0, y1, θ)

]
= E

[
supθ∈Θ ‖R1‖m

]
< ∞ from Lemma 2.2.1, 2.3.1 and A.3.5.

Thus, by recursive arguments we obtain

sup
θ∈Θ

‖µ̂t+1|t − µt+1|t‖ = sup
θ∈Θ

∥∥∥∥∥∥
 t−1

∏
i=0

X̂
?
t−i

{µ̂1|0 − µ1|0

}∥∥∥∥∥∥
≤ $t c1,

where c1 > 0 and 0 < $ < 1 are constants.

Finally, the exponentially fast almost sure convergence of the filtered {(µt|t−1 −ω)}t∈N may be obtained as an

application of Theorem 3.1 in Bougerol, 1993 or Theorem 2.7 in Straumann and Mikosch, 2006, that is,

sup
θ∈Θ

‖µ̂t|t−1 − µt|t−1‖
e.a.s.−−→ 0 as t→ ∞, (A.3)
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for any initialization of the filtering recursion, since the contraction condition 2 and the verified integrability at some

fixed value (µ1|0 − ω) are more than enough to satisfy the requirement of Bougerol, 1993’s Theorem. Hence, the

desired result follows.

A.1.2 Proof of Consistency and Asymptotic Normality of the MLE

To avoid confusions, we also define the empirical average log-likelihood function based on the chosen initial value

µ1|0 and then the recursion µ̂t|t−1

L̂T(θ) =
1
T

T

∑
t=1

̂̀t(θ), (A.4)

and the likelihood based on the stationary solution µt|t−1

LT(θ) =
1
T

T

∑
t=1

`t(θ), (A.5)

with the following limit

L(θ) = E[`t(θ)]. (A.6)

Proof of Consistency

Proof. The proof of strong concistency builds up the following steps. We have,

sup
θ∈Θ

|L̂T(θ)−L(θ)| ≤ sup
θ∈Θ

|L̂T(θ)−LT(θ)|+ sup
θ∈Θ

|LT(θ)−L(θ)|.

By Lemma A.3.3

sup
θ∈Θ

|L̂T(θ)−LT(θ)|
a.s.−→ 0 as t→ ∞,

and by Lemma A.3.4

sup
θ∈Θ

|LT(θ)−L(θ)|
a.s.−→ 0 as t→ ∞.

Also, by the Ergodic Theorem

lim
T→∞
L̂T(θ0) = lim

T→∞
LT(θ0) = L(θ0),

and in conclusion, by Lemma A.3.2

L(θ) < L(θ0) for any θ 6= θ0.

Following similar arguments of Theorem 3.4 in White, 1994, we can show that strong consistency holds if ∀ θ 6= θ0,

∃ Bη(θ), where Bη(θ) = {θ : ‖θ− θ0‖ > η, η > 0} s.t. ∀ sequence of maximizers {θ?} ∈ Θ and θ? ∈ Bη(θ),

lim sup
T→∞

sup
θ?∈Bη(θ)

L̂T(θ) < lim
T→∞
L̂T(θ0) almost surely.
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Thus, similar argument as before, the reverse Fatou’s Lemma and the Ergodic Theorem we get

lim sup
T→∞

sup
θ?∈Bη(θ)

L̂T(θ) = lim sup
T→∞

sup
θ?∈Bη(θ)

LT(θ) = lim sup
T→∞

sup
θ?∈Bη(θ)

1
T

T

∑
t=1

`t(θ)

≤ lim sup
T→∞

1
T

T

∑
t=1

sup
θ?∈Bη(θ)

`t(θ) = E

[
sup

θ?∈Bη(θ)

`t(θ)

]
,

and therefore, ∀ ε > 0 ∃ η > 0 s.t.

E

[
sup

θ?∈Bη(θ)

`t(θ)

]
< E

[
`t(θ)

]
+ ε = L(θ) + ε.

Note that ε can be made arbitrarily small, therefore, strong consistency follows by the compactness of the parameter

space Θ and the identifiability uniqueness of the maximizer θ0 ∈ Θ, ensured by Lemma A.3.2.

Proof of Asymptotic Normality

Proof. Standard arguments for the proof of asymptotic normality and the Taylor’s theorem lead to the expansion of

the conditional likelihood’s score function around a neighborhood of θ0, which yields

0 =
√

TL′T(θ̂T) =
√

T
[
L̂′T(θ0)−L′T(θ0)

]
+
√

TL′T(θ0)

+

[(
L′′T(θ0)−L′′(θ0)

)
+
(
L̂′′T(θ?)−L′′T(θ0)

)
+ L′′(θ0)

]
×
[√

T(θ̂T − θ0)

]
, (A.7)

where θ? lies on the chord between θ̂T and θ0, componentwise.

Considering equation (B.31), the convergence of the first difference in square brackets is ensured by Lemma

A.3.10 whereas the fact that
√

TL′T(θ0) obeys the CLT for martingales is entailed in Lemma A.3.9. As regards

the second line we have that the middle term vanishes almost surely and exponentially fast, since Lemma A.3.12

demonstrates that the initial conditions for the likelihood’s second derivative are asymptotically irrelevant and the

consistency theorem further ensures the convergence in the same point by continuity arguments of the likelihood’s

second derivatives. In addition, the first term in the brackets of the second line vanishes as well by the uniform law of

large numbers discussed in Lemma A.3.13. Finally, with Lemma A.3.11 at hand, we can easily solve equation (B.31),

since L′′(θ0) is nonsingular.

Thus, the Slusky’s Lemma (see Lemma 2.8 (iii) of Vaart, 1998 ) completes the proof.
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A.2 Computational Aspects

This Appendix is devoted to the construction of score vector and the Hessian matrix, which are needed for estimation

and inference. Our approach to tackle this problem follows the matrix differential calculus style of Magnus and

Neudecker, 2019. As argued by the authors, one of the advantages to represent the conditional log-density in its

differential form is that we can straightforwardly retrieve all the partial derivatives, thus avoiding the problem of

dealing with the dimensions of the matrices and vectors involved.

A.2.1 The Score Vector

To construct the score vector, we take the first differential of the likelihood function (2.8), and get

d`t(θ) =
1
2

[
ψ

(
ν + N

2

)
− ψ

(
ν

2

)
− N

ν
+

ν + N
ν

bt − ln wt

]
(dν)

+
1
2
(d vech(Ω))>D>N(Ω−1/2 ⊗Ω−1/2)

[
ν + N

ν

1
wt

(εt ⊗ εt)− vec IN

]

+
ν + N

ν

1
wt

(dµt|t−1)
>Ω−1(yt − µt|t−1), (A.8)

where ψ(x) = d ln Γ(x)/d(x) is the digamma function and DN the duplication matrix, which allow us to write

d vec Ω = DN(d vech(Ω)), since the scale matrix is symmetric. Now, in order to continue the construction of the

score vector we define

st(θ) =
d`t(θ)

dθ
.

However, since the decomposition of the parameter vector θ = (ξ>, ψ>)> the score vector can be partitioned into

two blocks, thus, two different applications of the chain rule are required.

Specifically, for ξ = (ω>, (vech(Ω))>, ν)>, we have

s(ξ)t (θ) =
d`t(θ)

dξ
=

∂`t(θ)

∂ξ
+

(
d(µt|t−1 −ω)

dξ>

)>
∂`t(θ)

∂µt|t−1
, (A.9)

while for ψ = ((vec Φ)>, (vec K)>)>, we have

s(ψ)
t (θ) =

d`t(θ)

dψ
=

(
d(µt|t−1 −ω)

dψ>

)>
∂`t(θ)

∂µt|t−1
. (A.10)

We start by considering the first differential of the dynamic location

d(µt+1|t −ω) =Φd(µt|t−1 −ω) +
[
(µt|t−1 −ω)> ⊗ IN

]
d vec Φ

+
[
(ut)

> ⊗ IN

]
d vec K + K(dut). (A.11)
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Now, because the driving-force ut is a function of the parameters of the multivariate Student’s t, it needs to be

differentiated with respect to those parameters, by expanding dut as

dut =(yt − µt|t−1)bt(1− bt)/ν(dν)

+ (yt − µt|t−1)(1− bt)
2/ν(εt ⊗ εt)

>(Ω−1/2 ⊗Ω−1/2)DN(d vech(Ω))

+ 2(yt − µt|t−1)(1− bt)
2/ν(yt − µt|t−1)

>Ω−1(dµt|t−1)− (1− bt)(dµt|t−1). (A.12)

We can achieve a more compact form by embeddig the dynamic differential in a stochastic recurrence equation

representation, such that

d(µt+1|t −ω) = X td(µt|t−1 −ω) + Rt,

where

X t = Φ + KCt, (A.13)

and

Rt = Katdν + KBtd vec Ω + Dtd vec Φ + Etd vec K. (A.14)

The terms of the latter equation are

at =
∂ut

∂ν
= (yt − µt|t−1)bt(1− bt)/ν,

Bt =
∂ut

∂(vech(Ω))>
= (1− bt)

2/ν (yt − µt|t−1)(Ω
−1/2εt ⊗Ω−1/2εt)

>DN ,

Ct =
∂ut

∂µ>t|t−1

= 2(1− bt)
2/ν (yt − µt|t−1)(yt − µt|t−1)

>Ω−1 − (1− bt)IN , (A.15)

which we present also in their vectorized form

at = b3/2
t (1− bt)

1/2/νΩ1/2ut, (A.16)

vec Bt = νb3/2
t (1− bt)

1/2(Ω−1/2 ⊗Ω−1/2 ⊗Ω1/2)(ut ⊗ ut ⊗ ut), (A.17)

vecCt = 2bt(1− bt) (Ω
−1/2 ⊗Ω1/2)(ut ⊗ ut)− (1− bt) vec IN . (A.18)

We also need the partial derivatives

C =
∂(µt|t−1 −ω)

∂ω>
= (IN −Φ),

Dt =
∂(µt|t−1 −ω)

∂(vec Φ)>
=
[
(µt|t−1 −ω)> ⊗ IN

]
, (A.19)

Et =
∂(µt|t−1 −ω)

∂(vec K)>
=
[
(ut)

> ⊗ IN

]
, (A.20)
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in order to obtain the final recursions, needed for the iterative procedure

d(µt+1|t −ω)

dν
=X t

d(µt|t−1 −ω)

dν
+ Kat,

d(µt+1|t −ω)

d(vech(Ω))>
=X t

d(µt|t−1 −ω)

d(vech(Ω))>
+ KBt,

d(µt+1|t −ω)

dω>
=X t

d(µt|t−1 −ω)

dω>
+ C, (A.21)

d(µt+1|t −ω)

d(vec Φ)>
=X t

d(µt|t−1 −ω)

d(vec Φ)>
+ Dt,

d(µt+1|t −ω)

d(vec K)>
=X t

d(µt|t−1 −ω)

d(vec K)>
+ Et.

Similarly, we affront the discussion for the required partial derivatives of the log-likelihood function.

From (A.8) the calculation are straightforward, we define

αt =
∂`t(θ)

∂ν
=

1
2

[
ψ

(
ν + N

2

)
− ψ

(
ν

2

)
− N

ν
+

ν + N
ν

bt − ln wt

]
,

βt =
∂`t(θ)

∂(vech(Ω))
=

1
2
D>N(Ω−1/2 ⊗Ω−1/2)

[
ν + N

ν

1
wt

(εt ⊗ εt)− vec IN

]
,

ςt =
∂`t(θ)

∂µt|t−1
=

ν + N
ν

1
wt

Ω−1(yt − µt|t−1),

which completes the construction of the score vector.
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A.2.2 The Hessian Matrix

With the same spirit, we obtain the second differential of the conditional log-likelihood by differentiating (A.8), which

yields

d2`t(θ) =
1
2

[
1
2

ψ′
(

ν + N
2

)
− 1

2
ψ′
(

ν

2

)
+

N
ν2 −

N
ν2 bt −

ν + N
ν2 bt(1− bt) +

1
ν

bt

]
(d2ν)

+

[
ν + N

2ν2 (1− bt)
2(d vec Ω)>(Ω−1/2 ⊗Ω−1/2)(εtε

>
t ⊗ εtε

>
t )(Ω

−1/2 ⊗Ω−1/2)(d vec Ω)

]

−
[

ν + N
ν

(1− bt)(dµt|t−1)
>Ω−1(dµt|t−1)

]
−
[

ν + N
ν

(1− bt)(d2µt|t−1)
>Ω−1/2εt

]

+

[
ν + N

ν2 (1− bt)
2(dµt|t−1)

>(Ω−1/2εtε
>
t Ω−1/2 ⊗ ε>t Ω−1/2)(d vec Ω)

]

−
[

ν + N
ν

(1− bt)(d vec Ω)>(Ω−1 ⊗Ω−1/2εtε
>
t Ω−1/2)(d vec Ω)

]

+

[
2

ν + N
ν

(1− bt)(dµt|t−1)
>(ε>t Ω−1/2 ⊗Ω−1)(d vec Ω)

]

+

[
2

ν + N
ν2 (1− bt)

2(dµt|t−1)
>Ω−1/2εtε

>
t Ω−1/2(dµt|t−1)

]

+

[
1
2
(d vec Ω)>(Ω−1 ⊗Ω−1)(d vec Ω)

]

+

[
(dµt|t−1)

>Ω1/2εt +
1
2
(d vec Ω)>(Ω−1/2 ⊗Ω−1/2)(εt ⊗ εt)

]

×
[

ν + N
ν2 bt(1− bt)−

N
ν2 (1− bt)

]
(dν), (A.22)

where ψ′(x) = d2 ln Γ(x)/d(x)2 is the trigamma function.

We thus define the Hessian matrix

Ht(θ) =
d2`t(θ)

dθdθ>
,

Similar arguments of those for the score vector, lead us to the conclusion that further applications of the chain rule

divide the Hessian into four blocks.

Start with the first set ξ = (ω>, (vech(Ω))>, ν)>,

H(ξ)
t (θ) =

d2`t(θ)

dξdξ>

=
∂2`t(θ)

∂ξ∂ξ>
+

(
d(µt|t−1 −ω)

dξ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dξ>

)
+

∂`t(θ)

∂µ>t|t−1

d2(µt|t−1 −ω)

dξdξ>
. (A.23)

As regards the second vector of parameters ψ = ((vec Φ)>, (vec K)>)>, we have

H(ψ)
t (θ) =

d2`t(θ)

dψdψ>

=

(
d(µt|t−1 −ω)

dψ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dψ>

)
+

∂`t(θ)

∂µ>t|t−1

d2(µt|t−1 −ω)

dψdψ>
, (A.24)



92 Appendix A. Proofs of Chapter 2

and finally, by virtue of its symmetry, we conclude the remaining blocks with the cross-derivatives

H(ξ,ψ)
t (θ) =

d2`t(θ)

dξdψ>

=

(
d(µt|t−1 −ω)

dξ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dψ>

)
+

∂`t(θ)

∂µ>t|t−1

d2(µt|t−1 −ω)

dξdψ>
. (A.25)

It should be clear now that, according to the above rules, the calculation of the Hessian matrix will also involve the

second differentials of the dynamic equation, which we are going to explore.

We have,

d2µt+1|t =Φd2µt|t−1 + 2[d(µt|t−1 −ω)> ⊗ IN ]d vec Φ

+ 2[d(ut)
> ⊗ IN ] vec K + K(d2ut), (A.26)

that in turn imply to expand d2ut, with respect to the parameters of the multivariate Student’s t.

After some algebra we get the second differential of the driving-force

d2ut =2(yt − µt|t−1)/ν
[
b2

t (1− bt)/ν− bt(1− bt)
]
(d2ν)

+ 2(1− bt)
3/ν2

{[
(d vec Ω)> ⊗ (yt − µt|t−1)(εt ⊗ εt)

>
]

vec(Ω−1/2 ⊗Ω−1/2)

}
×
[
(εt ⊗ εt)

>(Ω−1/2 ⊗Ω−1/2)(d vec Ω)
]

− 2(1− bt)
2/ν

{[
(d vec Ω)>(Ω−1/2εt ⊗Ω−1)⊗ (yt − µt|t−1)(yt − µt|t−1)

>Ω−1
]
(d vec Ω)

}
+ 8(1− bt)

3/ν2
{[

(dµt|t−1)
> ⊗ (yt − µt|t−1)(yt − µt|t−1)

>
]

vec Ω−1
}

×
[
(yt − µt|t−1)

>Ω−1(dµt|t−1)
]

− 2(1− bt)
2/ν

{[
(dµt|t−1)

>Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN + IN ⊗ (yt − µt|t−1)

]
(dµt|t−1)

}
− 2(1− bt)

2/ν

{[
(dµt|t−1)

>Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN

]
(dµt|t−1)

}
+ 2(1− bt)

2/ν

{[
(yt − µt|t−1)(yt − µt|t−1)

>Ω−1(d2µt|t−1)
]}
− (1− bt)

{
(d2µt|t−1)

}
+ 4(1− bt)

3/ν2
{[

(dµt|t−1)
> ⊗Ω1/2εtε

>
t Ω1/2

]
(vec Ω−1)(εt ⊗ εt)

>(Ω−1 ⊗Ω−1)(d vec Ω)

}
− (1− bt)

2/ν

{[
(dµt|t−1)

> ⊗ IN

]
(vec IN)

[
(εt ⊗ εt)

>(Ω−1 ⊗Ω−1)(d vec Ω)
]}

− 2(1− bt)
2/ν

{[
(dµt|t−1)

> ⊗Ω1/2εtε
>
t Ω1/2

]
(Ω−1 ⊗Ω−1)(d vec Ω)

}
+

{
[(d vec Ω)> ⊗ (yt − µt|t−1)(εt ⊗ εt)

>] vec(Ω−1/2 ⊗Ω−1/2)

}
×
[
2bt(1− bt)

2/ν2 − (1− bt)
2/ν2)

]
(dν)

+ 2
{[

(dµt|t−1)
> ⊗ (yt − µt|t−1)(yt − µt|t−1)

>
]

vec Ω−1
}[

2bt(1− bt)/ν2 − (1− bt)
2/ν2

]
(dν)

−
{[

(dµt|t−1)
> ⊗ IN

]
(vec IN)

}[
bt(1− bt)/ν

]
(dν). (A.27)
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It is useful to consider the dynamic second differential as a stochastic recurrence equation

d2(µt+1|t −ω) = X td2(µt|t−1 −ω) + Kd(µt|t−1 −ω)>C ′td(µt|t−1 −ω) + Qt,

where again

X t = Φ + KCt,

and

Qt =Ka′td
2ν + KB′td

2 vec Ω + K(d vec Ω)>âB
′
tdν

+ D′td
2 vec Φ + E′td

2 vec K + (d vec Φ)>D̂E
′
t(d vec K). (A.28)

We now derive the terms of recursion (A.28).

We first need a set of partial derivative

a′t =
∂2ut

∂ν2 =2(yt − µt|t−1)/ν
[
b2

t (1− bt)/ν− bt(1− bt)
]
, (A.29)

B′t =
∂2ut

∂(vech(Ω))∂(vech(Ω))>
=2(1− bt)

3/ν2

×
{[

D>N ⊗ (yt − µt|t−1)(εt ⊗ εt)
>
]

vec(Ω−1/2 ⊗Ω−1/2)

}
×
[
(εt ⊗ εt)

>(Ω−1/2 ⊗Ω−1/2)DN

]
− 2(1− bt)

2/ν

×
{[

D>N(Ω−1/2εt ⊗Ω−1)⊗ (yt − µt|t−1)(yt − µt|t−1)
>Ω−1

]
DN

}
,

(A.30)

C ′t =
∂2ut

∂µt|t−1∂µ>t|t−1

=8(1− bt)
3/ν2

{[
IN ⊗ (yt − µt|t−1)(yt − µt|t−1)

>
]

vec Ω−1
}

×
[
(yt − µt|t−1)

>Ω−1
]

− 2(1− bt)
2/ν

{[
Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN + IN ⊗ (yt − µt|t−1)

]}
− 2(1− bt)

2/ν

{[
Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN

]}
. (A.31)
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Secondly, a set of partial cross-derivatives

âB
′
t =

∂2ut

∂(vech(Ω))∂ν
=[IN ⊗ (yt − µt|t−1)(εt ⊗ εt)

>] vec(Ω−1/2 ⊗Ω−1/2)

×
[
2bt(1− bt)

2/ν2 − (1− bt)
2/ν2)

]
, (A.32)

âC ′t =
∂2ut

∂µt|t−1∂ν
=2
{[

IN ⊗ (yt − µt|t−1)(yt − µt|t−1)
>
]

vec Ω−1
}

×
[
2bt(1− bt)/ν2 − (1− bt)

2/ν2
]

−
{[

(dµt|t−1)
> ⊗ IN

]
(vec IN)

}
×
[
bt(1− bt)/ν

]
, (A.33)

B̂C ′t =
∂2ut

∂µt|t−1∂(vech(Ω))>
=4(1− bt)

3/ν2
{[

IN ⊗Ω1/2εtε
>
t Ω1/2

]
(vec Ω−1)(εt ⊗ εt)

>(Ω−1 ⊗Ω−1)

}
− (1− bt)

2/ν

{[
IN ⊗ IN

]
(vec IN)

[
(εt ⊗ εt)

>(Ω−1 ⊗Ω−1)
]}

− 2(1− bt)
2/ν

{[
IN ⊗Ω1/2εtε

>
t Ω1/2

]
(Ω−1 ⊗Ω−1)

}
. (A.34)

In addition, we still need a set of partial derivatives defined by

D′t =
∂[d(µt|t−1 −ω)]

∂(vec Φ)d(vec Φ)>
=2

[(
d(µt|t−1 −ω)

d(vec Φ)>

)>
⊗ IN

]
, (A.35)

E′t =
∂[d(µt|t−1 −ω)]

∂(vec K)d(vec K)>
=2

[(
C>t

d(µt|t−1 −ω)

d(vec K)>

)>
⊗ IN

]
, (A.36)

and finally conclude the derivation with

D̂E
′
t =

∂[d(µt|t−1 −ω)]

∂(vec Φ)d(vec K)>
=

[(
C>t

d(µt|t−1 −ω)

d(vec Φ)>

)>
⊗ IN

]
. (A.37)

We therefore have obtained a new set of recursions composed by

d2(µt+1|t −ω)

dν2 =X t
d2(µt|t−1 −ω)

dν2 + K

(
d(µt|t−1 −ω)

dν

)>
C ′t

(
d(µt|t−1 −ω)

dν

)
+ Ka′t,

d2(µt+1|t −ω)

d(vech(Ω))d(vech(Ω))>
=X t

d2(µt|t−1 −ω)

d(vech(Ω))d(vech(Ω))>
+ K

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
C ′t

(
d(µt|t−1 −ω)

d(vech(Ω))>

)
+ KB′t,

d2(µt+1|t −ω)

d(vech(Ω))dν
=X t

d2(µt|t−1 −ω)

d(vech(Ω))dν
+ K

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
C ′t

(
d(µt|t−1 −ω)

dν

)
+ KâB

′
t,
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which continue with

d2(µt+1|t −ω)

d(vec Φ)d(vec Φ)>
=X t

d2(µt|t−1 −ω)

d(vec Φ)d(vec Φ)>
+ K

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
C ′t

(
d(µt|t−1 −ω)

d(vec Φ)>

)
+ D′t,

d2(µt+1|t −ω)

d(vec K)d(vec K)>
=X t

d2(µt|t−1 −ω)

d(vec K)d(vec K)>
+ K

(
d(µt|t−1 −ω)

d(vec K)>

)>
C ′t

(
d(µt|t−1 −ω)

d(vec K)>

)
+ E′t,

d2(µt+1|t −ω)

d(vec Φ)d(vec K)>
=X t

d2(µt|t−1 −ω)

d(vec Φ)d(vec K)>
+ K

(
d(µt|t−1 −ω)

d(vec Φ)>

)>
C ′t

(
d(µt|t−1 −ω)

d(vec K)>

)
+ D̂E

′
t,

and conclude with

d2(µt+1|t −ω)

d(ν)d(vec Φ)>
=X t

d2(µt|t−1 −ω)

d(ν)d(vec Φ)>
+ K

(
d(µt|t−1 −ω)

dν

)>
C ′t

(
d(µt|t−1 −ω)

d(vec Φ)>

)
,

d2(µt+1|t −ω)

d(ν)d(vec K)>
=X t

d2(µt|t−1 −ω)

d(ν)d(vec K)>
+ K

(
d(µt|t−1 −ω)

dν

)>
C ′t

(
d(µt|t−1 −ω)

d(vec K)>

)
,

d2(µt+1|t −ω)

d(ν)d(vec Φ)>
=X t

d2(µt|t−1 −ω)

d(vech(Ω))d(vec Φ)>
+ K

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
C ′t

(
d(µt|t−1 −ω)

d(vec Φ)>

)
,

d2(µt+1|t −ω)

d(vech(Ω))d(vec K)>
=X t

d2(µt|t−1 −ω)

d(vech(Ω))d(vec K)>
+ K

(
d(µt|t−1 −ω)

d(vech(Ω))>

)>
C ′t

(
d(µt|t−1 −ω)

d(vec K)>

)
.

The construction of the Hessian can now be completed by simply deriving the remaining second-order partial deriva-

tives of the second differential in (A.22).

Thanks to this representation it is easy to show that

α′t =
∂2`t(θ)

∂ν2 =
1
2

[
1
2

ψ′
(

ν + N
2

)
− 1

2
ψ′
(

ν

2

)
+

N
ν2 −

N
ν2 bt −

ν + N
ν2 bt(1− bt) +

1
ν

bt

]
,

β′t =
∂2`t(θ)

∂(vech(Ω))∂(vech(Ω))>
=

[
ν + N

2ν2 (1− bt)
2D>N(Ω−1/2 ⊗Ω−1/2)(εtε

>
t ⊗ εtε

>
t )(Ω

−1/2 ⊗Ω−1/2)DN

]

−
[

ν + N
ν

(1− bt)D>N(Ω−1 ⊗Ω−1/2εtε
>
t Ω−1/2)DN

]

+

[
1
2
D>N(Ω−1 ⊗Ω−1)DN

]
,

ς′t =
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

=

[
ν + N

ν2 2(1− bt)
2Ω−1/2εtε

>
t Ω−1/2

]
−
[

ν + N
ν

(1− bt)Ω
−1

]
,
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and

α̂β
′
t =

∂2`t(θ)

∂(vech(Ω))∂ν
=

1
2
D>N(Ω−1/2 ⊗Ω−1/2)(εt ⊗ εt)

[
ν + N

ν2 bt(1− bt)−
N
ν2 (1− bt)

]
,

α̂ς′t =
∂2`t(θ)

∂µt|t−1∂ν
=Ω1/2εt

[
ν + N

ν2 bt(1− bt)−
N
ν2 (1− bt)

]
,

β̂ς
′
t =

∂2`t(θ)

∂µt|t−1∂(vech(Ω))>
=

[
ν + N

ν2 (1− bt)
2(Ω−1/2εtε

>
t Ω−1/2 ⊗ ε>t Ω−1/2)DN

]

+

[
ν + N

ν
2(1− bt)(ε

>
t Ω−1/2 ⊗Ω−1)DN

]
,

which completes the construction of the Hessian matrix.

A.2.3 The Conditional Information Matrix

Taking conditional expectation of the negative Hessian matrix yields the fundamental conditional information matrix

needed for the Fisher’s scoring method. Likewise to the score and the Hessian, we start the discussion by taking

advantage again from the differentials of the log-likelihood function.

Then we have

Et−1[d2`t(θ)] =

[
1
4

ψ′
(

ν + N
2

)
− 1

4
ψ′
(

ν

2

)
+

N(ν + N + 4)
2ν(ν + N)(ν + N + 2)

]
(d2ν)

+

[
1

2(ν + N + 2)
(d vec Ω)>(vec Ω−1)(vec Ω−1)>(d vec Ω)

]

−
[

ν + N
2(ν + N + 2)

(d vec Ω)>(Ω−1 ⊗Ω−1)(d vec Ω)

]

+

[
1

(ν + N)(ν + N + 2)
(d vec Ω)>(vec Ω−1)(dν)

]

−
[

ν + N
ν + N + 2

(dµt|t−1)
>Ω−1(dµt|t−1)

]
.

The calculations of this matrix require for the first set ξ = (ω>, (vech(Ω))>, ν)>,

I (ξ)
t (θ) = −Et−1

[
d2`t(θ)

dξdξ>

]
= I (ξ)(θ) +

(
d(µt|t−1 −ω)

dξ>

)>
I (µ)(θ)

(
d(µt|t−1 −ω)

dξ>

)
, (A.38)

For the second vector ψ = ((vec Φ)>, (vec K)>)>, we have

I (ψ)
t (θ) = −Et−1

[
d2`t(θ)

dψdψ>

]
=

(
d(µt|t−1 −ω)

dψ>

)>
I (µ)(θ)

(
d(µt|t−1 −ω)

dψ>

)
, (A.39)

in conclusion, the negative conditional expected value of the cross-second derivatives are

I (ξ,ψ)
t (θ) = −Et−1

[
d2`t(θ)

dξdψ>

]
=

(
d(µt|t−1 −ω)

dξ>

)>
I (µ)(θ)

(
d(µt|t−1 −ω)

dψ>

)
. (A.40)



A.2. Computational Aspects 97

Now, the recursion the partial derivative for the dynamic location are already available from (A.21) and thus, the

calculations boils down to the static terms of the matrix, which are easily retrieved.

We get

I (µ)(θ) = −Et−1

[
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

]
=

ν + N
ν + N + 2

Ω−1,

while the terms of the static matrix I (ξ)(θ) are

I (ν)(θ) = −Et−1

[
∂2`t(θ)

∂ν2

]
=

1
4

[
ψ′
(

ν

2

)
− ψ′

(
ν + N

2

)
− 2N(ν + N + 4)

ν(ν + N)(ν + N + 2)

]
,

I (v(Ω))(θ) = −Et−1

[
∂2`t(θ)

∂(vech(Ω))∂(vech(Ω))>

]
=

ν + N
2(ν + N + 2)

D>N(Ω−1 ⊗Ω−1)DN

− 1
2(ν + N + 2)

D>N(vech(Ω−1))(vech(Ω−1))>DN ,

and lastly the cross terms

I (v(Ω),ν)(θ) = −Et−1

[
∂2`t(θ)

∂(vech(Ω))∂ν

]
= − 1

(ν + N)(ν + N + 2)
D>N(vech(Ω−1)).

With these last derivations, we have completed the derivations for the Fisher’s scoring method in the multivariate

DCS-t set up.

A.2.4 Third differentials

The end of this appendix present the third differential of the conditional log-likelihood with respect to the dynamic

location, since, as it turns out, it is needed for the proof of the asymptotic normality of the MLE, see Lemma A.3.12.

We invoke again equation (A.22), differentiate only with respect µt|t−1 and obtain

d3
µt|t−1

`t(θ) =

[
8

ν + N
ν3 (1− bt)

3(dµt|t−1)
>Ω−1/2εt(dµt|t−1)

>Ω−1/2εtε
>
t (dµt|t−1)

]

+

[
2

ν + N
ν2 (1− bt)

2(dµt|t−1)
>[Ω−1/2εt ⊗ IN + IN ⊗ εtΩ

−1/2](dµt|t−1)
2

]

−
[

2
ν + N

ν2 (1− bt)
2(dµt|t−1)

>Ω−1/2εt(dµt|t−1)
>Ω−1(dµt|t−1)

]

−
[

2
ν + N

ν2 (1− bt)
2(dµt|t−1)

>Ω−1/2εt(d2µt|t−1)Ω
−1/2εt

]

−
[

ν + N
ν

(1− bt)(d2µt|t−1)
>Ω−1/2(dµt|t−1)

]

−
[

ν + N
ν

(1− bt)(d3µt|t−1)
>Ω−1/2εt

]
. (A.41)
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A.3 Lemmata

A.3.1 Lemmata for the Proof of Consistency

Lemma A.3.1 (Uniform Integrability and moments of the likelihood). Consider model (2.1), (2.2) and (2.3). Let

{εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

Then, for all m ≥ 1, we obtain

E

[
sup
θ∈Θ

|`t(θ)|m
]
< ∞

if and only if ν > 2.

Proof. Consider the t-th contribution to the likelihood in equation (2.9). With the cr-inequality and Lemma 2.2.1 at

hand, it should be clear that, if there exist a stationary ergodic sequence {εt}t∈Z and $(Φ) < 1 in model (2.1), (2.2)

and (2.3), then we have that E[supθ∈Θ ‖µt|t−1‖m] < ∞ and

E

[
sup
θ∈Θ

∣∣∣∣`t(θ)

∣∣∣∣m
]

≤ C̄1E

[
sup
θ∈Θ

∣∣∣∣ ln[1 + (yt − µt|t−1)
>Ω−1(yt − µt)/ν]

∣∣∣∣m
]
≤ C̄1E

[
sup
θ∈Θ

∣∣∣∣(yt − µt|t−1)
>Ω−1(yt − µt|t−1)

∣∣∣∣m
]

= C̄1E

[
sup
θ∈Θ

∣∣∣∣ tr Ω−1(yt − µt|t−1)(yt − µt|t−1)
>
∣∣∣∣m
]
≤ C̄1E

[
sup
θ∈Θ

∣∣∣∣ ‖Ω−1(yt − µt|t−1)(yt − µt|t−1)
>‖
∣∣∣∣m
]

≤ C̄3E

[
sup
θ∈Θ

‖yt − µt|t−1‖
2m

]
≤ C̄3E

[
‖yt‖

2m

]
+ C̄3E

[
sup
θ∈Θ

‖µt|t−1‖
2m

]
< ∞,

since the second inequality is entailed in the elementary property that ln(x) ≤ x− 1 for x > 1. The third inequality

follows from the fact that | tr(AB)| ≤ ‖A‖‖B‖, see result 4.1.2(2) of Lütkepohl, 1996. The fourth is trivial, since the

scale matrix is symmetric and positive definite, thus invertible and the last inequality follows from subadditivity. The

moment bounds now can be shown to be satisfied by assumptions. For example, E[‖yt‖2] < ∞ is always ensured

if ν > 2 and C̄3 > 0 is a finite constant. The result is extended to the whole likelihood as an application of the

Continuous Mapping Theorem.

Lemma A.3.2 (Identifiability Uniqueness of the true parameter vector). Consider model (2.1), (2.2) and (2.3).

Let {εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. the parameter space Θ is compact with 2 < ν < ∞ and

3. the true parameter vector θ0 ∈ Θ.

Then,

E
[
|`t(θ0)|

]
< ∞.
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Furthermore, for every θ 6= θ0,

E
[
|`t(θ)|

]
< E

[
|`t(θ0)|

]
.

Proof. We immediately note that E
[
|`t(θ0)|

]
< ∞ follows from Lemma A.3.1 and then we can turn to the second

statement.

In proving identifiability uniqueness of θ0 it suffices to consider the sequence {`t(θ)− `t(θ0)}, under the assump-

tion that (ν, vech Ω)> = (ν0, vech Ω0)>. Thus, denoting with µ0,t|t−1 the dynamic location vector as a function of

the true parameter vector, the difference sequence between the two likelihoods is

`t(θ)− `t(θ0)

= ln
[

1 + (yt − µt|t−1)
>Ω−1

0 (yt − µt|t−1)/ν0

]
− ln

[
1 + (yt − µ0,t|t−1)

>Ω−1
0 (yt − µ0,t|t−1)/ν0

]
≤
[
(yt − µt|t−1)

>Ω−1
0 (yt − µt|t−1)/ν0

]
−
[
(yt − µt|t−1)

>Ω−1
0 (yt − µ0,t|t−1)/ν0

]
,

where the inequality is implied by the elementary relation ln(x) ≤ x− 1 for x > 1, that will be always strict unless

x = 1, which will be the case if and only if µt|t−1 = µ0,t|t−1 almost surely since, Ω0 is symmetric positive definite

and 2 < ν < ∞. Thus, taking expectation yields

E[`t(θ)− `t(θ0)] < E

[
tr
(
(Ω−1

0 /ν0)

(
(yt − µt|t−1)(yt − µt|t−1)

> − (yt − µ0,t|t−1)(yt − µ0,t|t−1)
>
))]

.

Also, is not hard to see that this in turn implies that we can write the recursion as

(µt+1|t − µ0,t]1|t) =(ω−ω0) + (Φ−Φ0)ω0 + (Φ−Φ0)µ0,t|t−1 + (K − K0)ut,

and relation above entails the fact that, if µt|t−1 = µ0,t|t−1 for all t almost surely, then

(ω−ω0) + (Φ−Φ0)ω0 =(Φ−Φ0)µ0,t|t−1 + (K − K0)ut,

almost surely. Nonetheless, we note that as long as det K 6= 0 the whole multivariate system of equations is indeed

stochastic, since one cannot find a nontrivial solution of the system that will cancel out the driving force ut of the

dynamic location vector and as a result the only available option boils down to the equivalence between all the

parameters, that is ω = ω0, Φ = Φ0 and K = K0.

Summing up, we have shown that E[`t(θ)] < E[`t(θ0)] for every θ 6= θ0.

Lemma A.3.3 (Uniform convergence of the likelihood function). Consider model (2.1), (2.2) and (2.3). Let

{εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. E

[
supθ∈Θ

∥∥∥∥∥∏
j
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
< 1, for some j ≥ 1 large enough and

3. E

[
supθ∈Θ

∥∥∥∥∥ ∂µ1|0
∂θ>

∥∥∥∥∥
]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞.
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Then,

sup
θ∈Θ

|L̂T(θ)−LT(θ)|
a.s.−→ 0 as t→ ∞,

where L̂T(θ) is the empirical likelihood started with µ1|0 and L(θ) is the unique stationary ergodic counterpart,

defined in (A.4) and (A.5) respectively.

Proof. We apply a mean-value expansion of the log-likelihood around µ?
t|t−1 which is on the chord between the

started filtered location µ̂t|t−1 and µt|t−1. We take the supremum over the compact parameter space and see that

sup
θ∈Θ

|L̂T(θ)−LT(θ)| ≤ sup
θ∈Θ

∥∥∥∥∥∂L̂T(θ)

∂µ?>
t|t−1

∥∥∥∥∥ sup
θ∈Θ

‖µ̂t|t−1 − µt|t−1‖,

where by direct calculation and by the triangle inequality we have

sup
θ∈Θ

∥∥∥∥∥∂L̂T(θ)

∂µ>t|t−1

∥∥∥∥∥ ≤ 1
T

T

∑
t=1

sup
θ∈Θ

∥∥∥∥∥Ω−1 ν + N
ν

(yt − µt|t−1)

1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

∥∥∥∥∥
≤cΩ

(
max
θ∈Θ

ν + N
ν

)
1
T

T

∑
t=1

sup
θ∈Θ

‖yt − µt|t−1‖

× sup
θ∈Θ

∣∣∣∣∣ [1 + (yt − µt|t−1)
>Ω−1(yt − µt|t−1)/ν

]−1
∣∣∣∣∣.

Assumption 4 is of fundamental importance here. As we can observe, if we treat the dynamic location vector as a

fixed parameter with value µ?
t|t−1 and let yt → ∞ the entire term in the right hand side of the latter inequality will

vanishes. Hence, we satisfy the condition that at least

sup
θ∈Θ

∥∥∥∥∥∂L̂T(θ)

∂µ?>
t|t−1

∥∥∥∥∥ = Op(1),

which is enough to imply the existence of log-moments. Furthermore, Assumptions 1 and 2 are needed in order to

maintain the filter invertible and thus to apply Lemma 2.3.3 such that

sup
θ∈Θ

‖µ̂t|t−1 − µt|t−1‖
e.a.s.−−→ 0,

In conclusion, an application of Lemma 2.1 in Straumann and Mikosch, 2006 demonstrates that the claimed almost

sure convergence holds true.

Lemma A.3.4 (Uniform Law of Large Numbers of the likelihood). Consider model (2.1), (2.2) and (2.3). Let

{εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. the parameter space Θ is compact with 2 < ν < ∞,

3. the true parameter vector θ0 ∈ Θ and

4. ∀θ ∈ Θ, if θ 6= θ0 then µt|t−1 6= µ0t almost surely and ∀t ≥ 1.
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Then,

sup
θ∈Θ

|LT(θ)−L(θ)|
a.s.−→ 0 as t→ ∞,

where LT(θ) is the stationary ergodic average likelihood and L(θ) is the limit likelihood are defined in (A.5) and

(A.6) respectively.

Proof. The Uniform Law of Large Numbers in its version for ergodic stationary processes is reported on White, 1994

as Theorem A.2.2, applies straightforwardly to our case since

1. the parameter space is compact,

2. the empirical likelihood function LT(θ) defined in (A.5) is continuous in θ ∀ yt and ∀ θ ∈ Θ is measurable in

yt,

3. By Lemma A.3.2 we obtain the identifiability and the moment bound E
[
|`t(θ0)|

]
< ∞ ensure the dominance

condition.

Thus, all the conditions of Theoerm A.2.2 in White, 1994 are met and the proof is complete.

A.3.2 Lemmata for the Proof of Asymptotic Normality

Lemma A.3.5 (Stationarity, Ergodicity and Moments for the First Differentials of the Dynamic Location).
Consider model (2.1), (2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Consider the stochastic

difference equation

d(µt+1|t −ω) = X td(µt|t−1 −ω) + Rt,

where X t is defined as in (A.13)

X t = Φ + KCt,

where Ct is in (A.15), Rt as in (A.14),

Rt = Katdν + KBtd vec Ω + Dtd vec Φ + Etd vec K,

with components in (A.16), (A.17), (A.18), (A.19) and (A.20). If for some integer t ≥ 1 and m > 0 the conditions

1. $(Φ) < 1 and det K 6= 0,

2. γ(X t) =

{
1
t E

[
log supθ∈Θ ‖X1 . . . X t‖

]}
< 0,

3. E

[
supθ∈Θ ‖Rt‖m

]
< ∞,

are satisfied, then the series {d(µt+1|t −ω)} represented by

d(µt+1|t −ω) =
t−1

∑
j=0

(
j

∏
k=1

X t−k

)
Rt−j

converges almost surely to the unique stationary ergodic solution.

Furthermore, E[supθ∈Θ ‖d(µt|t−1 −ω)‖m] < ∞ for every m > 0.
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Proof. The discussion here follows closely the arguments of the proof of Lemma 2.3.1, in fact, if we consider the

recursion (A.3.5) as a function of the innovations εt, we can easily see again that X t and all the components of Rt are

just linear in µt, implying that the Lyapunov condition 2 and the moment bounds of condition 3, are enough to ensure

the generation of stationary ergodic {X t, Rt}
Now, from Lemma 2.3.1, is clear that the first two conditions are used in order to maintain the multivariate

system stable and the matrices X t random, while the well-known Lyapunov condition 2 for linear stochastic difference

equations, give us the sufficient condition in order to obtain ergodic sequences {X t}, see Vervaat, 1979 and Basrak,

Davis, and Mikosch, 2002.

Moreover, because the Hölder and Minkowsky inequalities imply

E

[
sup
θ∈Θ

‖d(µt+1|t −ω)‖m

]
≤

t−1

∑
j=0

E

[
sup
θ∈Θ

∥∥∥∥∥ j

∏
k=0

X t−k

∥∥∥∥∥
m]1/m

E

[
sup
θ∈Θ

‖dRt−j‖m

]1/m

.

In addition, we note that equation (A.18) imply

E

[
sup
θ∈Θ

‖X t‖m

]
≤ sup

θ∈Θ

‖Φ‖m + E

[
sup
θ∈Θ

‖KCt‖m

]

≤ρ̄m + cKE

[
bm/2

t (1− bt)
m/2

]
E
[
‖(ut ⊗ ut)‖m

]
+ cK Nm/2E

[
(1− bt)

m/2
]

=ρ̄m + cKE
[
‖ut‖2m

]B(N+m
2 , ν+m

2

)
B
(

N
2 , ν

2

) + cK Nm/2
B
(

N
2 , ν+m

2

)
B
(

N
2 , ν

2

)
=ρ̄m +

cK

Nm

B
(

N+m
2 , ν+m

2

)
B
(

N
2 , ν

2

) + cK Nm/2
B
(

N
2 , ν+m

2

)
B
(

N
2 , ν

2

) < ∞,

by Lemma 2.2.1. Note that the condition 1 is needed in order to maintain the matrix X t random and identifiable.

Thus, it remains to prove the moment bounds of Rt for every m > 0. We have,

E

[
sup
θ∈Θ

‖at‖m

]
=E

[
sup
θ∈Θ

b3m/2
t (1− bt)

m/2/νm/2

]
E

[
sup
θ∈Θ

‖Ω1/2ut‖m

]

≤ cΩ

Nm/2

B
(

N+3m
2 , ν+m

2

)
B
(

N
2 , ν

2

) < ∞,

In addition, we have

E

[
sup
θ∈Θ

‖ vec Bt‖m

]
=E

[
sup
θ∈Θ

νm/2b3m/2
t (1− bt)

m/2

]
E

[
sup
θ∈Θ

∥∥∥∥∥(Ω−1/2ut ⊗Ω−1/2ut ⊗Ω1/2ut)

∥∥∥∥∥
m]

≤cΩE
[
‖ut‖3m

]B(N+3m
2 , ν+m

2

)
B
(

N
2 , ν

2

)
=

cΩ

N3m/2

B
(

N+3m
2 , ν+m

2

)
B
(

N
2 , ν

2

) < ∞,
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and

E

[
sup
θ∈Θ

‖Dt‖m

]
=E

[
sup
θ∈Θ

∥∥∥[(µt|t−1 −ω)> ⊗ IN

]∥∥∥m
]

≤
{
√

Nc̄
∞

∑
j=0

ρ̄j

(
E

[
‖ut−j‖m

])1/m}m

< ∞,

by Lemma 2.3.1, and finally

E

[
sup
θ∈Θ

‖Et‖m

]
=E

[
sup
θ∈Θ

∥∥∥[(ut)
> ⊗ IN

]∥∥∥m
]

≤Nm/2E

[
sup
θ∈Θ

‖ut‖m

]

≤cΩ max
θ∈Θ

νm/2
B
(

N+m
2 , ν+m

2

)
B
(

N
2 , ν

2

) . < ∞,

by Lemma 2.2.1, which completes the proof.

Lemma A.3.6 (Stationarity, Ergodicity and Moments for the Second Differentials of the Dynamic Location).
Consider model (2.1), (2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Consider the stochastic

difference equation

d2(µt+1|t −ω) = X td2(µt|t−1 −ω) + Kd(µt|t−1 −ω)>C ′td(µt|t−1 −ω) + Qt,

where X t is defined in (A.13), where Ct is in (A.15), C ′t in (A.31) and Qt in (A.28),

Qt =Ka′td
2ν + KB′td

2 vec Ω + K(d vec Ω)>âB
′
tdν

+ D′td
2 vec Φ + E′td

2 vec K + (d vec Φ)>D̂E
′
t(d vec K),

with components in (A.29), (A.30), (A.32), (A.35), (A.36) and (A.37). If for some integer t ≥ 1 and m > 0 the

conditions

1. $(Φ) < 1 and det K 6= 0,

2. γ(X t) =

{
1
t E

[
log supθ∈Θ ‖X1 . . . X t‖

]}
< 0,

3. E

[
supθ∈Θ ‖Qt‖m

]
< ∞

are satisfied, then the series {d(µt+1 −ω)} represented by

d2(µt+1|t −ω) =
t−1

∑
j=0

{(
j

∏
k=1

X t−k

)[
Kd(µt−j|t−j−1 −ω)>C ′t−jd(µt−j|t−j−1 −ω) + Qt−j

]}

converges almost surely to the unique stationary ergodic solution. Furthermore, E[supθ∈Θ ‖d(µt|t−1 −ω)‖m] < ∞

for every m > 0.
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Proof. Again from Lemma 2.3.1, is clear that the first two conditions are used in order to maintain true the same

sufficient conditions discussed in the proof of Lemma in order to obtain ergodic sequences {X t}, see Vervaat, 1979

and Basrak, Davis, and Mikosch, 2002. Hence, the Hölder and Minkowsky inequalities imply and the independence

between each component

E

[
sup
θ∈Θ

‖d2(µt+1|t −ω)‖m

]
≤

t−1

∑
j=0

{
E

[
sup
θ∈Θ

∥∥∥∥∥ j

∏
k=0

X t−k

∥∥∥∥∥
m]1/m

×
(

cKE

[
sup
θ∈Θ

‖d(µt−j|t−j−1 −ω)‖2m

]1/2m

E

[
sup
θ∈Θ

‖C ′t−j‖m

]1/m

+ E

[
sup
θ∈Θ

‖Q′t−j‖m

]1/m)}
,

from which we can see that by using Lemma 2.3.1 the first two elements are bounded while the third is the second

differential of the driving force with respect to the dynamic location vector. From (A.31) in the same vein of Lemma

A.3.5, the cr-inequality establishes that

E

[
sup
θ∈Θ

‖C ′t‖m

]

≤ E

[
sup
θ∈Θ

[8(1− bt)
3/ν2]m

×
∥∥∥∥{[IN ⊗ (yt − µt|t−1)(yt − µt|t−1)

>
]

vec Ω−1
}∥∥∥∥m∥∥∥[(yt − µt|t−1)

>Ω−1
]∥∥∥∥m

]

+ E

[
sup
θ∈Θ

[2(1− bt)
2/ν]m

×
∥∥∥∥{[Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN + IN ⊗ (yt − µt|t−1)

]}∥∥∥∥m
]

+ E

[
sup
θ∈Θ

[2(1− bt)
2/ν]m

∥∥∥∥{[Ω−1 ⊗ IN

][
(yt − µt|t−1)⊗ IN

]}∥∥∥∥m
]

≤C̄4E
[
‖ut‖3m

]
+ C̄3E

[
‖ut‖2m

]
+ C̄3E

[
‖ut‖2m

]
< ∞.

It is possible to show with some tedious calculations the analogous results for each component of Qt, which means

that we further satisfy condition 3

Lemma A.3.7 (Invertibility for the First and Second Differentials of the Dynamic Location Filter). Consider

model (2.1), (2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Let the conditions of Lemma 2.3.1

hold true and consider further the filtering equation (2.7). Under the condition of Lemmata A.3.5, A.3.6 and 2.3.3

we have that for any initialization of the filter (µ1|0 − ω) and its first differential d(µ1|0 − ω), the perturbed first

differential and second differential of the dynamic location filter, namely {d(µ̂t|t−1 − ω)}t∈N and {d2(µ̂t|t−1 −
ω)}t∈N converge exponentially fast almost surely to the unique stationary ergodic solution {d(µt|t−1−ω)}t∈Z and

{d(µt|t−1 −ω)}t∈Z.

Furthermore, for any m > 0

1. E[supθ∈Θ ‖d(µ̂t|t−1 −ω)‖m] < ∞ and E[supθ∈Θ ‖d2(µ̂t|t−1 −ω)‖m] < ∞,

2. E[supθ∈Θ ‖d(µt|t−1 −ω)‖m] < ∞ and E[supθ∈Θ ‖d2(µt|t−1 −ω)‖m] < ∞.
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Proof. We provide a detailed formal discussion for the first case, that is the convergence of the perturbed first dif-

ferential since the proof for the second case, the convergence of the perturbed second is basically the same and is

skipped.

The proof of this Lemma builds upon the arguments of Theorem 2.10 in Straumann and Mikosch, 2006 for

perturbed stochastic recurrence equations. In particular, the perturbed stochastic recurrence equation correspond to

d(µ̂t+1|t −ω) = X̂ td(µ̂t|t−1 −ω) + R̂t,

which is a nonlinear function of the started sequence {(µ̂t|t−1 − ω)}t∈N. Under maintained assumptions, we note

that the relevant contraction condition 2 of Lemma 2.3.3 hold true and thus, the desired convergence of the recurrence

equation is obtained if

‖X̂ t − X t‖
e.a.s.−−→ 0 and ‖R̂t − Rt‖

e.a.s.−−→ 0 as t→ ∞. (A.42)

In order to verify these convergences, we invoke the mean value theorem which yields the following inequalities

‖X̂ t − X t‖ ≤ sup
µ
‖C ′t‖ ‖µ̂t|t−1 − µt|t−1‖, (A.43)

and

‖R̂t − Rt‖ ≤ sup
µ

∥∥∥∥∥∥∥∥
C ′t

B̂C ′t
âC ′t

∥∥∥∥∥∥∥∥ ‖µ̂t|t−1 − µt|t−1‖,

where the expression for C ′t, B̂C ′t and B̂C ′t can be found in (A.31), (A.33) and (A.34) respectively. We can combine

the results obtained in Lemma A.3.6, the moment bounds obtained in Lemma 2.3.1 together with the almost sure ex-

ponentially fast convergence (A.3) in Lemma 2.3.3, in order to achieve the required convergences in (A.42). Indeed,

in the same vein of Lemma A.3.5 we can show by direct (tedious) calculations that the property of uniformly bound-

edness expands easily to each these derivatives, since they can be rewritten as functions of beta distributed random

variables and random vectors uniformly distributed on the unit sphere surface.

As a matter of fact, we obtain

sup
θ∈Θ

‖C ′t‖ = Op(1), sup
θ∈Θ

∥∥∥∥∥∥∥∥
C ′t

B̂C ′t
âC ′t

∥∥∥∥∥∥∥∥ = Op(1) and sup
θ∈Θ

‖µ̂t|t−1 − µt|t−1‖ = oe.a.s.(1) as t→ ∞.

Thus, repeated applications of Lemma 2.1 in Straumann and Mikosch, 2006 ensure the required convergence in

(A.43).

Summing up, under maintained conditions, it is ensured that

sup
θ∈Θ

‖d(µ̂t|t−1 −ω)− d(µt|t−1 −ω)‖ e.a.s.−−→ 0 as t→ ∞.
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Since the sequence {d2(µ̂t|t−1 −ω)} is a nonlinear function of both the perturbed recurrence {d(µ̂t|t−1 −ω)} and

the filter {(µ̂t|t−1 −ω)} the same arguments apply sequentially, yielding

sup
θ∈Θ

‖d2(µ̂t|t−1 −ω)− d2(µt|t−1 −ω)‖ e.a.s.−−→ 0 as t→ ∞.

As regards the second claim for the moment bounds, it is a consequence of the Continuous Mapping Theorem, since

the differentials are nonlinear continuous functions of µt|t−1, which has unbounded number of moments as we proved

in Lemma 2.3.3.

Lemma A.3.8 (Martingale Difference Property of the Likelihood’s First Differential). Consider model (2.1),

(2.2) and (2.3). Let {εt}t∈Z be a stationary and ergodic sequence and, further, suppose that

1. $(Φ) < 1 and det K 6= 0,

2. γ(X t) =

{
1
t E

[
log supθ∈Θ ‖X1 . . . X t‖

]}
< 0,

3. E

[
supθ∈Θ ‖Rt‖2

]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞.

Then, the first differential of the likelihood {`t(θ)} is a martingale difference sequence with finite second moments,

that is

Et−1[`t(θ)] = 0 and E[|`t(θ)|2] < ∞.

Proof. The first differential of the log-likelihood contribution at time t with respect to the parameter vector θ is given

by (A.8), that is

d`t(θ) =
1
2

[
ψ

(
ν + N

2

)
− ψ

(
ν

2

)
− N

ν
+

ν + N
ν

bt − ln wt

]
(dν)

+
1
2
(d vech(Ω))>D>N(Ω−1/2 ⊗Ω−1/2)

[
ν + N

ν

1
wt

(εt ⊗ εt)− vec IN

]

+
ν + N

ν

1
wt

(dµt|t−1)
>Ω−1(yt − µt|t−1),

with ψ( · ) the digamma function, bt and wt are in (2.4) and (2.5) and {dµt|t−1} is the first differential of the filtered

location sequence {µt|t−1} given by (A.11) and (A.12). We have that

Et−1[d`t(θ)] =
1
2

[
ψ

(
ν + N

2

)
− ψ

(
ν

2

)
− N

ν
+

ν + N
ν

Et−1[bt]−Et−1[ln wt]

]
(dν)

+
1
2
(d vech(Ω))>D>N(Ω−1/2 ⊗Ω−1/2)

[
ν + N

ν
Et−1[(εt ⊗ εt)/wt]− vec IN

]

+
ν + N

ν
(dµt|t−1)

>Ω−1Et−1[(yt − µt|t−1)/wt],
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since dµt|t−1 is Ft−1-measurable. Straightforward calculations give us

Et−1[bt] =
N

ν + N
,

Et−1[ln(1/wt)] = Et−1[ln(1− bt)] = ψ

(
ν

2

)
− ψ

(
ν + N

2

)
,

Et−1[(εt ⊗ εt)/wt] = νEt−1[(ut ⊗ ut)]Et−1[bt] =
ν

ν + N
vec IN ,

Et−1[(yt − µt|t−1)/wt] =
√

νEt−1[
√

bt(1− bt)]Ω1/2Et−1[ut] = 0,

where the first equality follows from the property the beta distribution and as Lemma 2.2.1 shows bt ∼ Beta
(

N
2 , ν

2

)
,

which further imply the second result. The third and the fourth can be obtained by taking advantage from the dif-

ferent stochastic representations of the model that was given in (2.10) and (2.11). Thus, it is clear that after simple

substitutions we obtain the claimed martingale difference property Et−1[d`t(θ)].

Now we can concentrate on the second claim. We simply note that the condition imposed on the parameter space

with ν > 2 ensures the existence of the second moment of the innovations εt exists by the property of the multivariate

Student’s t and by Lemmata 2.2.1, 2.3.1, A.3.1 and the Continuous Mapping Theorem.

Lemma A.3.9 (CLT for the Likelihood’s First Differential). Consider model (2.1), (2.2) and (2.3). Let {εt}t∈Z be

a stationary and ergodic sequence and, further, suppose that

1. $(Φ) < 1 and det K 6= 0,

2. γ(X t) =

{
1
t E

[
log supθ∈Θ ‖X1 . . . X t‖

]}
< 0,

3. E

[
supθ∈Θ ‖Rt‖2

]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞.

Then, the first differential of the likelihood {`t(θ)} obeys the CLT for martingale difference sequences, that is

√
TL′T(θ)

D
=⇒ N (0, V) as t→ ∞, where V = E

[
dL′T(θ)

dθ

dL′T(θ)
dθ>

]
as t→ ∞.

Proof. To see this result, it suffices to consider Lemma A.3.8, where the relevant properties of the likelihood’s first

differential are obtained. Hence, with the support of the Cramér-Wold device (see Vaart, 1998 pag. 16) it is possible

to immediately apply the CLT for martingales of Billingsley, 1961 on the linear combination

√
TL′T(θ) =

√
T

1
T

T

∑
t=1

∂`(θ)

∂θ>
D
=⇒ N (0, V).

Lemma A.3.10 (Almost sure convergence of the Likelihood’s First Differential). Consider model (2.1), (2.2) and

(2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. E

[
supθ∈Θ

∥∥∥∥∥∏
j
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
< 1, for some j ≥ 1 large enough and



108 Appendix A. Proofs of Chapter 2

3. E

[
supθ∈Θ

∥∥∥∥∥ ∂µ1|0
∂θ>

∥∥∥∥∥
]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞,

5. the true parameter vector θ0 ∈ Θ and

6. ∀θ ∈ Θ, if θ 6= θ0 then µt|t−1 6= µ0t almost surely and ∀t ≥ 1.

Then,

√
T|d̂̀T(θ0)− d`T(θ0)|

a.s.−→ 0 as T → ∞,

where d̂̀T(θ) is the sum of the t-th contributions to the likelihood’s first differential started with µ1|0, while d`T(θ)

is the unique stationary ergodic counterpart.

Proof. We can demonstrate the above almost sure convergence by appealing again to the invertibility property of

the location filter proved in Lemma 2.3.3 and its differentials, established in Lemma A.3.7. As already noted, this

property will also ensure that the perturbed first differential of the dynamic location will converge to its unique

stationary ergodic solution. Summing up we have that,

‖µ̂0,t|t−1 − µ0,t|t−1‖
e.a.s.−−→ 0 and ‖dµ̂0,t|t−1 − dµ0,t|t−1‖

e.a.s.−−→ 0 as t→ ∞.

Hence, we can rely on a multivariate mean value expansion around all the element of the vectors µ?
t|t−1 and dµ?

t|t−1,

which are on the chords between [µ̂t|t−1, µt|t−1] and [dµ̂t|t−1, dµt|t−1] respectively, yielding

|d̂̀T(θ0)− d`T(θ0)| ≤ sup
(µ,dµ)

∥∥∥∥∥∥∥∥
∂(d̂̀T(θ0))

∂µ?>
t|t−1

∂(d̂̀T(θ0))

∂(dµ?>
t|t−1)

)

∥∥∥∥∥∥∥∥
∥∥∥∥∥∥ (µ̂0,t|t−1 − µ0,t|t−1)

(dµ̂0,t|t−1 − dµ0,t|t−1)

∥∥∥∥∥∥ .

Note that the first term on the right hand of the inequality is at least uniformly bounded and hence we can demonstrate

the exponentially fast almost sure convergence of the term in the left hand side by appealing to Lemma 2.1 in Strau-

mann and Mikosch, 2006 since the convergence at the same rate of second term in the right hand side as an application

of Lemma A.3.7.

Lemma A.3.11 (Properties of the Likelihood’s Second Differential). Consider model (2.1), (2.2) and (2.3). Let

{εt}t∈Z be a stationary and ergodic sequence and, further, suppose that

1. $(Φ) < 1 and det K 6= 0,

2. the parameter space Θ is compact with 2 < ν < ∞,

3. γ(X t) =

{
1
t E

[
log supθ∈Θ ‖X1 . . . X t‖

]}
< 0,

4. E

[
supθ∈Θ ‖Rt‖2

]
< ∞ and

5. ∀θ ∈ Θ, if θ 6= θ0 then µt|t−1 6= µ0,t|t−1 almost surely and ∀t ≥ 1.
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Then, the second differential of the likelihood {d2`t(θ)} is stationary ergodic with at least two finite moments. In

particular, we have that

E[d2`t(θ)] < ∞,

and nonsingular.

Proof. Since the complete equation of the second differential is more subtle than the first, we leave it in (A.22) and,

for the sake of completeness we report a a general case, where we prove the arguments in a more clear and concise

fashion in terms of derivatives rather then differentials. Elementary matrix calculus give us the following result

d2`t(θ)

dθdθ>
=

∂2`t(θ)

∂θ∂θ>
+

(
d(µt|t−1 −ω)

dθ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dθ>

)
+

∂`t(θ)

∂µ>t|t−1

d2(µt|t−1 −ω)

dθdθ>
.

Applying the expectation operator we get a finite and static term in the first addend of the right hand side while by

using the independence and the martingale difference properties of the score vector the last term becomes null. Thus,

we can focus our attention on the middle term. Define

I (µt|t−1)(θ) =−E

[(
d(µt|t−1 −ω)

dθ>

)>
∂2`t(θ)

∂µt|t−1∂µ>t|t−1

(
d(µt|t−1 −ω)

dθ>

)]
.

Note that, by the independence property, we expresse its vectorized counterpart as

vecI (µt|t−1)(θ) =E

[(
d(µt|t−1 −ω)

dθ>

)
⊗
(

d(µt|t−1 −ω)

dθ>

)]>
vecI (µ)(θ).

We know from Lemmata 2.3.2, 2.3.1, A.3.5, A.3.6, 2.3.3, A.3.7 that the dynamic location filter and its differentials,

are invertible and achieve their own unique stationary ergodic solution with an unbounded numer of finite moments.

Thus, we obtain the desired result by repeated applications of the Law of iterated expectation (LIE) to the following

equivalence

Et−1

[(
d(µt+1 −ω)

dθ>

)
⊗
(

d(µt+1 −ω)

dθ>

)]>

=Et−1

[(
X t

d(µt|t−1 −ω)

dθ>
+

dRt

dθ>

)
⊗
(

X t
d(µt|t−1 −ω)

dθ>
+

dRt

dθ>

)]>

=

(
d(µt|t−1 −ω)

dθ>
⊗

d(µt|t−1 −ω)

dθ>

)>
Et−1

[(
X t ⊗ X t

)]>
+ Et−1

[(
dRt

dθ>
⊗ dRt

dθ>

)]>

+ Et−1

[(
X t

d(µt|t−1 −ω)

dθ>
⊗ dRt

dθ>

)]>
+ Et−1

[(
dRt

dθ>
⊗ X t

d(µt|t−1 −ω)

dθ>

)]>
.

Note that the Lyapunov condition 3 is more that enough to ensure the stability of the recursions.

Lemma A.3.12 (Uniform convergence of the likelihood’s second derivatives). Consider model (2.1), (2.2) and

(2.3). Let {εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. E

[
supθ∈Θ

∥∥∥∥∥∏
j
k=1

∂µt−k+1|t−k

∂µ>t−k|t−k−1

∥∥∥∥∥
]
< 1, for some j ≥ 1 large enough and
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3. E

[
supθ∈Θ

∥∥∥∥∥ ∂µ1|0
∂θ>

∥∥∥∥∥
]
< ∞,

4. the parameter space Θ is compact with 2 < ν < ∞.

Then,

sup
θ∈Θ

|L̂′′T(θ)−L′′T(θ)|
a.s.−→ 0 as t→ ∞,

where L̂′′T(θ) is the empirical likelihood’s second derivatives started with µ1|0 and L′′(θ) is the unique stationary

ergodic counterpart.

Proof. We note that the second derivatives of the likelihood is a nonlinear map of the filtered location vector and its

first end second differential and hence, the mean value theorem has to be applied also for each dynamic equation. As

a result,

sup
θ∈Θ

‖L̂′′T(θ)−L′′T(θ)‖ ≤ sup
θ∈Θ

∥∥∥∥∥∥∥∥∥∥∥

∂L̂′′T(θ)
∂µ?>

t|t−1

∂L̂′′T(θ)
∂(dµ?>

t|t−1)

∂L̂′′T(θ)
∂(d2µ

?>
t|t−1)

∥∥∥∥∥∥∥∥∥∥∥
sup
θ∈Θ

∥∥∥∥∥∥∥∥
(µ̂t|t−1 − µt|t−1)

(dµ̂t|t−1 − dµt|t−1)

(d2µ̂t|t−1 − d2µt|t−1)

∥∥∥∥∥∥∥∥ .

Thus, the proof can proceed following the same arguments of the proof of Lemma A.3.10, obtaining the uniformly

boundedness of the first term and the exponentially fast convergence of the second term in the right hand side. Notice

also, the last component of the first term in the right hand side involve a third order differential, which can be found

in (A.41) and is uniformly bounded. The tools developed in Lemma 2.1 of Straumann and Mikosch, 2006 conclude

the proof.

Lemma A.3.13 (Uniform Law of Large Numbers of the likelihood). Consider model (2.1), (2.2) and (2.3). Let

{εt}t∈Z be a stationary and ergodic sequence. Assume that

1. $(Φ) < 1 and det K 6= 0,

2. the parameter space Θ is compact with 2 < ν < ∞,

3. the true parameter vector θ0 ∈ Θ and

4. ∀θ ∈ Θ, if θ 6= θ0 then µt|t−1 6= µ0,t|t−1 almost surely and ∀t ≥ 1.

Then,

sup
θ∈Θ

|L′′T(θ)−L′′(θ)|
a.s.−→ 0 as t→ ∞,

where LT(θ) is the stationary ergodic empirical likelihood and L(θ) is the limit likelihood defined in (A.5) and (A.6)

respectively.

Proof. Since L′′T(θ) is a function of {yt, yt−1, . . . }, therefore, under mantained assumptions, stationary and ergodic.

The Lemma follows straightforwardly from Lemma A.3.11 and the The Uniform Law of Large Numbers in its version

for ergodic stationary processes, see for example Theoerm A.2.2 in White, 1994 as in Lemma A.3.4.
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Appendix B

Proofs of Chapter 3

B.1 Proofs

Proof. We note that by making the substitution g(zt) = δi and c(zt) = φi + κi[(νi + 1)ε2
it]/[(νi − 2) + ε2

it]− 1 we

can embed the model to the more general class of GARCH processes considered by Ling and McAleer, 2002, that is

σ2
i,t+1 = g(εit) + c(εit)σ

2
it.

Thus, relying on Theorem 2.1 of Ling and McAleer, 2002, if E[c(εit)] < 1, then there exist a unique stationary and

ergodic solution. In our case, it is easy to see that

E[c(εit)] = E

[
φi + κi

(
(νi + 1)ε2

it
(νi − 2) + ε2

it
− 1

)]
= φi < 1.

The second equality follows directly from the properties of the Student’s t distribution, in fact the random variable

bit =
ε2

it
(νi − 2) + ε2

it
, (B.1)

is distributed as a beta random variable with shape and scale parameters of 1/2 and νi/2 respectively and its expected

value is 1/(νi + 1), see Harvey, 2013 for more details. The last inequality follows trivially by assumptions. In

conclusion, by recursive arguments, it is easy to see that we could also achieve the following almost sure representation

of the process,

σ2
i,t+1 = g(εit) + g(εit)

∞

∑
k=1

k

∏
i=0

c(εit−1). (B.2)

It is important to note that {εit}t∈Z forms an IID sequence of positive random variables.

Having verified that under maintained assumption the Beta-t-GARCH generates stationary ergodic paths, we can

show that the same holds for the common factor process. To be specific, we consider the same recursion

f 2
t+1 = g(εit) + c(εit) f 2

t , (B.3)

where g(εit) = ω and c(εit) = β+ α(1/N ∑N
i=1 σ2

itε
2
it− 1). Again, also in this case {εit}t∈Z forms an IID sequence.

Thus, it is clear that

E

[
β + α

(
1
N

N

∑
i=1

σ2
itε

2
it − 1

)]
= β + α

(
δi

1− φi
− 1

)
= β < 1,
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where the first equality follow by independence between the idiosyncratic processes and the innovations and then,

by unfolding and recalling that δi = 1− φi for i = 1, . . . , N, the second equality follows. Again, the inequality is

ensured by assumption and the implied almost sure representation is the analogous version of (B.2).

In conclusion, Assumption 2, ensure that the sequence composed by {( f 2
t , (σ2

t )
>, ε>t )} converges to the unique

stationary ergodic solution {( f 2
t , (σ2

t )
>, ε>t )}t∈Z. Thus, the same old true for {( ftσit)

2}t∈Z and { ftσitεit}t∈Z for

i = 1, . . . , N by Proposition 3.36 of White, 2001, implying that the series {xit}t∈Z is second-order stationary.

Proof of Proposition 2

Proof. By similar arguments as those in the Proof of Prooposition 1, if E[zj
t] < ∞, we obtain necessary and sufficient

conditions for the existence of the moments of the Beta-t-GARCH and the common factor process, that is

E[c(zt)
j/2] < 1 for j = 2, 4, . . . ,

by Theorem 2.2 of Ling and McAleer, 2002.

To see this, consider the case where d ∈ [1, ∞), the almost sure representation obtained in equation (B.2) in the

Proof of Proposition 1 and recall that {zt}t∈Z forms an IID sequence of positive random variables. Then, by virtue

of the Minkowsky’s inequality, we have

E[σ2d
i,t+1] ≤ g(zt)

d + g(zt)
dE

[
∞

∑
k=1

k

∏
i=0

c(zt−i)
d

]

≤ g(zt)
d + g(zt)

d
∞

∑
k=1

(
E[c(zt−i)

d]

)k/d

,

thus, if E[c(zt)j/2] < 1 for j = 2, 4, . . . , we obtain E[σ
j
i,t+1] < ∞ since it satisfies the Cauchy criteria.

Now, we can easily show that an analogous result hold true for the factor process { f 2
t+1}, since it admits the same

representation, displayed in equations (B.3). Thus, following the same recursive argument we get that E[ f j
t+1] < ∞.

To conclude the proof, we will prove how the formula in (3.7) may be merely obtained as a straightforward

application of the generalized Hölder’s inequality.

Suppose that

1
m

=
1

n f
+

1
nσ

+
1
nε

=
nσnε + n f nε + n f nσ

n f nσnε
.

Then, the generalized Hölder’s inequality implies that

‖xit‖m = ‖ ftσitεit‖m ≤ ‖ ft‖n f ‖σit‖nσ‖εit‖nε .

By the arguments above, we know that ‖ ft‖n f < ∞, ‖σit‖nσ < ∞ and ‖εit‖nε < ∞ for some n f , nσ and nε for

i = 1, . . . , N. In particular, this means that

ft ∈ Ln f , σit ∈ Lnσ , εit ∈ Lnε ,

and as a matter of fact

( ft × σit × εit) ∈ Lm.
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Therefore, we obtain the desired number of moments

m =
n f nσnε

nσnε + n f nε + n f nσ
.

Proof of Proposition 3

Proof. We start with the filter for the common factor. The linearity of the recursion makes the evaluation of invert-

ibility particularly easy. In fact, by repeated substitution it is possible to see that the filtered common factor

f̂ 2
t+1 =

ω

1− (β− α)
+ α

1
N

N

∑
i=1

t−1

∑
j=0

(β− α)jx2
i,t−j + (β− α)t−1 f̂ 2

1 , (B.4)

where f̂ 2
1 is some initial value. It is clear, then, that the condition |β− α| < 1 ensures that asymptotically, as t→ ∞,

the impact of this initial value vanishes and hence the filter is invertible. In particular, f̂t converges to limit

f 2
t+1 =

ω

1− (β− α)
+ α

1
N

N

∑
i=1

∞

∑
j=0

(β− α)jx2
i,t−j. (B.5)

We now consider the perturbed stochastic recurrence equation

ˆ̂σ2
i,t+1 = Φ̂t( ˆ̂σ2

it),

which is a perturbed version of the filtered σ̂2
i,t+1 = Φt(σ̂2

it) since Φ̂t depends on the nonstatonary filtered factor f̂ 2
t

whereas Φt depends on the limit stationary filtered factor f 2
t . The unperturbed version takes the limit { f 2

t }t∈Z and

generate σ̂2
i,t+1 = Φt(σ̂2

it). We verify the condition of Theorem 2.10 in Straumann and Mikosch, 2006 and proceed

step-by-step.

First, the condition of the Bougerol’s Theorem must hold for the unperturbed recurrence equation. To start, we

note that {xit} and { f 2
t } are stationary and ergodic and the initial log-moment condition is satisfied since

E

[
log+

∣∣∣∣∣δi + κi
(νi + 1)(x2

it/ f 2
t )

(νi − 2)σ̄2
i + (x2

it/ f 2
t )

]
σ̄2

i

∣∣∣∣∣
]

≤ log+ |δi|+ log+ |φi − κi|+ log+ |κi|

E

[
log+

∣∣∣∣∣ (νi + 1)(x2
it/ f 2

t )

(νi − 2)σ̄2
i + (x2

it/ f 2
t )

]
σ̄2

i

∣∣∣∣∣
]
+ log+ |σ̄2

i |,

and we can see that

E

[
log

∣∣∣∣∣ (νi + 1)(x2
it/ f 2

t )

(νi − 2)σ̄2
i + (x2

it/ f 2
t )

]
σ̄2

i

∣∣∣∣∣
]
< ∞

since it is uniformly bounded in σ̄2
i ≥ δi = (1− φi) > 0 implied by |φ| < 1 from assumption 4, and uniformly

bounded for every xit ∈ R. We also require that the contraction condition of the unperturbed recurrence equation

satisfy

E

[
log+

∣∣∣∣∣∂Φ(σ2
it)

∂σ2
it

∣∣∣∣∣
]
< 0,



114 Appendix B. Proofs of Chapter 3

which is verified from the fact that

∂Φ(σ2
it)

∂σ2
it

= (φ− κi) + κi
(νi + 1)(x4

it/ f 4
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2
,

and therefore

sup
σ2?

i

∥∥∥∥∥(φ− κi) + κi
(νi + 1)(x4

it/ f 4
t )

[(νi − 2)σ2?
i + (x2

it/ f 2
t )]

2

∥∥∥∥∥ ≤ max
i=1,...,N

{
|φ− κi|; |φ + κiνi|

}
< 1,

because, as before σ2?
i ≥ δi = (1− φi) > 0 by assumption 4 and ft ≥ ω > 0. Moreover, is uniformly bounded for

every xit ∈ R and then, the result follows from assumption 5. In practice, the contraction condition will ensure that

sup
θ∈Θ

‖σ̂2
it − σ2

t ‖
e.a.s.−−→ 0 as t→ ∞.

Second, we verify the logarithmic moment for the stationary solution {σ2
it}t∈Z, which is cleary implied by Propo-

sition 3.7, in fact

E[σ
j
i,t+1] = E[Φ(σ2

it)
j] < ∞

for j = 2, 4, . . . .

Third, the perturbed stochastic recurrence equation ˆ̂σ2
i,t+1 = Φ̂t( ˆ̂σ2

it), must converges to the unperturbed counter-

part, that is verified as an application of the mean value theorem. We have

sup
θ∈Θ

‖Φ̂t( ˆ̂σ2
it)−Φt(σ̂

2
it)‖ ≤ sup

θ∈Θ

∥∥∥∥∥∂Φ?
t (σ̂

2
it)

∂ f 2?
t

∥∥∥∥∥ sup
θ∈Θ

‖ f̂ 2
t − f 2

t ‖,

where

∂Φt(σ2
it)

∂ f 2
t

=
κiσ

2
it(νi + 1)(x4

it/ f 6
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2
−

κiσ
2
it(νi + 1)(x2

it/ f 4
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

,

is uniformly bounded.

To see this define with b̂t, that is the non-stationary counterpart of

bt =
(x2

it/ f 2
t )

(νi − 2)σ2
it + (x2

it/ f 2
t )

,

which takes σ̂2
it and f̂ 2

t instead of σ2
it and f 2

t . It can be check that b̂t is bounded between 0 and 1. So we can write

sup
θ∈Θ

∥∥∥∥∥∂Φ?
t (σ̂

2
it)

∂ f 2?
t

∥∥∥∥∥ ≤ sup
θ∈Θ

sup
f

∥∥∥∥∥ 1
f 2?
t

∥∥∥∥∥ sup
θ∈Θ

‖κiσ̂
2
it(νi + 1)(b̂2

it − b̂it)‖

≤ sup
θ∈Θ

∥∥∥∥∥ 1
ω

∥∥∥∥∥ sup
θ∈Θ

‖κiσ̂
2
it(νi + 1)(b̂2

it − b̂it)‖ < ∞,

The last inequality holds because ω > 0, as imposed by assumption 3, and σ̂2
it is uniformly bounded.

We obtain

sup
θ∈Θ

‖Φ̂t( ˆ̂σ2
it)−Φt(σ̂

2
it)‖

e.a.s.−−→ 0 as t→ ∞.
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as a straightforward application of Lemma 2.1 in Straumann and Mikosch, 2006, since as t→ ∞ the norm supθ∈Θ ‖ f̂ 2
t −

f 2
t ‖ will vanish by previous arguments.

Fourth, it only remains to verify that the Lipschitz constant of the perturbed stochastic recurrence equation con-

verges exponentially fast almost surely to the Lipschitz constan of the unperturbed map, that can be verified again by

the mean value theorem. We have

sup
θ∈Θ

‖Φ̂t( ˆ̂σ2
it)−Φt(σ̂

2
it)‖ ≤ sup

θ∈Θ

∥∥∥∥∥∂2Φ?
t (σ

2
it)

∂σ2?
it ∂ f 2?

t

∥∥∥∥∥ sup
θ∈Θ

‖σ̂2
it − σ2

it‖,

where

∂2Φt(σ2
it)

∂σ2
it∂ f 2

t
=

κi(νi + 1)(x4
it/ f 6

t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2
−

(2[(νi − 2)σ2
it + (x2

it/ f 2
t )](νi − 2))κi(νi + 1)(x4

it/ f 6
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2

−
κi(νi + 1)(x2

it/ f 4
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

+
κiσ

2
it(νi − 2)(νi + 1)(x2

it/ f 4
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

Therefore, by the same argument as before, we may rewrite the above equation in terms of the random variables bt,

in fact

sup
θ∈Θ

∥∥∥∥∥∂2Φ?
t (σ

2
it)

∂σ2?
it ∂ f 2?

t

∥∥∥∥∥ ≤ sup
θ∈Θ

sup
f

∥∥∥∥∥κi(νi + 1)b̂t

f 2?
t

∥∥∥∥∥
×
[

1 + ‖b̂2
t ‖+

(
‖(2[(νi − 2)σ2?

it + (x2
it/ f 2

t )](νi − 2))‖
)
+ ‖σ2?

it (νi − 2)‖
]

so that, it is possible to verify that

sup
θ∈Θ

∥∥∥∥∥∂2Φ?
t (σ

2
it)

∂σ2?
it ∂ f 2?

t

∥∥∥∥∥ < ∞,

and since supθ∈Θ ‖σ̂2
it − σ2

t ‖ as t → ∞ we could apply again Lemma 2.1 in Straumann and Mikosch, 2006 and

obtain the invertibility of the filter.

Finally, since the multiplicative structure of model (3.5), it remains to show that the filtered {( f̂tσ̂it)
2}t∈N is still

invertible and hence will converge to the unique stationary and ergodic solution for i = 1, . . . , N and for any starting

points f̂ 2
1 and σ̂2

1, where σ̂2
1 = (σ̂2

11, . . . , σ̂2
N1)
>.

We easily achieve this result by using the following elementary decomposition

‖( f̂tσ̂it)
2 − ( ftσit)

2‖ =‖( f̂ 2
t − f 2

t )σ
2
it + f 2

t (σ̂
2
it − σit) + ( f̂ 2

t − f 2
t )(σ̂

2
it − σit)‖

≤‖ f̂ 2
t − f 2

t ‖ ‖σ̂2
it‖+ ‖σ̂2

it − σ2
it‖ ‖ f 2

t ‖+ ‖ f̂ 2
t − f 2

t ‖ ‖σ̂2
it − σ2

it‖, (B.6)

for i = 1, . . . , N by virtue of the triangle inequality and the Cauchy-Schwartz’s inequality. At this point, we im-

mediately recognize that supθ∈Θ ‖ f̂ 2
t − f 2

t ‖
e.a.s.−−→ 0 and supθ∈Θ ‖σ̂2

it − σ2
it‖

e.a.s.−−→ 0. Furthermore, recall from the

previous section that we have E[supθ∈Θ | f 2
t |] < ∞ and E[supθ∈Θ |σ2

it|] < ∞. Thus, the Jensen’s inequality implies

again the existence of their log-moments and we are allowed to apply Lemma 2.1 of Straumann and Mikosch, 2006

componentwise to the last inequality in order to obtain

sup
θ∈Θ

‖( f̂tσ̂it)
2 − ( ftσit)

2‖ e.a.s.−−→ 0 as t→ ∞,

which completes the proof.
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Proof of Lemma 3.4.1

Proof. We begin our proof with the first uniform convergence in (3.11), where 1 ≤ N < ∞ is fixed. From the

log-likelihood function (3.10) it is clear that, since we could rewrite the ratios x2
it/[(νi − 2)( ft(λ)σit(ψi))

2] in terms

of the innovations ε2
it/νi, we only need to verify that E[| log( ft(λ)σit(ψi))

2|] < ∞ and then we have

E[| log( ft(λ)σit(ψi))
2|] ≤ E[| log ft(λ)

2|] + E[| log σit(ψi)
2|].

It is possible to show that E[| log ft(λ)2|] < ∞, since under Assumption 2, Proposition 2 entails E[| log ft(λ)2|] <
∞. We note that, E[log ft(λ)2ε] < ∞ for some ε > 0 due to the compactness of Θ. Additionally, ft(λ)2 is bounded

away from zero almost surely because ω > 0 and hence E[log ft(λ)2] < ∞ which implies E[| log ft(λ)2|] < ∞.

Using similar arguments it is possible to show that E[| log σit(ψi)
2|] < ∞ since under Assumption 3 mini=1,...,N νi >

2 and φ < 1. Note also that the multiplicative recursion {( ft(λ)σit(ψi))
2} is bounded away from zero for all λ and ψi

with i = 1, . . . , N almost surely, therefore E[log( ft(λ)σit(ψi))
2] < ∞ which again implies E[| log( ft(λ)σit(ψi))

2|] <
∞.

The first result in (3.11) is then obtained by appelling at the Uniform Strong Law of Large Numbers established

by Theorem 2.7 in Straumann and Mikosch, 2006. In fact, this ergodic theorem applies under the moment bound

E[supθ∈Θ |`it(θ)|] < ∞, which is clearly satisfied by virtue of the discussion above and standard continuity argu-

ments. We obtain this result by combining Theorem 13.3 in Billingsley, 2012 and Theorem 3.5.8 in Stout, 1974 on

the likelihood function over the stationary and ergodic sequence {( f 2
t , (σ2

t )
>, ε>t )}t∈Z.

Now we concentrate on the second uniform convergence in (3.11), where N → ∞. However, it suffices to notice

that the same moment bound E[supθ∈Θ |`it(θ)|] < ∞ is enough to ensure that the limit L(θ) exists and is finite, thus

sup
θ∈Θ

‖LN(θ)−L(θ)‖
a.s.−→ 0 as N → ∞,

again by virtue of Theorem 2.7 in Straumann and Mikosch, 2006.

Proof of Lemma 3.4.2

Proof. Consider the conditional density (3.9) and the likelihood (3.10). Let us define `it(θ0) ≡ `it(λ0, ψi0) and

`it(θ) ≡ `it(λ, ψi) and note that, if νi0 = νi, then

0 =`it(θ)− `it(θ0)

=
1
2

log
( ft(λ)σit(ψi))

2

( ft(λ0)σit(ψi0))
2

− (νi0 + 1)
2

log

[(
1 +

x2
it

(νi0 − 2)( ft(λ)σit(ψi))
2

)/(
1 +

x2
it

(νi0 − 2)( ft(λ0)σit(ψi0))
2

)]
,

where the equation holds if and only if ( ft(λ)σit(ψi))
2 = ( ft(λ0)σit(ψi0))

2 for all t and i = 1, . . . , N, there-

fore one only need to prove that this last equality is true if and only if θ = θ0. Moreover, it is clear that the

{( ft(λ)σit(ψi))
2}t∈Z and {( ft(λ0)σit(ψi0))

2}t∈Z are stationary ergodic sequences, therefore the same holds true

for the sequence generated by their differences and hence we are allowed to analyze the difference recursion and to

this end we define the following random variables

ηit =

(
1
N

N

∑
i=1

σ2
itε

2
it − 1

)
uit =

(
(νi0 + 1)ε2

it
(νi0 − 2) + ε2

it
− 1

)
.
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Then, after some manipulations and recalling that δi = (1−φi) with i = 1, . . . , N, it possible to rewrite the difference

recursion as

( ft+1(λ)σi,t+1(ψi))
2−( ft+1(λ0)σi,t+1(ψi0))

2

= (ω−ω0)− (ωφi −ω0φi0) + ξit ft(λ0)
2 + ζitσit(ψi0)

2 + ςit( ft(λ0)σit(ψi0))
2, (B.7)

where

ςit =(βφi − β0φi0) +
{
(ακi − α0κi0)

}
ηituit +

{
(αφi − α0φi0)

}
ηit +

{
(βκi − β0κi0)

}
uit, (B.8)

ξit =(β− β0)− (βφi − β0φi0) +
{
(α− α0)− (αφi − α0φi0)

}
ηit, (B.9)

ζit =(ωφi −ω0φi0) +
{
(ωκi −ω0κi0)

}
uit. (B.10)

The discussion may start by considering the terms (ω − ω0) and (ωφi − ωi0φi0). It is clear that every random

variable involved in equations (B.7) and the related random coefficients are independent from each other and so

excluding cases where linear combinations of the variable are null. Hence, in order to obtain ( ft+1(λ)σi,t+1(ψi))
2 −

( ft+1(λ0)σi,t+1(ψi0))
2 = 0 we should have the equivalence

(ω−ω0)− (ωφi −ω0φi0) = ξit ft(λ0)
2 + ζitσit(ψi0)

2 + ςit( ft(λ0)σit(ψi0))
2,

but clearly, under the conditions α > 0 and κi > 0 for every i = 1, . . . , N, this is not possible, since the distributions

of ft+1(λ0), σi,t+1(ψi0) and then ( ft+1(λ0)σi,t+1(ψi0)) are ensured to be nondegenerate almost surely for all t. As

a consequence, one must have

ω = ω0 φi = φi0.

Now consider the equation (B.10). Of course, the result just obtained entails the condition (κi − κi0)uit = 0, which

is possible if and only if κi = κi0 by continuity of uit.

Finally, equation (B.9) give us

(β− β0)− (βφi − β0φi0) =
{
(α− α0)− (αφi − α0φi0)

}
ηit.

However, we note again that β = β0 and α = α0 because ηit is random. Then, the discussion extends trivially for

(B.8). Therefore, the proof is complete.

Proof of Theorem 3.4.3

Proof. First, we focus on the case for T large. To this end, we may split the likelihood function as follows

sup
θ∈Θ

‖L̂NT(θ)−LN(θ)‖ ≤ sup
θ∈Θ

‖L̂NT(θ)−LNT(θ)‖+ sup
θ∈Θ

‖LNT(θ)−LN(θ)‖. (B.11)

Let us consider the difference of the first term in the RHS. Applying the mean value expansion around ( f̂ ∗t (λ)σ̂
∗
it(ψi))

2

for i = 1, . . . , N yields

sup
θ∈Θ

‖L̂NT(θ)−LNT(θ)‖ ≤ sup
θ∈Θ

∥∥∥∥∥ ∂L̂NT(θ)

∂( f ?t (λ)σ
?
it(ψi))

2

∥∥∥∥∥ sup
θ∈Θ

‖( f̂t(λ)σ̂it(ψi))
2 − ( ft(λ)σit(ψi))

2‖. (B.12)
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where ( f ?t (λ)σ
?
it(ψi))

2 lies between ( f̂t(λ)σ̂it(ψi))
2 and ( ft(λ)σit(ψi))

2. The partial derivative may be expressed

as

∂LNT(θ)

∂( f ?t (λ)σ
?
it(ψi))

2 =
1

NT

N

∑
i=1

T

∑
t=1

1
(2 ft(λ)σit(ψi))

2? [(νi + 1)b?it(θ)− 1], (B.13)

where b?it(θ) is defined as

b?it(θ) =
[x2

it/( f 2?
t (λ)σit(ψi))

2?]

(νi − 2) + [x2
it/( f 2?

t (λ)σit(ψi))
2?]

,

and it can be easily noted that this is a random variable bounded in the interval [0, 1].

Now, considering the fact that both ( ft(λ)σit(ψi))
2 and ( f̂t(λ)σ̂it(ψi))

2 lie in [c,+∞) and [g,+∞), where

c = inf
θ∈Θ

(
ω

1− (β− α)

)
, g = inf

θ∈Θ

(
δi

1− (φi − κi)

)
,

such that c > 0 and also g > 0, we obtain that

sup
θ∈Θ

∥∥∥∥∥ ∂LNT(θ)

∂( f ?t (λ)σ
?
it(ψi))

2

∥∥∥∥∥ ≤ 1
2cg

(
maxψ1,...,ψN∈Ψ(νi + 1)

cg
+ 1

)
= M̄,

and therefore

sup
θ∈Θ

‖L̂NT(θ)−LNT(θ)‖

≤ 1
N

N

∑
i=1

∞

∑
t=1

M̄× sup
θ∈Θ

‖( f̂t(λ)σ̂it(ψi))
2 − ( ft(λ)σit(ψi))

2‖. (B.14)

Clearly, the first term on the RHS is finite and supθ∈Θ ‖( f̂t(λ)σ̂it(ψi))
2 − ( ft(λ)σit(ψi))

2‖ e.a.s.−−→ 0 by virtue of

Proposition 3. Hence, we satisfy the conditions of Lemma 2.1 in Straumann and Mikosch, 2006 and we obtain

supθ∈Θ ‖L̂NT(θ)−LNT(θ)‖
a.s.−→ 0, ∀t ∈N.

Moreover we can show that supθ∈Θ ‖LNT(θ)−LN(θ)‖
a.s.−→ 0, as an application of Lemma 3.4.1,

sup
θ∈Θ

‖L̂NT(θ)−LN(θ)‖
a.s.−→ 0.

In Lemma 3.4.2 we have established the identifiability of the unique maximizer θ0 ∈ Θ. In addition, we note that

Θ is compact and the continuity of LNT(θ) in θ ∈ Θ, ∀t ∈ N, implies that the limit LN(θ) is also a continuous

function in θ. It follows that θ0 ∈ Θ is also unique, see White, 1994. The strong consistency thus follows for N fixed

and T → ∞.

Now let us turn to the case of N → ∞. Analogously to (3.11), we have

sup
θ∈Θ

‖L̂N(θ)−L(θ)‖ ≤ sup
θ∈Θ

‖L̂N(θ)−LN(θ)‖+ sup
θ∈Θ

‖LN(θ)−L(θ)‖. (B.15)

Thus, we can follow the same strategy such that, the multivariate mean value theorem can be applied componentwise

for the first term in the RHS of (B.15) yileding the same result of (B.12) and (B.13). Notice that, for i = 1, . . . , N
they are still bounded independent random variables and the exponentially fast almost sure convergence of the second

term holds even if we let N → ∞. Moreover, Lemma 3.4.1 entails the convergence of the second term in the RHS of



B.1. Proofs 119

(B.15).

Summing up, we may rely again to Lemma 3.4.2 which again guarantees the uniqueness identifiability of the true

parameter vector θ0 and finally, by the compactness of the parameter space Θ strong consistency follows for N and

T → ∞.

Proof of Proposition 4

Proof. First, note that

d( ft(λ)σit(ψi))
2 = (d f 2

t (λ))σ
2
it(ψi) + f 2

t (λ)(dσ2
it(ψi)).

Consider the recursions in (3.6) and notice also that under maintained assumptions the random maps involved in

that system are twice continuosly differentiable functions of a stationary ergodic sequence with finite log-moments.

Hence, the existence and convergence to the stationary ergodic solution follow directly from Theorems 3.5.3 and 3.5.8

of Stout, 1974.

Second, in the same vein of Proposition 3, we consider (B.4) and by appealing to the Cauchy rule of invariance

for differentials, we obtain the unfolded perturbed recursion below

d f̂ 2
t+1(λ) =(dω)

1
1− (β− α)

+ (dα)

{[
1
N

N

∑
i=1

t−1

∑
j=0

(β− α)j − α
1
N

N

∑
i=1

t−1

∑
j=0

j(β− α)j−1

]
x2

i,t−j − (t− 1)(β− α)t−2 f̂ 2
1

}

+ (dβ)

{
1

[1− (β− α)]2
+ α

1
N

N

∑
i=1

t−1

∑
j=0

j(β− α)j−1x2
i,t−j + (t− 1)(β− α)t−2 f̂ 2

1

}
. (B.16)

Thus, it follows again that the condition |β− α| < 1 of Assumption 4 is enough to ensure the asymptotic negligibility

of the perturbation due to the chosen starting value for the filtering equation of the common factor and therefore, the

exponentially fast almost sure convergence to the unique stationary ergodic solution.

Turning to the differential of the idiosyncratic components, we have

dσ̂2
i,t+1(ψi) =

{
(φ− κi) + κi

(νi + 1)(x4
it/ f̂ 4

t )

[(νi − 2)σ̂2
it + (x2

it/ f̂ 2
t )]

2

}[
dσ̂2

it(ψi)

]

+

{
(dδi) + (dφi)σ̂

2
it + (dκi)σ̂

2
ituit + κiσ̂

2
it âit(dνi) + κiσ̂

2
itB̂it

[
d f̂ 2

t (λ)

]}
, (B.17)

where, for a lighter notations, we report the unperturbed components

uit =

(
(νi + 1)(x2

it/ f 2
t )

(νi − 2)σ2
it + (x2

it/ f 2
t )
− 1

)
, (B.18)

ait =

(
(x2

it/ f 2
t )

(νi − 2)σ2
it + (x2

it/ f 2
t )
−

σ2
it(νi + 1)(x2

it/ f 2
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2

)
, (B.19)

Bit =

(
(νi + 1)(x4

it/ f 6
t )

[(νi − 2)σ2
it + (x2

it/ f 2
t )]

2
−

(νi + 1)(x2
it/ f 4

t )

(νi − 2)σ2
it + (x2

it/ f 2
t )

)
. (B.20)

At this point we shall proceed as in Proposition 3 and first show the asymptotic negligibility of the perturbation due

to the fact that the random maps of the idiosyncratic processes are functions of the perturbed random map of the

differential of the common factor. Here it suffice to note that, for certain constant c > 0, there exist a stationary
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sequence {C(t)}t∈N, such that

sup
θ∈Θ

‖dσ̂2
it(ψi)− dσ2

it(ψi)‖ ≤ c× C(t) sup
θ∈Θ

‖d f̂ 2
t (λ)− d f 2

t (λ)‖.

Therefore, we satisfy again the conditions of Lemma 2.1 in Straumann and Mikosch, 2006 since the second term

vanishes almost surely exponentially fast. Finally, the compact parameter space imposed by the given assumptions

also ensure that the random map (B.17) is a contraction on average, hence we further satisfy the conditions of Theorem

2.10 in Straumann and Mikosch, 2006, which demonstrate ‖dσ̂2
it(ψi)− dσ2

it(ψi)‖
e.a.s.−−→ 0 as t→ ∞ for i = 1, . . . , N.

With a similar decomposition used in (B.6) we obtain the desired result

sup
θ∈Θ

‖d( f̂t(λ)σ̂it(ψi))
2 − d( ft(λ)σit(ψi))

2‖ e.a.s.−−→ 0 as t→ ∞ and i = 1, . . . , N. (B.21)

Proof of Proposition 5

Proof. Again, we note that

sup
θ∈Θ

‖d( ft(λ)σit(ψi))
2‖ ≤ sup

θ∈Θ

‖d f 2
t (λ)‖ sup

θ∈Θ

‖σ2
it(ψi)‖+ sup

θ∈Θ

‖ f 2
t (λ)‖ sup

θ∈Θ

‖dσ2
it(ψi)‖.

As the recursion for σ2
it in equation (3.3), equation (B.17), together with its components (B.18), (B.19) and (B.20)

shows the same uniformly boundedness, hence the arbitrary large number of bounded moments n′σ may be obtained

by following closely the arguments of Proposition 2. Trivially, the same extends with respect to the the stationary

counterpart of the perturbed d f̂ 2
t , giving us the arbitrary large n′f number of bounded moments and the conclusion

follows as an application of the generalized Hölder’s inequality.

Proof of Lemma 3.4.4

Proof. First, we note that for i = 1, . . . , N and t = 1, . . . , T,

d`it(λ, ψi)

d(λ, ψi)
=

∂`it(λ, ψi)

∂(λ, ψi)
+

∂`it(λ, ψi)

∂( ft(λ)σit(ψi))
2

d( ft(λ)σit(ψi))
2

d(λ, ψi)
. (B.22)

The first differential in equation (B.22) is a continuous function of strictly stationary and ergodic processes, hence

Theorem 13.3 of Billingsley, 2012 applies straightforwardly. Moreover, because {( ft(λ)σit(ψi))
2} and the differen-

tial processes {d( ft(λ)σit(ψi))
2} are adapted to Ft−1 we have that

E

[
d`it(λ, ψi)

d(λ, ψi)

∣∣∣∣∣Ft−1

]
= E

[
∂`it(λ, ψi)

∂(λ, ψi)

∣∣∣∣∣Ft−1

]
+ E

[
∂`it(λ, ψi)

∂( ft(λ)σit(ψi))
2

∣∣∣∣∣Ft−1

]
d( ft(λ)σit(ψi))

2

d(λ, ψi)
.

The only component of the first tem in the RHS of (B.22) is

∂`it(λ, ψi)

∂νi
=

1
2

[
ψ

(
νi + 1

2

)
− ψ

(
νi

2

)
− 1

νi − 2
+

νi + 1
νi − 2

bit(θ)− log(1− bit(θ))

]
, (B.23)

while the first component of the second term is

∂`it(λ, ψi)

∂( ft(λ)σit(ψi))
2 =

1
2

[
(νi + 1)bit(θ)−

1
( ft(λ)σit(ψi))

2

]
. (B.24)
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Hence, we just need to show that by using the properties of the beta distributed random variables

E[bit(θ)|Ft−1] = 1/(νi + 1) and

E[log(1− bit(θ))|Ft−1] = ψ(νi/2)− ψ((νi + 1)/2),

it is straightforward to see that for i = 1, . . . , N

E[d`it(λ, ψi)|Ft−1] = 0.

Note also that this property entails the uniformly boundedness of (B.23) and (B.24), which means that by using the

property that ‖XY‖p ≤ ‖X‖2p‖Y‖2p for any random variables X and Y, we apply Proposition 5 and get the claimed

bound of second moment

E[|d`it(λ, ψi)|
2] < ∞.

Proof of Lemma 3.4.5

Proof. The normality of the score function follows smoothly. The mean value theorem can be invoked to highlights

once more that the perturbations due to the starting values of every processes are negligible as we go further in the

direction of T. Indeed,

sup
θ∈Θ

‖L̂′NT(θ)−L′NT(θ)‖ ≤ sup
θ∈Θ

∥∥∥∥∥ ∂L̂′NT(θ)

∂( f̂ ∗t (λ)σ̂
∗
it(ψi))

2

∥∥∥∥∥ sup
θ∈Θ

‖d( f̂t(λ)σ̂it(ψi))
2 − d( ft(λ)σit(ψi))

2‖,

where ( f̂ ∗t (λ)σ̂
∗
it(ψi))

2 lies between ( f̂t(λ)σ̂it(ψi))
2 and ( ft(λ)σit(ψi))

2. The second partial derivative is

∂L′NT(θ)

∂( ft(λ)σit(ψi))
2 =

1
NT

N

∑
i=1

T

∑
t=1

1
(2 ft(λ)σit(ψi))

2

×
[

1
( ft(λ)σit(ψi))

2 − (νi + 1)(νi − 2)bit(θ)−
1

( ft(λ)σit(ψi))
2 (νi + 1)bit(θ)

]
,

(B.25)

which is uniformly bounded, while the second term of the RHS of the inequality above converges almost surely

exponentially fast to zero from Proposition 4. Hence, we satisfy the conditions of Lemma 2.1 in Straumann and

Mikosch, 2006 and we obtain supθ∈Θ ‖L̂′NT(θ)−L′NT(θ)‖
a.s.−→ 0 as both the dimensions N and T increase towards

infinity.

Therefore, the score function obeys the Central Limit Theorem for Martingales of Billingsley, 1961, since the

existence of the variance covariance matrix V is entailed by Proposition 5. The claimed convergence in distribution

is achieved by appealing to Theorem 18.10 (iv) of Vaart, 1998.

Proof of Proposition 6

Proof. We have

d2( ft(λ)σit(ψi))
2 = (d2 f 2

t (λ))σ
2
it(ψi) + 2d( ft(λ)σit(ψi))

2 + f 2
t (λ)(d

2σ2
it(ψi). (B.26)
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It is immediate to note that differentiating again (B.16) we obtain a new in which under the same condition, that is

|β− α| < 1 will ensure again the usual required convergence to the unique stationary ergodic solution.

As regards the second differential of the idiosyncratic components, we can show that thee same discussion in the

proof of Proposition 4 applies sequentially to the higher-order derivatives. In addition, similar arguments of those

in Proposition 5 can be extended here, in order to show the number of bounded moments of the second differential

processes. A related discussion can be found in Harvey, 2013 pag. 40. All the derivatives for the first-order Beta-t-

GARCH can be found in the comprehensive analysis of Ito, 2016.

To conclude, we relay again to Proposition 3.36 of White, 2001, in order to extend the arguments to the whole

multiplicative process.

Proof of Lemma 3.4.6

Proof. The first part of the proof follows the same arguments given in the proof of the consistency theorem 3.4.3 and

Lemma 3.4.4. Roughly speaking, we can first show the asymptotic irrelevance of the chosen starting values which

perturb the second derivatives of the empirical likelihood function and then proceed with the convergence to they

respective limits, as T → ∞ for the first one and both NT → ∞ for the second. Of course, this is a consequence of

the fact that d2
it`(θ) is a function of {xit, xi,t−1} which is stationary and ergodic. Hence, it remains to show that the

latter limit is finite. In particular, we need to show that

E[d2`it(λ, ψi)] < ∞,

for i = 1, . . . , N and every t = 1, . . . , T.

We note that the

d2`it(λ, ψi)

d(λ, ψi)d(λ, ψi)
> =

∂2`it(λ, ψi)

∂(λ, ψi)∂(λ, ψi)
> +

∂`it(λ, ψi)

∂( ft(λ)σit(ψi))
2

d2( ft(λ)σit(ψi))
2

d(λ, ψi)d(λ, ψi)
>

+
∂2`it(λ, ψi)

∂( ft(λ)σit(ψi))
4

d( ft(λ)σit(ψi))
2

d(λ, ψi)

d( ft(λ)σit(ψi))
2

d(λ, ψi)
> , (B.27)

is a continuous function of strictly stationary and ergodic processes, hence we can apply Theorem 13.3 of Billingsley,

2012. We need,

∂2`it(λ, ψi)

∂ν2
i

=
1
4

[
ψ′
(

νi + 1
2

)
− ψ′

(
νi

2

)]

+
1
2

[
1

(νi − 2)2 −
νi + 1

(νi − 2)2 bit(θ)(1− bit(θ))−
3

(νi − 2)
bit(θ)

]
, (B.28)

∂2`it(λ, ψi)

∂( ft(λ)σit(ψi))
2∂νi

=
1
2

[
bit(θ)− (νi + 1)bit(θ)(1− bit(θ))

]
, (B.29)

and finally

∂2`it(λ, ψi)

∂( ft(λ)σit(ψi))
4 =

1
(2 ft(λ)σit(ψi))

2

×
[

1
( ft(λ)σit(ψi))

2 − (νi + 1)(νi − 2)bit(θ)−
1

( ft(λ)σit(ψi))
2 (νi + 1)bit(θ)

]
. (B.30)
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In line with previous arguments we can easily check the uniformly boundedness of (B.28), (B.29) and (B.30). By

using the property that ‖XY‖p ≤ ‖X‖2p‖Y‖2p for any random variables X and Y, we apply Proposition 5 and

Proposition 6. The claimed bound is then obtained.

Proof of Theorem 3.4.7

Proof. We discuss the proof for N, T → ∞. Standard arguments for the asymptotic normality proof and the Taylor’s

theorem, lead to the expansion of the conditional likelihood’s score around a neighborhood of θ0, which yields

0 =
√

NTL′T(θ̂T) =
√

NT
[
L̂′T(θ0)−L′NT(θ0)

]
+
√

NTL′NT(θ0)

+

[(
L′′NT(θ0)−L′′(θ0)

)
+
(
L̂′′NT(θ

?)−L′′NT(θ0)
)
+ L′′(θ0)

]
×
[√

NT(θ̂T − θ0)

]
, (B.31)

where θ? is on the cord between θ̂T and θ0, componentwise.

From the first line of (B.31), the convergence of the first difference in square brackets is ensured by Proposition

4 and following arguments as in the proof of Lemma 3.4.5, which further entails the fact that
√

NTL′NT(θ0) obeys

the CLT for martingales. Now consider the second line, Lemma 3.4.6 demostrates that the inizial conditions for

likelihood’s second derivatives are asymptotically irrelevant and the consistency theorem further ensures that the

convergence in the same point by continuity arguments. In addition, the Uniform Laqw of Large Numbers guarantee

that ‖L′′NT(θ0)− L′′(θ0)‖
a.s.−→ 0 as NT → ∞ , see again Lemma 3.4.6 where it is also discussed the existence

and invertibility of E[d2`it(θ)]. Thus we can solve the above equation since L′′(θ0) is non-singular. Finally we apply

the Slusky’s Lemma (see Lemma 2.8 (iii) of Vaart, 1998) and complete the proof.
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Appendix C

Proofs of Chapter 4

C.1 Proofs of the Stochastic Properties of the Model

Proof of Theorem 4.3.1

Gaussian Case

Proof. As regards the recursions with the Gaussian specifications, we are able to write the recursions as follows f1,t+1

f2,t+1

 =

ω1

ω2

+ α

 1
(1−ρ2)

η2
1t −

ρ
(1−ρ2)

η1tη2t − 1
1

(1−ρ2)
η2

2t −
ρ

(1−ρ2)
η1tη2t − 1

+ β

 f1t

f2t

 , t ∈ Z, (C.1)

where the innovations η1t and η2t are Gaussian with E[ηit] = 0, E[η2
it] = 1 for i = 1, 2 and E[η1tη2t] = ρ.

Thus, the first step is to show the initial log moment condition, which may be easily achieved by using Lemma

2.5.3 in Straumann, 2005. So, for some point f̄i ∈ R and i = 1, 2, we have

E

{
log+

∣∣∣∣∣ωi + α

[
1

(1− ρ2)
η2

it −
ρ

(1− ρ2)
η1tη2t − 1

]
+ β f̄i

∣∣∣∣∣
}

≤ 8 log 2 + log+ |ωi|+ log+ |α|+ log+ |Kρ|+ log+ |K?
ρ |

+ E[log+ |η2
it|] + E[log+ |η1t|] + E[log+ |η2t|] + log+ |β f̄i| < ∞,

since E[log+ |ηit|] < ∞ and E[log+ |η2
it|] < ∞ are trivially satisfied from the Gaussianity assumption.

Next, we note that by the cr-inequality

E

{∣∣∣∣∣ωi + α

[
1

(1− ρ2)
η2

it −
ρ

(1− ρ2)
η1tη2t − 1

]
+ β f̄it

∣∣∣∣∣
n}

≤ c |ωi|n + c |α|n
[

E[|Kρηit|2n] + E[|K?
ρη1tη2t|n] + 1

]
+ c |β|n | f̄i|n < ∞,

since there exists some n > 0 such that E[|ηit|2n] < ∞ for i = 1, 2, and E[|η1tη2t|n] < ∞. Note also that we could

rewrite these moment conditions in vector form, that is, there exists n > 0 such that E[‖ηt ⊗ ηt‖n] < ∞.

The last condition that needs to be verified is the so-called contraction condition, which ensures the strict station-

arity and ergodicity property of the score-driven model as a data generating process. As it stands, the recursions in

the bivariate system (C.1) are indeed linear for a given ηt and so the contraction condition boils down to

E

[
sup

fit

|β|n
]
= |β|n ≤ |β| < 1,
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which is implied by assumption.

Student’s t Case

Proof. The analogous recursions with the Student’s t specifications are

 f1,t+1

f2,t+1

 =

ω1

ω2

+ α


(ν+2)

(1−ρ2)(ν−2)

(
η2

1t−ρη1tη2t

1+ 1
(ν−2)(1−ρ2)

(
η2

1t−2ρη1tη2t+η2
2t

))− 1

(ν+2)
(1−ρ2)(ν−2)

(
η2

2t−ρη1tη2t

1+ 1
(ν−2)(1−ρ2)

(
η2

1t−2ρη1tη2t+η2
2t

))− 1

+ β

 f1t

f2t

 , t ∈ Z, (C.2)

where the innovations η1t and η2t Student’s t distributed with ν > 2 degrees of freedom, E[ηit] = 0, E[η2
it] = 1 for

i = 1, 2 and E[η1tη2t] = ρ.

Now we have

E

{
log+

∣∣∣∣∣ωi + α

{
(ν + 2)

(1− ρ2)(ν− 2)

[
η2

it − ρη1tη2t

1 + 1
(ν−2)(1−ρ2)

(
η2

1t − 2ρη1tη2t + η2
2t

)]− 1

}
+ β f̄i

∣∣∣∣∣
}

≤ log+ |ωi|+ log+ |α|+ log+ |Kρ|+ log+ |Kν|

+ E

[
log+

(
|ηitηjt|

1 + 1
(ν−2)(1−ρ2)

(
η2

1t − 2ρη1tη2t + η2
2t

))]+ log+ |β f̄i|,

where we know that E[log+ |ηitηjt|] < ∞ for i, j ∈ {1, 2} is ensured by the condition on the degrees of freedom,

ν > 2, and as regards the denominator, it is a well-known fact that log(x) ≤ x− 1 for x > 1. Hence, we could write

E

[
log

(
1 +

1
(ν− 2)(1− ρ2)

(
η2

1t − 2ρη1tη2t + η2
2t

))]

≤ 1
(ν− 2)(1− ρ2)

E

[
η2

1t − 2ρη1tη2t + η2
2t

]

=
2

ν− 2
< ∞.

The cr-inequality implies that

E

{∣∣∣∣∣ωi + α

{
(ν + 2)

(1− ρ2)(ν− 2)

[
η2

it − ρη1tη2t

1 + 1
(ν−2)(1−ρ2)

(
η2

1t − 2ρη1tη2t + η2
2t

)]− 1

}
+ β f̄i

∣∣∣∣∣
n}

≤ c |ωi|n + c |α|n
(

E

[∣∣∣∣∣ ηitηjt

(ν− 2)(1− ρ2) +
(

η2
1t − 2ρη1tη2t + η2

2t

)∣∣∣∣∣
n]

+ 1

)
+ c |β|n | f̄i|n < ∞,

for any n and i, j ∈ {1, 2}.
Lastly, also for the Student’s t specifications, the contraction condition boils down to

E

[
sup

fit

|β|n
]
= |β|n ≤ |β| < 1,

implied by assumption.
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Proof of Theorem 4.3.2

Gaussian Case

Proof. In the Gaussian setting the aforementioned filtering equations are

 f̂1,t+1(θ)

f̂2,t+1(θ)

 =

ω1

ω2

+ α

 1
(1−ρ2)

(
ε2

1t exp {−2 f̂1t(θ)} − ρε1tε2t exp {−( f̂1t(θ
)
+ f̂2t(θ))})− 1

1
(1−ρ2)

(
ε2

2t exp {−2 f̂2t(θ)} − ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))}
)
− 1

+ β

 f̂1t(θ)

f̂2t(θ)

 ,

(C.3)

with t ∈N.

As done in the proof of Theorem 4.3.1, we can evaluate the initial log moment condition componentwise. Relying

again on Lemma 2.5.3 in Straumann, 2005, for some fixed point ( f11, f21)
> ∈ R2, we have

E

{
log+

∣∣∣∣∣ωi + α

[
1

(1− ρ2)

(
ε2

it exp{−2 fi1} − ρε1tε2t exp{−( f11 + f21)}
)
− 1

]
+ β fi1

∣∣∣∣∣
}

≤ 8 log 2 + log+ |ωi|+ log+ |α|+ log+ |Kρ|+ log+ |K?
ρ |

+ E[log+ |ε2
it|] + E[log+ |ε1t|] + E[log+ |ε2t|]

− 2 fi1 − f11 − f21 + log+ |β fi1| < ∞,

for i = 1, 2, since E[log+ |ε2
it|] < ∞ are implied by the assumption and also E[|ε2

it|n] < ∞ for some n > 0.

Let us determine the required terms for the matrix of partial derivatives in (4.13), where for i, j = 1, 2 we have,

∂ŝit(θ)

∂ f̂it(θ)
= − 1

(1− ρ2)

[
2ε2

it exp {−2 fit} − ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))}
]

, (C.4)

while for i 6= j

∂ŝit(θ)

∂ f̂ jt(θ)
=

1
(1− ρ2)

[
ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))}

]
. (C.5)

In conclusion, the desired exponentially fast almost sure convergence is obtained by using equations (C.4) and (C.5)

to verify condition (4.15).

Student’s t Case

Proof. The filtering recursions with the Student’s t specifications are

 f̂1,t+1(θ)

f̂2,t+1(θ)

 =

ω1

ω2

+ α


(ν+2)

(ν−2)(1−ρ2)

 ε2
1t exp {−2 f̂1t(θ)}−ρε1tε2t exp {−( f̂1t(θ)+ f̂2t(θ))}

1+ 1
(ν−2)(1−ρ2)

(
ε2
1t

exp {2 f̂1t(θ)}
− 2ρε1tε2t

exp { f̂1t(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}

)− 1

(ν+2)
(ν−2)(1−ρ2)

 ε2
2t exp {−2 f̂2t(θ)}−ρε1tε2t exp {−( f̂1t(θ)+ f̂2t(θ))}

1+ 1
(ν−2)(1−ρ2)

(
ε2
1t

exp {2 f̂1t(θ)}
− 2ρε1tε2t

exp { f̂2t(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}

)− 1


+ β

 f̂1t(θ)

f̂2t(θ)

 ,

(C.6)

with t ∈N.



128 Appendix C. Proofs of Chapter 4

Here, evaluating the initial log moment condition for some fixed point ( f11, f21)
> ∈ R2 yields

E

{
log+

∣∣∣∣∣ωi + α

 (ν + 2)
(ν− 2)(1− ρ2)

×

 ε2
it exp {−2 f̂it(θ)} − ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))}

1 + 1
(ν−2)(1−ρ2)

(
ε2

1t
exp {2 f̂1t(θ)}

− 2ρε1tε2t

exp { f̂1t(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}

)
− 1

+ β fi1

∣∣∣∣∣


≤ log+ |ωi|+ log+ |α|

+ E

 log+

 |εitεjt|

(ν− 2)(1− ρ2) +
(

ε2
1t

exp {2 f̂1t(θ)}
− 2ρε1tε2t

exp { f̂1t(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}

)


+ log+ |β fi1| < ∞,

for i, j ∈ {1, 2}. The result here follows because E[log+ |εitεjt|] < ∞ is implied by the assumption and moreover

E[|εitεjt|n] < ∞ for some n > 0 is ensured by the already proved existence of second moments in the data generating

process, in fact 2 < ν < ∞.

The terms needed for the construction of (4.13) are, for i = 1, 2

∂ŝit(θ)

∂ f̂it(θ)
=

(ν + 2)
(ν− 2)(1− ρ2)

[
ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))} − 2ε2

it exp {−2 f̂it(θ}

1 + 1
(ν−2)(1−ρ2)

(
ε2

1t
exp {2 f̂1t(θ)}

− 2ρε1tε2t

exp { f̂1t(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}

)]

− (ν + 2)
(ν− 2)2(1− ρ2)2

[
2ρε1tε2t exp {−( f̂1t(θ) + f̂2t(θ))} − 2ε2

it exp {−2 f̂it(θ}[
1 + 1

(ν−2)(1−ρ2)

(
ε2

1t
exp {2 f̂1t(θ)}

− 2ρε1tε2t

exp { f̂it(θ)+ f̂2t(θ)}
+

ε2
2t

exp {2 f̂2t(θ)}
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]
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(
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]
(C.7)

while for i 6= j

∂ŝit(θ)
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]
(C.8)

In the same vein, the desired exponentially fast almost sure convergence is obtained by using equations (C.7) and

(C.8) to verify condition (4.15).
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Gaussian Case
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.

Differentiating the score with respect to the dynamic conditional correlation coefficient yields
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.

Student’s t Case
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Analogously to the Gaussian case, we differentiate with respect to the dynamic conditional correlation coefficient, so

that
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