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Abstract

Molecular radiotherapy (MRT) is a fast developing and promising treatment for

metastasised neuroendocrine tumours (NETs). Efficacy of MRT is based on the

capability to selectively “deliver” radiation to tumour cells, minimizing administered

dose to normal tissues. Outcome of MRT varies from patient to patient depending

on the individual characteristics. For that reason, personalized treatment plan-

ning is important to improve outcomes of therapy. Dosimetry plays a key role

in this setting, as it is the main physical quantity related to radiation effects on

cells. Dosimetry in MRT consists in a complex series of procedures ranging from

imaging quantification to dose calculation. This doctoral thesis focused on sev-

eral aspects concerning the clinical implementation of absorbed dose calculations

in MRT. Accuracy of SPECT/CT quantification was assessed in order to determine

the optimal reconstruction parameters. A model of PVE correction was developed

in order to improve the activity quantification in small volume, such us lesions in

clinical patterns. Advanced dosimetric methods were compared with the aim of

defining the most accurate modality, applicable in clinical routine. Also, for the

first time on a large number of clinical cases, the overall uncertainty of tumour

dose calculation was assessed. As part of the MRTDosimetry project, protocols for

calibration of SPECT/CT systems and implementation of dosimetry were drawn up

in order to provide standard guidelines to the clinics offering MRT. To estimate the

risk of experiencing radio-toxicity side effects and the chance of inducing damage

on neoplastic cells is crucial for patient selection and treatment planning. In this

thesis, the NTCP and TCP models were derived based on clinical data as help to

clinicians to decide the pharmaceutical dosage in relation to the therapy control

and the limitation of damage to healthy tissues. Moreover, a model for tumour

response prediction based on Machine Learning analysis was developed.
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Introduction and aims

Cancer is the second leading cause of death and is responsible for an estimated

9.6 million deaths in 2018. Globally, about 1 in 6 deaths is due to cancer.

This ratio rises to 1 in 4 in the most developed countries. Today, cancer is not

considered just one disease, but it is a collection of related diseases. There are

many types of cancer, and different treatment options depending on tumour

and patient characteristics. Common cancer treatments include chemotherapy,

surgery, brachytherapy and external beam radiation therapy (EBRT). However,

these treatments are not ideal. For example, conventional chemotherapeutical

agents act by creating toxic effects on all dividing cells, both healthy and can-

cerous. On the other hand surgery and EBRT treat only a small portion of the

body and they are not incisive if cancer is disseminated in the entire body or

in several areas. Ideally, an optimum treatment affects only malignant cells,

causes few or no side effects.

This doctoral thesis focuses on the treatment of neuroendocrine tumours (NETs)

and, in particular, on Molecular Radionuclide Therapy (MRT), which has been

demonstrated in the last years to be highly effective to treat this type of cancer.

The overall aim of this thesis is to investigate several aspects concerning the

application of MRT, ranging from the activity quantification to the evaluation

of the treatment response, in order to improve PRRT efficacy. The specific

aims are:

• To determine the optimal acquisition parameters for SPECT/CT quan-

titative imaging.

• To evaluate different algorithms of SPECT/CT image deformable regis-

tration and to establish a model for PVE correction.

• To compare different advanced techniques of absorbed dose calculation,
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with consideration about accuracy and feasibility in clinical practice.

• To evaluate the side effects of therapy on healthy organs in a sample

of patients and to study the possible correlations between toxicity and

absorbed dose.

• To analyse the biological response of tumours and to study the possible

correlations between response to therapy and absorbed dose.

• To develop an automatized method to evaluate uncertainty related to the

absorbed dose calculation and to identify those parameters which mostly

affect accuracy of calculation.

Chapter 1 gives an overview of MRT and PRRT current state. In Chap-

ter 2 issues related to imaging quantification are addressed and a method for

PVE correction is described and tested. In Chapter 3 the optimal modality of

dose calculation is evaluated. Chapter 4 depicts results of the joint European

MRTDosimetry project. Chapter 5 and 6 provide relations between absorbed

dose and response in healthy organs and in tumours, which allow to evaluate

efficacy of therapy. Chapter 7 affords to deal with calculation of uncertainty in

MRT dose calculations.



Chapter 1

MRT in the treatment of cancer

1.1 Brief introduction to Nuclear Medicine

Nuclear Medicine is a branch of medicine that uses unsealed radioactive sub-

stances for diagnosis and therapy of many types of cancers, endocrine, neuro-

logical, gastrointestinal disorders, heart disease, and other abnormalities within

the body. Diagnostic procedures are non-invasive and involve the use of radioac-

tive materials called radiopharmaceuticals or radiotracers to image or measure

the function of an organ. The uptake and distribution of the tracer substance

is then studied with Single Photon Emission Computed Tomography (SPECT)

scanner, Positron Emission Tomography (PET) camera or other devices, such

as a stationary radiation detector. These radiopharmaceuticals are used to

investigate disorders of metabolism and most often work at molecular level,

under physiological and patho-physiological conditions.

The history of nuclear medicine contains contributions from scientists across

different disciplines in physics, chemistry, engineering and medicine. The mul-

tidisciplinary nature of nuclear medicine makes it difficult to determine the

birthdate of nucler medicine. This can probably be best placed with the dis-

covery of X-rays in November 1895 by the German physicist Wilhelm Conrad

Röntgen (1845-1923)[1]. Röntgen was working on Crook’s Vacuum tube when

he suddenly realized that shadows of his wife’s finger bones and ring in her

finger appeared on the palette. X-ray discovery was a scientific bombshell,

and was received with extraordinary interest by both scientist and laymen.

Within a month after the announcement of the discovery, several medical ra-
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diographs had been made in Europe and the United States. There were lots of

improvements to this initial technique over the first half of the 20th century,

culminating with digital imaging techniques. In the 1970s, G.N. Hounsfield and

A.M. Cormack were given the Nobel Prize in medicine for the development of

Computed Tomography (CT). Today there are lots of imaging techniques, daily

used for diagnosis purpose in medicine. The most widely used are radiography,

CT, MRI (Magnetic Resonance Imaging), PET and SPECT. The birth of the

therapeutic nuclear medicine can be associated with the discovery of natural ra-

dioactivity on March 1896 by the French Antoine Henri Bequerel (1852-1908).

He found that some minerals would glow or fluoresce when exposed to sun-

light. By using photographic plates, he was able to capture this fluorescence

on film. One of the early minerals Bequerel worked with was uranium. Rel-

atively few scientists were interested in Becquerel’s findings. It was not until

the discovery of radium by the Curies two years later that interest in radioac-

tivity became widespread. In 1898 Marie and Pierre Curie discovered another

radioactive element and named it ’polonium’. Later that year, the Curies dis-

covered another radioactive element which they named radium. Their studies

with radium led to identify, for the first time, three different type of radiation.

These different rays were named as the three first Greek letters: α, β, and γ.

Since these discoveries, many other radioactive elements have been discovered

and used to cure several pathologies. In 1957 the first 99mTc was invented at

the Brookhaven National Laboratory. Capability to provide radionuclide with

short halflife transform nuclear medicine [2]. In the same years Edith Quimby

and Leonidas Marinelli elaborated a model of absorbed dose. It was 1958 when

H. Anger developed a ionization chamber, that is the foundation of the imaging

techniques. In 1953 G. Brownell and H.H. Sweet created a system to detect

photons emitted by electron-positron annihilation. However, only by the 1999

radiopharmaceuticals emitting positrons were routinely used in clinics and and

the use of PET became widespread.
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1.2 Molecular Radionuclide Therapy

Due to their ability to ionize atoms, ionizing radiations have many industrial,

military and medical uses. The medical applications of nuclear technology are

divided into diagnostics and radiation treatment. The former is the use of

radiation particles, and in particular x-rays, to produce images of human body.

The latter uses ionizing radiation to kill tumour cells by damaging the cell’s

DNA. The most common type of radiation therapy used for cancer treatment is

the EBRT. With this approach, only a limited area of the body is irradiated by

delivering high-energy rays (photons, electrons, protons or positive ions) from

outside the body into the tumour. However, depending on where the tumour

is located, it is often difficult to irradiate it without damaging healthy tissues.

Figure 1.1: External beam therapy and targeted radionuclide therapy for the treat-

ment of brain tumor. SOURCE: Courtesy of Michael Zalutsky, Duke University.

Molecular Radionuclide Therapy (MRT) can be more effective when dis-

ease sites are disseminated in the body. Figure 1.1 illustrates and contrasts the

differences between EBRT and MRT. Molecular Radionuclide Therapy, also

called Targated Radionuclide Therapy (TRT), consists in the administration

of radiolabelled vectors (called radiopharmaceuticals) that specifically binds to

tumour cells. Radionuclides are directly injected into the patient to deliver a

toxic level of radiation to disease sites. Radiopharmaceuticals are introduced

into the body by various means (injection or ingestion are the two most com-

monplace). Vector allows to transport the radionuclide to the organs/tissues



28 CHAPTER 1. MRT IN THE TREATMENT OF CANCER

of interest, while the radionuclide emits radiation that can be used both for

diagnostic and therapeutic purpose. Different vectors (antibodies, peptides or

organic molecules) and several radionuclides (e.g. 131I, 177Lu, 223Ra) can be

used, depending on the characteristics of the tumour. Among the types of

cancer treated with this methodology there are thyroid cancer, neuroendocrine

tumours and other solid tumours. Efficacy of MRT is based on the capability

to selectively “deliver” radiation to tumour cells minimizing administered dose

to normal organs. Unlike tumour-directed drugs and toxins, which kill only

the directly targeted cells, a unique feature of radionuclides is that they can

exert a “crossfire” effect, potentially destroying adjacent tumour cells even if

they lack the specific tumour-associated antigen or receptor. MRT is usually a

non-invasive treatment and does not produce serious and acute side effects if

absorbed dose is below appropriate values. Efficacy of the treatment is mainly

related to the radiation absorbed dose. Understanding the relation between

the non-uniform energy deposition on tissues and the effects of the treatment

is an important issue in different areas, including EBRT, brachitherapy and

radionuclide therapy. In case of MRT relation between response to the therapy

and absorbed dose is particularly relevant. Therefore, it is clear the importance

to plan the therapy based on the specific characteristic of the patient.

1.3 Neuroendocrine tumours

Neuroendocrine tumours (NETs) are relatively rare neoplasms, that originate

from neuroendocrine cells situated in various tissues in the body [3]. Neu-

roendocrine cells have the typical characteristics of both endocrine cells, which

produce hormones, and nervous cells. These cells can be found throughout the

body, but they are most often found in the abdomen, especially in the gas-

trointestinal tract. Neuroendocrine cells have many functions, which include

controlling and setting the release of digestive enzymes, the air and blood flow

through the lungs, blood pressure and heart rate, the amount of glucose in the

blood and to regulate the bone and muscle growth.

The incidence of NETs is about 5.25 cases per year out of 100’000 people

[4] and they account for only 0.1% [5] of all malignances, hence NETs are
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considered as rare. However, the prevalence is much higher due to their mostly

slow growing nature, which give the patients a fairly long survival. Interestingly,

the incidence has been reported to be markedly increased in Canada [6], United

States [7] and Europe [8]. This is probably due to the increased availability of

advanced radiological imaging and diagnostic methods.

Symptoms and outcomes vary strongly among patients, depending on several

factors that include the type of neuroendocrine tumour and where the tumour

is located. NETs can occur in children and young adults, being diagnosed as

early as at the age of 5 years, while their incidence increase with age. The

majority of people diagnosed with NETs are over age 50. The 5-year survival

rate of people is about 60% [9]. The clinical presentation may vary depending

on the site of tumour origin. The most frequent are tumours affecting the

gastro-entero-pancreatic tract (72%), followed by those which affect the lungs

and respiratory system (25%) and less then 5% arise at other sites as skin,

thyroid, parathyroid, adrenal glands, thymus breast and genitourinary system

[10] [11].

Until the 1980s, chemotherapy was the standard treatment for NETs, even

if usually NETs do not respond to common chemoterapeutic treatments. The

objective response rates ranged from 0 to 33% [12]. Later, therapies with

α-Interferon and somatostatin analogs significantly improved clinical manage-

ment. However, in these treatments as well, the objective response rate was

rather disappointing.

Multiple treatment approaches are now available for patients suffering from

NET: surgery, SSA, interferon, chemotherapy molecularly targated agents, lo-

coregional therapies and PRRT (Peptide Receptor Radionuclide Therapy). For

the choice of the most appropriate treatment, information regarding anatomi-

cal location, tumour functionality, sstr status, histological grading and staging

are required. Currently the only curative treatment for NETs is surgery. Un-

fortunately, over 80% of NETs are diagnosed at a relatively late stage, with

metastatic spread present at the time of diagnosis and curative surgery is no

longer an option [13] [14]. PRRT using radiolabelled somatostatine analogs has

proven to be an effective therapeutic option for NET patients with metastases,

as it allows targated delivery radionuclides to tumour cells [15]-[18].
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1.4 Peptide Receptor Radionuclide Therapy

Peptide Receptor Radionuclide Therapy (PRRT) is one of the most common

MRT treatment.

The first experience of PRRT date back to the 1990s with the 111In-octreotide

[19]. In Europe, 111In-octreotide was abandoned as a therapy option in favour

of the more efficient β emitters 90Y and 177Lu. PRRT using 90Y was first used

in 1996 in Switzerland. The combination of treatments involving the admin-

istration of peptides labelled with 90Y and 177Lu were the subject of many

clinical trials for the greatest therapeutic potential derived from the combined

characteristics of the two radio-isotopes [20]-[25].

In PRRT tumours cells are targated with radiolabelled peptides. Peptides are

molecules consisting of two or more aminoacids linked together with peptide

bond, and that regulates many phisiological processes in the human body, act-

ing at some sites as endocrine or paracrine signals and, at others, as neurotrans-

mitters or growth factor. Peptides usually display favorable pharmacokinetics

characterised by high concentration in the target tissue and rapid clearance

from the blood and non-target tissues. PRRT with somatostatin analogs is

one of the most innovative tools in the treatment of neuroendocrine tumours,

as most of them over-express receptors that blinds to somatostatin, a peptide

hormone that regulates the endocrine system. Ocreatide and octreotate are so-

matostatin analogues that binds to somatostatin receptors on neuroendocrine

tumours. In PRRT they are combined with a β-emitting radionuclide to de-

liver a lethal radiation to the tumour. The most common radionuclides used

in PRRT are 90Y and 177Lu. They are usually alternated during the treatment

cycles. The advantage of using both the alternated radionuclides is due to the

different physical characteristics:

Yttrium-90 90Y is a high energy β-emitter (Emax = 2.28 MeV and Emean =

0.934 MeV ) with physical half-life (T1/2 = 64.1 h) compatible with the

pharmacokinetics of peptides, and a long penetration range in tissue

(Rmax = 11.3 mm and Rmean = 3.9 mm). Therefore, 90Y is suitable

for radionuclide therapy, considering the non homogeneous distribution

of peptides in solid tumours. The probability of killing the majority of
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neoplastic cells is related to the so called cross-fire effect. However, there

is a relative high radiation exposure to normal tissues, such as liver, kid-

neys and spleen.

Lutetium-177 177Lu is a β- and γ-emitting radionuclide with a long physicsl

half-life of 162 h (6.73 days). Compared to 90Y, 177Lu has lower max-

imum and mean β-particle energies (Emax = 0.498 MeV and Emean =

0.133 MeV ). These translate to maximum and mean soft-tissue pene-

tration depths of 1.7 mm and 0.23 mm, respectively. This indicates a

lower cross-fire effect partially compensated by a higher percentage of

the radiation energy absorbed in very small volumes. This makes 177Lu a

good candidate nuclide for the treatment of small tumours (< 2 cm) and

micrometastases. 177Lu is also a γ-emitter of low emission abundance,

with two main emission lines: 113 keV (6% relative abundance) and 208

keV (11% relative abundance). These characteristics enable imaging and

therapy with the same complex, and allow dosimetry to be carried out

before and during treatment as well.

To date, the two compounds most often used in PRRT are DOTATOC and

DOTATATE:

DOTATOC is the abbreviated form of [DOTA0,Tyr3]-ocreotide. It is a deriva-

tized somatostatine analogue peptide. DOTA stands for the bifunc-

tional chelating molecule 1, 4, 7, 10-tetraazacyclo-dodecane-1, 4, 7, 10-

tetraacetic acide and Tyr3-pcreotide is the modified ocreatide. DOTA-

TOC is usually labelled with 68Ga for PET diagnostic purpose (68Ga-

DOTATOC) and with 177Lu or 90Y for therapeutic purpose (177Lu-DOTATOC

or 90Y-DOTATOC).

DOTATATE is the abbreviated form of [DOTA,Tyr3, Thr8]-ocreotide. It is

also a derivatized somatostatine analogue peptide. DOTA stands for the

bifunctional metal chelating molecule.

Both analogues share a quite similar sst binding profile. However, the affinity

of DOTATATE in binding the sst subtype 2 (sstr2) is approximately a six- to

nine fold higher than that of DOTATOC. On the other, DOTATATE has no
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affinity for either the sst subtypes 3 and 5 (sstr3 and sstr5), while low affinity

is observed for DOTATOC.

1.5 Treatment planning

Standard clinical protocols of PRRT consist of the administration of a radi-

olabelled pharmaceutical. Radiopharmaceutical is administered to patient by

injection or infusion. Treatment is commonly fractionated in sequential cy-

cles every 6-9 weeks (usually four or five cycles), allowing for the recovery of

healthy tissues. Since renal and red marrow side effect represent one of the

main clinical concerns, the renal and red marrow uptake often determines how

much radiation can be delivered. In this clinical setting, dosimetry plays a

role of primary importance since the administered activity involves determin-

istic effects at the level of the tumour (target), while it should save as much

as possible the healthy tissues. Hence, the purpose of the dosimetric study is

to provide patient-specific information, considering the maximum activity that

can be administered to the patient in order to maximize the dose to the tumour

while minimize the dose to healthy organs.

Therapy can be basically distinguished into two phases:

• Diagnostic and treatment planning dosimetry: patient undergoes a se-

ries of planar scintigraphy or SPECT imaging to study distribution and

biokinetics of radiopharmaceuticals. Because the radiopharmaceutical is

distributed heterogeneously within the body, kinetics of the radionuclide

should be resolved temporally to calculate the absorbed dose to tumours

and organ at risks (OARs). Usually multiple acquisitions are performed

to quantify activity as a function of time. Then, absorbed doses to organs

and tumours may be calculated using dedicated software. Dosimetry,

when well performed, provides patient specific information that guides

the choice of radiopharmaceutical, administered activity and number of

treatment cycles to achieve an adequate dose to tumour without serious

normal tissue toxicity.

• Treatment, normally, consists of the systematic administration of radio-
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pharmaceuticals, fractioned in sequential cycles (usually four or five),

every 6-9 weeks. During all cycles the same isotope can be used, or a

tandem between different radionuclides.

1.6 The MIRD schema

The Committee on Medical Internal Radiation Dose (MIRD) is a committee

within the Society of Nuclear Medicine. The MIRD Committee was estab-

lished in 1965 within the aim to standardize internal dosimetry calculations,

improve the published emission data for radionuclides and enhance the data on

pharmacokinetics for radiopharmaceuticals [26]. A unified approach to internal

dosimetry was published by the MIRD Committee in 1968, MIRD Pamphlet

No. 1, which was updated several times thereafter. The formalism presented

in MIRD Pamphlet No. 21 will be used here [27].

The MIRD formalism gives a framework for the calculation of the absorbed

dose to a certain region, called the target region, from activity in a source

region. The absorbed dose D to a target region is defined as:

D =
E

m
(1.1)

where E is the energy released by the radiation in the target with mass m.

Absorbed dose is expressed in Gray (1 Gy = 1 J/Kg). In the MIRD formalism

the absorbed dose is expressed as the product between the cumulated activity

Ã and the S value:

D = Ã · S (1.2)

the cumulated activity Ã, expressed in units of Bq ·s, represents the number

of disintegrations occurring in a source regions and depends on the half life of

the radionuclide and its spatial and temporal distribution in the source. S is

the mean absorbed dose per unit of cumulated activity (Gy/Bq · s) and it is

characteristic of the radionuclide and the specific anatomic model chosen to

represent the patient or the tissue of interest. If rS is the source region and rT
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is the target region, the previous formula is expressed as:

D(rT ) = Ã(rS) · S(rS → rT ) (1.3)

The amount of activity contained in a source region changes with time. If

the time-activity curve is known, the cumulated activity Ã for a source region

rS is obtained by measuring the area under this curve:

Ã(rS) =

∫
A(rS, t) dt (1.4)

The time interval of integration is theoretically from the injection time up to

infinity. However, this is equivalent to integrate up to a time TD large enough

to include the physical decay of the radionuclide and the biokinetics of the

pharmaceuticals:

Ã(rS, TD) =

∫ TD

0

A(rS, t) dt (1.5)

It is often defined the quantity τ as the ratio between the cumulated activity

and the injected activity A0:

τ(rS) =
Ã(rS)

A0

(1.6)

τ is known as residence time, and it is expressed in unit of time (h). Some-

times, to avoid any misinterpretation, it is expressed as MBq · h/MBq. The

residence time represents the total number of decays occurring in the source

region rS per unit of injected activity. Eq 1.3 can be expressed in terms of

mean dose per unit of injected activity:

D

A0

= τ · S (1.7)

In this way the absorbed dose is normalized to the injected activity and it

depends only on the biokinetics and on the physical factors (S).

The total mean absorbed dose to the target tissue rT is obtained as the sum of

the contribution from all source regions rT :

D(rT ) =
∑
rS

Ã(rS)S(rS → rT ) (1.8)
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Using Eq B.24 this can be written as:

D(rT ) =
∑
rS

∫ TD

0

Ḋ(rT , t), dt =
∑
rS

∫ TD

0

A(rS, t)S(rS → rT , t), dt (1.9)

1.7 Clinical trial

This thesis is focused on the clinical application of MRT. The studies described

in the next chapters are based either on phantom acquisitions or on clinical

data. All patients were recruited at Azienda USL-IRCCS of Reggio Emilia

(Italy) and enrolled in a PRRT clinical trial. Each patient gave the informed

consent for the conduction of each study, which has been approved by the ethics

committee.

All patients were affected by inoperable or metastatic NETs and met the fol-

lowing inclusion criteria:

- Age >18 years;

- Cyto-histological diagnosis of NET or other SSTR-positive tumours; in-

operable or metastatic disease;

- Presence of at least one measurable lesion > 1 cm;

- Positive expression of somatostatine receptors in the 68Ga-SST PET/CT

in lesions (ratio SUVmax tumour /

- CT with contrast medium or MRI scan within 2 months from recruitment

date;

- Adequate haematological parameters: hemoglobin level (Hgb) > 9 g/dL;

leukocytes (WBC) > 2.5 · 103/µL; platelets (PLT) > 90 · 103/µL

- Adequate liver and renal function: bilirubin levels < 2.5 mg/dL; creati-

nine levels < 2 mlg/dL;

- The Eastern Cooperative Oncology Group (ECOG) performance status

≤ 2;
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- Life expectancy longer 6 months;

The exclusion criteria were as follows:

- Pregnancy or lactation;

- Surgery, chemotherapy, radiation therapy or biological pharmaceuticals

within 4 weeks preceding the PRRT (except radiotherapy with palliative

intent of lesions in symptomatic patients pluri-metastatis);

- Participation in any therapeutic trial within 4 weeks before the PRRT;

- Bone marrow involvement > 25%;

- Other therapeutic option validated as effective;

Additionally, before each PRRT cycle the following inclusion criteria should be

maintained:

- Hgb > 9 g/dL, WBC > 2.5 × 103/L;

- PLT > 90 × 103/L;

- Creatinine levels < 2mg/dL;

- Bilirubin levels < 2.5mg/dL;

Clinical protocol consisted of an intra-venous administration of 177Lu- or 90Y-

labelled somatostatine analogues, fractioned in sequential cycles up to a max-

imum of 5 infusions. At least one administration of 90Y is performed. In the

first cycle 177Lu is injected for dosimetry purpose. The number of cycles, the

isotope and the activity chosen for every injection are planned by an expert

physician, on the basis of the dosimetry results. The cumulative dose limit to

kidneys is set to 46 Gy of BED for patients with no risk factors (hypertension,

diabetes, renal failure are considered risk factors for this therapy ) and at 28

Gy for patients with risk factors.
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Absorbed doses for liver, spleen, kidneys and lesions are calculated using the

organ level dosimetry software OLINDA/EXM 1.1. Red marrow absorbed dose

calculation is based on the blood measurements. 177Lu dosimetry is used to

extrapolate 90Y dosimetry.

In this thesis patients enrolled in two different clinical trial (here named as

“Trial A” and “Trial B”) at AUSL - Reggio Emilia were considered. Dosimetry

after the first administration is mandatory in both the trials. The only differ-

ences between them are the radio-compounds and the number of SPECT/CT

acquisitions. Which of the two clinical trials will be from time to time specified

in each Chapter.

1.7.1 Trial A

Patients were enrolled in a prospective study (EudraCT number 2013-002605-

65) between 2014 and 2015. They underwent a sequence of 177Lu-DOTATOC

or 90Y-DOTATOC administrations. Each patients undergoes to 5 sequential

SPECT/CT scans at 1, 4, 24, 44 and 72 h post injection, at the first cycle of

therapy.

1.7.2 Trial B

Patients were enrolled in a prospective study (EudraCT number 2015-005546-

63) between 2016 and 2018. They underwent a sequence of 177Lu-DOTATATE

or 90Y-DOTATATE administrations. Each patients undergoes to 4 sequential

SPECT/CT scans at 1, 24, 44 and 72 h post injection, at the first cycle of

therapy.
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Chapter 2

Quantification of activity

In this chapter three issues related with SPECT imaging quantification are

discussed. In nuclear medicine SPECT modality is widely used both for di-

agnostics and therapy imaging with dosimetry purpose. SPECT allows the

visualization of the distribution of radioactivity within the human body and

the quantification of the concentration of activity within a given volume of

interest (VOI). Since the radiopharmaceutical distribution changes over time

in the patient, the activity distribution is assessed using serial quantitative

SPECT/CT scans. For radionuclide therapy dosimetry, the activity quantifi-

cation is essential, because activity is proportional to dose rate at a given time

point. Activity quantification for dosimetry has mainly been done using planar

scans for decades. Although planar imaging method is the fastest and easi-

est dosimetry scenario due to the simple pre-processing and ROI drawing, the

multi-SPECT-CT scenario provides more accurate data. In 2D, the overlap-

ping of regions (e.g. organs), the non-attenuation corrected imaging data and

the neglecting additional individual factors (e.g. organ mass) lead to incor-

rect determination of the ROI uptake, resulting in an overerestimation of the

absorbed dose in the corresponding region [25]. Unfortunately, also SPECT

imaging system is affected by photon attenuation, photon scatter and limited

spatial resolution, hence SPECT is not inherently quantitative. In recent years,

developments in image reconstruction compensation methods have been done

[28] and, nowadays, hybrid SPECT/CT imaging systems are available for daily

practice.

Although nowadays reconstruction algorithms mostly incorporate correc-

39
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tion methods for the confounding variables previously mentioned, current SPECT

quantification requires multiple interlinked corrections which may have differ-

ent performances throughout a typical clinical image. In order to quantify

the activity in patients the imaging system must be calibrated to relate the

detected count rate to activity. Partial volume effect correction, especially in

case of small VOI, needs to be evaluated to prevent underestimation of mea-

sured activity. Performance of reconstruction algorithm should be tested and

parameters need to be chosen depending on the specific object of acquisition.

It is therefore essential to perform home-made tests to investigate the perfor-

mances of the system acquisition and to validate quantitative imaging. Another

issue related to the use of sequential images for dosimetry is the need to co-

register the scans in a single frame of reference, so that cumulative activity can

be calculated. Different registration algorithms and methods can be used and

comparisons of the performances of the methods need to be evaluated.

2.1 Impact of commercial 3D OSEM reconstruc-

tion algorithm on the 177Lu activity quan-

tification of SPECT/CT imaging in a Molec-

ular Radiotherapy trial

In general, two main families of reconstruction techniques are commonly used in

clinical SPECT/CT images: non-iterative (e.g. filtered back-projection, FBP)

and iterative methods. Despite its higher demands on computation, iterative

reconstruction seems to be superior for quantification than non-iterative meth-

ods. In principle this is mainly due to the ability to implement corrections and

system modelling methods more readily in iterative reconstruction than in non-

iterative methods. Hence, iterative reconstruction algorithms [29] are the state

of the art and they are generally recommended. However, iterative reconstruc-

tion is computationally expensive. Block-iterative algorithms are commonly

used to accelerate the reconstruction. The Ordered Subset Expectation Max-

imization (OSEM) algorithm [30] is the most widely used among the various

iterative reconstruction methods. Here, the projection data are divided into
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subsets which are sequentially operated on during each OSEM iteration. The

higher the number of subsets, the shorter the calculation time (one iteration

of OSEM with N subsets provides an image roughly similar to that from N

iterations of MLEM [31] [32]). However, a large number of subsets results in

more noise and artefacts in the final image [33].

In this study it was evaluated the optimum combination of the iterations

and subsets employed in a commercial OSEM algorithm, with the aim to estab-

lish the quantitative accuracy of the SPECT system. This study was performed

using 177Lu-DOTATOC. The tomographic SPECT phantom images were recon-

structed using a commercial 3D OSEM algorithm (Flash 3D, Siemens Medical

Solution, Germany), with collimator specific resolution recovery, CT-based at-

tenuation and energy window-based scatter correction.

2.1.1 Material and methods

SPECT/CT acquisition and reconstruction

SPECT/CT scans were acquired on a Symbia T2 gamma-camera (Siemens

Medical System, Germany) with a 3/8 inch NaI(Tl) detector and medium-

energy low-penetration (MELP) collimator, with a sensitivity of about 13.9

cps/MBq (from factory data sheet). The energy windows (EW) of 177Lu pho-

topeaks were set at 113 keV ± 7.5% and 208.4 keV ± 7.5% . The tomographic

projection images were acquired in step and shoot mode, for 64 views over 360°

and 30 sec/frame. Zoom of 1, circular radius of rotation of 330 mm (around

the phantom surface) and image matrix of 128x128 pixels were set, resulting in

a 4.8 mm pixel size image. For the lower EW, the TEW scatter correction was

employed (lower scatter window was set in the range from 87.58 keV to 104.53

keV with the default window weight of 0.5, while the upper scatter window

from 121.47 keV to 130.51 keV with the default window weight of 0.9375). For

the higher EW, the DEW scatter correction was employed (lower scatter win-

dow ranged from 171.60 keV to 192.40 keV with the default window weight of

0.75). The CT acquisition was performed with the following parameters: 130

kV and 30 mAs. The reconstructed slice thickness was 5 mm and a smooth

reconstruction kernel was used (B08s; Siemens Medical Solution, Germany).

Reconstruction of SPECT/CT images and imaging analysis were performed
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in Siemens E-Soft workstation (Syngo MI, Application version 32B, Siemens

Medical Solution, Germany). The images were reconstructed with the propri-

etary iterative Flash 3D reconstruction algorithm which includes correction for

attenuation (based on energy extrapolation of the CT values from the auto-

matically registered SPECT/CT image), compensation for scatter (estimated

by means of the multiple energy windows method, and incorporated into the

reconstruction) and a full collimator-detector response.

This study was performed using phantoms only. The acquisition set up of

the camera is shown in Figure 2.1.

Figure 2.1: Phantom with the six radioactive sphere inserts, on the SPECT/CT

scanner table.

Images were reconstructed using a number of iterations raging from 1 to

20, in step of two iterations, using 2, 4, 8 and 16 number of subsets. A 3-D

Gaussian filter with a full width at half maximum of 1 pixel (4.8 mm) on the

reconstructed images was used.
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Phantoms

Three different phantoms were used in order to evaluate the dead time, to test

the spatial resolution and to study the impact of the reconstruction algorithm.

• A Jaszczak type phantom (Data Spectrum Corporation, USA) with spher-

ical inserts was used to investigate the dead time effect of detectors. This

phantom consisted of a cylindrical phantom with a internal volume of

5640 ml and a set of six hollow spheres with decreasing volumes of 98,

27, 19, 11.5, 5.6, 2.57 ml. Each sphere was filled with the same 177Lu

3.44 MBq/ml activity concentration (that is 337, 93, 65, 40, 19, 9 Mbq

respectively), while cavity of phantom was filled with a non-radioactive

solution. This phantom was acquired several times while decaying, until

a time about 3.5 half-lives. For each sphere a spherical VOI was drawn

directly on its CT image. The total counts measured in each sphere and

the total body reconstructed counts were plotted in function of the known

activity injected in the phantom and the time after phantom preparation.

• A cylindrical phantom with three capillary tubes (length 75 mm and

internal diameter 1.2 mm) was used to test the system’s tomographic

spatial resolution. A tube was arranged in central position, while the

remaining two tubes were placed at a distance of 3 and 6 cm from the

cylinder axis. Each capillary tube was filled with 30 MBq of 177Lu ac-

tivity. Acquisitions were performed for different OSEM updates and the

spatial resolution was evaluated as average of FWHM (Full Width at Half

Maximum) values on three counting profiles across each capillary tube.

• The NEMA IEC Body Phantom™(Data Spectrum Corporation, USA)

was used to study the impact of the reconstruction algorithm updates on

the quantification. This phantom consisted of a body shaped cavity and

a set of five fillable spherical inserts with decreasing volumes of 22.46,

11.46, 5.56, 2.56, 1.15 ml. Each sphere was filled with a different 177Lu

activity concentration ranging between 7.5 and 8.8 MBq/ml. Phantom

cavity was filled with non-radioactive water. Activity in each sphere were

accurately measured using a dose calibrator.
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Whilst NEMA suggests leaving the 2 largest spheres cold in PET applications,

we filled with a radioactive solution each sphere since the inferior system spatial

resolution of SPECT system.

Data analysis

Activities for each sphere were estimated using the volumetric analsis tool sup-

plied by Siemens Workstation. For this purpose, a spherical VOI with a diam-

eter equal to the nominal volume of the sphere was drawn on the CT image

for each insert. In order to minimize the spill out of recordered counts from

the sphere and spill in from neighboring spheres and to optimize the residual

misregistration of SPECT and CT images, each VOI was manually shifted by

one voxel in each coordinate direction (x, y and z). Then, for each combina-

tion of iterations and subsets considered, it was calculated the mean value of

the measured data. In particular, for each VOI the total counts (Cm), mean

(Cmean) and also the standard deviation (Cstd) of pixel counts were measured.

Counts extrapolated from the SPECT images were converted to activity values

using the calibration factor (CF) previously calculated. CF for the SPECT/CT

scanner was obtained using a cylindral Jaszczak phantom and the same acqui-

sition protocol adopted for this study. In order to establish the relationship

between the choice of OSEM parameters and partial volume effects on recov-

ered concentrations in SPECT reconstruction, Recovery Coefficinets (RCs) [34]

were calculated using the following expression:

RC(Vi, j) =
Am(Vi, j)

At(Vi)
(2.1)

where Am(Vi, j) is the reconstructed activity, obtained by the CF value,

of the i-th sphere of volume V, for the particular combination (j) of OSEM

update, and At(Vi) is the true activity for the same i-th sphere. At(Vi) was

decay corrected as follows:

At(Vi) = A0(Vi) exp

(
T0 − Tcal
T1/2

ln 2

)(
Tacq
T1/2

ln 2

)(
1− exp

(
− Tacq
T1/2

ln 2

))−1
(2.2)

where A0 is the initial actvity in the sphere volume Vi, T0) the acquisition

start time, Tcal the time of activity calibration, T1/2 the half-life of 177Lu and
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Tacq is the acquisition time. The first term in brackets corrects for the radioac-

tive decay from the time of calibration to the acquisition start time. The second

term corrects for the acquisition time, while the tird term calculates the mean

counts considering an exponential decay during acquisition. Here, the A0 for

each sphere was determined by a direct measurement in a dose calibrator.

Accuracy of quantification was evaluated using the root mean square error

(RMSE):

RMSE(Vi, j) =
√∑

(Am(Vi, j)− At(Vi, j))2 (2.3)

The average fractional error in activity estimation over all spheres, named

as wRMSE (weighted RMSE) was calculated as:

wRMSE(Vi, j) =
√∑

fk(Am(Vi, j)− At(Vi, j))2 (2.4)

Here, k refers to the product of subsets and iterations set in the recon-

structed images, and fk is its weighting factor.

2.1.2 Results

Figure 2.2 shows correlation between the total measured counts and the true

total activity injected into the phantom. Since activity in the phantom de-

creased due to physical decay between one measurement and the other one,

poor correlation is an evidence of dead time effect. High linear correlation

(Pearson coefficient R2 = 0.99) was obtained, hence no dead time effect was

detected.

In Table 2.1 the estimated tomographic spatial resolution is reported for

different numbers of subsets and iterations (from 4 to 16 subsets and from 4 to

18 iterations respectively).

Figure 2.3 shows the number of measured counts in the SPECT images,

for increasing values of iterations and subsets. As described in the previous

section, counts were obtained as the average value of the shifted six VOIs

to all directions. Increasing the number of iterations and subsets resulted in

increased counts. However, counts converge towards an asymptote differently

according to the size of the sphere: convergence is obtained with 10 iterations
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Table 2.1: Results of resolution measurements performed with three hot capil-

lary tubes placed at 0cm, 3cm and 6cm respectively from the central axis.
Capillary tubes

central 3cm 6cm

4S4I

average 17.92 15.12 14.73

st. dev. 0.02 0.11 0.26

noise% 0.10 0.73 1.77

4S10I

average 13.44 11.40 10.97

st. dev. 0.06 0.06 0.07

noise% 0.44 0.53 0.61

4S18I

average 10.27 9.99 9.49

st. dev. 0.16 0.07 0.19

noise% 1.57 0.72 1.95

8S4I

average 12.87 11.73 11.39

st. dev. 0.09 0.04 0.28

noise% 0.67 0.32 2.47

8S10I

average 10.41 9.81 9.18

st. dev. 0.75 0.46 1.10

noise% 7.16 4.73 11.94

8S18I

average 9.73 8.55 8.27

st. dev. 0.92 1.32 0.94

noise% 9.48 15.43 11.39

16S4I

average 12.15 10.46 9.33

st. dev. 0.47 0.92 0.40

noise% 3.86 8.75 4.34

16S10I

average 8.94 8.50 8.01

st. dev. 0.65 1.14 1.09

noise% 7.29 13.42 13.58

16S18I

average 8.78 8.40 8.04

st. dev. 0.60 1.41 1.40

noise% 6.84 16.80 17.38
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Figure 2.2: Total measured counts in the phantom is plotted against the real total

activity injected in the phantom to evaluate the dead time effect.

for the largest sphere, while larger number of iterations is required in case of

the smaller spheres (Figure 2.3 b,c). No convergence was observed in case of

the smallest spheres (Figure 2.3 d,e), even for large number of iterations (> 20,

results not shown).

Figure 2.4 shows results for RC as a function of the number of iterations

and subsets. This plot allows to evaluate the lack of true activity in the re-

constructed images. It is evident only in the case of the three largest spheres

(diameters 36, 28 and 22 mm) it is possible to reach RC = 1 (i.e. measured

activity is equal to true activity) setting opportunely the number of iterations

and subsets, whereas even using high number of iterations and subsets mea-

sured activity underestimates the true activity in case of the smallest spheres

(diameters 17 and 13 mm).

The wRMSE, i.e. the RMSE normalized to the true activity, was plotted

as a function of the product between the number of subsets and iteration (EI)

in Figure 2.5. In this graph, data for each sphere refer to the highest factor

obtained by the OSEM updates considered in this study, that is EI = 64, 80,

132 and 160. For a fixed choise of EI, the wRMSE is sphere volume dependant
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because of the PVE.

2.1.3 Discussion

In this study the influence of the OSEM updates on the 177Lu SPECT recon-

struction was investigated. The intention of these experiments was, in partic-

ular, to quantify the error associated with the choice of OSEM parameters, as

a function of the object volume using the PET NEMA IEC body phantom.

Results showed that the choice of OSEM impacts on the quantification of

activity in SPECT imaging for clinical purpose. As reported in Table 2.1,

spatial resolution is stricly related to the number of iterations and subsets. For

a fixed number of subsets, as iterations rise up, spatial resolution improves,

but noise increase too. The same is true if the iterations number is fixed,

while subsets varying. The best spatial resolution is achieved with the highest

iteration and subset values (16 subsets and 18 iterations in our case), in spite

of a higher noise level in reconstructed images. Indeed, the overall best spatial

resolution (8 mm) can be obtained when spheres are nearest to detectors (6 cm

from central position in out case). Thus, deteactibily of an object (for example

a lesion in clinical patterns) is dependent on the OSEM updates and on the

distance between the object and the detector.

Therefore, the choice of a fixed number of iterations and subsets might be

a drawback for dosimetric purpose. As shown in Figure 2.2, the choice of the

same OSEM updates for all lesions could be inadequate in reaching the total

count convergence inside the considered volume.

Objects with different volume need different numbers of OSEM updates to

be the activity correctly quantified, that is the choice for OSEM updates is

object size dependent. Hence, in a potential situation where patient lesions

of different volume and different geometries are dealt with, using only one

reconstructed image might be not the best solution. OSEM updates might be

specifically chosen for each lesion. For volumes larger than 5.5 ml (that is the

volume of the median sphere Figure 2.3c), the number of subsets and iterations

to be used shouldn’t be lower than 4 and 8, respectively.

In case of objects with a volume smaller than 5.5 ml, such as the two smallest

sphere in this study, partial volume effect is predominant and quantified activity
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underestimate the real activity regardless of the OSEM parameters used. In

this situation, the quantification becomes anyway challenging and particularly

critical because of the limited spatial resolution of SPECT modality. This is

clear in Figure 2.3: using, for example, a value of EI = 64 (this can be 8

subsets and 8 iterations, or also 16 subsets and 4 iterations) RC will be lower

than 1 for the smallest spheres. Intrinsic error in quantification of activity is

not recoverable with the reconstruction precess, in case of small VOIs. Our

results show that smaller the sphere (hence, bigger the spread in total counts),

bigger the error in activity estimation (Figure 5), ranging from 3.7% (biggest

volume) to 35% (sphere volume of 5.56 ml) and 85% (smallest volume) at small

values for subsets and iterations and from 3.7% (biggest volume) to 20% (sphere

volume of 5.56 ml) and 79% (smallest volume) at higher values for subsets and

iterations. Even if the EI quantity is very high, no additional gain for the

wRMSE/ (true activity) ratio for spheres smaller than 4-5ml is detected.

There are some limitations in our study that should be highlighted. In this

study we only considered spherical volumes and inserts were placed in a fixed

position inside the phantom. Inserts had similar distance from the SPECT/CT

detectors and were placed in a cold background. These choices are clearly

distant from a clinical situation where organ motion and, consequently, unfixed

lesion positions are present, together with background activity surrounding

tissues responsible for the spill in effect. However, the assumptions represent

a simplification that is essential in the investigation of their influence on the

activity quantification. Finally, it should be noted that these results are scanner

specific, i.e. they depend on the collimator, crystal detector, source-to-detector

distance, energy window, system spatial resolution etc. Hence, to establish the

best OSEM update similar experiments should be carried out by each specific

centres.

The current study showed the need for PVE compensation to gain an accu-

rate quantification of 177Lu for dosimetry purpose in a MRT trial focussed on

lesions and organs dosimetry. This is particularly true when lesions or small

organs should be drawn on SPECT images. A good compromise between spa-

tial resolution, noise of the image and clinical reasons lead us to identify the EI

value of 80 with 8 subsets and 10 iterations in abdomen exams, like the most
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appropriate in our 177Lu dosimetry trials.
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Figure 2.3: Measured counts in each sphere versus the number of iterations (x-axis)

and subsets (marker symbol). Data are arranged according to the sphere diameter:

(a) 36mm, (b) 28mm, (c) 22mm, (d) 17mm, (e) 13mm.
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Figure 2.4: Recovery coefficients versus the number of iterations (x-axis) and

subets (marker symbol). Data are arranged according to the sphere diameter: (a)

36mm, (b) 28mm, (c) 22mm, (d) 17mm, (e) 13mm.
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Figure 2.5: Weighted Root Mean Squared Error (wRMSE) normalized to the true

activity as a function of equivalent iterations (EI).
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2.2 Partial volume effect of SPECT images in

PRRT with 177Lu labelled somatostatin ana-

logues

As it was highlighted in the previous section, Partial Volume Correction (PVC)

is essential when imaging quantification is performed. Even if using optimal

number of iterations and subsets while state-of-the-art reconstruction algorithm

is used to compute 3D multi-modal imaging, PVC is essential for small object

quantification. For that reason understanding PVE is foremost importance in

the context of MRT, both for quantification using SPECT and for evaluation

of response using PET.

What is PVE?

The term “partial volume effect” refers to the loss of apparent intensity in small

object of images. The finite spatial resolution of imaging system and the image

sampling cause a distortion of activity concentration and seriously affect the

possibility for accurate quantitative analysis. A small object in this context is

approximatively smaller than 2-3 times the FWHM of the PSF (Point Spread

Function). For larger objects, there will be full recovery of the counts in the

central parts of the object. The limited spatial resolution of the imaging sys-

tem, and the resulting 3-dimensional image blurring, causes spillover between

regions, as illustrated in 2 dimensions in Figure 2.6. This effect results in

reduction of measured activity into the VOI.

Another phenomena involved in PVE is the discretization of image. In

SPECT images the fundamental level of signal is voxel. Of course, voxels do

not match the actual contours of the object, hence the signal intensity in each

voxel is the mean of the signal intensities of the underlying regions included in

that voxel. This effect is illustrated in 2 dimension in Figure 2.7.

PVE is often viewed as two separate effects: spill-in and spill-out, which

make sense when focusing on a volume of interest (VOI) in which the activity

needs to be quantified. Adjacent regions are then considered as background

regions and are taken into consideration only for their relation with the VOI.
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Figure 2.6: Circular source (diameter of 10 mm) of uniform activity (100 arbitrary

units). Part of the signal inside the object is displaced outside of it, causing re-

duction of measured signal in the object. SOURCE: Soret M et al. J Nucl Med

2007.

Figure 2.7: Influence of image sampling on PVE. Pixels on edges of VOI do not

match the object contours. Part of signal emanating from the object is seen outside

the VOI. SOURCE: Soret M et al. J Nucl Med 2007.

Parameters affecting PVE

PVE depends on numerous parameters [35]. Firstly, it has a strong dependence

on the size of the object. Objects with the same activity, but different size yield

images with different degree of intensity. Furthermore, relation between PVE

and size of the object is not linear. Another parameter that affects PVE is

the shape of the object. Objects with the same activity and the same volume,

yiels different activities if the shape of the objects is different. In particular, it

depends how much “compact” it is. The term “compact” refers to the ratio be-
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tween the surface area and the volume. The largest the ratio, the less compact

the object. Spherical volumes are the most compact, so they are less affected

by PVE. Essentially, objects far from a spherical geometry are susceptible to

spilling-in and spilling-out since a large part of inner points is close to the edge.

PVE depends also on the activity on the surrounding regions, which determines

spill-in.

PVC method

PVE in a phantom with known activity can be estimated by dividing the

SPECT/CT-based activity by the known activity, as described in 2.1.1. This

procedure allows to use the calculated RC (Eq. 2.1) to correct quantified activ-

ity for PVE. This implies the same camera and reconstruction protocol used to

estimate RC is adopted. Moreover, since PVE is strictly affected by the object

size and geometry, phantoms should be as similar as possible to the object on

which PVE correction is performed to.

The aim of this work is to point out the most critical issues related to PVE

in SPECT images of 177Lu SPECT images. To this aim a model based upon

phantoms that simulate a clinical context was used.

2.2.1 Materials and methods

Image acquisition and reconstruction

All activity measurements were performed with an accurate activity calibrator

(Aktivimeter Isomed 1010, Nuklear Medizintechnik, Germany) with a trace-

able geometry calibration and acquisition of all images through a SPECT/CT

scanner (Symbia T2, Siemens Medical, Germany). The same acquisition pro-

tocol used in the previous part and described in 2.1.1. The SPECT projections

were reconstructed using Flash 3D iterative algorithm: 10 iterations, 8 subsets,

Gaussian filter cut-off = 4.8 mm). These parameters were chosen based on the

results of the previous section 2.1 to obtained the best compromise between

spatial resolution and image noise.

To convert measured counts to activity a partial volume calibration factor (CF)

was determined using a cylindrical Jaszczak phantom filled with a radioactive
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177Lu solution. A cylindrical VOI with a radius equal to the reconstructed

SPECT image FOV size was used. Once obtained the CF (equal to 28.5

Bq/cts), counts to activity conversion was obtained as:

Measured activity = CF · Counts (2.5)

Contours for each insert were manually drawn on the CT using Velocity

3.2.0 (Varian Medical System, Palo Alto, USA). VOIs were transferred onto

the SPECT image using the CERR platform [36].

Determination of Recovery Coefficients

Two different phantoms were used to determine RCs:

1. A Jaszczak type phantom (Data Spectrum Corporation, USA) with spher-

ical inserts to mimic isotropic activity distribution (hereafter referred to

as “Sphere phantom”). This phantom consisted of a cylindrical phantom

filled with a radionuclide solution, in which seven spheres and two ellip-

soidal inserts with increasing volume were placed. Each insert was filled

with the same activity concentration. A capture of an axial CT slice of

the phantom is shown in Figure 2.8a.

2. A Liqui-Phill phantom (The Phantom Laboratory, USA) to mimic organ-

shape activity distribution (hereafter referred to as “Anthropomorphic

phantom”). This phantom consisted of a human body phantom with

organ-shaped inserts (liver, spleen, pancreas and kidney). These organ

inserts were hand-designed to be as close as possible to real ones. Each

organ-insert was filled with a specific activity concentration chosen from

clinical values. A capture of an axial CT slice of the phantom is shown

in Figure 2.8b.

The volumes and activity concentrations are shown in Table 2.2.

Volume for each phantom was estimated based on the contour on the CT

image, while volume of inserts was derived measuring the weight of the inserts

before and after the refilling using a calibrated scale (assuming the concentra-

tion of the radioactive solution is 1 g/ml).
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Table 2.2: Description of phantoms and inserts used to calculate RCs. Each

sphere was named as his diameter (i.e. the sphere with 10 cm of diameter as

“Sphere10”)
Phantom Phantom volume Insert name Insert inner Background activity Insert activity

Volume concentration concentration

(ml) (ml) (MBq/ml) (MBq/ml)

Sphere phantom 4225

Sphere10 0.6

0.032 0.905

Sphere13 1.2

Sphere17 2.6

Sphere22 5.7

Sphere28 11.6

Sphere37 26.8

Sphere57 98.6

Falcon48a 58.5

Falcon48b 58.9

Anthropomorphic

phantom 1
8153

Pancreas 92

0.0035

0.12

Right Kidney 142 0.10

Left Kidney 142 0.10

Spleen 156 0.14

Liver 1470 0.07
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Figure 2.8: Axial CT slice of the Sphere phantom (a) and Anthropomorphic phan-

tom (b).

For each insert RC was estimated using the following formula:

RC =
Measured activity

True activity
(2.6)

Measured activity was obtained using Eq. 2.5, where CF was previously

calculated and Counts were detected in a VOI precisely following the contours

of the object in the CT image. True activity was measured using an activity

calibrator. Uncertainty associated with RC was estimated using the law of

propagation of uncertainty. The accuracy of measured activity was 10%, as

reported by [37], whereas accuracy of true activity was 5%, as reported in the

user manual of the activity calibrator. Partial volume corrected activity is

achieved, once the RC is known, using the following expression:

PV C activity =
Measured activity

RC
= CF/RC · Counts (2.7)

Accuracy of partial volume correction

Two phantoms were used to evaluate accuracy of partial volume correction

method previously described:

1. A cylindrical phantom and a set of 11 inserts were arranged in two dif-

ferent configurations to originate two phantoms (hereafter referred to as

“Geometrical phantom”). Each insert consisted in a fillable hollow cav-

ity with a specific geometrical shape (toroidal, pear-shape, tubular or
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ellipsoidal). Inserts take the name from the shape and the equivalent

diameter (i.e. the diameter for a sphere with the same volume), as shown

in Table 2.3. Captures of an axial CT slice for each geometrical shape of

the inserts are shown in Figure 2.9. More details are reported by Berthod

et al. [38].

2. The same anthropomorphic phantom used for determination of RCs, de-

scribed above in 2.2.1. This phantom was filled with a different activity

concentration and scanned a second time.

Figure 2.9: Axial CT slice for different insert-shape of the Geometrical phantom.

Details of inserts, volumes and activity concentrations are collected in Table

2.4.

Percentage difference (Error (%)) between the quantified activity the true

activity was calculated to estimate accuracy of PVC method:

Error(%) =
Quantified activity − True activity

True activity
· 100 (2.8)

Quantified activity was obtained from SPECT images, using Eq. 2.5 in caso

of no PVC or using Eq. 2.7 in case of PVC.

Relation between accuracy of PVE correction and the geometrical shape of the

object was then investigated. To this end “compactness”for each insert shape
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Table 2.3: Legend of the insert acronyms for the Geometrical phantom.
Insert geometry Equivalent diameter (mm) Insert name

Torus 17 To17a

17 To17b

26 To26

Ellipsoid 20 E20

30 E30

38 E38

Pear 38 P38

39 P39a

39 P39b

Tube 38 Tu38a

38 Tu39b

Table 2.4: Description of phantoms and inserts used to evaluate RCs. Each

sphere was named as his diameter (i.e. the sphere with 10 cm of diameter as

“Sphere10”)
Phantom Phantom volume Insert name Insert inner Background activity Insert activity

Volume concentration concentration

(ml) (ml) (MBq/ml) (MBq/ml)

Geometrical phantom 6713

To17a 2.8

no background 1.53

To26 9.7

E22 5.5

E30 14.8

E38 28.5

To17b 2.8

P38 29.2

P39a 30.1

P39b 31.2

Tu38a 28.6

Tu39b 28.8

Anthropomorphic

phantom 2
8153

Pancreas 92

0.03

0.99

Right Kidney 142 0.82

Left Kidney 142 0.81

Spleen 156 1.10

Liver 1470 0.53
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was estimated using the parameter asphericity (ASP), defined by Apostolova

et al. [39] as follows:

ASP = 100 · ( 3
√
H − 1) with H =

1

36π
· S

3

V 2
(2.9)

where S and V are the surface and the volume of the insert, respectively.

ASP measures the deviation of a particular non-spherical VOI from the shape

of a sphere with the same equivalent volume.

2.2.2 Results

Determination of the Recovery Coefficients

Figure 2.10 shows the calculated RCs for the Sphere and the Anthropomorphic

phantoms.

Figure 2.10: Calculated RCs for the spherical inserts (a) and the organ-shape inserts

(b) as a function of the insert volume. Data points were fitted using exponential

curves (R2 and RMSE are reported in the graph). Note: RCs for the left kidney

and the right kidney are too close to be distinguished in the graph.

RCs vs volume data points were fitted using Eqs. 2.10 and 2.11 for the

Sphere phantom and the Anthropomorphic phantom respectively.

RC = a · e−b·V olume + c (2.10)

RC = a · e−b·V olume + 1 (2.11)
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where a, b and c are the fitting parameters, Volume and RC the independent

and dependent variables respectively. Eq. 2.11 was used to obtain convergence

toward the asymptote (RC = 1).

The Bravais-Pearson correlation coefficient (R2) and the Root Mean Square

Deviation (RMSD) were used to evaluate accuracy of the best fitting curves.

These values are reported in Figure 2.10.

Accuracy of partial volume correction

Partial volume corrected activities were obtained using Eq. 2.7 and RC from

curves in Figure 2.10. More in detail, the curve in Figure 2.10a was used for the

Geometrical phantom inserts, whereas the curve Figure 2.10b was used for the

organ-shaped inserts placed in the Anthropomorphic phantom. Figure show

the Error (%) in the activity quantification.

Figure 2.11: Error (%) of measured activity in each insert of the Geometrical

phantom. Both corrected and non-corrected activities for PVE were evaluated.

Figure 2.13 shows the Error (%) of PVC activity as a function of the ASP

for each inserts of the Geometrical phantom.
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Figure 2.12: Error (%) of measured activity in each insert of the Anthropomorphic

phantom. Both corrected and non-corrected activities for PVE were evaluated.

Figure 2.13: Error (%) of corrected activity for PVE is plotted against the ASP.

The Pearson correlation coefficient (R2 is reported in the graph. A different data

point format was used for inserts with different shape or equivalent diameter.

2.2.3 Discussion

The aim of this study was to generate a model to be easily applied in the clinical

practice when activity quantification is required and partial volume correction
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is necessary. This model is based on RC and has been chosen because it is one

of the simplest method of PVE correction, suitable to be used in the clinics.

The procedure to calculate RCs was described in section 2.2.1 and can be used

as a guide to obtain a model for PVC in each institute. The RC method was

demonstrated by Tran-Gia et al. [40] to be the most accurate, compared to

other methods based on enlarged VOI, peak-ml and fixed threshold.

Phantoms used in this study were chosen in view of the clinical implementation

of RCs for partial volume effect compensation. In clinics quantification of ac-

tivity is usually required for organs and tumours, which have different shapes.

Each organ has a typical shape and PVE can be evaluated using phantoms

properly designed to mimic that geometry. On the other hand, tumours are a

different matter. Generally, tumours are not characterized by a specific shape.

Thus, it is very difficult to obtain RC specifically for the real shape of the lesion

and they are usually approximated as spheres. For this reason in this work we

studied the influence of the asphericity on RC.

A marked improvement in quantification of activity was observed when PVE

corrected activities were used. Average percentage error over all inserts passed

from -26% to 1.3% when activities were corrected for PVE. However, improve-

ment of quantification depends on the specific insert. Error (%) is negative

and large in case of toroids (Figure 2.11a), while it is positive and small in

case of the other inserts (Figure 2.11b-d). This result suggests to calculate

RCs using inserts with geometrical shape as similar as possible with the ob-

ject to be quantified. Dependence on the shape of the object is quantitatively

evaluated in Figure 2.13. Error (%) was plotted against the ASP, and high

relation between these was observed (R2 = 0.922). Inserts with the same shape

(vertically in the graph) showed higher value of Error (%) for larger volume

(see the Toroids (To) and the Pears (P)), even if this trend was not observed in

case of the Ellipsoid (E). It is possible the relation between PVE and volume

depends on the shape of the object (for example it is exponential in case of

spheres). Hence, relation between Error(%) and volume depends on the shape

of the insert. Further studies should be performed to investigate this relation.

Figure 2.12 shows results obtained with the Anthropomorphic phantom. Sim-

ilarly to the Geometrical phantom, Error(%) depends on the insert. Probably
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different RC curves should be used for each organ-geometry, as it was suggested

by Robinson et al. [41], but it would be necessary to have several inserts with

ranging between different volumes for each organ. However, this is not easy in

practice on a large scale at present. Nevertheless, using a single RC curve for

all organs increase quantification of activity into organs, though it has some

limits. Quantification of Anthropomorphic phantom’s inserts was probably also

affected by spill-over effect between organs. This is, for example, the case of the

spleen, which is close to the liver and the left kidney. Figure 2.10 shows that

RC value calculated for the spleen is far from the RC curve and consequently

compensation for PVE is too large.

Results of this work might be improved if the signal/background ratio was con-

sidered. As reported by Shyam et al. [42] spill-in depends on this ratio and

affects PVE. However, in this experiment this ratio was very low and contribute

of spill-in was negligible.

One of the main limitation of RC method is that not all anatomical struc-

tures can be well approximated by simple geometrical shapes, and anatomical

variability between different patients is not easy to account for. The implicit

assumption that the VOI is placed into a homogeneous surrounding background

activity is usually not true in clinical patterns, and signal/background ratio is

not easily to be defined to. PVE depends also on several factors: the tomo-

graphic scanner, the image acquisition settings and reconstruction algorithms,

the scatter correction, VOI definition technique and the measurement proce-

dure. For that reason, it is necessary the RC curve to be calculated individually

in each centre, eventually following standard procedures validated by the sci-

entific community.
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2.3 Impact of two non-rigid registration work-

flows

Calculation of absorbed dose requires acquisition of multiple images to quantify

the activity distribution within the patient as a function of time (see Paragraph

1.5). Both planar and tri-dimensional acquisitions can be used, however the

latter provides more accurate quantification [43]. When dealing with sequen-

tial functional imaging, the misalignment of sequential scans is a critical aspect.

Misregistration errors can derive from changes in patient repositioning, organ

deformation, tumour progression/regression between different scans and respi-

ratory motion, as reported also by [44]. These errors may lead to incorrect

quantification of activity, compromising the absorbed dose calculation. As a

consequence, registration of images is one of the main source of uncertainty in

dose calculation.

Rigid registration of images has been commonly used in PRRT. However,

organs can be changed in both location and shape over time, and simple

roto-translation may not capture the full extent of anatomical change. Non-

rigid registration algorithms were developed to improve the correspondence of

anatomical and functional locations in the relevant scans. Non-rigid registra-

tion involves voxel-dependent modeling in addition to the three displacement

and three rotation parameters of rigid registration. The superiority of non-rigid

registration compared to rigid registration has been recently demonstrated [45]-

[48]. Hence, in this work only non-rigid registration techniques were considered.

Two different workflows of image registrations were compared and the best ap-

proach to use in practice was proposed.

This work was carried out in collaboration with the Cardiff University

(Cardiff, UK).

2.3.1 Material and methods

Clinical protocol and data

A sample of 20 patients enrolled in a PRRT trial at AUSL di Reggio Emilia -

IRCCS was considered in this study. The clinical trial (Trial A) was described



68 CHAPTER 2. QUANTIFICATION OF ACTIVITY

in Paragraph 1.7. Each patient underwent SPECT/CT scan of abdomen as

described in 2.2.1. The mean administered activity for the cohort was 4.27 ±
0.97 GBq, with activity ranging from 3.7 to 5.5 GBq. The dosimetry assessment

involved the segmentation of both lesions and OARs (kidneys, liver and spleen).

Contours of OARs were drawn on the first CT scan. The lesions were manually

outlined on the SPECT scan acquired at about 24h p.i., when lesion uptake is

maximal [49]. In total, 57 lesions were outlined, with a maximum of 6 lesions

per patient.

Image registration worflows

The CT and the corresponding NM (that is for Nuclear Medicine, i.e. SPECT)

image were co-registered by default (Figure 2.14a).

Figure 2.14: Schema of the image registrations. Co-registered CT and NM images

for each multi-modal acquisition (a) and non-rigidly registered sequential CT images

to the first CT image (b).

For each patient enrolled in this study, the sequential CT scans were regis-

tered to the first CT scan (Figure 2.14b). As a consequence, all sequential CT

and NM images were in the same reference of the first acquisition. The image

registration process involved two steps: firstly a rigid registration with bony

anatomy matching and then a non-rigid registration using a 3-pass algorithm.

All image registrations were carried out using the Velocity advanced imaging

workstation version 3.2.

Two different non-rigid registration workflows were compared in this study:
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Figure 2.15: The Activity deformation workflow (on the left) and the Dose defor-

mation workflow (on the right).

Activity deformation workflow (AD): in this workflow the activity

map from each sequential SPECT/CT scan was deformed on the same frame

of reference as the first CT scan. Then, the dose map was calculated using a

Monte Carlo (MC) based 3D dose calculation engine.

Dose deformation workflow (DD): in this workflow, the original ac-

tivity scans were first used to calculate time-point 3D dose maps (partial dose

maps (DMs)). Then, each partial DM was registered to the first CT scan, and

the cumulative dose map was calculated.

Figure 2.15 shows the two registration workflows.

All absorbed doses were calculated using the software RAYDOSE. RAY-

DOSE provides 3D absorbed dose maps based on MC simulations. A descrip-

tion of the software RAYDOSE is provided in Section 3.3.1.

Both workflows applied an exponential tail to the last scan point. The

effective constant decay was calculated with a mono-exponential fit of the time

activity curve.
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Data analysis

The quality of the image registration was evaluated using the Structural Simi-

larity Index (SSIM) [50] as implemented in the MATLAB platform. SSIM was

designed to provide an objective metric for comparing a distorted image to a

distortion-free (reference) image and is calculated as a combination of pixel

intensity, contrast and structural information. SSIM has been calculated in

the range [0, 1] where 0 and 1 respectively indicate no match or perfect match

between the first CT (taken as reference) and sequential registered CT scans.

In order to evaluate quantitative differences between the total dose distri-

butions obtained with the two workflows, the relative percentage differences

between mean doses were calculated as follows:

R% =
DDD −DAD

DAD

· 100 (2.12)

where DDD is the dose calculated using the Dose deformation workflow and

DAD is the dose calculated using the Activity deformation workflow.

In this study, AD workflow was arbitrary chosen as reference. Further

analysis was performed using a Bland-Altmann plot [51].

2.3.2 Results

Figure 2.16 shows the SSIM values calculated for all the patients.

The SSMI values range between 0.9446 and 0.9771, with total average value

of 0.9781.

Distribution of percentage difference between the absorbed dose calculate

with the AD and DD workflows are shown in the Box-plots in Figure 2.17. Box-

plots show range from first to third quartiles as box and median as horizontal

line. Whiskers denote data range. Outliers are denoted using the “+” symbol.

It can be noted that the median values of the differences are positive for all the

OARs, while it is negative for the lesions.

A paired samples Wilcoxon test did not show any statistical difference be-

tween the dose values computed with the two algorithms (p-value: 0.8181 for

left kidney; 0.9138 for right kidney; 0.5161 for liver; 0.9138 for spleen; 0.8341

for lesions).
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Figure 2.16: SSIM between the sequential scan and the reference one (CT1). For

each patient, the average value of all the sequential scans, and the corresponding

error bar, are reported.

Agreement between the two workflows was also evaluated by means of the

Bland-Altman analysis (Figure 2.18). The average between the two procedures

is reported on the x-axis, while the difference is reported in the y-axis. The solid

line indicates the mean difference and the dotted lines are the upper and the

lower limit of agreement (LoA), equivalent at 1.96 times the standard deviation.

The plot also reports the reproducibility coefficient (RPC), defined as the LoA,

and its percentage value. Coefficinet of variation (CV) is also reported, defined

as the standard deviation of the mean values in percentage.

2.3.3 Discussion

In this work two different workflows for implementing image registration for

the calculation of patient-specific 3D dose distribution in PRRT therapy were

compared. It is worth that although the two workflows used the same non-

rigid registration maps, two different integration methods were used. For the

AD workflow, a single absorbed dose map was calculated by fitting the time-

activity curve using a trapezoidal method and a linear fit between each scan

point. For the DD workflow, since only one activity map was supplied for each

time point, the dose was calculated using an exponential decay model from the
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Figure 2.17: Distribution of percentage difference between the mean absorbed dose

calculated with the AD and the DD workflows for OARs and lesions.

current scan time to the next time with an effective decay constant.

The SSIM confirmed the good performance of the non-rigid registration

algorithm used in this study.

The mean absorbed dose calculated with the DD workflow was generally

higher than the dose calculated with the AD workflow, with the exception

of the lesions. However, these difference were found to be non statistically

significant, with the exception of the liver. Liver contained, in most of the

patient, lesions. Hence, this probably contribute to significantly widen the gap

of results between the two workflows.

In conclusion, as no statistically difference was demonstrated, but the DD

workflow requires multiple calculations to be performed (5 dose maps), in con-

trast with only 1 dose map of the AD workflow, the latter is preferable to be

used in clinics.
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Figure 2.18: Distribution of percentage difference between the mean absorbed dose

calculated with the AD and the DD workflows for OARs and lesions.
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Chapter 3

Calculation of absorbed dose

Despite in the nuclear medicine community there is a wide consensus that

patient-specific treatment based on pre-therapeutic dose estimate is likely to

improve the efficacy of molecular radiotherapy, MRT is often prescribed to pa-

tients based on a fixed amount of activity, sometimes tailored to patient weight

or body surface area. While this enables therapy to be performed with mini-

mal resourcing or planning, it is probably that the development of personalized

prescription alternatives based on dosimetry are likely to improve the outcome

and cost-benefit of radionuclide therapies. Absorbed dose is the main physical

quantity able to estimate the efficacy of the treatment. There is increasing ev-

idence that treatment outcome correlates with the absorbed doses delivered to

tumors and to healthy organs [52][53]. Furthermore, to avoid treatment-related

side effects, dosimetry is mandatory for PRRT: the European Council Directive

2013/59 [54] states that “for all medical exposure of patients for radiotherapeu-

tic purposes, exposures of target volumes shall be individually planned and their

delivery appropriately verified taking into account that doses to non-target vol-

umes and tissues shall be as low as reasonably achievable and consistent with

the intended radiotherapeutic purpose of the exposure”. Thus, doses to critical

tissues must be individually planned and verified for all radiotherapy techniques

and accurate personalized MRT planning is required.

75
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3.1 Internal dosimetry

The MIRD schema described in Paragraph 1.6 makes only two basic assump-

tions: the activity distribution in the source region is assumed to be uniform

and the mean absorbed dose to the target region is calculated. That scheme

does not set any restrictions on either the volume or the shape of the source or

target. The source and target regions rS and rT , respectively, are those defined

within the anatomic model and may represent the full range of configurations

including whole organs, suborgan tissue regions, voxels from SPECT or PET

images, tumours and cell clusters, individual cells, or cell components. De-

pending on the anatomic model used, the determination of S values may take

place at the macroscopic level (i.e. organ level) or with a more refined spatial

resolution (i.e. voxel dosimetry).

3.1.1 Organ dosimetry

Dosimetry at organ level was first developed thanks to their simplicity of im-

plementation and have been used for many years. Pre-defined mathematical

models are often employed to establish organ S factors. The current gener-

ation of anthropomorphic phantoms began in 1969 with the development of

the Fisher-Snyder phantom [55]. This phantom used a combination of spheres,

cylinders and cones to create a reasonably anatomically accurate representation

of the body. Since then, model development has seen a systematic improve-

ment, with the generation of models with increasing complexity of anatomical

detail (Figure 3.1). In 1987 the development of the series of phantoms by Cristy

and Eckerman [56] marked the beginning of the contemporary stylized mod-

els and allowed dose calculations for individuals of different size and age. The

ICRP (International Commission on Radiological Protection) has been very ac-

tive for many decades in providing models for the calculation of internal doses.

The newest ICRP model is described in the ICRP Puclication 89 [57].

Despite its widely diffusion, Organ dosimetry approach demonstrated two

main limitations. Firstly, the assumption of uniform activity in the organ may

affect accuracy of calculations. Evidence indicates that deterministic biological

effects including tumour response and normal tissue toxicity may not be well
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Figure 3.1: The Cristy-Eckerman computational phantom (A) and a realistic voxel-

based phantoms (B). Source: Stabin MG et al., J Nucl Med 2018.

predicted by the mean absorbed dose in the organ, and may be significantly

influenced by non-uniform doses [58]. Secondly, the anthropomorphic models

do not guarantee that the model matches patient morphology. Furthermore,

these models do not include tumours. S factors for spheres of the correct mass

are used to calculate the absorbed dose to the tumour, assuming spherical

geometry and no contribution from the cross-absorbed dose from activity in

the surrounding tissues.

3.1.2 Voxel dosimetry

In order to resolve limitations imposed by organ-level dosimetry, voxel-based

techniques were developed. Dosimetry at the voxel level is possible by the

increasing availability of anatomical and functional imaging. Three dimensional

physiologic imaging devices (PET and SPECT) provide 3D images and allow

to display the distribution of radiopharmaceuticals into the patient within a

resolution depending on the gamma camera characteristics. The MIRD No.

17 describe three main methods to calculate voxel-level dosimetry: Dose-Point

Kernel Convolution, voxel S values and Monte Carlo radiation transport.

Dose-Point Kernel represents the radial distribution of absorbed dose

around an isotropic point source of radiation in an infinite homogeneous medium
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(i.e. water). Absorbed dose as a function of the radial distance from the source

can be calculated analytically or using Monte Carlo techniques, in both cases

assuming a punctual source. This approach consists in assuming the source

located at the center of the source voxel, and the absorbed dose is calculated at

the center of the target voxel. The absorbed dose at a target point is calculated

as a superposition of contributions from all point sources surronding this target

point. This superposition is a mathematical process called convolution.

Voxel S values is the application of the MIRD formalism (described in 1.6)

to calculate the absorbed dose. Absorebd dose to the target voxel is obtained

from the contribute of all the surrounding source voxels and the target voxel

itself. This process is calculated by convolution between the cumulated activity

map and the S values matrix. Voxel S value is defined as the mean absorbed

dose to the target voxel per unit of cumulated activity in the source voxel, both

of which are contained in an infinite homogeneous tissue medium. S values are

usually calculated using Monte Carlo simulation. A necessary condition for the

application of this method is to use S values that match with the cumulated

activity map voxel size. Several groups [59] [60] have published S values for the

most radionuclides commonly used the typical voxel size of imaging devices.

The main drawback of voxel S values technique is that it is only valid in a

homogeneous medium. In situation in which tissue inhomogeneities must be

considered, Monte Carlo transport method may be used.

Monte Carlo radiation transport is nowadays considered the most accu-

rate method for dosimetry in MRT. The MC simulations permit the treatment

of multimaterial media during both electron and photon transport. Anatomical

information provided by CT image permits to include tissue heterogeneities in

dose calculations. The main limitation to the practical use of MC radiation

transport in the clinical routine is due to the high time consuming requested

for a complete patient dose process. Nevertheless, progresses on computer per-

formances have permitted to progressively increase the use of these simulation

codes for absorbed dose calculations.
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3.2 VoxelMed: a home-made software for dosime-

try in MRT

VoxelMed is a home-made software for dose calculations developed at Azienda

USL-IRCCS research hospital of Reggio Emilia (Italy). VoxelMed allows to cal-

culate voxel-level absorbed dose using S values convolution method. It uses the

CERR platform (Computational Enviroinment for Radiotherapy Research) [61]

to import the multi-modal SPECT/CT images and to analyse and visualize the

treatment planning. VoxelMed was developed in the Matlab (The Mathworks,

Natick, MA). A detailed description of the previous version of VoxelMed, in-

cluding all the necessary steps to perform dose calculations and the available

tools for data analysis and image visualization, was reported on the academical

Master thesis [62]. Here it is reported a short description of the functionality

and the characteristics of Voxelmed. In particular, the improvements and the

functionalities implemented in the new version of the software (VoxelMed2.0)

are emphasized.

Input data

Import of images (CT and SPECT) is supported by the CERR platform. Us-

ing the appropriate command on the Matlab Command Prompt it is possible

to import images in DICOM format or files in .mat format. For each type of

treatment planning object (image scans, informations of DICOM header, dose

distributions, treatment informations, etc) a Matlab structure is created. The

entire plan archive is stored in a single file with .mat binary format.

Once CT image is imported, it is possible to contour the VOIs (i.e. organs

or tumours) using the appropriate contouring tool. Segmentation is manually

performed for each slice and the final VOI is the result of interpolation between

the contoured slices.

The outlined VOIs on the CT are transposed onto the SPECT voxel grid using

the VoxelMed code. If voxel dimension of SPECT image does not match with

the voxel dimension of CT image (this is usually the condition), VoxelMed per-

forms a linear interpolation between the CT and SPECT coordinates to select

the SPECT voxels to include into each VOI. Preliminary to this operations,
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CT and SPECT images need to be registered. Registration of images can be

performed using the CERR tool, or importing registration DICOM map from

other software. Figure 3.2 shows the main VoxelMed Graphical User Interface

(GUI).

Figure 3.2: Screen capture of VoxelMed GUI. The user can enter the patient and

treatment informations into the boxes on the left. The axial, coronal and sagittal

slices of the fused images are shown.

Information about the radionuclide, the time of injection of radiopharmaceuti-

cal, the administered activity, the calibration factor, the SPECT voxel dimen-

sion and the limit of integration can be entered by means of the boxes and the

drop down menu on the left in the main GUI.

Fitting and Model selection

VoxelMed dose calculation is based on the voxel-level TIAC (Time Integrated

Activity Curve), which is equals the area under the time-activity curve. In each

voxel, the TIAC in the time interval between the first and the last acquisition

is calculated using the trapezoidal method. The activity from the last time-

point is extrapolated on the basis of the physical half-life (TailPhys) of the

radionuclide or the effective half-life (TailEff). The effective half-life is obtained
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using a bi-exponential curve to find the best fitting function the activity points

of the VOI (i.e. organ or lesion). Optionally also the activity from the time

of radiopharmaceutical injection to the first time point can be extrapolated on

the basis of the physical (TailPhys + Head) or effective half-life. Hence, user

can select four fitting modalities: TailEff, TailEff + Head, TailPhys, TailPhys

+ Head. Curve fitting is performed using the Matlab fitting tool. Constraints

on the fitting parameters were included in the new version of VoxelMed to

optimize the TIAC calculation.

Image processing and dose calculation

User can choose to apply PVE correction with the RC box (Figure 3.2). RC

are based on the study shown in the paragraph 2.2. Compared to the previous

version, VoxelMed2.0 includes the possibilities to create an excel file with main

data reported (activities, volumes, calculated TIAC and absorbed dose), to

export DVH (Dose Volume Histogram) in excel format and to visualize the

fitted organ time-activity curves.

The voxel absorbed dose is determined by convolution of the cumulated activity

and S values matrix. After calculations VoxelMed gives as a result the total

residence time, the average voxel residence time and the mean absorbed dose

for each of the fitting modality selected.

VoxelMed allows to provide dose calculations for 177Lu and 90Y . Since 177Lu

is a γ emitter it is suitable to be used for imaging purpose. For that reason,

VoxelMed allows to extrapolate dosimetry for 90Y based on the 177Lu dosimetry

and the physical half-life of the isotopes.

The new version of VoxelMed also provide dose calculation at organ level. This

possibility is particularly useful to provide residence time for calculation of

absorbed dose in organ-level software (i.e. OLINDA1.1).

Biological effective dose

Since effects of radiation depends on biology factors like the capability of repair

in the bombarded cells, VoxelMed2.0 allows to calculate the renal BED (Bio-

logical Effective Dose). A brief description of BED is reported in 5.1.1. BED

calculation is based on the linear quadratic model, using the α, β, the repair
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coefficients and the effective half-life of the kidneys activity curve. User can en-

ter the values of administered activities using the Patient Planning Treatment

GUI in Figure 3.3.

Figure 3.3: In the Patient Planning Treatment GUI user can enter the values of

administered activities to calculate renal BED.

Output

VoxelMed provides results of calculation both in terms of dose and BED maps

and numerically. Numerical results are displayed into the Matlab Command

Window. In the following it is reported, as an example, the full Command

Window report for a dummy patient.

----------

Lu-177

----------

>>>> Structure : Right kidney

VOI volume (ml): 184.300

VOI avg counts per vox: 1093.199 1084.561 906.510 767.648 552.809

Total Activity (Bq): 5.924498e+07 5.877686e+07 4.912756e+07 4.160202e+07 2.995904e+07

Total Activity (%): 1.6056 1.5929 1.3314 1.1274 0.8119

Mono-exp fit: 6.34e+07 * exp(-9.74e-03 t)

Bi-exp fit: 7.00e+07 * exp(-1.21e-02 t) + -7.00e+07 * exp(-1.57e+00 t)
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Tau_tot mono-exp (h): 1.77e+00

Dose_avg mono-exp (Gy/GBq): 7.16e-01

Tau_tot bi-exp (h): 1.56e+00

Dose_avg bi-exp (Gy/GBq): 6.31e-01

Tau_tot trap (h): 8.439004e-01

Tau_avg_voxel trap (h): 2.437610e-04

Dose_avg_voxel trap (Gy/GBq): 3.502558e-01

TAIL_EFF + HEAD:

Tau_tot (h): 1.500042e+00

Tau_avg_voxel (h): 4.332877e-04

Dose_avg_voxel (Gy/GBq): 6.227063e-01

>>>> Structure : Left kidney

VOI volume (ml): 176.527

VOI avg counts per vox: 962.962 924.857 785.405 640.994 469.797

Total Activity (Bq): 5.027579e+07 4.828635e+07 4.100562e+07 3.346600e+07 2.452786e+07

Total Activity (%): 1.3625 1.3086 1.1113 0.9069 0.6647

Mono-exp fit: 5.34e+07 * exp(-1.04e-02 t)

Bi-exp fit: 5.93e+07 * exp(-1.30e-02 t) + -5.93e+07 * exp(-1.58e+00 t)

Tau_tot mono-exp (h): 1.39e+00

Dose_avg mono-exp (Gy/GBq): 5.89e-01

Tau_tot bi-exp (h): 1.23e+00

Dose_avg bi-exp (Gy/GBq): 5.21e-01

Tau_tot trap (h): 6.948742e-01

Tau_avg_voxel trap (h): 2.095519e-04

Dose_avg_voxel trap (Gy/GBq): 3.003825e-01

TAIL_EFF + HEAD:

Tau_tot (h): 1.216351e+00

Tau_avg_voxel (h): 3.668127e-04

Dose_avg_voxel (Gy/GBq): 5.253673e-01

>>>> Structure : Liver

VOI volume (ml): 1672.058

VOI avg counts per vox: 489.903 384.692 320.228 283.296 234.781

Total Activity (Bq): 2.110971e+08 1.657622e+08 1.379851e+08 1.220712e+08 1.011661e+08

Total Activity (%): 5.7208 4.4922 3.7395 3.3082 2.7416

Mono-exp fit: 2.06e+08 * exp(-1.17e-02 t)
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Bi-exp fit: 2.19e+08 * exp(-1.33e-02 t) + -2.18e+08 * exp(-2.00e+00 t)

Tau_tot mono-exp (h): 4.76e+00

Dose_avg mono-exp (Gy/GBq): 2.22e-01

Tau_tot bi-exp (h): 4.44e+00

Dose_avg bi-exp (Gy/GBq): 2.07e-01

Tau_tot trap (h): 2.559013e+00

Tau_avg_voxel trap (h): 8.147388e-05

Dose_avg_voxel trap (Gy/GBq): 1.204771e-01

TAIL_EFF + HEAD:

Tau_tot (h): 4.660322e+00

Tau_avg_voxel (h): 1.483754e-04

Dose_avg_voxel (Gy/GBq): 2.193181e-01

>>>> Structure : Spleen

VOI volume (ml): 207.989

VOI avg counts per vox: 1475.840 1871.103 1523.280 1344.706 1016.795

Total Activity (Bq): 8.882619e+07 1.126158e+08 9.168149e+07 8.093365e+07 6.119772e+07

Total Activity (%): 2.4072 3.0519 2.4846 2.1933 1.6585

Mono-exp fit: 1.04e+08 * exp(-5.89e-03 t)

Bi-exp fit: 1.30e+08 * exp(-1.10e-02 t) + -1.30e+08 * exp(-9.42e-01 t)

Tau_tot mono-exp (h): 4.77e+00

Dose_avg mono-exp (Gy/GBq): 1.73e+00

Tau_tot bi-exp (h): 3.17e+00

Dose_avg bi-exp (Gy/GBq): 1.15e+00

Tau_tot trap (h): 1.570441e+00

Tau_avg_voxel trap (h): 4.019556e-04

Dose_avg_voxel trap (Gy/GBq): 5.835007e-01

TAIL_EFF + HEAD:

Tau_tot (h): 3.063383e+00

Tau_avg_voxel (h): 7.840756e-04

Dose_avg_voxel (Gy/GBq): 1.137795e+00

>>>> Structure : Kidneys

VOI volume (ml): 360.827

VOI avg counts per vox: 1028.0805 1004.7091 845.9577 704.3210 511.3031

Total Activity (Bq): 1.0952e+08 1.0706e+08 9.0133e+07 7.5068e+07 5.4487e+07

Total Activity (%): 2.9681 2.9015 2.4426 2.0344 1.4766

Effective decay constant (1/h): 1.274412e-02
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Tau_tot mono-exp (h): 3.16e+00

Dose_avg mono-exp (Gy/GBq): 6.53e-01

Tau_tot bi-exp (h): 2.79e+00

Dose_avg bi-exp (Gy/GBq): 5.76e-01

----------

Y-90

----------

>>>> Structure : Right kidney

Total Activity (Bq): 5.876077e+07 5.222141e+07 4.179886e+07 3.097569e+07 1.919360e+07

Total Activity (%): 1.5924 1.4152 1.1328 0.8395 0.5202

Mono-exp fit: 6.26e+07 * exp(-1.56e-02 t)

Bi-exp fit: 7.15e+07 * exp(-1.92e-02 t) + -7.15e+07 * exp(-1.48e+00 t)

Tau_tot mono-exp (h): 1.09e+00

Dose_avg mono-exp (Gy/GBq): 2.65e+00

Tau_tot bi-exp (h): 9.98e-01

Dose_avg bi-exp (Gy/GBq): 2.43e+00

Tau_tot trap (h): 6.983950e-01

Tau_avg_voxel trap (h): 2.017317e-04

Dose_avg_voxel trap (Gy/GBq): 1.780370e+00

TAIL_EFF + HEAD:

Tau_tot (h): 9.793505e-01

Tau_avg_voxel (h): 2.828858e-04

Dose_avg_voxel (Gy/GBq): 2.496874e+00

>>>> Structure : Left kidney

Total Activity (Bq): 4.986488e+07 4.290092e+07 3.488852e+07 2.491784e+07 1.571405e+07

Total Activity (%): 1.3514 1.1626 0.9455 0.6753 0.4259

Mono-exp fit: 5.28e+07 * exp(-1.63e-02 t)

Bi-exp fit: 5.95e+07 * exp(-1.96e-02 t) + -5.95e+07 * exp(-1.57e+00 t)

Tau_tot mono-exp (h): 8.77e-01

Dose_avg mono-exp (Gy/GBq): 2.22e+00

Tau_tot bi-exp (h): 8.13e-01

Dose_avg bi-exp (Gy/GBq): 2.06e+00

Tau_tot trap (h): 5.761212e-01

Tau_avg_voxel trap (h): 1.737398e-04

Dose_avg_voxel trap (Gy/GBq): 1.522256e+00
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TAIL_EFF + HEAD:

Tau_tot (h): 8.016107e-01

Tau_avg_voxel (h): 2.417403e-04

Dose_avg_voxel (Gy/GBq): 2.115064e+00

>>>> Structure : Liver

Total Activity (Bq): 2.093718e+08 1.472745e+08 1.174009e+08 9.089080e+07 6.481319e+07

Total Activity (%): 5.6741 3.9912 3.1816 2.4632 1.7565

Mono-exp fit: 2.09e+08 * exp(-1.90e-02 t)

Bi-exp fit: 2.24e+08 * exp(-2.12e-02 t) + -2.24e+08 * exp(-2.00e+00 t)

Tau_tot mono-exp (h): 2.98e+00

Dose_avg mono-exp (Gy/GBq): 8.56e-01

Tau_tot bi-exp (h): 2.84e+00

Dose_avg bi-exp (Gy/GBq): 8.18e-01

Tau_tot trap (h): 2.122224e+00

Tau_avg_voxel trap (h): 6.756738e-05

Dose_avg_voxel trap (Gy/GBq): 6.222427e-01

TAIL_EFF + HEAD:

Tau_tot (h): 2.988357e+00

Tau_avg_voxel (h): 9.514334e-05

Dose_avg_voxel (Gy/GBq): 8.756918e-01

>>>> Structure : Spleen

Total Activity (Bq): 8.810021e+07 1.000557e+08 7.800472e+07 6.026092e+07 3.920701e+07

Total Activity (%): 2.3876 2.7116 2.1140 1.6331 1.0625

Mono-exp fit: 1.01e+08 * exp(-1.11e-02 t)

Bi-exp fit: 1.26e+08 * exp(-1.66e-02 t) + -1.26e+08 * exp(-1.01e+00 t)

Tau_tot mono-exp (h): 2.46e+00

Dose_avg mono-exp (Gy/GBq): 5.39e+00

Tau_tot bi-exp (h): 2.02e+00

Dose_avg bi-exp (Gy/GBq): 4.43e+00

Tau_tot trap (h): 1.287340e+00

Tau_avg_voxel trap (h): 3.294958e-04

Dose_avg_voxel trap (Gy/GBq): 2.961734e+00

TAIL_EFF + HEAD:

Tau_tot (h): 1.893639e+00

Tau_avg_voxel (h): 4.846786e-04

Dose_avg_voxel (Gy/GBq): 4.354166e+00
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>>>> Structure : Kidneys

Total Activity (Bq): 1.0863e+08 9.5122e+07 7.6687e+07 5.5894e+07 3.4908e+07

Total Activity (%): 2.9438 2.5779 2.0783 1.5147 0.9460

Effective decay constant (1/h): 1.939244e-02

Tau_tot mono-exp (h): 1.97e+00

Dose_avg mono-exp (Gy/GBq): 2.44e+00

Tau_tot bi-exp (h): 1.81e+00

Dose_avg bi-exp (Gy/GBq): 2.24e+00

----------

BED

----------

>>>> Structure : Right kidney

Lu-177 BED Trap (Gy) = 7.055373

Y-90 BED Trap (Gy) = 2.018442

BED Trap (Gy) = 9.073815

Lu-177 BED Head TailEff (Gy) = 13.519391

Y-90 BED Head TailEff (Gy) = 2.887344

BED Head TailEff (Gy) = 16.406735

>>>> Structure : Left kidney

Lu-177 BED Trap (Gy) = 5.959126

Y-90 BED Trap (Gy) = 1.704082

BED Trap (Gy) = 7.663208

Lu-177 BED Head TailEff (Gy) = 11.155578

Y-90 BED Head TailEff (Gy) = 2.409607

BED Head TailEff (Gy) = 13.565184

====================================================

The main window also display the absorbed dose and BED maps, as shown in

Figure 3.4. VoxelMed also allows to create an excel file with a different sheet

for each calculation modality chosen. This file displays the values of volume,

activities, residence time and absorbed dose for each VOI. It is also possible

to display a cumulative or differential dose volume histogram, and export each

DVH in excel format.
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Figure 3.4: Liver absorbed dose map of a slice in axial, sagittal and coronal viewer.

Using the colorbar in the left panel it is possible to set the dose-display range,

colorbar display range and to adjust the scan contrast.

3.3 Comparison of different calculation techniques

Several methods of MRT dosimetry based on quantitative imaging (QI) were

developed in the last years. Techniques based on standardized reference models

(Paragraph 3.1.1) were first developed thanks to their simplicity of implementa-

tion and have been used for many years. These models assume uniform activity

in the source region (i.e. organ/tumour) and uniform dose in the target (i.e. or-

gan/tumour). However, evidence indicates that deterministic biological effects

are not well predicted by the mean dose and may be significantly influenced by

non-uniform dose distribution [58]. A non-uniform tumour absorbed dose may

result in a under-treatment of certain parts of the tumour while over-treating

other parts, and this might contribute to treatment failure by delivering sub-

lethal doses to some clonogenic cells within the tumour. Hence, organ-level

techniques may not be adequate to predict effects of therapy. For these rea-

sons, voxel-level techniques were developed.
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A number of clinical research centres have each developed in-house software

packages [63]-[69]. In the last year, also some commercial software were devel-

oped [70]-[72]. However each of these software has taken considerable local

expertise to develop, and there are no standard methods that can be readily

taken up for routine clinical use. As a result, it is necessary to inter-compare the

existing home-made software to provide a standard methodology for dosimetry

in MRT.

In that context, the aim of this work is to inter-compare different modalities

of absorbed dose calculation:

• Convolution based on organ-level standardized anthropomorphic refer-

ence models (such as OLINDA version 1.1 [73], which has been used for

decades before the recent release of the new updated commercial version

OLINDA version 2 [72]).

• Convolution based on pre-calculated voxel S-factors to perform voxel-level

dosimetry (VoxelMed2.0 [37]).

• Monte Carlo (MC) simulations to perform voxel level dosimetry (RAY-

DOSE [74])

OLINDA1.1 was chosen because it was widely used for MRT dosimetry

(OLINDA v2 had not yet been released when we performed this study). Vox-

elMed2.0 was chosen because it was designed to achieve a good compromise

between calculation accuracy and easy applicability in clinical practice. RAY-

DOSE was considered because MC techniques are considered to provide the

most accurate approach to dose estimate [75].

This study was performed both using phantoms and on clinical cases. This

multi-approach method allowed to investigate the differences of performance

between the calculation modalities (depending on the shape and the volume

of the activity distribution) and to provide a valuable comparison based on a

conspicuous number of clinical cases.

This work was carried out in collaboration with the Cardiff University

(Cardiff, UK).
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3.3.1 Material and methods

The following sections describe in detail the specific phantoms, the image set,

the software and the data elaboration approach.

Preparation of phantoms

In order to compare the dosimetry approaches and to evaluate the impact of

activity distribution, phantoms and inserts with different shapes and range of

volume were considered as follows:

• The “Cylindrical phantom” filled with a homogeneous radioactive solution

(Jaszczak, Data Spectrum Corporation; USA).

• The “Geometrical phantoms”described in 2.2.1. Each insert was filled

with the same activity concentration and placed in a non-radioactive

water background.

• The “Anthropomorphic phantom” described in 2.2.1. Every insert was

filled with an activity concentration typical of real organs in clinical cases,

and placed in a radioactive water background.

Inserts were filled with a solution containing 177Lu radio-labelled peptide

left-over from clinics. Weight of empty and filled inserts was measured to obtain

the filling volume. Filling volume was obtained by measuring the weight of the

filled inserts and empty inserts, using a calibrated scale. An HCl (0.1 M) carrier

solution was used to prevent inhomogeneities and sticking of peptides to the

walls.

Each phantom was scanned once and physical decay was used to extrapolate

the time-activity curve. Volumes of inserts and phantoms, insert activity and

background activity are reported in Table 3.1.

Clinical data

A large number of patients was considered to compare results on clinical pat-

terns. The sample of patients was divided in two groups: “Sample A” consisting

of 50 patients (21 females, 29 males) and “Sample B” consisting of 20 patients
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Table 3.1: Description of phantoms used to test the dosimetry tools.

Phantom

Phantom

volume

(ml)

Insert

name

Insert

volume

(ml)

Insert activity

concentration

(MBq/ml)

Background activity

concentration

(MBq/ml)

Cylindrical 5640 N/A N/A 0.25 N/A

Geometrical 6713

To17a 2.8

1.53 N/A

To26 9.7

E20 4.1

E30 14.8

E38 28.5

To17b 2.8

P38 29.2

P39a 30.1

P39b 31.2

Tu38a 28.6

Tu38b 28.8

Anthropomorphic 11600

Lesion 2.0 8.34

0.03

Pancreas 92 0.99

Left kidney 142 0.81

Right kidney 142 0.82

Spleen 156 1.10

Liver 1470 0.53

(11 females, 9 males). All patients were enrolled in the PRRT clinical trial

described in 1.7 (Trial A).

Image acquisition and reconstruction

All phantoms and patients were acquired with a SPECT/CT scanner based on

the standard clinical protocol for body studies described in section 2.2.1.

All cases of Sample A were rigidly registered to the first CT image of the

sequence in Siemens E-soft workstation. Images of patients included in Sample

B were registered using a deformable multi-pass algorithm with the Velocity

Advanced Imaging workstation 3.2.0. The Volumes Of Interest (VOIs) for each

phantom and each patient were manually drawn on the reference CT image.

Software for image processing and dosimetry calculation

VoxelMed: VoxelMed version 2.0 was described in detail in section 3.2.
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RAYDOSE: RAYDOSE was developed at Cardiff University (School

of Engineering, Cardiff University, UK) and allows to calculate 3D patient-

specific image-based dosimetry for MRT. In particular, RAYDOSE is based on

Monte Carlo simulation on radiation transport based on the Geant4 MC toolkit

(CERN, Switzerland). RAYDOSE generates voxel-level dose maps through by

simulations of the transport of particle through matter joined with anatomical

and physiological information from morphological and functional images [74].

RAYDOSE allows to calculate the area under the time-activity curve using

different fitting modalities: mono-exponential decay, linear uptake plus mono-

exponential decay or the trapezoidal method. In this study, for the dose calcu-

lation of the clinical cases, we used the trapezoidal method at the voxel level

up to the last time acquisition point, while the time-activity curve beyond the

last scan time was extrapolated from the mono-exponential curve fitting of the

whole organ activities in the VOI. For dose calculation in phantoms, we used

the physical half-life of the isotope to extrapolate the activity from the scan

time upwards.

OLINDA: OLINDA version 1.1 [73] is an organ-level dosimetry software

based on the MIRD methodology for internal dose estimation. OLINDA pro-

vides different models to perform dosimetry: human models (adult male, adult

female, 10-years old, 5-years old, etc.) and sphere models. Human models are

mathematical representations of the human body to represent organs and whole

body, sphere models are mathematical representations of sphere to represent

lesions.

In this study the number of decays of each VOI were calculated with Vox-

elMed2.0 and were used for OLINDA dose calculations.

OLINDA sphere model was used for absorbed dose calculations of inserts in Ge-

ometrical phantom and for the dummy lesion housed in the anthropomorphic

phantom, while OLINDA organ model (adult male) was used for the dummy

organs placed in the anthropomorphic phantom. Real insert volumes were used

for calculations. The human models (adult male or adult female) were used to

calculate dosimetry of the cohort of patients. Doses were scaled using the true

patient weight and the true organ masses.
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Table 3.2: Summary of phantoms and patients studies performed.
Study type Object of study Image registration Software

Phantom

Homogeneous phantom
No registration

(only 1 scan)
OLINDA1.1 - VoxelMed - RAYDOSE

Geometrical phantom
No registration

(only 1 scan)
OLINDA1.1 - VoxelMed - RAYDOSE

Anthropomorphic phantom
No registration

(only 1 scan)
OLINDA1.1 - VoxelMed - RAYDOSE

Clinical
Sample A (50 patients)

Rigid

registration
OLINDA1.1 - VoxelMed

Sample B (20 patients)
Deformable

registration

OLINDA1.1 - VoxelMed -

VoxelMed(λ RD) - RAYDOSE

Data analysis and statistics

Table 3.2 summarize the study type, the image registration and the software

used for the dose calculations. Absorbed dose were calculated separately with

OLINDA1.1, VoxelMed2.0 and RAYDOSE using the same set of images. As

it is shown in Table 3.2, OLINDA and VoxelMed dose results were compared

on patients of Sample A, while all of the three software were used on patients

of Sample B. In order to highlight the intrinsic differences between MC and

voxel convolution methods, calculations were repeated using the same effective

decay constant for patients in Sample B. In particular, VoxelMed calculations

were repeated using the same decay constant calculated by RAYDOSE (in the

following this is called VoxelMed(λ RD)).

While OLINDA results are limited to average organ absorbed doses, Vox-

elMed and RAYDOSE dosimetry offer the additional possibility of obtaining

absorbed dose distributions. Dose-volume histograms (DVH) were considered

to compare spatial dose distribution at voxel-level. Mean values of absorbed

dose were used to compare organ level and voxel level techniques. Comparison

between the different dosimetry methods was statistically evaluated using the

Lin’s concordance coefficient (LC) and the Bland-Altman plot [51]. The LC

was calculated using the SAS software (SAS Institute, North Carolina State

University, USA). The LC allows to evaluate the degree of concordance between

two measures. A value of LC equal to +1 denotes perfect concordance, a value

equal to -1 perfect discordance, while a value of 0 no correlation.
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Table 3.3: Mean absorbed dose (Gy) calculated with OLINDA1.1, VoxelMed,

and RAYDOSE for each phantom.
Phantom Insert name OLINDA 1.1 VoxelMed RAYDOSE

Cylindrical N/A 3.3 2.8 3.0

Geometrical

To17a 3.3 2.8 3.0

To17a 6.3 3.0 4.0

To17b 0.8 0.4 0.5

To26 15.4 9.0 10.7

E20 21.1 16.1 17.6

E30 23.0 20.7 20.9

P38 24.1 23.9 23.7

P39a 2.5 2.0 2.1

P29b 2.1 2.0 2.0

Tu38a 2.5 2.0 1.9

Tu39b 2.4 2.0 2.0

Anthropomorphic

Lesion 102.3 91.3 97.9

Pancreas 13.6 11.9 12.2

Kidneys 12.9 11.4 11.8

Spleen 22.0 19.6 20.3

Liver 10.4 9.3 9.8

3.3.2 Results

Phantom study

Table 3.3 shows the calculated absorbed doses in phantoms. The visual repre-

sentation of the same data is provided in Figure 3.5.

Figures 3.6 and 3.7 show DVHs for the homogeneous phantom and for the

Geometrical and the Anthropomorphic phantoms, respectively. Only some

representative inserts (those with the greatest and the smallest difference of

dose were chosen) were considered for the Geometrical and the Anthropomor-

phic phantoms. The shift toward low doses in VoxelMed DVHs reflects the

VoxelMed underestimation of the average absorbed dose in comparison with

RAYDOSE.

Clinical study

Table 3.4 shows the OLINDA1.1 and VoxelMed absorbed doses for the 50 pa-

tients (Sample A).
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Table 3.4: Kidney, liver and spleen mean absorbed dose (Gy/GBq) calculated

with OLINDA1.1 and VoxelMed for patients of Sample A
Cases

Kidneys Liver Spleen
Cases

OLINDA1.1 VoxelMed OLINDA1.1 VoxelMed OLINDA1.1 VoxelMed

1 0.84 0.99 0.13 0.11 1.34 1.26

2 0.69 0.83 0.08 0.09 0.57 0.70

3 0.42 0.52 0.15 0.16 0.28 0.30

4 0.44 0.46 N/A N/A 0.21 0.25

5 0.56 0.67 0.38 0.42 0.06 0.07

6 0.33 0.39 1.11 1.47 0.24 0.27

7 0.57 0.59 0.13 0.12 0.88 0.80

8 0.42 0.52 0.05 0.05 0.20 0.22

9 0.79 0.79 0.06 0.07 0.48 0.52

10 1.30 1.63 0.23 0.27 0.91 1.14

11 0.76 0.91 0.40 0.33 0.59 0.96

12 0.55 0.80 0.15 0.16 0.27 0.30

13 0.43 0.49 0.04 0.04 0.15 0.14

14 0.33 0.40 0.08 0.09 N/A N/A

15 0.66 0.75 0.17 0.18 1.08 1.18

16 0.27 0.31 0.03 0.03 0.17 0.18

17 1.89 2.26 0.45 0.51 1.26 1.44

18 0.78 0.90 0.18 0.21 0.98 1.12

19 0.90 1.03 0.15 0.17 1.09 1.13

20 0.68 0.80 0.08 0.09 0.76 0.89

21 0.47 0.55 0.20 0.22 0.41 0.45

22 0.55 0.66 0.24 0.26 0.73 0.85

23 0.57 0.53 0.22 0.25 1.14 1.33

24 0.53 0.61 0.11 0.12 0.45 0.50

25 1.04 1.01 0.14 0.15 0.65 0.72

26 0.54 0.65 0.11 0.11 0.54 0.59

27 0.27 0.31 0.08 0.09 N/A N/A

28 0.37 0.43 0.11 0.13 0.57 0.65

29 0.50 0.49 0.06 0.07 0.50 0.48

30 1.00 1.08 0.10 0.10 0.67 0.68

31 0.38 0.40 0.22 0.22 0.16 0.17

32 0.34 0.40 1.00 1.13 0.44 0.54

33 0.31 0.35 0.12 0.12 0.22 0.24

34 0.48 0.39 0.13 0.13 0.28 0.23

35 0.26 0.30 0.02 0.02 0.08 0.09

36 0.64 0.75 0.11 0.12 0.73 0.84

37 0.62 0.71 0.34 0.37 1.76 1.94

38 0.50 0.56 0.11 0.12 0.55 0.62

39 0.85 0.99 0.14 0.16 1.24 1.40

40 0.59 0.67 0.06 0.07 0.51 0.56

41 0.29 0.33 0.79 0.91 0.24 0.26

42 0.52 0.60 0.13 0.14 0.43 0.47

43 0.27 0.30 0.03 0.03 0.12 0.13

44 0.18 0.20 0.23 0.25 0.45 0.50

45 0.86 1.09 0.05 0.06 0.35 0.41

46 0.50 0.58 0.08 0.09 0.29 0.33

47 0.40 0.45 0.05 0.06 0.70 0.76

48 0.69 0.78 0.11 0.12 1.11 1.24

49 0.60 0.55 0.07 0.08 1.45 1.34

50 0.65 0.76 0.03 0.02 0.23 0.26
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Figure 3.5: Comparison of mean absorbed dose (Gy) calculated using OLINDA1.1,

VoxelMed and RAYDOSE.

OLINDA1.1 and VoxelMed absorbed dose resulted highly correlated for liver

and spleen (Lin’s coefficients: LCliver=0.97 and LCspleen=0.85 respectively),

while lower correlation was obtained for kidneys (LCkidneys=0.55). Results

were also compared by means of the Bland-Altman plot (Figure 3.8).

Absorbed dose results calculated using OLINDA1.1, VoxelMed, VoxelMed(λ RD)

and RAYDOSE for the 20 patients (Sample B) are shown in Table 3.5 and in

Figure 3.9 for the Bland-Altman analysis. The absorbed dose calculated with

VoxelMed and RAYDOSE were highly correlated (LCkidneys=0.98, LCliver=0.99

and LCspleen=0.94), and almost complete agreement was found between VoxelMed(λ RD)

and RAYDOSE (LCkidneys=0.99, LCliver=1 and LCspleen=1).
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Figure 3.6: Comparison of DVHs calculated using VoxelMed (continuous line) and

RAYDOSE (dotted line) for the Cylindrical phantom.

Figure 3.7: Comparison of DVHs calculated using VoxelMed (continuous line) and

RAYDOSE (dotted line) for inserts of Geometrical phantom and Anthropomorphic

phantom.
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Figure 3.8: Comparison of OLINDA1.1 and VoxelMed calculated mean absorbed

dose per unit of injected activity (Gy/GBq).

Figure 3.9: Comparison of RAYDOSE, VoxelMed and VoxelMed(λ RD) calculated

mean absorbed dose per unit of injected activity (Gy/GBq).

3.3.3 Discussion

Previous works investigated differences between dosimetry calculation tech-

niques [67]-[69]. However, these studies were based on small groups of patients

and the inter-patient variability cannot be investigated. In this study was, in-
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Table 3.5: Kidney, liver and spleen mean absorbed dose (Gy/GBq) calculated

with OLINDA1.1, VoxelMed, VoxelMed(λ RD) and RAYDOSE for patients of

Sample B
Cases

Kidneys Liver Spleen
Cases

OLINDA1.1 VoxelMed VoxelMed(λ RD) RAYDOSE OLINDA1.1 VoxelMed VoxelMed(λ RD) RAYDOSE OLINDA1.1 VoxelMed VoxelMed(λ RD) RAYDOSE

1 0.62 0.54 0.54 0.54 0.04 0.03 0.03 0.03 1.11 1.05 1.08 1.04

2 0.40 0.36 0.37 0.40 0.23 0.20 0.22 0.22 0.16 0.16 0.16 0.20

3 0.87 0.76 0.77 0.78 0.40 0.37 0.38 0.38 0.58 0.47 0.49 0.49

4 0.32 0.28 0.29 0.29 0.12 0.11 0.12 0.12 0.22 0.19 0.20 0.19

5 0.42 0.36 0.36 0.37 0.04 0.03 0.04 0.04 0.12 0.10 0.12 0.11

6 0.52 0.44 0.46 0.46 0.11 0.10 0.11 0.11 0.92 0.83 0.87 0.84

7 0.39 0.33 0.34 0.34 0.10 0.08 0.08 0.09 0.46 0.39 0.44 0.43

8 0.75 0.66 0.66 0.67 0.02 0.03 0.03 0.03 0.28 0.24 0.27 0.26

9 0.36 0.30 0.30 0.34 1.65 1.45 1.56 1.55 0.38 0.31 0.33 0.36

10 0.62 0.55 0.56 0.54 0.08 0.07 0.07 0.08 N/A N/A N/A N/A

11 0.48 0.42 0.45 0.44 0.34 0.30 0.35 0.33 0.67 0.58 0.90 0.84

12 0.66 0.57 0.56 0.57 0.13 0.10 0.11 0.12 0.21 0.17 0.18 0.19

13 0.30 0.25 0.26 0.28 0.08 0.07 0.07 0.08 0.34 0.28 0.33 0.34

14 0.48 0.42 0.42 0.41 0.06 0.05 0.06 0.06 0.10 0.08 0.09 0.09

15 0.40 0.34 0.36 0.36 0.03 0.03 0.03 0.04 0.62 0.54 0.68 0.66

16 0.27 0.23 0.25 0.27 0.30 0.27 0.30 0.29 0.52 0.41 0.45 0.45

17 0.29 0.25 0.24 0.24 0.09 0.07 0.07 0.07 0.36 0.29 0.28 0.27

18 0.51 0.45 0.43 0.44 0.07 0.06 0.07 0.07 0.31 0.24 0.24 0.23

19 0.45 0.38 0.40 0.44 1.43 1.20 1.21 1.20 0.83 0.69 0.93 0.95

20 0.38 0.47 0.48 0.51 0.11 0.09 0.10 0.11 0.38 0.30 0.33 0.35

stead, considered a large sample of patients and a number of phantoms. This

multi-approach method allowed to investigate the impact of activity distribu-

tion on the technique of calculation and to provide a valuable comparison on

clinical patterns.

The simplest pattern that can be considered is a large homogeneous activ-

ity distribution. Inhomogeneities and irregular distribution of activity might

differently affect results of calculation depending on the approach used. For

that reason, a cylindrical Jaszczak phantom was firstly used in this study. Dis-

crepancy around 5% was observed between VoxelMed and RAYDOSE, while

larger differences between VoxelMed and OLINDA1.1 (13 %). Similar standard

deviation across voxel (around 20%) and comparable slopes in DVHs were pro-

vided by VoxelMed and RAYDOSE (Figure 3.6).

In order to evaluate how accuracy of dose calculation depend on the activity

distribution, the Geometrical phantom was acquired. Relative differences in

absorbed dose depend on the shape and on the volume of the inserts, smaller is

the volume and farer from a regular sphere is the shape, more the relative dif-

ference between modalities is higher. Toroids provided the greatest discordance
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(relative difference with VoxelMed dose ranging from -52% to -41% for OLINDA

and from -25% to -16% for RAYDOSE), while in the other inserts differences

ranged between [-23%, 0%] for OLINDA1.1 and [-8%,+4%] for RAYDOSE. On

one hand, the insert dose calculations in OLINDA1.1 were performed using the

sphere model, since OLINDA1.1 only allows to perform dosimetry calculation

for specified models (i.e. organs or spheres). This approximation might explain

the huge discrepancies obtained with the voxel-based methods. On the other

hand, a reason for the difference between RAYDOSE and VoxelMed is that

the latter applies a mask before the convolution, while RAYDOSE does not.

This contribution affects calculations in so far as the geometry and the volume

of the insert may influence the activity distribution and leave empty spaces

around or inside the objects. This effect is especially pronounced, for example,

in the case of the toroid. The application of a mask also implies the lack of

photon cross irradiation contribution between inserts, which has an impact on

dose calculation (contribution around 5% [68]).

The Anthropomorphic phantom provided smaller discrepancies in comparison

with the Geometrical phantom. Relative differences around 4% and 11% for

RAYDOSE and OLINDA1.1, compared to VoxelMed dose. The larger volume

of the inserts and the use of a more appropriate model in OLINDA1.1 is likely

to have reduced the discrepancies. The tendency to underestimate the doses

calculated with voxel dosimetry techniques in comparison to RADAR organ

dosimetry (OLINDA) is shown also by other authors. Kletting et al [67] in

their study obtained doses for their software NUKDOS around 1% to 2% lower

than values obtained with OLINDA according to their workflow. However,

NUKDOS performs voxel-dosimetry based on one SPECT/CT and on a series

of planar images to determine the organ pharmacokinetics, making it much

closer to organ-level dosimetry approach than VoxelMed. Hippeläinen et al

[68] reported relative differences of 6%, 5%, 0% for left kidney, right kidney

and spleen respectively when comparing their dosimetry software HIRD with

an analytical dose calculation in the dynamic XCAT phantom study. These

values were obtained in closer condition to our study than NUKDOS and can

be compared to values around 11% collected in Table 3.3.

An advantage of voxel-based methods is the ability to calculate DVHs and to
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show isodose lines. With reference to DVHs, VoxelMed and RAYDOSE for ge-

ometrical and anatomical inserts provide similar slopes, demonstrating a good

accordance for the spatial distribution of the dose calculated with these two

techniques. The shift toward low dose for VoxelMed DVHs also reflected the

underestimation of the average absorbed dose.

The differences and the weak points in dose calculations pointed out on

phantoms become essential to investigate and to explain the differences in clin-

ical cases. Two different studies (Sample A and Sample B) were shown in

this work. For a copious number of patients dosimetry was calculated with

OLINDA1.1 (as in clinical trial) and VoxelMed (Sample A), while for a smaller

number of patients all of the three software (Sample B) were considered. Simi-

larly to the phantoms, also for patients it was observed the tendency of underes-

timation of absorbed dose calculated with voxel-level techniques in comparison

with the organ-level technique. In Sample A, VoxelMed calculated dose was

8% lower than OLINDA1.1 calculated dose (for all patients and all organs).

This value is smaller than the 11% obtained with phantoms. However, large

variability was observed (Figure 3.8) and the discrepancy was 11% if the abso-

lute percentage difference was considered. The large inter-patient variability is

probably due to the inhomogeneity of activity and the use of a set of sequential

images. These results were confirmed for patients in Sample B: VoxelMed doses

were 13% lower than OLINDA1.1 doses (14% in absolute values) and 8% lower

than RAYDOSE doses (9% in absolute values). Similarly to the phantoms,

for patients differences were lower and correlations larger (0.79 against 0.97)

between VoxelMed and RAYDOSE than OLINDA1.1. Furthermore, correla-

tion was larger with liver than with kidney and spleen in both cases. This is

probably due for kidneys to the smaller volume in comparison with liver and

for spleen to the breathing artefacts that likely hugely affect the quality of the

rigid registration of sequential images (and then of the dose calculation), as

reported also by Hippeläinen et al. [68]. Finally, the importance of the activity

integration technique in the dose calculation was pointed out: the smallest dis-

crepancies and almost perfect correlation between VoxelMed and RAYDOSE

results were obtained when the same decay constant was used.

As a result of the present work, it can be stated that in dosimetry calcula-
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tions and in the harmonization process of different dosimetry software there are

critical steps that may be summarized as: contouring of volumes of interest;

matrices of S values and type of convolution used to calculate absorbed doses;

calculation over the whole field or on a restricted region of the 3D image; time

activity curve fitting and integral from the first to the last image time point;

time activity curve extrapolated from the last time point to infinity; time re-

quired for calculations; degree of personalization of the technique. The use of

different settings in these steps may provide very different results: all these

steps should be deeply investigated on several real cases before implementing

a new home-made or commercial system, based on voxel level or on organ level

calculations.



Chapter 4

MRTDosimetry Project

This PhD project was funded by the European Metrology Programme for In-

novation and Research (EMPIR), and, in particular, within the Metrology

for clinical implementation of dosimetry in molecular radiotherapy

(MRTDosimetry) project [76] which has received funding from the European

Union.

The overall aim of the MRTDosimetry project was “to provide the metrology

for the clinical implementation of absorbed dose calculations in Molecular Ra-

diotherapy (MRT)”.

MRTDosimetry is a joint project that brings expertise in metrology and

nuclear medicine with the aim of providing dosimetry standards, validated

methods and clear guidance necessary for implementation of MRT dosimetry

in every European clinic offering MRT. This project began on 1 June 2016

and run for three years, finishing on the 31 May 2019. It involved 6 European

national metrology institutes, 13 clinical research institutions across European

countries and a number of others collaborators and private companies (see

Figure 4.1).

The project builds on the results and outputs from the preceding EMRP

JRP HLT11 MetroMRT project [77], which occurred between June 2012 and

May 2015. The MetroMRT researches identified the key needs to perform the

dose measurements required to optimize clinical efficacy of MRT: measurements

of the administered activity, quantitative imaging in the patients using tomo-

graphic functional imaging (i.e. SPECT or PET), integration of time-activity

curve, calculation of dose from estimated cumulative activity and estimation

103
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Figure 4.1: Countries directly or indirectly involved in the project. On the top of

the picture the logos of the main partners.

of the overall uncertainty of the measurements and calculations. Each of these

needs were addressed in the MRTDosimetry project, which established the fol-

lowing key objectives:

1. To determine branching ratios and emission probabilities for emerging

beta-emitters (90Y and 166Ho), with the aim to improve quantitative

imaging accuracy and dose estimations and developing new transfer in-

struments optimised for radiopharmaceuticals routinely used in MRT.

2. To develop 3D printing methods with the aim to generate a range of quasi-

realistic anthropomorphic phantoms or sealed sources that can be used

across the hospitals and research centres for calibration and validation of

instrumentations.

3. To generate an open-access database of multimodal SPECT/CT and

PET/CT images that can be used as reference data for commissioning

and quality control.

4. To improve the accuracy in the calculation of absorbed dose by evaluating

the optimal choice in term of acquisition time, measurement modality,

dose calculation method and refinement of dose standards.
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5. To determine uncertainties associated with each step of the dose measure-

ment chain, from the primary standard to the dose calculation method.

Moreover, uncertainty related to NTCP model were also evaluated.

6. To facilitate the dissemination of the results and technology developed

by the project.

The AUSL di Reggio Emilia - IRCCS hospital was a clinical partner of the

MRTDosimetry project. Therefore, this doctoral work was involved in several

work-packages within the project and this took a consistent part of the PhD

effort.

The main partners of the project met periodically every 9 months, rotating

the location of the meetings among the partners. The meetings had the scope

to review progress, discuss about the results and organize the future tasks of

the project. Nine meetings totally took place. Where possible, conferences

were held to follow the meetings to share the results of the project and to open

discussion with the scientific community.

In the following paragraphs the workpackages which this PhD is involved

to are described.

4.1 Validation of the Commissioning Protocol:

Comparison Exercise

One of the main goals of the MRTDosimetry project was to define the stan-

dardization of quantitative SPECT/CT imaging. For this reason, a protocol

for the commissioning and QC (Quality Control) of SPECT/CT scanner was

developed by collaborators. The intention of this document was to fill the lack

of standard guidelines for calibration, partial volume correction and validation

of the imaging quantification system that can be applied for any acquisition

system, regardless of manufacturer, location and other site-specific character-

istics. The protocol was validated in a comparison exercise among 8 partners

sites. A total of 9 SPECT/CT systems shown in Table 4.1 were included in this

exercise. Each centre used its own gamma camera and meticulously followed

the procedures described in the protocol.
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Table 4.1: Participating systems for the Comparison Exercise.
System 1 System 2 System 3 System 4 System 5 System 6 System 7 System 8 System 9

Vendor Siemens GE GE Mediso GE GE GE Siemens Siemens

Model
Symbia

T2

Discovery

670

Discovery

670

AnyScan

SCP

Discovery

670

Optima

640

Optima

640

Intevo

Bold

Symbia

T2

Year 2009 2015 2015 2017 2011 2014 2015 2016 2006

CT Rows 2 16 16 16 16 4 4 2

Crystal 3/8" 3/8" 3/8" 3/8" 3/8" 3/8" 3/8" 3/8" 5/8"

Recon.
Siemens

e.soft

GE

Xeleris
Hermes

Tera-Tomo

SPECT

Ge

Xeleris

Ge

Xeleris

Ge

Xeleris

Siemens

e.soft

Siemens

e.soft

Algorithm OSEM OSEM OSEM OSEM OSEM OSEM OSEM OSEM OSEM

AC CT-based CT-based CT-based CT-based CT-based CT-based CT-based CT-based CT-based

SC TEW TEW TEW / MC TEW TEW TEW TEW TEW TEW

RR Y Y Y N Y Y Y Y Y

The protocol was designed for the commissioning of SPECT/CT imaging

with Lu-177 and I-131, even if it could theoretically be used for any radionu-

clide. This Paragraph describes and summarizes the results of this comparison

exercise.

The set of measurements conducted by each site in the comparison exercise

included:

1. Determination of the system specific Image Calibration Factor (ICF).

2. Assessment of the system specific partial volume effect.

3. Validation of the system SPECT-based activity quantification.

4.1.1 Material and methods

Determination of the Image Calibration Factor (ICF)

Assessment of the ICF was obtained using a sufficientrly large phantom (min-

imum height of 180 mm, minimum radius of 100 mm and maximum volume

of 10000 mL). For example, Perspex Jaszczak cylinder without inserts [78] was

suggested to be used.

Since the use of peptides or other labelling agents can lead to sticking to

the walls of the phantom or syringe being used [79], non-carrier added radio-

nuclides were used. In addition, in order to obtain homogeneous and stable
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solutions, small quantities of inactive elements in a slightly acid solution were

added to the solution.

Activities were measured, among the partners, using a radionuclide calibra-

tor that has a traceable calibration (using a primary or secondary standard

from a metrology institute [80]). In case this condition was not fulfilled, an

aliquot was sent to a metrology institute for the activity concentration mea-

surement. Activity and carrier solution quantity and chemistry are reported in

Table 4.2.

Table 4.2: Activity and carrier solution for the commissioning and QC of

SPECT.
Isotope Activity (MBq) Carrier Solution

Lu-177

400 (ICF)

122 (PVE)

400 (Validation)

Lutetium chloride (HCl [0.1 mol dm−3]

+ Lu(iii)Cl3*6H2O [10 µg g−1])

In order to check the peak position, peaking of the SPECT/CT system

(without collimators) was performed before measurements (Figure 4.2). For

this purpose, a point-source-like geometry with a small amount of activity was

used (e.g. by using a 1 mL drop radioactive solution with ∼5 MBq of 177Lu).

Figure 4.2: Siemens Symbia T2 (site: AUSL di Reggio Emilia) 177Lu peaking.

SPECT/CT acquisitions and image reconstructions were performed accord-

ing to the parameters in Table 4.3. AS, SC and RR were applied according to

Table 4.1.
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Table 4.3: SPECT/CT acquisition and reconstruction parameters for commis-

sioning and QC.

Lu-177

Collimator Medium energy

No. energy windows 3

Photopeak energy

(keV)
208.4 ± 10%

Lower scatter energy

(keV)
235.5 ± 3%

Higher scatter energy

(keV)
235.5 ± 3%

Flood uniformity
As per clinical imaging

protocol for Lu-177

Matrix 128

SPECT Movement Body contour

No. projections 120 (60 per detector)

Time/projection 60 s

CT Standard low-dose

Peaking Activity 5 MBq

Iterations
5, 10, 15, 20, 25,

30, 35, 40, 45, 50

Subsets 2
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A cylindrical VOI with a radius of 130% of the maximum phantom radius

and a length of 120% of the phantom length was drawn in the SPECT images.

For each number of iteration, the ICF was determined using Eq 4.1.

ICF =
Counts

∆tacqu · Aphantom
(4.1)

where ∆tacqu is the acquisition duration, Aphantom is the activity in the

phantom, and Counts the measured number of counts into the VOI.

Assessment of partial volume effect

Assessment of the resolution and partial volume effect of the acquisition system

and reconstruction setup were obtained using the IEC NEMA body phantom.

This phantom consists of six sphere with increasing volumes and was already

described in Paragraph 2.1.1. For that study the smallest sphere (volume equal

to 0.52 mL) was excluded, while all six spheres were included in this study.

Filling volume of each sphere was obtained by the difference between the weight

of the filled sphere and the weight of the empty sphere.

A 60 mL of 177Lu radioactive stock solution with activity and chemistry as

reported in Table 4.2 was prepared.

Peaking of SPECT/CT system was performed before measurements. The

same acquisition and reconstruction parameters used to determine the ICF were

set up. RC for each sphere and each parameter of acquisition was obtained

using Eq. 2.6. The RC against the sphere volumes V points were fitted using

the following curve:

fRC(V ) =
α

1 + (β/V )γ
(4.2)

Validation of the QI setup

The quantitative imaging (QI) setup was validated using a 3D printed 2-Organs

anthropomorphic phantom, specifically designed as part of this project. The

phantom is based on the ICRP Publication 110 (“Adult Reference Computa-

tional Phantoms”), and contains a spleen and a 2-compartment right kidney

(with a internal substructure composed by cortex and medulla). The phantom

was printed in polylactic acid, which has a CT number approximately 130 HU
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which is similar to Perspex (110-130). Laser cut perspex baseplates and top

plates were also produced to be easily attached to the holes in the base of the

standard Jaszczak phantom. The computer-aided design and the assembled 3D

printed phantom is shown in Figure 4.3.

Figure 4.3: Design and 3D printed 2-organs anthropomorphic phantom. The

baseplate for attachment is also included.

The needed equipment in term of Lu-177 activity and solution chemistry

is reported in Table 4.2. Renal cortex and spleen had the same activity con-

centration, while it was different for the medulla. The radioactive solution

was prepared in two different stock containers. Carrier solution was prepared

following the chemistry in Table 4.2. Table 4.4 shows the volume of each insert-

compartment, the desired activity concentration and the needed target volume

and activity into the stock solution, assuming an 20% extra volume into the

stock solution. In order to reduce the possibility of having air bubbles a long

needle syringe and a clamp stand for holding inserts were used. The clamp

stand was used to fix the insert and place it with the optimal angle for filling

(e.g. for Medulla 10 mL of solution were drawn up with an angle of approxi-

mately 45°, and the remaining 25 mL positioning the clamp stand to have the

Medulla filling holes pointing straight up).

After performing peaking, the SPECT/CT images were acquired according

to Table 4.3. VOI were drawn using a threshold-based method so that the VOI

volume matches the filling volume as closely as possible. SPECT-based partial
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Table 4.4: Filling volume of the Two-Organ Phantom, target volume and ac-

tivities for the stock solutions.
Kidney

Medulla

Kidney

Cortex
Spleen

Filling volume (mL) 35 75 125

Activity concentration (MBq/mL) 0.5 1.5

Target Volume (mL) 42 240

Activity needed (MBq) 21 360

volume corrected activities were calculated using Eq 4.3.

ASPECT,PV C =
Counts

ICF ·∆tacquisition
· 1

RC(Vinsert)
=

ASPECT
RC(Vinsert)

(4.3)

Measured activity (in SPECT) and known activity (in dose calibrator) were

compared to assess the accuracy of quantitative imaging setup.

4.1.2 Results

An axial slice of the SPECT/CT image of the three phantoms acquired is

reported in Figure 4.4.

Figure 4.4: Siemens Symbia T2 (site: AUSL di Reggio Emilia) SPECT/CT fusion

images for a) the homogeneous cylindrical Jaszczak phantom, b) the IEC NEMA

body phantom and c) the MRTDosimetry 2-Organs anthropomorphic phantom.

Determination of the ICF: The ICF measurements were performed on

all available systems. The ICF values for all systems and applied reconstruc-

tions (with 25 Iterations and 2 Subsets) are shown in Figure 4.5. The error
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bars are also reported in the graph. Uncertainty associated with the ICF was

estimated applying the law of propagation of uncertainty. As some sites did

not submit an estimate for the uncertainty of the radionuclide calibrator, it

was assumed to be 4% for all measurements.

Figure 4.5: ICF values for each system and reconstruction. The red bars shows

the mean and standard deviation over all 2 Siemens TEW RR and all 4 GE TEW

RR reconstructions (only 3/8" crystals).

The same combination of imaging system and reconstruction generally leads

to the same ICF: all Siemens-based TEW RR reconstructions lead to a mean

value of 21.5 ± 1.6 cps/MBq, all GE-based TEW RR reconstructions average at

45.4 ± 2.5 cps/MBq. For Hermes, the two different scatter correction methods

(TEW against Monte Carlo) result in an 18.5% difference in ICF.

Assessment of partial volume effect: The recovery curves of all sys-

tems (reconstruction with 25 Iterations and 2 Subsets) are shown in Figure

4.6.

Uncertainty analysis was based on the law of propagation of uncertainty.

Likewise observed for ICF, the same combination of imaging system and recon-

struction generally leads to the similar RC. For Siemens, the two older systems
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Figure 4.6: Lu-177 RC curves for each system and reconstruction. The Siemens

systems are indicated in red, the GE systems in green and the Mediso system is in

blue.

(S1 and S9) had comparable RCs, while the newer system (S8) featured a 12%

mean higher recovery. Interestingly, one GE TEW RR reconstruction (S6)

yielded considerable better recovery than the three sites with the same imag-

ing setup (S2, S5 and S7). The only reconstruction without resolution recovery

(S4) had a considerable lower RC value than all other reconstructions.

The fitted curves for each reconstruction are shown in Figure 4.7. A non-

weighted and a weighted (based on the uncertainty of each RC value) fit were

performed and the 95% confidence interval is given for each fit.

Validation of the QI setup: The ratio between SPECT-based and ra-

dionuclide calibrator-based activity was calculated. Results are shown in Figure

4.8. Error bars were estimated applying the uncertainty propagation law (in-

cluding radionuclide calibrator measured activity, counts, acquisition duration,

ICF and RC errors).

4.1.3 Discussion

All reconstructions gave comparable ICF values for equivalent combinations of

imaging system and protocol (acquisition and reconstruction). While the two

Siemens-based TEW RR reconstructions led to values of 21.5 ± 1.6 cps/MBq,
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Figure 4.7: Lu-177 RCs and fitted curves for each partecipating system. The black

crosses are the RCs, the solid blue lines are the weighted fits, the dotted blue lines

the 95% confidence intervals and the dashed black lines the non-weighted fits.

the four GE-based TEW RR reconstructions averaged to 45.4 ± 2.5 cps/MBq.

Mean uncertainty of ICF was about 4%. Activity error was the dominating

factor in the final uncertainty of ICF.

RCs were considerably lower in case of reconstruction without resolution

recovery (System 4). This suggests that RR should be applied whenever avail-

able.

One limitation of this exercise is the use of relatively small spheres for the

partial volume effect evaluation. More specifically, the spheres (all volumes <

30 mL) were considerably smaller than the spleen and the right kidney inserts

(volumes of 125 and 110 mL, respectively). This results in a large uncertainty

of the fitted recovery curves for volumes » 30 mL (i.e. the spleen and right

kidney inserts). Nevertheless, average high accuracy of activity quantification
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Figure 4.8: Ratio between SPECT-based activity and radionuclide calibrator-based

activity for the 2-Organ phantom. In orange the kidney’s results and in green the

spleen’s results. The mean and standard deviation is indicated by a darker color.

was obtained (average ratios between the estimated and known activities were

1.02 and 1.05 for kidneys and spleen, respectively).

4.2 Surrogate sources for QI

In nuclear medicine imaging, commissioning and quality control (QC) is usually

performed based on hollow, fillable containers, which are usually filled with in-

loco prepared radio-active solutions. However, this leads to a multitude of

problems, such us ensuring that the filling volume and activity concentration

are determined with an acceptably small error and that similar activities are

used for repeated measurements to be comparable in terms of counting and

statistics. Routine QC can be significantly simplified by the use of sealed test

sources as an alternative to using phantoms. In particular, radioactive sources

containing radionuclides of comparable energies and emission probabilities to

the ones to be used for imaging (e.g. 57Co for 99mTc or 133Ba for 131I) can be

used.
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The aim of this study was to investigate the feasibility of using solid 133Ba

source as a surrogate of 131I solution for SPECT/CT QC.

4.2.1 Material and methods

Two sets of traceable 133Ba sources were produced at CEA (Commissariat à

l’énergie atomique et aux énergies alternatives) and CMI (Czech Metrology

Institute), both participating in the project. Both sets were encapsulated in

3D-printed cylinders. To assess the feasibility of using the solid sources as

surrogates, identical containers to be filled with liquid 131I were sent to the

partner sites for a quantitative SPECT/CT imaging comparison exercise be-

tween 8 sites.

In order to assess the potential of solid 133Ba as surrogate for liquid 131I, a

set of radioactive sources were acquired in the participating sites and results

were compared.

I-131 phantom preparation and acquisition

Four cylindrical 3D-printed fillable inserts (Figure 4.9a) were specifically de-

signed and produced as part of the project and were shipped to the participat-

ing partners. The cylinders were attached, using a baseplate, to the Jaszczak

phantom. Cylinders had an increasing volumes (1.7, 6.7, 26.9 and 107.4 mL).

The height of the cylinder was set to 38 mm in all cases, while the diameter

was changed (7.5 mm, 15 mm, 30 mm, 60 mm). Volumes and positions were

specifically chosen to have negligible overlapping counts arising from different

sources (taking into account the partial volume effect). For each cylinder a cap

was provided. Two types of cylinder cap were designed, one for containing a

resin and one for injection of solution (through a small hole).

Each cylinder was filled with a 187.5 kBq/mL activity concentration of pure
131I radioactive solution. Small quantities of inactive iodine (KI 10 µg g−1) in

a slightly basic solution (NaOH 0.1 mol dm−3) were added, in order to obtain

homogeneous and stable solutions. The phantom was filled with tap water.

Activities were measured, among the partners, using a radionuclide calibrator

that has a traceable calibration (using a primary or secondary standard from

a metrology institute). Because of this condition was not fulfilled in AUSL di
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Figure 4.9: Captures of (a) phantom with 131I cylinders during assembly and (b)

phantom with 133Ba during the SPECT/CT acquisition.

Reggio Emilia hospital, an aliquot with ∼1 mL of solution was sent to the UK

national metrological institute (the National Physical Laboratory, Teddington,

UK).

SPECT/CT acquisitions and reconstructions were performed according to

Table 4.5. In order to check the peak position, peaking of the SPECT/CT sys-

tem (without collimators) was performed before measurements (Figure 4.10a)

using a point-source like geometry with ∼1 MBq of 131I.

Ba-133 phantom preparation and acquisition

In each site, the two sets of 4 133Ba were mounted in a water-filled Jaszczak

cylinder (Figure 4.9b), in the same order and position as in the 131I phan-

tom. Activities of CEA sources were about 2-fold the activities of the CMI

sources. Details on the geometry of the sources and the respectively activities

are provided in Table 4.6.

SPECT/CT acquisition and reconstruction parameters are reported in Ta-

ble 4.5. Peaking of the 133Ba setup is shown in Figure 4.10.

In order to compare the differences between the 131I cylinders and the
133Ba surrogates, the “pseudo-ICFs” were calculated using Eq. 4.1. The prefix

“pseudo-” was added because it was not a calibration (the pseudo-ICFs were

calculated for each cylinder). To find a cross-calibration factor between 133Ba

and 131I, a regression analysis was performed once with intercept set to zero,
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Table 4.5: SPECT/CT acquisition and reconstruction parameters for 131I and
133Ba sources.

Ba-133 I-131

Collimator High energy High energy

No. energy windows 3 3

Photopeak energy

(keV)
356 ± 7.5% 364.5 ± 10%

Lower scatter energy

(keV)
321 ± 2.5% 317.1 ± 3%

Higher scatter energy

(keV)
403 ± 5% 411.9 ± 3%

Flood uniformity
As per clinical imaging

protocol for I-131

As per clinical imaging

protocol for I-131

Matrix 128 128

SPECT Movement Body contour Body contour

No. projections 120 (60 per detector) 120 (60 per detector)

Time/projection 30 s 30 s

CT Standard low-dose Standard low-dose

Peaking Activity 1 MBq 1 MBq

Iterations 30 30

Subsets 2 2

Table 4.6: Specifications of the cylindrical solid 133Ba sources.
Diameter

(mm)

Length

(mm)

Volume

(cm3)

CMI Activity (kBq)

at 37/7/2018

CEA Activity (kBq)

at 15/05/2018

7.5 38.0 1.68 161.9 ± 1.8 341.8 ± 8.9

15.0 38.0 6.72 674.2 ± 7.4 1377.0 ± 35.8

30.0 38.0 26.9 2685 ± 30 5280 ± 137

60.0 38.0 107.4 10710 ± 118 20860 ± 542
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Figure 4.10: Siemens Symbia T2 (site: AUSL di Reggio Emilia) peaking of a) 131I

point-like source and b) 133Ba small source.

and one with open intercept.

4.2.2 Results

An axial slice of the SPECT/CT image of the 131I and 133Ba cylindrical inserts

is shown in Figure 4.11.

For 133Ba, the mean pseudo-ICFs between CMI and CEA sources were cal-

culated. Figure 4.12 shows the pseudo-ICFs of 131I and 133Ba for each system.

The pseudo-ICFs of 131I are higher than those of 133Ba for all reconstructions

and systems. As in the previous study 4.1, equivalent setups yield comparable

pseudo-ICFs /e.g. GE TEW RR and Siemens TEW RR). To quantify this

difference, the ratio between 133Ba and 131I based ICF for each imaging setup

and source was calculated. For each imaging setup, the mean value of the ratio

of all sources are shown in Figure 4.13. The ratios range between 0.6 and 0.9,

the overall mean ratio lies at 0.74 ± 0.12.
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Figure 4.11: Siemens Symbia T2 (site: AUSL di Reggio Emilia) SPECT/CT fusion

of a) 131I cylinders and b) 133Ba sources.

Figure 4.14a shows the regression analysis with intercept set to zero, while

Figure 4.14b the regression analysis with intercept be fitted.
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Figure 4.12: Pseudo-ICF of 131I (dashed lines) and 133Ba (solid lines). Color shades

indicate different systems and reconstuctions (Green: GE TEW RR; Red: Siemens

TEW RR; Blue: Hermes)

4.2.3 Discussion

In this study, a mean value of 0.74 ± 0.12 was found for the ratio between the

ICFs for both radionuclides. In contrast, the regression analysis yielded values

of 0.71 ± 0.01 (with intercept zero) and 0.70 ± 0.02 (with intercept fitted).

Interestingly, this value is in good agreement with the ratio of the emission

probabilities, which are 62.1% for the 356.0 keV peak of 133Ba and 81.2% for

the 364.5 keV peak of 131I, leading to a ratio of 0.764.
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Figure 4.13: Mean value of the ratios between 133Ba and 131I based ICFs of all

sources, for each imaging setup. The red bar is the overall average value.

4.3 Cross comparison of dosimetry calculations

Dosimetry calculations in MRT can be described theoretically in a relative

straightforward manner by the MIRD schema (see Paragraph 1.6). However,

in reality dosimetry calculations are a complex series of functions governed

by practical considerations which vary between centres that may use different

imaging systems, calibration systems, analysis software and dosimetry systems.

As such it has proven very challenging for the project to compare dosimetry

techniques in MRT dosimetry.

A cross-comparison exercise based on real clinical functional images was

performed in order to compare the accuracy and uncertainty of dosimetry cal-

culations among several clinical groups within the project.

The aim of this comparison was to improve the accuracy in the calculation

of dose. For this purpose, differences of the time-activity curve integration

between different software solutions were evaluated and how error propagation

of the integration of the TAC is handled by different software solutions was

investigated.
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Figure 4.14: Regression analysis of the pseudo ICFs of 133Ba and 131I, with a)

intercept set to zero and b) intercept fitted.

4.3.1 Material and methods

For this study, two patient dataset with multiple post-therapeutic SPECT/CT

images were distributed to project partners. Patients were enrolled at AUSL di

Reggio Emilia hospital. Commercial project partners were excluded from this

exercise due to restrictions with respect to patient data protection and each site

had to agree to the terms and conditions set by the AUSL di Reggio Emilia

IRB. Initially, 10 sites were considered in the exercise. Table 4.7 shows the

characteristics in term of input images and outputs of all the software solutions

used by the partners involved in this exercise. Only software 1-6 took part in

this comparison. S8 and S9 were not able to correctly “read” the SPECT/CT
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Table 4.7: Input image type and calculation modality of the software used by

partners.
Software Type Input images Output TIAC

S1 In-House Multi-SPECT Voxel-wise

S2 In-House Multi-SPECT Voxel-wise

S3 In-House Multi-SPECT Organ-wise

S4 In-House Multi-SPECT Voxel-wise

S5 Commercial Multi-SPECT Organ-wise

S6 In-House Multi-SPECT Organ-wise

S7 In-House
1 SPECT +

multi-planar
Organ-wise

S8 Commercial Multi-SPECT Organ-wise

S9 Commercial Multi-SPECT Organ-wise

S10 In-House
1 SPECT +

multi-planar
Organ-wise

images provided, while S7 and S10 were excluded because of they needed planar

images to perform dosimetry.

Patients were already enrolled in a clinical trial, as described in 1.7. Each

datasets consisted of the reconstructed SPECT images, the reconstructed SPECT

images registered to the first SPECT/CT time point, the VOI outlines (drawn

in AUSL di Reggio Emilia), low dose CT acquired for attenuation correction and

the calibration factor (28.5 Bq/Counts). Each of the 5 sequential SPECT/CT

images were included in the datasets. Axial slice capture of the SPECT/CT

fusion for the 24 h p.i. time-points are shown in Figure 4.15.

Analysis was performed on kidneys, liver (both health and tumours) and

spleen.

According to the ability of each software to correctly read the pre-registration

of the fusion images or to output a voxel-based or organ-based integration, re-

sults were labelled in four categories:

1A: In-house registration + voxel-wise TAC fitting

1B: Pre-registered dataset + voxel-wise TAC fitting



4.3. CROSS COMPARISON OF DOSIMETRY CALCULATIONS 125

2A: In-house registration + organ-wise TAC fitting

2B: Pre-registered dataset + organ-wise TAC fitting

In this exercise only the TIACs were evaluated and compared.

Figure 4.15: Image captures of hybrid SPECT/CT axial slices of patients for the

cross comparison of dosimetry calculation systems.

4.3.2 Results

A survey among all participating sites to get an overview on how each software

performed integration of the time-activity curves was conducted:

S1: The site provides only voxel-based TIACs. The TIACs in each voxel

were obtained using the effetive tail calculated with a bi-exponential fit

of the organ activities. TIACs were calculated, for each voxel, using the

trapezoidal method up to the last time-point and analytically beyond this

time-point. The site performed one calculation using the pre-registered

dataset with a recovery coefficient based partial volume correction. In

addition, the site used the original VOIs.

S2: The site performed TAC integration using their in-house solution based

on the Geant4 Monte Carlo code. Registration of NM data was per-

formed using a non-rigid algorithm. The best fit function (linear uptake

+ mono-exponential or mono-exponential only) was automatically cho-

sen by the software. An effective exponential tail was calculated with
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a mono-exponential fit of the last two points of the time activity curve.

The provided VOIs were used.

S3: The site provided two organ-based datasets (self-registered and pre-registered)

per patient. The provided VOIs were used for the analysis. Integration

was performed using either a mono- or bi-exponential function chosen by

the user, with a linear uptake assumed if appropriate.

S4: The site provided two voxel-based datasets (self-registered and pre-registered)

per patient. Trapezoidal integration was performed up to the maximum

value and a mono-exponential fit was applied to the remaining data

points. If the first time point was the highest value, then a monoex-

ponential fit was applied only.

S5: The site performed both voxel-based and organ-based dosimetry. Two

voxel-based datasets (self-registered and pre-registered) were calculated,

using PLANETDose (DOSIsoft, France) per patient. Two organ-based

datasets (self-registered and pre-registered) per patient were also calcu-

lated. Manual segmentation was performed on the CT data with each

organ being registered independently prior to the dosimetry calculation.

No detailed explanation on the fitting was provided by the vendor.

S6: The site provided two organ-based datasets (self-registered and pre-registered)

per patient. The site performed manual segmentation on the CT data

with each organ being registered independently. Curve fitting and inte-

gration was performed using bi-exponential function.

The results of the TIACs are shown in Figures 4.16-4.18 (separately for

kidneys, liver and spleen).

4.3.3 Discussion

All software solutions in this exercise used a different methodology of TIAC

calculations. These heterogeneity of methods might explain the considerable

differences observed among the software. Deviations up to 50% were observed

for the mean value of the TIAC in the same organ. Different registrations and
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Figure 4.16: Results for each software of TIACs (h) for kidneys (sum of both

kidneys) in the 2 patients. In bracket the integration and registration: 1. Voxel-

based TAC fitting. 2. Organ-based TAC fitting. A: SPECR registration by the site.

B: Pre-registered data were used. The mean data and the standard deviations are

shown in the last columns.

VOIs were also used among the sites, which makes comparison even more chal-

lenging. In addition, a calculation of the error propagation is not implemented,

thus making it even more difficult to check the validity of the results.

The necessity of standardization, especially in voxel-level calculations, is

probably the main conclusion of this study. The lack of a generally accepted

VOI format is also something that need to be managed to, especially to perform

multi-sites comparisons.

Uncertainty of calculated dose should be provided to evaluate the accuracy

of calculations. However, most of the software are not still able to provide

them. Effort to fill these gaps needs to be performed.
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Figure 4.17: Results for each software of TIACs (h) for total liver (both health

and tumours) in the 2 patients. In bracket the integration method and image

registration: 1. Voxel-based TAC fitting. 2. Organ-based TAC fitting. A: Image

registration provided by the site. B: Pre-registered images were used. The mean

data and the standard deviations are shown in the last columns.
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Figure 4.18: Results for each software of TIACs (h) for spleen in the 2 patients.

In bracket the integration and registration: 1. Voxel-based TAC fitting. 2. Organ-

based TAC fitting. A: Image registration provided by the site. B: Pre-registered

images were used. The mean data and the standard deviations are shown in the

last columns.
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Chapter 5

Correlation of dose with organ

toxicity in PRRT

As previously stated, the aim of any radiotherapy is to deliver a high dose

of radiation to the tumour while keeping the absorbed dose to normal tissues

within acceptable limits. In this setting, dosimetry plays a role of particular

importance since absorbed dose is the main physical quantity able to estimate

the effect of the treatment. In case of PRRT, treatment is generally well toler-

ated by patients even if adverse effects may occur. The more serious side effect

in PRRT is the renal radio-toxicity. The radiopharmaceutical is eliminated by

renal excretion, but renal retention of the radioactivity occurs. Haematolog-

ical toxicity is another important side effect of PRRT. A transient decrease

in platelet and leukocyte count is often observed, but patients usually recover

between treatment fractions. In some patients more severe bone marrow de-

pression has to be managed.

For that reason, it is very important to be able to predict the tolerance in

critical organs at risk from the administered radioactivity. This relies on a well

established understanding of the behaviour of radiation beams in organs and

tissues. Furthermore, several results showed that absorbed dose alone may not

predict response to treatment, and that radiobiological quantities should be

utilised.

This work was carried out in collaboration with the Istituto Europeo di

Oncologia (Milan, Italy).

131
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5.1 Background

5.1.1 Radiobiology aspects

Radiobiology investigates the interactions between ionizing radiation and living

systems, and the consequences of these interactions. Ionizing radiation deposits

energy into a material as it passes through it. Although all molecules can be

damaged by radiation, DNA molecules that carry genetic information are the

most probable targets. Radiation may damage a part of the DNA molecule

and can cause cell death or malign transformation. Dead cells are normally

eliminated by the organism. However, if the number of cell deaths exceeds a

certain limit, they will affect the proper functioning of the organism and can

kill it.

The interaction of radiation with cells can be considered as either direct

or indirect. In the first case, the radiation directly affects DNA molecules

via the photoelectric effect and Compton interactions. In the case of indirect

interaction, the radiation will ionise other atoms or molecules within a cell (i.e.

water) leading to the formation of free radicals and the resulting molecular

damage caused by their interactions with the chemical bonds along the DNA

chain. Free radicals do not occur solely as a result of irradiation, but their

formation occurs continuously in the cells. It has been estimated that between

10,000 and 150,000 oxidative interactions occur between DNA and free radicals

per human cell per day, as a result of the normal metabolic processes.

Linear Quadratic Model (LQM)

In describing the response of cells to radiation, a number of different models

have been proposed. Of these, the Linear Quadratic Model (LQM) developed

by Douglas and Fowler in 1972, is the most widely established. This model

assumes that the DNA can be damaged by a single interaction or two double

strand breaks in the same DNA strand. While a single double strand break can

usually be repaired by a cell, two double strand breaks can cause the cell to die.

Lethal damage caused by single interactions, such as mutations of vital genes,

are assumed to be linearly related to the dose D via αD, whereas lethal damage

caused by two double strand breaks show a quadratic relationship with dose
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βD2. Thus, the basic equation describing the relation between the surviving

fraction (SF) and the radiation dose D is expressed as:

SF = e−αD−βD
2

(5.1)

The α and β coefficients are tissue specific. The term α is called intrinsic

cell radio-sensitivity and the term β cell repair capability. The α/β ratio is

the dose for which the number of acutely responding cell deaths is equal to

the number of late-responding cell deaths (the dose for which the linear and

quadratic components of cell death are equal). Figure 5.1 shows the linear

and the quadratic components of a typical survival curve for an irradiated

population cell.

Figure 5.1: Linear and quadratic components of the survival fraction as a func-

tion of absorbed dose. Source: Basic Radiation Oncology, Springer-Verlag Berlin

Heidelberg 2010.

Tissues with high α/β ratio show a fast-acting response to the radiation,

while tissues with low α/β ratio have a longer time of repair leading to ac-

cumulate sub-lethal damages. The α/β ratio is generally higher for tumours

(typical range 5-25 Gy) than for late-responding normal tissues (typical range

2-5 Gy).

If the absorbed dose D is delivered over a time T equal or longer than the time
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of repair Trep, in Eq 5.1 an additional parameter associated with the quadratic

component is introduced to include the repair of non lethal damages:

S = e−αD−g(T )·βD
2

(5.2)

where g(T) is a function of the time that ranges between 0 and 1. When the

duration T of the protracted dose D become significantly long compared with

the repair half-time, then g(T) can be approximated by the expression:

g(T >> Trep) =
λe

λe + µ
=

Trep
Trep + Teff

(5.3)

where µ is the rate of repair of sublethal damage (µ = log(2)/Trep) and λe
is the effective decay rate in the tissue (λe = log(2)/Teff ).

Biological Effective Dose (BED)

The total absorbed dose alone is not enough to predict the response. For exam-

ple dose-rate, fractionation scheme or tissue radiosensitivity will all play a part

in determining the response to radiation. Thus, a number of further param-

eters, as the Biological Effective Dose (BED) [81] are introduced to quantify

the impact of radiation of the tissue or tumour. The BED is defined by the

following expression:

SF = e−αBED (5.4)

BED represents the dose producing the same biological effect obtained under

different irradiation condition, thus it allows to inter-compare different treat-

ment types.

Using Eq. 5.2 BED can be expressed as:

BED = D

(
1 +

g(T )

α/β
D

)
(5.5)

Hence, BED depends on the radiobiological parameters α and β that are specific

of the tissue and are related to the repair mechanisms, as it is shown in Figure

5.2.
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Figure 5.2: BED for different values of α/β ratio (A) and Trep (B).

Using Eq 5.3 and in the general case of multiple cycles, BED can be expressed

as:

BED =
∑
i

Di +
β

α
· Trep
Trep + Teff

·
∑
i

D2
i (5.6)

where Di is the absorbed dose in the i-th cycle.

5.1.2 Evaluation of toxicity

As mentioned above, PRRT with 90Y and 177Lu provides acceptable renal and

haematological toxicity in the majority of patients. However, cases of serious

kidney injury have been reported, especially after treatment with 90Y .

Toxicities and adverse side effects are generally evaluated according to Com-

mon Terminology Criteria for Adverse Events (CTCAE) version 4.03.

Kidneys Radiation may damage nephrons, the basic structural and func-

tional units of the kidney. Nephrons consist of glomeruli and tubuli, which

are responsible for filtration and reabsorption, respectively. Renal uptake of

radiopeptides in kidneys can be reduced using positively charged amino acids,

such as L-lysine and/or L-arginine, which inhibit the proximal tubular reab-

sorption of the radiopeptide. Despite the co-administration of these amino

acids leads to a significant reduction in the renal absorbed dose up to 40-60%,

kidneys remain the principal organ at risk for PRRT, and their functionality



136CHAPTER 5. CORRELATION OF DOSE WITH ORGAN TOXICITY IN PRRT

Table 5.1: CTCAE Common Terminology Criteria for Adverse Event versions

4.03 for acute and chronic renal disorders after PRRT.
Renal and urinary disorders

Grade

Adverse Event 1 2 3 4 5

Acute kidney

injury

Creatinine (Cr) level

increase of > 0.3

mg/dL; Cr

1.5 - 2.0 × above

baseline

Cr 2 – 3 ×

above baseline

Cr > 3 ×

baseline or > 4.0

mg/dL;

hospitalization

indicated

Life- threatening

consequences;

dialysis indicated

Death

Definition: a disorder characterized by the acute loss of renal function and is traditionally classified as pre- renal (low

blood flow into kidney), renal (kidney damage) and post-renal causes (ureteral or bladder outflow obstruction).

Chronic kidney

disease

eGFR (estimated

Glomerular

Filtration Rate) or

CrCl (creatinine

clearance) < LLN-

60 ml/min/1.73 m2

or proteinuria 2+

present; urine

protein/creatinine

> 0.5

eGFR or CrCl 59-

30 ml/min/1.73 m2

eGFR or CrCl

29-15

ml/min/1.73 m2

eGFR or CrCl < 15

ml/min/1.73 m2;

dialysis or renal

transplant

indicated

Death

Definition: a disease was defined based on the presence of kidney damage or glomerular filtration rate (GFR < 60 ml/min

per 1.73 m2 ) for 3 months, irrespective of cause, and was classified into five stages based on the level of GFR.

need to be monitored during the treatment. Renal function is usually assessed

by means of laboratory tests (creatinine) or calculation of creatinine clearence,

which is the main parameter to estimate the glomerular filtration. Table 5.1

shows CTCAE 4.03 criteria.

In particular, the creatinine (Cr) is used to evaluate the acute toxicity, while the

creatinine clearence (CrCl) the chronic toxicity. CrCl can be assessed according

to the Cockcroft-Gault formula [86]:

CrCl(ml/min) =
(140− age(y)) · weight(kg)

72 · sCr(mg/dL)
· [0.85 if female] (5.7)

where sCr is the serum creatinine concentration in urine samples.

Several studies have published results about renal toxicity. Cremonesi et al. [87]

reviewed the main results in the literature. Figure 5.3 summarizes the toxicity

rates related to PRRT with 90Y-DOTATOC, 90Y-DOTATATE and 177Lu-

DOTATATE and the combination of 90Y- DOTATOC and 177Lu-DOTATATE.

Yellow, orange and red bars indicate grades I-II, III, and IV-V, respectively.

Serious kidney toxicity was observed mainly in patients treated with 90Y alone
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and 90Y+177Lu, while severe nephrotoxicity was virtually absent after treatment

with 177Lu-labelled peptides.

Figure 5.3: Renal toxicity rates reported in several studies of PRRT with 90Y-

DOTATOC, 90Y-DOTATATE, 177Lu- DOTATATE and the combination of 90Y-

DOTATOC and 177Lu-DOTATATE. Source: Cremonesi et al. Eur J Nucl Med Mol

Imaging. 2018

RedMarrow Although kidneys are the main dose-limiting organ in PRRT,

side effects on red marrow were reported and must to be taken into account.

Red marrow toxicity results from damage to haematopoietic tissue. Different

grades of toxicity can be evaluated monitoring the variation of homoglobin,

platelet and leukocyte according to CTCAE criteria in Table 5.2.

Severe bone marrow toxicity, mostly reversible, is observed in less than 10–13%

of treatment cycles with 90Y-DOTATOC and in 2–3% of cycles with 177Lu-

DOTATATE [88]. However, relationship between red marrow toxicity and ab-

sorbed dose are difficult to be evaluated, because of doses are very low and

differences in absorbed dose among individual radioresistance prevails over dif-

ferences in irradiation effects. Red marrow dosimetry estimates are generally

based on the blood activity measurements, assuming the same activity concen-
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Table 5.2: CTCAE Common Terminology Criteria for Adverse Event versions

4.03 for bone marrow disorders after PRRT.
Blood and lymphatic system disorders

Grade

Adverse Event 1 2 3 4 5

Anemia

Hemoglobin (Hgb)

< LLN – 10.0 g/dL;

< LLN – 6.2 mmol/L;

< LLN - 100 g/L.

Hgb < 10.0-8.0 g/dL;

< 6.2-4.9 mmol/L;

< 100-80 g/L.

Hgb < 8.0 g/dL;

< 4.9 mmol/L;

< 80 g/L;

transfusion indicated.

Life- threatening

consequences;

urgent intervention

indicated.

Death

Definition: a disorder characterized by a reduction in the amount of hemoglobin in 100 ml of blood.Signs and symptoms

of anemia may include pallor of the skin and mucous membranes, shortness of breath, palpitation of the heart, soft

systolic murmurs, lethargy and fatigability.

Platelet

count

decreased

< LLN – 75.000/

mm3; < LLN –

75.0 × 109/L.

< 75.000 – 50.000/

mm3; < 75.0 – 50.0

× 109/L.

< 50.000 – 25.000/

mm3; < 50.0 – 25.0

× 109/L.

< 25.000/ mm3;

< 25.0 × 109/L.

Definition: a finding based on a laboratory test results that indicate a decrease in number of platelets in a blood

specimen.

Leukocytosis - - > 100.000/mm3

Clinical manifestation

of leukocytosis;

urgent intervention

indicated.

Death

Definition: a disorder characterized by laboratory test results that an increased number of white blood cells in the blood.

tration in blood and marrow.

The first study about this relationship was published by Ferrer et al. [89], who

found association between activity concentrations in the blood and red mar-

row aspirates. Del Prete et al [90] reported a moderate association between

the red marrow absorbed dose and the variation of platelet 4 weeks after the

therapy. However, no correlation between red marrow absorbed dose and acute

haematological toxicity has been reported so far.

Normal Tissue Complication Probability (NTCP) model

The LQM allows to calculate the surviving fraction of a collection of cells and,

using BED, to include information regarding the radiobiological response of the

cells. In this pattern, it is very useful while treatment planning to estimate the

probability of rising side effects in organ at risk. NTCP assigns a probability

of a certain complication associated with a treatment plan derived from data

and outcome of a large population.

One of the first NTCP model was proposed by Lyman in 1985 and extended

by Kutcher and Burman in the 1980s and 1990s. The NTCP is a function of

the total dose, fraction dose, fraction number and the volume of tissue exposed
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to the radiation. The following expression was proposed in EBRT for uniform

irradiation, with a a total absorbed dose D delivered at 2 Gy/fraction:

NTCP (t) =
1√
2π
·
∫ t

−∞
e−

s2

2 ds (5.8)

with

t =
D − TD50,5(v)

m TD50,5(v)

(5.9)

and

TD50,5(v) = TD50,5(1) v−n (5.10)

where m is the steepness of the dose-effect curve, TD50,5(1) is the dose value

where 50% of the population exhibited renal complication within 5 years for a

uniform whole-organ irradiation, n is the volume-effect parameter. In order to

successfully use NTCP models in the clinic, the model parameters have to be

determined by fitting the results obtained from a large patient population.

NTCP models have been largely used in EBRT and, in recent years, these

models were also applied in PRRT. Despite a number of evaluations of the

correlation between absorbed dose and response has been performed, there are

no established dose limits for bone marrow and kidneys for PRRT, so such

data has to be extrapolated from EBRT. However, data from EBRT cannot

be directly applied to PRRT due to the intrinsic differences between external

and internal radiotherapy: different dose rates and fractionation schemes, an

inhomogeneous absorbed dose distribution and possibly different radiobiologi-

cal mechanisms of cytotoxicity resulting in varying biological effects. For that

reason, BED was used in lieu of the absorbed dose to extrapolate the dose limit

established with EBRT for PRRT. The first study suggesting a dose–effect re-

lationship for kidney in PRRT was performed in 2005 by Barone et al. [82].

This study suggested to use the BED in lieu of the absorbed dose to achieve a

stronger dose-effect relationship. According to the literature data in EBRT, a

dose in the range of 23-27 Gy causes toxicity effect in 5% of patients [91][92].

However, due to the intrinsic differences between EBRT and PRRT, the BED

was used. Therefore, the limit value of BED were 40 Gy (which corresponds

to 23 Gy of dose)[93] and 46 Gy (which corresponds to 27 Gy of dose)[94].
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MIRD pamphlet No. 20 [83] showed the NTCP for kidney extrapolated from

a sample of 20 patient undergone to 90Y PRRT. This curve was compared

with the one derived for EBRT. The two curves for EBRT and 90Y -DOTATOC

nearly coincided when BED was used, while they were shifted when dose was

used.

Figure 5.4: Dose–response curve for kidneys after ERBT and 90Y PRRT, as a

function of the absorbed dose on the left and the BED on the right. Adapted from

MIRD No. 20, J Nucl Med 2008.

5.2 Material and methods

5.2.1 Clinical trial

This study was conducted on a sample of 64 patients enrolled in the PRRT

clinical trial described in Paragraph 1.7 (Trial A).

5.2.2 Image acquisition and dose calculation

Multi-modal images were acquired using the dual head Symbis T2 camera

(Siemens Medical Solutions, Germany). For more details about the acquisi-

tion settings, see Paragraph 3.3. According to the trial design, absorbed doses

for liver, spleen and kidneys were calculated using the organ level dosimetry

software OLINDA/EXM 1.1. Red marrow absorbed dose calculation was based

on the blood measurements. In particular, blood samples were drawn at 0.16,
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0.67, 2, 4, 8, 20 and 40 h after the administration at the first cycle. Activity in

the blood samples were measured using a HPGe detector (Camberra Industries,

USA). The mean absorbed dose to the red marrow was calculated based on the

blood model, therefore assuming equal activity concentration in marrow and in

the blood, as discussed above (Paragraph 5.1.2) and according to the formula:

TIACRM =
mRM

mblood

· TIACblood (5.11)

5.2.3 Assessment of toxicity

In order to evaluate the functionality of organs at risk (kidneys and red marrow)

patient blood samples were analysed every two weeks during PRRT and every

month up to at least 6 months after the last injection. The grade of possible side

effects were estimated based on the CTCAE 4.03 criteria reported in Paragraph

5.1.2.

5.2.4 Data analysis and statistics

Mean and median values, standard deviation and range were used to visualize

distribution of data. The t-test was used to statistically compare different

groups of patients. Box-plots were used to visualize data distributions. The

statistical analysis was performed in Matlab.

5.3 Results

In the majority of patients, 2 cycles of 90Y-DOTATOC and 3 cycles of 177Lu-

DOTATOC were used. Table 5.3 shows the mean value, standard deviation,

median and range of administered activities and number of cycles.

Table 5.3: Treatment administered activities and number of cycles.
Isotope Mean ± SD Median Range

Administered activivty
177Lu 7.1 ± 7.8 5.6 0 - 33.5
90Y 2.9 ± 3.9 1.7 0 - 16.6

No. of cycles
177Lu 2.8 ± 1.3 3 1 - 7
90Y 2.6 ± 1.2 2 1 - 5
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Average patient age was 61±12 y, with median = 62 y and range = 26-84 y.

Table 5.4: Patients characteristics concerning

the kidneys risk factors.
Characteristics no. of pts

Gender

Male 31 (48%)

Female 33 (52%)

No Risk Factors 37 (58%)

Risk Factors 23 (36%)

Hypertension 23 (36%)

Diabetes 2 (3%)

Previous chemotherapies 10 (16%)

LLC 1 (2%)

Previous radiotherapies 1 (2%)

Hyperglycemia 1 (2%)

Age > 80 y 1 (2%)

The cohort of patient were

labelled and differentiated be-

tween patient with No Risk

Factors (No-RF) and Patient

with Risk Factors (RF).

Table 5.4 summarizes pa-

tients characteristics concern-

ing renal risk factors. In par-

ticular, 37 patients were in

the group of No-RF, 23 pa-

tients in the group of RF,

2 patients were excluded be-

cause of the lack of follow-up

and 2 patients were excluded

because of outlier in the re-

lation dose-toxicity. Different

administrations were planned

depending on the presence

risk factor: the renal BED

limit was 46 Gy for patients with No-RF, and 28 Gy for patients with RF.

5.3.1 Evaluation of toxicity

Evaluation of toxicity was performed as described in 5.1.2. As an example, a

representative case for each biological parameter was reported.

Based on Hgb, Case A (Figure 5.5) showed no red marrow toxicity up to

the third cycle. From the third cycle onward, Hgb decreased leading to a grade

1 toxicity. Hgb continued to decrease after the end of the therapy, involving

toxicity of grade 2.

Blood samples in Case B (Figure 5.6) showed a progressive decrease in the

number of platelets. However, PLTs levels stay within the normal values (150-

400 · 103/mm3) up to the last cycle. After the end of the therapy, the PLTs

level fell below the limit of ordinary values in two measurements. The number
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Figure 5.5: Hemoglobin level as a function of time after injection in a representative

patient (Case A). The red and blue lines are the minimum and maximum interval

of ordinary values (i.e. no toxicity).

Figure 5.6: Platelets level as a function of time after injection in a representative

patient (Case B). The red line is the minimum level of ordinary values (i.e. no

toxicity).

of PLTs slowly increased later on. The overall PLTs toxicity assigned was grade

1.

Renal toxicity was evaluated monitoring creatinine (Cr) and creatinine

clearance (ClCr) levels, according to Table 5.1. Cr measures the acute tox-

icity, while CrCL the chronic toxicity. As an example, evaluations of Cr for

Case C is shown in Figure 5.7. During the entire time of evaluation, the Cr
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Figure 5.7: Creatinine level as a function of time after injection in a representative

patient (Case C). The red and green lines are the minimum and maximum interval

of ordinary values (i.e. no toxicity). Dotted lines indicate the interval corresponding

to toxicity effect with grade 1.

level progressively increased. After the third cycle, an acute kidney toxicity of

grade 1 was observed (Cr level is between 1.2 and 1.45 mg/dL). Cr exceeded

the latter value after the 60th week, leading to a grade 2 acute toxicity.

5.3.2 Correlation between dose and red marrow toxicity

In this paragraph the relation between absorbed dose and red marrow toxicity

is shown. As discussed above, red marrow toxicity was evaluated according

to either PLTs or Hgbs. The ratios between each value of PLT (as well as

Hgb) and the baseline value were calculated. Figure 5.8 shows the relation

between PTLs toxicity and red marrow absorbed dose, while Figure 5.9 shows

the relation between PTLs toxicity and red marrow absorbed dose.

5.3.3 Correlation between dose and renal toxicity

Figure 5.10 shows relation between renal BED and creatinine variation. An

increase of the creatinine value is indicative of renal impairment, since the Cr

is a substance to be eliminated by kidney. Therefore, a creatinine increase is

indicative of renal toxicity. However, association between BED and creatinine

variation was not statistically significance (p-value = 0.815).
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Figure 5.8: PLTs toxicity grade as a function of red marrow absorbed dose.

Figure 5.9: Hgb toxicity grade as a function of red marrow absorbed dose.

A decrease of the CrCl is indicative of renal impairment, since the CrCl

evaluates the renal filtration capacity. Therefore, a CrCl decrease is indicative

of renal toxicity. Creatinine clearence loss (CCL) was monitored as a function

of time. Different CCL curves were observed for patients with risk factors and

patients with no risk factors, as shown in Figure 5.11.

CCL was approximately the same 6 months after the therapy for patients

with RF and patients with No-RF. However, CCL is progressively higher for

patient with RF and after 24 months of follow-up there is a consistent increase

of CCL for patient with RF, while there is a recovery of CrCl for patients with

No-RF.

Figure 5.12 shows the frequency of chronic renal toxicity in the sample of

patients.
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Figure 5.10: Final/basal Cr ratio as a function of renal BED.

Figure 5.13 shows the probability of developing chronic renal toxicity with

grade 0 (No toxicity), 1 or ≥ 2 during the whole treatment as a function of

absorbed dose. Two different analysis were performed for patients with RF and

patients with No-RF. There is not a significantly distinct trend between the

two groups of patients.

Probability of chronic renal radio-toxicity was calculated for each class of

patients (RF and No-RF). However, no statistically differences were observed.

Probably, the limited number of patients, in particular at high absorbed doses,

and the presence of few cases without toxicity despite the high absorbed dose

and the presence of risk factors could influence the absence of such distinction.

For that reason, NTCP was derived including all patients. NTCP curve is

shown in Figure 5.14.

Box-plots in Figure 5.15 show distribution of dose and BED between pa-

tients who developed toxicity and patient who did not. Differences between

median values were statistically compared with a t-test. The test resulted
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Figure 5.11: CrCl loss (CCL) as a function of months after the end of the treatment.

Patients with RF (red line) and patients with No-RF (blue line) were separately

considered.

Figure 5.12: Frequencies of chronic renal toxicity grades.

statistically significant for each case analysed (all patients, RF, No-RF). This

result indicates that the mean absorbed doses and BED of the patients who

developed toxicity were always significantly higher than the absorbed doses of

the patients who did not develop toxicity.
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Figure 5.13: Probability of developing chronic renal toxicity during the treatment

as a function of renal absorbed dose. No-RF on the left and RF on the right. The

green area indicates the grade 0 of toxicity, yellow area grade 1 and red area grade

2 or higher.

Figure 5.14: Normal Tissue Complication Probability as a function of renal BED.

Dotted lines indicate the confidence intervals.
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Figure 5.15: Distribution of absorbed dose and BED in patients who developed

toxicity and patients who did not. Patients with RF, all patients and patient with

No-RF were separately considered. A t-test was used to compare the median values

of the distribution (p-values below the box-plots).

5.4 Discussion

Data in this retrospective study indicate that PRRT with 90Y and 177Lu-

peptides is safe and promising approach for the treatment of patients affected

by NETs. The results obtained reveals that this therapy can be safely applied

because no serious adverse effects were observed among the 64 patients anal-

ysed. However, due to their radio-sensitivity, kidneys remain the main critical

organs in PRRT and their functionality need to be monitored. Assessment of

risk factors is essential in evaluating renal toxicity, as kidney side effects may be

more probable in patients in whom these factors coexist. Correlation between

kidney toxicity and absorbed dose was investigated, with the aim of determine

a relation that allows to predict possible side effects for different treatment

schemes. In this framework, the LQ model was considered to evaluate the
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effect of the treatment schema.

Concerning red marrow, no correlation between hematological toxicity and

absorbed dose was found. Both platelets and hemoglobin were used for eval-

uation of red marrow toxicity. The lack of correlation might be due to the

inappropriateness of the blood model for calculation of red marrow absorbed

dose. Bone marrow dosimetry is difficult and find the best dose calculation

method is still an open problem. Another explanation for the lack of corre-

lation might be that bone marrow doses are very low and difference in dose

among individuals prevails over difference in irradiation effects.

As regards renal toxicity, correlations with absorbed dose were found. Pa-

tients with RF had wider reductions of creatinine clearence than did patient

with No-RF, especially 24 months after the end of the therapy. Patient with

No-RF instead showed a tendency towards recovery after 18 months. However,

the probability of showing side effects did not result higher for patient who

had RF than others. The limited number of patients, in particular at high

absorbed doses, and the presence of few cases without toxicity and presence of

risk factors might have been influenced the results.

The NTCP curve for kidney was successfully extrapolated to analytically as-

sociate renal toxicity and absorbed dose. Since no significant distinction were

observed between patients with RF and patients without them, NTCP in-

cluding the whole sample of patients was used to obtain an higher statistical

significance.

The results of this study have shown that calculation of absorbed dose in

PRRT can be used to predict the probability of side effects induced by the

therapy.
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Tumour Control Probability

Assessment of response is an important target that, together with with as-

sessment of toxicity, can be decisive in the success of the therapy. Predic-

tion of treatment efficacy before therapy allows to identify patients with hight

probability of response and to reject the ones who would be most likely non-

responders. Evaluation of response over time during the therapy can lead to

the optimization of the initial plan, by intensification of treatment in those

patients who are responding and eventual interruption or modification in those

patients with clear disease progression. Evaluation of response at the end of

the treatment might allow to outline the best strategy to apply after therapy.

Thus, TCP (Tumour Control Probability) curves, along with NTCP models,

are the key elements to improve efficacy of therapy.

The evaluation of response to PRRT is an important clinical problem, espe-

cially for the lack of reliable markers that can predict and evaluate therapeutic

response. Conventionally, tumour response is evaluated by means of morpho-

logical criteria, by measuring the tumour diameter. However, studies showed

that despite a clear improvement in symptoms for most patients treated with

PRRT, only a small percentage showed a significant decline in tumor size as

measured by CT [95][96]. Furthermore, improved quality of life after PRRT

was not clearly associated with a visible morphologic response to therapy [97].

Internal radiation therapy with high-energy β-emitters induces damage to tu-

mour cells during a relatively long period of time. Consequently, some degree

of necrosis will continuously accumulate, and on subsequent examination the

presence of necrotic and fibrotic tissue may cause the size of lesions to ap-

151
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pear unchanged. For these reasons, imaging methods of superior sensitivity for

monitoring the response to treatment among NET patients are necessary. PET

with 18F-FDG has become established as an indispensable tool for diagnostics

and therapy-monitoring of various tumour types [98]-[100]. However, NETs

showed low metabolic activity with 18F-FDG, and treatment response is diffi-

cult to assess [101]. Most NETs typically express high levels of somatostatin

receptors, therefore making the somatostatin receptor imaging a useful tool for

the diagnosis and staging of the disease in these patients. Some studies have

confirmed a possible role of SSTR (somatostatine receptor) based functional

imaging, such as the 68Ga-SST PET/CT, for imaging and quantitative assess-

ment of response, but to date this method is not used except in the experimental

clinical protocols [102][103].

TCP prediction models have conventionally focused on using “dosimetric”

predictors alone. The term “predictor” indicates a measurable datum that can

be used to predict an outcome. Thus, dosimetric predictors are those variables

that relate specifically to the delivery of radiation. “Non-dosimetric” or “clin-

ical” predictors include all other variables, such as age, sex or histology. As

radiation treatment outcomes are determined by complex interactions among

treatment, anatomical, and patient-related variables [104], recent approaches

have utilized increasingly data-driven models incorporating Machine Learning

tools in which both dose and other patients- or disease-based prognostic fac-

tors are included to improve outcomes prediction. Many researchers [105]-[110]

have investigated the application of Machine Learning in radiotherapy treat-

ment response and outcome predictions, however studies about PRRT are still

missing.

In this Chapter the relation between 68Ga-DOTATATE PET/CT and ab-

sorbed dose was evaluated with the aim to assess feasibility of using 68Ga-SST

PET/CT for monitoring and evaluation of treatment response. A statistical

approach based on Machine Learning was chosen to examine feasibility of pre-

dicting response by means of dosimetric and clinical variables.
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6.1 Background

Despite some evidences [95]-[97] indicate tumour size is not the optimal param-

eter for response evaluation in NETs, to date radiologic imaging techniques are

the best established criteria for tumour response evaluation in imaging studies.

For solid tumours, assessment of therapy response is based on the Response

Evaluation Criteria in Solid Tumours (RECIST). RECIST 1.0 criteria were

initially published in 2000 and updated in 2009 (RECIST version 1.1) [111].

Pauwels et al. [112] presented the first correlation between absorbed dose

and tumour reduction in a study of 13 patients affected by gastroenteropancre-

atic NET and treated with 90Y-DOTATOC PRRT. Relationship (R2=0.496)

between tumour volume reduction assessed by CT and absorbed dose was re-

ported.

One of the most relevant and cited study was published by Ilan et al. [113]

in 2015. This group reported correlation between absorbed dose and tumour

reduction for patients treated with 177Lu-DOTATATE. Tumour diameters were

evaluated according to RECIST. Patients were monitored at intervals of 6

months after the end of the therapy until disease progression/recurrence. Fig-

ure 6.1 shows the relation between the absorbed dose until best response and

tumour response, for tumour larger than 2.2 and 4.0 cm in diameter, respec-

tively.

Figure 6.1: Tumour response in relation to tumour absorbed dose (A) for lesions

with a diameter larger than 2.2 cm and (B) for lesions with a diameter larger than

4.0 cm. Source: Ilan et al. 2015.
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In contrast with these results, Del Prete et al. [90] found no correlation

between the relative lesion size variation and the cumulative lesion absorbed

dose in 36 measurable NET lesions in 15 patients. However, in 12 assessable

patients, a strong inverse correlation was found between the biochemical re-

sponse (relative chromogranin A variation) at 3 months and the cumulative

maximum tumour absorbed dose (Figure 6.2).

Figure 6.2: Relationship between (A) cumulative lesion absorbed dose and radio-

logical response (i.e. relative lesion size variation) and (B) cumulative maximum

tumour absorbed dose and relative chromogranin A variation on the right. Source:

Del Prete et al. 2017.

RECIST 1.1 has also been validated for NET patients within the NETTER-

1 trial [25].

Several studies investigate the feasibility of 68Ga PET/CT to predict the

treatment response [103][114]-[116], however, only a few studies examine re-

lation between absorbed dose and treatment response. Gabriel et al. [117]

reported no clear correlation between change in SUV and outcame parameters,

but they also affirmed 68Ga-PET to be useful as early predictor of progres-

sive disease by detecting new metastases. Gålne et al. [118] found significant

changes in tumour SUVmax for lesions characterized as in progression, stable

disease or in regression. Hence they depicted SUVmax as a valid marker for

monitoring the disease status.
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6.2 Material and methods

6.2.1 Patients and therapy

This study was conducted on a sample of 45 patients enrolled in the PRRT

clinical trial described in Paragraph 1.7 (Trial B). A total of 129 tumours were

considered. Only lesions with a volume larger than 2 mL were included. Table

6.1 shows the number of cycles and the administered activities of 177Lu- and
90Y-DOTATATE for the patient cohort.

Table 6.1: Administered activities and number of cycles of 177Lu- and 90Y-

DOTATATE for the patient cohort.
n cycles

177Lu

n cycles
90Y

Admin. Activity
177Lu (MBq)

Admin. Activity
90Y (MBq)

Mean 4.07 1.75 18.24 2.85

25th perc 4 1 14.93 1.85

75th perc 5 2 20.20 3.69

6.2.2 Image acquisition and Dosimetry

SPECT/CT acquisitions of abdomen, and also of thorax if necessary, were

performed as described in Paragraph 3.3.

Lesions were manually segmented on the fused SPECT/CT image acquired

24h p.i. by a nuclear medicine physician in the Velocity Workstation. Then

contours were duplicated and manually translated to match them with the

lesion volume on the other SPECT/CT images.

Fitting of the time-activity curves was performed using MATLAB Curve

Fitting Toolbox, TIACs were calculated analytically and absorbed doses were

calculated using the OLINDA1.1 sphere model. Activities were corrected for

PVE using the RCs derived from phantom measurements, as described in Para-

graph 2.2.

6.2.3 Evaluation of response

Each patient underwent 68Ga-DOTATATE PET scans before and at the end

of the therapy, according to the study protocol (Paragraph 1.7). Whole-body
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Table 6.2: PERCIST-derived criteria adopted to evaluate therapy response for

each tumour by 68Ga-DOTATATE PET/CT images.
Response MTV Other markers

Complete Response (CR) Disappearance of the lesion Disappearance of the lesion

Partial Response (PR) ∆MTV ≤ -48.8% ∆Marker ≤ -30%

Stable Disease (SD) -48.8% < ∆MTV <+119.7% -30% < ∆Marker <+30%

Progressive Disease (PD) ∆MTV ≥ +119.7% ∆Marker ≥ +30%

68Ga-DOTATATE PET/CT were acquired within 2 months preceding initial

therapy for baseline evaluation. After 3 months after the last therapy cycle,

each patient underwent follow-up with whole-body 68Ga-DOTATATE.

For each patient, a maximum of 5 lesions with the largest SUVmax and

volume larger than 2 mL at the PET/CT exam at baseline were selected. The

same lesions were evaluated at follow-up for assessment of response. Irregular

isocontour regions of interest were drawn over the target lesion at 40% [120] of

maximum pixel value within the tumour.

For each tumour, four markers were monitored at baseline and follow-up:

MTV (Metabolic Tumour Volume) - i.e. volume of the isocontour region, SU-

Vmax - i.e. maximum value of SUV in the isocontour region, SUVmean -

i.e. average value of SUV in the isocontour region and TLSR (Total Lesion

Somatostatine Receptor) - i.e. product between MTV and SUVmean.

Percentage variations of these markers between basal and follow up values

were calculated. The 68Ga-DOTATATE PET/CT findings were categorized as

Complete Response, Partial Response, Stable Disease or Progressive Disease

based on the criteria in Table 6.2. Criteria for assessment using MTV were

derived from RECIST1.1. Criteria for assessment using the other markers were

derived from PERCIST 1.0 [119]. RECIST 1.1 and PERCIST 1.0 describe

in detail the methods for assessment of the overall patient response to therapy

with CT and 18F-FDG PET, respectively. In this study, however, the variations

of the markers reported in Table 6.2 were used to categorize the response for

each lesion individually.

Finally, therapy outcome for each lesion was dichotomized as “Response” in

case of CR, PR or SD and “Non-Response” in case of PD.
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Table 6.3: Indicators used for Machine Learning classifiers.
Indicator Range

Grade G1, G2, G3

Primary site
Gastric, Lungs, Pancreatic, Paraganglioma,

Rectal, Renal, Small intestinal

Number of 90Y cycles 1 - 3

Number of 177Lu cycles 1 - 5

Cumulative 90Y injected activity 0 - 8.1 GBq

Cumulative 177Lu injected activity 10.9 - 31.5 GBq

Site Bone, Liver, Lung, Lymph node, Pancreas

Volume in SPECT/CT outline 1.5 - 274.8 mL

Cumulative absorbed dose 5.3 - 810.4 Gy

Basal SUVmax 5.5 - 190

6.2.4 Machine Learning analysis

Machine learning algorithms were used to build model of tumour response

prediction. The model combines 10 indicators (including both therapeutic and

biological markers) and classifies the tumour as responder or non-responder.

Table 6.3 shows all the indicators included in the model.

Sixteen supervised classifiers were included in the analysis. Each classi-

fier learned on a pre-labelled dataset of 129 tumours. Response was based

on the SUVmax variation, since SUVmax had shown the highest association

between marker variation and absorbed dose, compared to the other markers.

The prediction models were evaluated through a 5-fold cross-validation [121].

The original sample was randomly partitioned into 5 equal sized subsamples, a

single subsample was retained as the validation data for testing the model, and

the remaining 4 subsamples were used as training data. The cross-validation

process was repeated 5 times, with each of the 5 subsamples used exactly once

as the validation data. The 5 results were averaged to produce a single es-

timation. Performance of classification, for each classifier, were assessed in

terms of Accuracy, AUC (Area Under the Curve) of ROC (Receiver Operating

Characteristics) curve, Sensitivity (or True Positive Rate), Specificity (or True

Negative Rate) and BAR (Balanced Accuracy Rate). Accuracy and AUC are

commonly the most established methods for assessment of predictor perfor-
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mance. However, these parameters may not provide a reliable indicator when

classifiers are trained using imbalanced dataset. A dataset is called unbalanced

if it contains many more samples from one class than from the rest of the classes

or, in other words, one class is presented by only a small number of training

examples while other classes represent the majority. Hence, sensitivity and

specificity were preferred as a performance measure because the interest is in

classifying correctly both labels (Response and Non-response). BAR, defined

as the average between sensitivity and specificity, was used to synthetically

assess the performances. See Appendix A for more details about the methods

for testing classifiers.

6.2.5 Data analysis and statistics

Data were log-transformed before analysis. LRT test was used to evaluate as-

sociation between variables (absorbed dose per unit of injected activity and

marker value at baseline or cumulative absorbed dose and marker percent-

age variation). The difference in absorbed dose between responder and non-

responder lesions was tested with the Wilcoxon Rank Sum Test. LRT and

Wilcoxon test results were described as significant at p <0.05.

Absorbed doses were divided into 5 intervals with the same length (log

scale), and probability of response in each interval was estimated. TCP curves

from data were derived.

LRT and TCP curves were derived using the SAS software. All Machine

Learning analyses and the Wilcoxon Rank Sum Test were performed using

Matlab v2019a.

6.3 Results

Patient characteristics and tumour dosimetry
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Table 6.4: Patients characteristics.
Number of patients 45

Gender

Male (%) 21 (47%)

Female (%) 24 (53%)

Age (y)

median (range) 61.5 (36-79)

Primary Tumour

Small intestinal (%) 15 (33.3%)

Pancreatic (%) 13 (28.9%)

Lungs (%) 6 (13.3%)

Paraganglioma (%) 2 (4.4%)

Rectal (%) 2 (4.4%)

Gastric (%) 1 (2.2%)

Renal (%) 1 (2.2%)

Unknown (%) 5 (11.1%)

Forty-five patients (21 male,

24 female; median age 61.5

years, range 36-79 years)

were treated with PRRT. De-

tailed information about pa-

tient characteristics is given

in Table 6.4. Most of primary

tumours were located in small

intestine or pancreas, while

other ones were located in

lungs, rectus, stomach. Five

patients had cancer of un-

known primary and two pa-

tients paranganglioma.

Figure 6.3 shows the dis-

tribution of MTV and cumu-

lative absorbed dose for all

the lesions. The median value (interquartile range) of MTV and absorbed

dose were 8.8 (5.0-17.3) mL and 59.6 (28.2-114.5) Gy, respectively.

Figure 6.3: Frequency distribution of MTV (on the left) and absorbed dose (on

the right) for all tumours.
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Table 6.5: Association between absorbed dose and marker percentage variation

by LRT.
Estimate lower ci upper ci p

MTV 0.91 0.67 1.25 0.533

SUVmax 1.10 0.82 1.46 0.528

SUVmean 1.28 0.89 1.84 0.190

TLSR 0.67 0.40 1.12 0.124

6.3.1 68Ga-PET for assessment of response

Association between markers variation and dose

Results of the LRT are shown in Table 6.5 (log-log scale was used). Estimate

is a coefficient indicating a positive relation between outcome and covariate

when higher than 1, and negative relation when lower than 1. For example, a

value of the parameter Estimate equal to 1.10 (for SUVmax in the Table 6.5)

means that an increase of 10% (c.i. -18% - 46%) of SUVmax is associated to an

increase of one order of magnitude of dose. No significant statistical association

was found for any marker.

Figure 6.4 shows the response rate for each PET marker, evaluated accord-

ing to the PERCIST-like criteria. Most of lesions showed a stable response,

regardless of the marker used for evaluation. Similar response rates were ob-

tained for SUVmax and SUVmean.

Box-plots in Figure 6.5 show significant differences of the distribution of ab-

sorbed dose across Responder and Non-Responder lesions only if response was

evaluated with SUVmax or SUVmean. Box-plots show range from first to third

quartiles as box and median as horizontal line. Whiskers denote data range.

Outliers are denoted using the “+” symbol. Wilcoxon Sum-Rank Test showed

significant different absorbed doses between responder and non-responder le-

sions if response was evaluated through MTV, SUVmax or SUVmean (p-values

0.0017, 3.99·10−6, 4.32·10−5, respectively), while the difference of doses was not
statistically significant in case of MTV (p-value 0.579).
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Figure 6.4: Response rate (%) based on the PERCIST-like criteria for MTV, SU-

Vmax, SUVmean and TLSR.

TCP

Probability of tumour response within five intervals of absorbed dose are shown

in Figure 6.6. Probability of response is basically higher for larger absorbed

dose, but different patterns were observed among the markers. Associations

were statistically evaluated by means of a LRT, results are shown in Table 6.6.

Odds ratios confirmed the increase of response probability against the dose.

However, only in case of SUVmax and SUVmean association was statistically

significant.

6.3.2 Prediction of response: a Machine Learning ap-

proach

Table 6.7 shows accuracy, AUC, TPR and FPR for each classifier.

The Ensamble RUSBoosted tree classifier showed the best performances,
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Table 6.6: Association between absorbed dose and response.
Estimate lower ci upper ci p

MTV 1.96 0.62 6.19 0.274

SUVmax 24.45 3.17 188.32 0.002

SUVmean 20.54 2.51 168.16 0.009

TLSR 5.38 0.87 33.37 0.099

Table 6.7: Performance of classification for several supervised classifiers.
Classifier type Algorithm Accuracy (%) AUC Sensitivity Specificity BAR

Decision Trees

Fine Tree 85.3 0.72 0.93 0.5 0.71

Medium Tree 85.3 0.72 0.93 0.5 0.71

Coarse Tree 86.8 0.77 0.94 0.54 0.74

Logistic Regression Logistic Regression 78.3 0.63 0.87 0.32 0.59

Naive Bayes
Gaussian Naive Bayes 66.7 0.63 0.73 0.37 0.55

Kernel Naive Bayes 79.8 0.66 0.92 0.25 0.58

Support Vector Machine

Linear SVM 79.8 0.76 0.96 0.08 0.52

Quadratic SVM 80.6 0.8 0.92 0.29 0.60

Cubic SVM 80.6 0.79 91 0.33 0.62

Fine Gaussian SVM 81.4 0.68 0.98 0.08 0.53

Medium Gaussian SVM 81.4 0.81 0.98 0.08 0.53

Coarse Gaussian SVM 81.4 0.77 1 0 0.5

Ensemble Classifiers

Boosted Trees 85.3 0.77 0.94 0.46 0.7

Bagged Trees 79.8 0.76 0.92 0.25 0.58

RUSBoosted Tree 83.7 0.81 0.87 0.71 0.79
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Figure 6.5: Box-plot analysis of the cumulative absorbed dose for “Responder”

and “Non-Responder” lesions according to MTV, SUVmax, SUVmean and TLSR

variations.

based on the BAR parameter. It is evident that Accuracy and AUC are not

appropriate for evaluating the performance of the classifiers. For example, the

Coarse Gaussian SVM seems to have good classification performance even if it

simply assigns all lesions to the class “Responder”.

Figures 6.8 and 6.9 show the Confusion Matrix and the ROC curve of the

Ensamble RUSBoosted classifier in the prediction of response.

6.4 Discussion

In this study, a total of 129 tumours from a sample of 45 patients were anal-

ysed in order to assess feasibility of using 68Ga-DOTATATE PET imaging for

both response evaluation and response prediction in PRRT. While several stud-
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Figure 6.6: Rate of response (%) for each marker within intervals of absorbed

dose.

ies demonstrated the role of 68Ga-PET to assess eligibility of patients to the

treatment, there are not so many works about evaluation of the response after

therapy.

As expected we found a large inter-patient variability in tumour absorbed

dose [123]. Despite no statistically significant association was obtained between

tumour absorbed dose and marker variation, findings indicate that SUVmax

and SUVmean might be good indicators for assessment of response. Responding

tumours had higher absorbed doses than non responding tumours, if response

was evaluated using SUVmax, SUVmean or TLG. A significant association was

found between absorbed dose and tumour response, if response was assessed

using SUVmax or SUVmean. The graphs (Figures 6.6 and 6.7) confirmed the

typical expected trend of increasing probability against the dose.

On the other hand, this study had some limitations. Uncertainty of dose

calculation, which may also be larger than 50% for tumours, affects results of

this analysis. The tumour volume is strictly related to the final dose accuracy.

For that reason, only lesions with volume larger than 2 mL were included in

this study. Other works reported more stricter inclusion criteria, for exam-

ple Ilan et al. excluded tumours with diameter smaller than 2.2 cm (volume

5.6 mL). However, since no significant difference in terms of association was
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Figure 6.7: Predicted TCP (Tumour Control Probability) against absorbed dose.

obtained when smaller lesions were excluded, the value of 2 mL was used in

order to have sufficient statistical significance. Moreover, absorbed dose was

only evaluated after the first therapeutical administration. In the following

treatment cycles, absorbed dose per unit of injected activity was assumed to

be unchanged. Since tumour volume and effective half-life may change during

the course of the therapy, this assumption may not be true and absorbed dose

be either overestimated or underestimated. However, because complete dosi-

metric evaluation at each therapy cycle is resource-demanding, this approach

is commonly applied in clinical practice [124]. A number of factors affect im-

age quantification. Results from Chapter 2 were used to improve accuracy

of quantification, but error in SPECT image quantification remains. In order

to compensate for PVE we applied RCs as determined from phantom mea-

surements (see Paragraph 2.2). However, PVE compensation using RC is not

complete. For example, it is not ideal for non-spherical tumours or if uptake

is not homogeneous. In this study, lesions were outlined in the PET images

using a 40% threshold of the maximum pixel value. This allowed to automati-

cally contour lesions, however, lesions with low tumour-to-background contrast,

were excluded from the study. In future works, a variable threshold based on

the tumour-to-backgraond contrast can be used to include more lesions in the

analysis.

One of the main drawback of this study is that only lesions selected at the
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Figure 6.8: Confusion Matrix showing the performance of the Ensamble RUS-

Boosted classifier in the prediction of response to PRRT.

beginning of the therapy were monitored for the evaluation of individual re-

sponse. However, tumour response is not independent with the overall patient

response. A change in the SUV of the lesion may be related to growing or

shrinking of other lesions.

Machine Learning allowed to include both therapeutic and dosimetric pa-

rameters to built a model for predicting therapeutic tumour response. Several

classifiers were tested and the Ensamble RUSBoosted tree provided the best

performance in term of classification. This result was not surprising, as the

RUSBoost is one of the methods that eliminate the data distribution imbalances

between the classes and improve the classification performance. RUSBoost ap-

plies random undersampling (RUS), a technique which randomly removes ex-

amples from the majority class. This model predicted well the response for

83.7% of the lesions (87% of responding and 71% of non-responding lesions).

A 5-fold-cross validation was performed to avoid overfitting.

To the best of our knowledge, this is the first study to establish a response

predictive model in PRRT. However, although this study provides promising

results, there are some limitations. First, the assessment of response was based

on the SUVmax variation. However, there are not studies which demonstrated
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Figure 6.9: ROC curve showing the performance of the Ensamble RUSBoosted

classifier in the prediction of response to PRRT.

SUVmax to be good predictor of the response. Second, because of the lim-

ited number of patients, we adopted a cross validation procedure to assess the

performances of classifiers, instead of using independent training and test sets.

Future work would benefit from training with larger and, possibly, multicenter

dataset. For these reason, this study is to be considered only preliminary and

these promising results necessitate further investigations to be confirmed.
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Chapter 7

Evaluation of dose uncertainty on

clinical cases

The importance of performing absorbed dose calculations to optimize PRRT

was extensively discussed in the previous chapters. In Chapter 3 three different

calculation techniques were compared and considerable differences in term of

dose results were pointed out. The necessity of including estimation of un-

certainty combined with the dosimetric result was highlighted in Chapter 4.

Indeed, most of the software included in the inter-comparison exercise within

the MRTDosimetry project were not able to provide accuracy of dose calcula-

tions. Later on, in Chapter 5 and 6, relationship between absorbed dose and

organ side effects/tumour response was investigated, pointing out once again

the importance of the absorbed dose calculation in PRRT.

Calculation of dosimetry needs to be accomplished with the estimation of

uncertainty to be adequately weighted in the planning of treatment. Espe-

cially in the case of dosimetry to tumour in MRT, for which published studies

reported very high rate of uncertainty. Recently, EANM published a practical

guidance on the uncertainty analysis for molecular radiotherapy absorbed dose

calculations [125].

This chapter reports results of uncertainties associated to tumour absorbed

dose on a sample of clinical cases. The aim of this study is to give an indication

of the typical uncertainty which is expected when performing dosimetry on

clinical patterns and to determine parameters which more affect accuracy of

calculations.

169
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This work was carried out in collaboration with the Royal Marsden NHS

Foundation Trust (Downs Road, Sutton SM2 5PT, UK).

7.1 Background

Previous studies to assess accuracy of absorbed dose calculations were mainly

based on phantom measurements [126][127] or only investigated specific steps

of the dose calculation schema [128][129]. Only recently a paper to practically

evaluate uncertainty of dose calculations in MRT was published by Gear et al.

[125]. This guide provided a detailed methodology to determine uncertainties

based on the application of the law of propagation of uncertainty (LPU). The

full MRT dose measurement chain from imaging quantification to absorbed

dose calculation was examined. Flow diagram in Figure 7.1 shows chronological

sequence of the dosimetry schema and how uncertainty propagate between each

step. As a result uncertainty and covariance associated with all concerned

quantities should be considered.

A patient example was also provided in the paper to facilitate application of

the guidelines. However, to date no data were published regarding the applica-

tion of the EANM practical guidance on uncertainty for MRT dose calculations

on a large clinical sample.

7.2 Material and methods

This study was conducted on a sample of 49 patients enrolled in a PRRT

clinical trial described in Paragraph 1.7 (Trial B). A total of 154 lesions were

considered.

A mean value of 4.2 ± 0.9 GBq of 177Lu-DOTATATE was administered

to patients. Sequential SPECT/CT scans were acquired in order to perform

dosimetry of each lesion. Four scans at (average ± SD) 1.5 ± 0.62, 23.5 ± 1.2,

44.0 ± 1.0, 67.2 ± 0.9 h p.i. were performed for lesions in the abdomen, while

three scans at 2.7 ± 1.13, 24.4 ± 1.0 and 67.7 ± 0.9 h p.i. for lesions in the

thorax. A total of 141 lesions were placed in the abdomen, while a total of 13

lesions were in the thorax. Acquisition imaging setup was described in detail
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Figure 7.1: Chronological sequence of the dosimetry schema. Source: Gear et al.,

Eur J Nucl Med Mol Imaging 2018.

in Paragraph 2.2.1.

A maximum of 5 lesions were considered for each patient. VOIs were man-

ually drawn on the fused SPECT/CT image acquired 24h p.i. by a nuclear

medicine physician in the Velocity Workstation. Then, contours were dupli-

cated and manually translated to match them with the lesion volume on the

other SPECT/CT images.

All dose and uncertainty calculations were performed in MATLAB version

R2019a.
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7.2.1 Dose and uncertainty calculation

Appendix B shows how to apply LPU to determine uncertainty in MRT ab-

sorbed dose calculation. Uncertainties were calculated, step by step, for each

of the nine following quantities:

Volume: The tumour volume was obtained from the VOI manually out-

lined on the functional images. Thus, volume error depends on the operator

ability to define the VOI. However, in this thesis, the operator variability was

not analysed and volume uncertainty was determined analytically. Contribu-

tion to the uncertainty due to voxelization process and spatial resolution were

included. SPECT voxel width was 0.478 cm, while FWHM was 1.041 cm.

Recovery Coefficient: Activities were corrected for PVE using the RCs

derived from phantom measurements, as described in Paragraph 2.2. Empirical

RC points were fitted with an exponential curve (Eq 2.10). Volume uncertainty

was combined with the RC uncertainty as described in Appendix B.

Counts: Uncertainty of measured counts within the VOI included the

limited spatial resolution of the measuring system, the volume uncertainty and

the RC.

CF: Calibration factor uncertainty was determined by error propagation

of measured activity and counts. Uncertainty associated to measured activity

(with a radionuclide activity meter) was 1.8% , while standard deviation of

counts (from multiple measurements) was 5.4%.

Activity: Uncertainty of administered activity was assumed to be negligi-

ble. Uncertainty of activity was determined by error propagation of calibration

factor, recovery coefficient and counts.

Fitting: Two different exponential curves were used to fit the time-activity

points:

f1(t) = A · exp(−B · t) (7.1)
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f2(t) = A · exp(−B · t) · [1− exp(−C · t)] (7.2)

where A, B and C are the fitting parameters and t (time) is the independent

variable. Eq. 7.1 was used in case time-activity points had a monotonically

decreasing trend or if only 3 time-activity points were available. Otherwise,

Eq. 7.2 was used.

CA: Cumulated activity was calculated analytically, based on the fitting

parameters. Uncertainty included a random component (from TAC fitting

parameters) and systematic component (from activity).

S-factor: S-factors were derived from OLINDA1.1 sphere model. As

OLINDA only provides S-factors for limited sampled values of volumes, S-

factors were fitted against the mass using a mono-exponential curve.

Absorbed dose: Absorbed dose was calculated by multiplying cumulated

activity and S-factor.

7.2.2 Data analysis

Distribution of uncertainties for each one of nine variables were analysed using

box-plots. Relationships between the variable and the dose uncertainties were

visually assessed using graphs. Absorbed dose uncertainty curve against lesion

volume was determined by least squared fitting. A Power function of Eq. 7.3

was used to fit the empirical data points:

f(x) = axb + c (7.3)

where a, b, and c are the fitting parameters and x is the independent vari-

able.

In order to evaluate how accuracy of calculations depends on the spatial

resolution, uncertainty were calculated assuming different values of spatial res-

olution.

All analysis and graphs were obtained using MATLAB v2019a.
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7.3 Results

Median value of the contoured volumes on SPECT images were 6.9 mL, the

interquartile range was 4.68-17.24 mL.

Figure 7.2: Distribution of uncertainty (%) for each step of the dose calculation

schema.

High average dose uncertainty was obtained (mean 64.6%, median value

72.8%) and a wide distribution of values (interquartile range 45.4-84.5%, min-

imum and maximum values were 14.0 and 102.4%, respectively). Figure 7.2

shows the distribution of the relative uncertainty for each quantity of the dose

calculation chain. Volume and S-factors were the quantities with the highest

relative uncertainties. Different distributions were observed, hence relationship

between each quantity and the final absorbed dose uncertainty may not be sim-

ple. In order to investigate how uncertainty (u(%)) of each quantity is related

to the final dose uncertainty, Figure 7.3 plots each quantity against the dose

uncertainty (%).

Clear relationship was observed between dose uncertainty and volume un-

certainty, and as a consequence between dose uncertainty and RC, Counts and

S-factors uncertainty, which are strictly dependent on the volume uncertainty.

Power curve of Eq. 7.3 fitted well the dose uncertainty vs volume points,



7.3. RESULTS 175

Figure 7.3: Relationship between dose uncertainty (y-axis) and volume, RC, counts,

CF, activity, curve fitting, cumulated activity and S-factor uncertainty (x-axis). The

graph at the bottom right shows absorbed dose (Gy) against the dose uncertainty.

as shown in Figure 7.4.

Using different values of spatial resolution, the curves in Figure 7.5 and 7.6

were generate. Figure 7.5 shows the relative dose uncertainty re-calculated for

all the lesions, assuming four different values (0.1, 0.5, 1 and 2 cm) of FWHM

(note: the actual FWHM of the acquisition system was 1.041 cm). In Figure 7.6

four lesions with very different volumes were considered and dose uncertainty

was calculated as a function of the system spatial resolution.
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Figure 7.4: Dose uncertainty (%) against Volume (mL). Points were fitted with a

Power function, R2 and RMSE are reported into the graph.

7.4 Discussion

Lack of standard methodologies for estimation of uncertainty in MRT dose cal-

culations has been one of the weak points towards the widespread of dosimetry

in clinical routine. In a personalized medicine prospective, which yields treat-

ment to be optimized based on the dosimetry outcome, calculation of dosimetry

needs to be accomplished with the estimation of uncertainty to be adequately

weighted in the planning of treatment.

The EAMN guidelines published in August 2018 firstly provided the schema

of uncertainty propagation to evaluate the standard uncertainty in absorbed

dose to a target. This schema was based on the recommendations described

within the GUM [130] and necessarily involves formation of covariance matrices

for several steps of the dosimetry process.

In this work, we have applied the EANM guidelines to evaluate uncertainty

of tumour dosimetry calculations. This study carried out, for the first time, the

uncertainty analysis of the entire process of dosimetry calculation on a large

sample of clinical cases.

Figure 7.2 gives an idea of the typical range of uncertainty it is expected

from performing dosimetry. The relative uncertainty associated with the quan-

tities examined was very widespread around the median value, therefore a high
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Figure 7.5: Dose uncertainty (%) against Volume (mL) calculated for all the

lesions, assuming four different spatial resolution values of the imaging system

(FWHM: 0.1, 0.5, 1 and 2 cm).

inter-lesion variability is present. For that reason, the relationship between vari-

ables was investigated. Analytical model in Figure 7.4 fitted well the empirical

data points and it would be useful, in clinical practice, for a quick estimate

when protocols are being drafted. These results confirmed that the major fac-

tor affecting uncertainty in the absorbed dose originates from the uncertainty

in the delineation of the VOI. As a further demonstration of this, Figure 7.7

shows the uncertainty in dose (black points) and the volume uncertainty (blue

line) on the same axis. This shows how the volume uncertainty impacts the

final uncertainty in absorbed dose. The final uncertainty is smaller than the

uncertainty associated to the volume. This is due to the covariance between

parameters, which tends to reduce the effect of propagation. The “spread” of

the data from an exact line described the effect of random uncertainty elements,

that are not part of the volume model and are presumably derived from the

TAC fit. For larger lesions uncertainty of volume delineation is less significant

and the fit to the TAC begins to dominate. This is evident from the vertical

distribution of the points, which is narrower for larger volumes.

Impact of spatial resolution of final uncertainty was evaluated by postu-
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Figure 7.6: Dose uncertainty (%) as a function of the imaging system spatial

resolution (cm) in four lesions. Lesions were chosen to fill a range of different

values of volume.

lating different FWHM of the imaging system. Results in Figures 7.5 and

7.6 pointed out that uncertainty would be significantly reduced by increasing

the spatial resolution. This effect would be particularly significant in the case

of small volumes. Hence, a minimal acceptable volume cut-off might be set,

depending on the spatial resolution of the system available in the site.
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Figure 7.7: Dose uncertainty (black points) and the volume uncertainty (blue line)

as a function of the delineated VOI volume.
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Conclusion and future perspectives

Neuroendocrine tumors are rare neoplasms with an incidence of about 5.25

cases per year out of 100,000 inhabitants. When a NET is diagnosed, in the

majority of cases it has already metastasized and surgery, which is the only

curative treatment option nowadays, is no longer an option available. Approx-

imately 80% of NETs express somatostatin receptors (SSTRs) on cell surface,

both in primary and in related metastases [131]. The idea of using radiola-

belled somatostatine analogues to vehicle radioactivity on cancer tissues was

first introduced by Klenning et al. [132]. PRRT has been used for decades in

the treatment of NETs. Numerous single-centre Phase I and Phase II trials

have indicated in the last decades that PRRT with 90Y and 177Lu is a valid and

promising therapeutic option. In 2017, results of the first Phase III multicenter

randomized controlled clinical trial (the NETTER-1 trial) were published. Par-

ticipants randomized to the experimental arm received four doses of 7.4 GBq of
177Lu-DOTATATE once every 2 months. Participants randomized to the con-

trol arm received high dose (60 mg) of the “cold” somatostatin analog octreotide

alone. The objective response rate was significantly different between the two

arms. Subjects receiving 177Lu-DOTATATE had a 79% reduction in risk of

progression (p < 0.001) with an estimated PFS (Progression Free Survival) of

40 months, compared with 8.4 months for high-dose octreotide therapy. The

overall survival improvement was associated with a significant benefit in terms

of quality of life compared with high-dose octreotide. Following this publica-

tion, the therapy has been approved by the Food and Drug Administration

(FDA) and the European Medicines Agency (EMA). Administration of 177Lu-

DOTATATE has been approved for the treatment of SSTR-positive NET, at

a recommended fixed dosage of 7.4 GBq every 8 weeks (considered as a safe

dosage for toxicities), for a total of four cycles. Although clinical approval of
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177Lu-DOTATATE has been an important milestone in the field of MRT, there

are still number of challenges to be addressed, especially regarding dosimetry

and treatment efficacy.

In PRRT, as in every radiation therapy, the goal is to deliver an effective

radiation dose to the tumour without causing undesired effects in healthy tis-

sues. Improvements in the success of radionuclide therapy also depend on the

optimization of radiation doses to tumour versus normal organs in individual

patients. Since many studies showed marked inter-patient variability in pep-

tide pharmacokinetics, personalized treatment planning based on dosimetry

outcome is likely to improve the efficacy of the radionuclide therapy. For ex-

ample, Ulrike at al [133] demonstrated, in a prospective observational study,

that a cut-off defined by four cycles of 7.4 GBq will exclude patients who might

benefit from further therapy. They found higher progression-free survival and

overall survival for patients who reached 23 Gy in renal dose than patients who

did not, but only 66% of patients treated with four cycles reached this value,

with the risk to undertreat this portion of patients.

In this framework, this thesis investigated several aspects concerning PRRT,

from the imaging SPECT quantification to the biological effect of radiation.

The overall aim of these studies was to provide the metrology for the clini-

cal implementation of absorbed dose calculations in MRT and to modelize the

biological response to radiation in PRRT in order to optimize the treatment

efficacy and to improve the clinical outcome.

Chapter 1 provided a general introduction on molecular radiotherapy, PRRT

and NETs. The MIRD formalism, which is the basis for the absorbed dose

assessment and can be applied both at organ- and voxel-scale, was described.

Also, a typical treatment planning protocol and the AUSL-IRCCS of Reggio

Emilia hospital PRRT clinical trials were reported in this chapter.

Chapter 2 dealt with quantitative SPECT/CT assessment of radioactivity.

In particular, three different points were studied: the best choice for the num-
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bers of iterations and subsets of iterative reconstruction algorithms, a practical

solution for partial volume effects and the impact of two non-rigid registration

algorithms.

The first study found there is not a single configuration which is the best in

every situation, but the OSEM updates should be chosen depending on the

object dimension being scanned. The importance of these results rely on their

impact on clinics: small objects, for example lesions, may be not correctly de-

tected if the OSEM updates are not optimally set. We also determined, for our

scanner, the best compromise in abdominal exam focused on lesion and organ

dosimetry if multiple image reconstructions are not a feasible option (as it may

happen in clinical routine). In the case of small lesions, the effect of partial

volume is predominant and it becomes necessary to apply corrections for the

PVE regardless of the OSEM updates.

Two models of PVE correction were determined based on phantom measure-

ments. One model is suitable to be used for lesion activity quantification, while

the other one is suitable to be used for organ activity quantification. Meth-

ods based on RC derived from phantom measurements did not provide a full

correction for PVE, however they are appreciated for their simplicity and can

be easily applied in clinics. The PVC models were also tested using inserts

with different volume and shapes to represent various clinical scenarios. These

measurements allowed to assess accuracy of compensation and dependence of

PVE on the asphericity, which is a parameter that should be taken into account

in clinical practice.

Misregistration represents one of the main source of error in MRT dose calcu-

lations schema. Non-rigid registrations algorithms are preferred to rigid reg-

istration because they allow to capture anatomical change of organs, on the

contrary of only roto-translations techniques which do not. Commonly, dose

maps are calculated on the basis of the activities from the registered images.

In this study a novel image registration workflow is considered. Time-point

dose maps were first generated. Then, the dose maps were registered and the

cumulative dose was calculated. The two workflows provided no statistically

significant difference in term of absorbed dose, hence the usual workflow was

suggested to be used.
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In Chapter 3 different calculation dose modalities were compared. One of

the reason for a reluctance to perform dosimetry in clinical routine is that the

process is complicated and there are no standard methods for the calculation

of dose. Over the last decades, plenty of non-commercial tools and a few of

commercial tools have been developed. A home-made software (VoxelMed) de-

veloped at the Reggio Emilia hospital and optimized to the novel version Vox-

elMed2.0 during the coarse of the PhD was included in the comparison. Three

main approaches are commonly used to perform dosimetry: organ-convolution,

voxel-convolution and MC based approach. The motivation for this comparison

was to identify differences in the methods of dose calculation and to assess the

feasibility for absorbed dose calculations in MRT clinical daily practice. Both

phantoms and clinical dataset were used to derive more general conclusions.

Values obtained with the organ-level approach was generally higher in compar-

ison to the other modalities. Voxel-based convolution provided more similar

results with the MC simulations and allowed fast processing of calculations.

Also, the importance of activity integration techniques were pointed out in this

work: differences of results were considerably reduced when software used the

same decay constant. Standardization of the procedures would improve ac-

curacy of dosimetry and would make the multi-center scientific collaborations

easier to be performed.

Chapter 4 describes the main results obtained in collaboration with other

institutes within the MRTDosimetry project. International collaboration be-

tween metrological institutes, research centres and hospitals is of foremost im-

portance at this stage of the MRT development to encourage clinics to adopt

dosimetry as a routine part of patient treatment and to assist them into the

transition from the nominal treatment to the personalized one, as required by

the EC Directive 2013/59/EURATOM. The MRTDosimetry project has been

one of the most important international collaborations in the field of the ra-

dionuclide therapy. It brought together expertise in metrology and nuclear

medicine research from 12 different countries.

A series of phantoms, including a quasi-realistic anthropomorphic phantom,
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were used to perform a multi-site inter-comparison exercise (covering 8 clinical

sites in 5 countries) in order to develop a protocol for the commissioning and

QC of SPECT/CT systems. As different SPECT/CT systems were included,

this protocol allows to achieve harmonization of imaging quantification across

multiple centres, systems and countries, this represents a major step towards

personalised therapies.

Feasibility of using 133Ba sources as surrogate of 131I solutions for SPECT/CT

QC was investigated. Iodine-131 is not used in PRRT, but it is widely employed

in Nuclear Medicine. Major uses of 131I include the treatment of thyrotoxicosis

(hyperthyroidism) and treatment of thyroid cancer. Using sealed long-lived

test sources instead of hollow fillable containers will significantly simplify rou-

tine QC procedures. Two sets of traceable 133Ba sources and a set of identical

containers to be filled with liquid 131I were sent around 8 different sites of the

MRTDosimetry partners to perform this exercise. A regression analysis yielded

a cross-calibration factor of 0.70 ± 0.02, which can be explained by the emission

probabilities.

A cross-comparison exercise based on real clinical functional images was

performed in order to compare the dosimetry tools used across different clin-

ical partners. Each site applied image registration and VOI delineation as it

routinely performed them in order to include the entire process of dose cal-

culation. Comparison was based on the TIACs provided by each participant.

The results differed considerably, with deviations from the mean value of up to

50%. The lack of standardization in MRT is one of the main limitation to the

development of dosimetry in clinics and still need to be addressed.

In Chapter 5, the incidence of renal radio-toxicity, associated risk factors

(like hypertension, diabetes, previous chemio- or radio-therapies) and renal

function during follow-up was analysed in 64 patients treated with 177Lu- and
90Y-DOTATOC. Results of this study indicate that PRRT with 177Lu- and 90Y-

peptides is safe and promising approach for the treatment of patients affected

by NETs. Only two cases (about 3%) among the treated patients had a grade

2 renal toxicity and one patient had grade 4 renal toxicity. Patients with risk

factors had wider reductions of creatinine clearence than patient with no risk
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factors. However, the probability of showing side effects was not significantly

different between the two groups of patients. Probably, the limited number of

patients and the presence of few cases without toxicity and risk factors might

have influenced the results. These results also highlight the importance of per-

forming dosimetry to keep patient at safety level of radiation exposure. The

renal mean absorbed dose of the patients who developed toxicity were signif-

icantly higher than the absorbed doses of the patients who did not develop

toxicity. It is very important to be able to predict the tolerance in critical

organs at risk from the administered radioactivity while treatment planning

or patient recruitment to therapy. The NTCP models allow to estimate the

probability of radio-toxicity effects as a function of absorbed dose, hence they

can be used to determine the dose limits to guarantee a safe treatment within a

certain probability. Currently, the cut-off for renal absorbed dose to guarantee

a safe treatment is assumed to be between 23 and 27 Gy. However, these values

have been derived from external beam radiation therapy and in PRRT the limit

values are probably higher due to the intrinsic differences between the modality

of radiation exposure. This PRRT protocol (average 7.1 GBq of 177Lu and 2.9

GBq of 90Y fractioned in 5 cycles) preserved the patient safety. Only a few

cases of renal toxicity with grade 2 or more were observed, hence the number

of data is not sufficient to derive a safe BED cut-off. Chronic NTCP of 50%

was associated with a BED value of 42 Gy.

In this study also the red marrow radio-toxicity was monitored. Serious haema-

tological toxicity is rare. No high haematological toxicity grade (3-4) was ob-

served among the monitored patients. Nevertheless, no correlation between

bone marrow absorbed dose and the development of haematological toxicity

was found. The lack of correlation might be due to the inappropriateness of

the blood model for calculation of red marrow absorbed dose. Recently, some

authors proposed a method for red marrow absorbed dose calculation based on

functional images. However, finding the best dose calculation method is still

an open problem. Moreover, bone marrow absorbed doses are usually quite low

and difference in dose among individuals may prevail over difference in irradi-

ation effects.
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Assessment of tumour response was examined in Chapter 6. Similarly to

the organs at risk, the effectiveness of PRRT might probably be improved if in-

formation about absorbed dose to tumours was included in defining treatment

strategy. However, the radiation sensitivity of neuroendocrine tumors has not

been established and the reliable markers for tumour assessment still need to

be determined.

A total of 129 tumours from a sample of 45 patients were analysed in order

to assess feasibility of using 68Ga-DOTATATE PET for response evaluation.

This study found significant association between absorbed dose and tumour

response based on SUVmax and SUVmean variation in a volume of interest.

Although obtained in a limited number of patients, the dose–response relation-

ship suggests the potential usefulness of tumour dosimetry in the management

of patients with NETs. The derived TCP curves based on SUVmax and SU-

Vmean variations showed the typical shape expected from the theoretical mod-

els. The importance of these models relies on the possibility to derive the lower

threshold of tumour dose which provides response to therapy. This may help

clinicians to determine patients who are likely responding the therapy. Based

on these results, a tumour absorbed dose of 50 Gy is associated with a 0.9 prob-

ability of stable disease or partial response. However, some issue still need to be

addressed: feasibility of using SUVmax for tumour response evaluation need to

be confirmed, response criteria for 68Ga-DOTATATE PET/CT are missing and

there is a lack of standard methods for tumour volume delineation. The main

conclusion of this study is that tumour dosimetry is feasible on clinical routine

and it may become an important tool for patient recruitment and treatment

planning.

Absorbed dose based on SPECT/CT and tumour uptake based on 68Ga-PET

are the main physical quantities to assess eligibility of patients to PRRT. How-

ever, effect of radiation on lesions depend on a number of variables such as the

grade of the neoplasm, the administered activity, the radiopharmaceutical or

the tumour dimensions. In recent years, Machine Learning has emerged as an

incisive tool capable to statistically handle relationships between copious num-

ber of variables. A model which includes ten variable as input and classifies

each lesion between responder or not responder was built using the Ensamble
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RUSBoosted Three algorithm. To the best of our knowledge, this is the first

study to establish a model based on Machine Learning analysis for response

assessment in PRRT. High performance of classification were obtained (83.7%

of lesions were correctly classified). Hence this study gave promising results

and further investigations may confirm the role of Machine Learning for PRRT

response evaluation.

In Chapter 7 uncertainty of absorbed dose calculation in MRT is investigated.

In particular, the uncertainties in relation to the full MRT dose measurement

chain, ranging from the image acquisition system calibration to the absorbed

dose calculation were assessed based on the recently published EANM practi-

cal guidelines. The aim of this study is to provide an indication of the typical

uncertainty associated to the dose on clinical patterns and to determine the

parameters which most affect accuracy of dose calculations. In a prospective in

which dosimetry is routinely performed for therapy optimization, assessment

of dose uncertainty is of primary importance to adeguately weight the impact

of the calculated dose and eventually improve the dose estimations. Moreover,

lack of standard methodologies for assessment of uncertainty in MRT has been

one of the limiting factor to the widespread of dosimetry in clinics.

This study carried out, for the first time, the uncertainty analysis of the entire

process of absorbed dose calculation on a large sample of patients. On a total

of 154 lesions, uncertainties ranged between 14% and 102%. A quarter of all

the lesions showed an uncertainty lower than 45%, while half of the lesions

lower than 65%. Also, results showed uncertainty of dose is strongly related

to the lesion dimensions. A model was derived to analytically express dose

uncertainty as a function of the tumour volume. This model might be used

by clinicians to fast check the accuracy of calculations if it were implemented

in the dosimetry calculation software. Impact of spatial resolution on the dose

uncertainty was assess by postulating spurious values of FWHM of the imaging

system. This results highlight the importance of improving spatial resolution

to achieve accurate dosimetry and can be used to set a cut-off volume in rela-

tion with the spatial resolution.

In future studies, assessment of dose uncertainty may help to improve results
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in dose-response analysis. Noise may be reduced by means of excluding data-

points with uncertainty lower than a fixed threshold and weighing the fit based

on the accuracy of absorbed dose calculation.
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Appendix A

Machine Learning

Machine Learning (ML) is a branch of artificial intelligence that relies on au-

tomated analytical model building. ML uses input data to achieve the de-

sired task without being literally programmed to produce a particular out-

come. These algorithms automatically “learn” based on a training dataset so

that they become better and better at achieving the desired task. Then, the

trained model is used for predicting the results for new data. Machine learning

algorithms can be largely classified into three categories: supervised learning,

unsupervised learning and reinforcement learning. Supervised learning systems

make use of labelled datasets, i.e. each input data-point is associated to the

corresponding true known class. Unsupervised learning systems use unlabelled

datasets to train the system. Unsupervised learning algorithm investigates the

similarity between pairs of objects to develop new skills. Reinforcement learn-

ing systems do not experience a fixed dataset, but a feedback loop between the

system and its experiences.

A.1 Decision Tree

Decision tree learning is a method commonly used in Machine Learning. De-

cision trees are constructed via an algorithmic approach that categorize data

by splitting them in a flowchart-like structure (or tree-like structure). Every

node in the tree depicts a feature that has to be classified, and the branches

depict an outcome of the node. These algorithms are very common because

they can handle heterogeneous data (ordered, categorical, or a mix of both),
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they intrinsically implement variable selection, they are robust to outliers and

they can easily be visualized in a tree structured format, which is easy inter-

pretable. However, they are prone to overfit the training data, i.e. the model

no longer generalizes well, and they also can be unstable, i.e. small variations

in the data might result in a completely different tree being generated. These

limitations can be partially solved by using “ensamble”.

A.2 Ensamble RUSBoosted Tree

Ensamble methods combine multiple learning algorithms in order to obtain a

classifier with superior performance to individual classifiers. Three methods

can be used for constructing ensambles of decision tree: boosting, bagging and

random subspace. Boosting, which is the most popular method, consists by

repeatedly running a weak learner on various distribution training data. These

classifiers are then weighted and a boosted classifier is generated by weighting

the weak classifiers with linear combination of other classifiers. Boosting meth-

ods are resistant against overfitting and instability. The RUSBoost (Random

Under Sampling Boosting) randomly deletes data from the training dataset

until the intended balanced class distribution is achieved. The RUSBoost is

one of the methods that address the data distribution imbalances between the

classes and improve the performance of classification.

A.3 Performance of classification

Machine Learning algorithms usually work by splitting the dataset into a train-

ing dataset and a test dataset. The machine learning algorithm is then trained

on the first one, while the test dataset is used to assess performance of clas-

sification. A common problem for machine learning algorithms is overfitting,

which means the model describes well the training data but it does not gen-

eralize well to to an independent dataset. In order to address this problem,

a common approach is to use an k-Fold Cross Validation. Cross Validation

describes the process of splitting the whole dataset into k subsets and using

each one of them sequentially as the test dataset while combining the others
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to the training data. Afterwards, the performance indicators are averaged over

all test subsets.

The prediction results are divided into four categories: true positive (TP),

false positive (FP), true negative (TN), and false negative (FN). The description

of these four types of results are shown in Table A.1.

Table A.1: Confusion Matrix.
True Class

Predicted

Class

True Positive (TP) False Positive (FP)

False Negative (FN) True Negative (TN)

In order to quantify the quality of a machine learning model, different per-

formance measures can be computed using the predicted labels. The right met-

ric for evaluating ML models should be chosen based on the type of dataset. In

the following TP, FP, TN and FN are intended as the number of observations

for each category.

• Accuracy is a ratio between the correctly predicted observations to the

total observations. Accuracy is one of the most common performance

measure to evaluate any ML algorithm or model. However, accuracy

might not be appropriate when data is imbalanced. For example, accu-

racy of the model might be high, but in reality the model is predicting

only the majority class which contains almost all the data.

Accuracy =
TP + TN

TP + FP + FN + TN
(A.1)

• AUC stands for Area Under the Receiver Operating Characteristics

(ROC) Curve. ROC curve is created by plotting the true positive rate

(which is same as Sensitivity) against the false positive rate (which is

same as 1-Specificity) at different threshold settings. AUC represents de-

gree or measure of separability. Similarly to accuracy, AUC is not a good

metric to assess performance of a classifier in case of imbalanced dataset.

Sensitivity and Specificity provide, in these cases, reliable results.

• Sensitivity, also called true positive rate (TPR), measures the propor-

tion of actual positives which are correctly identified as such from the
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total amount of positives:

Sensitivity =
TP

TP + FN
(A.2)

• Specificity, also called true negative rate (TNP), measures the propor-

tion of actual negatives which are correctly identified as such from the

total amount of negatives:

Specificity =
TN

TN + FP
(A.3)

• BAR stands for Balanced accuracy rate (BAR) and it is the average

between sensitivity and specificity:

BAR =
Sensitivty + Specificity

2
(A.4)



Appendix B

Calculation of uncertainty

This Appendix reports methods and formula used to evaluate uncertainties

in Chapter 7. Uncertainties were calculated based on the EANM practical

guidance on uncertainty analysis for molecular radiotherapy absorbed dose cal-

culations (Gear et al [125]).

B.1 The law of propagation of uncertainty (LPU)

In this section, terminology and nomenclature adopted to apply LPU is pre-

sented.

Given the generic multivariate measurement model:

Y = f(X) (B.1)

where

X = [X1, ..., Xn]T (B.2)

is a vector measured of n generic input quantities X1, ..., Xn and

Y = [Y1, ..., Ym]T (B.3)

is a vector measurand of m output quantities Y1, ..., Ym. The output covari-

ance matrix associated with the estimate of Y - y - is:

Vy = GxVxGT
x (B.4)
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where Vx is the output covariance matrix associated with the estimate of

Y - y. Vx is the input covariance matrix

Vx =


u2(x1) . . . u(x1, xn)

... . . . ...

u(xn, x1) . . . u2(xn)

 (B.5)

associated with the vector x = [x1, ..., xn]T - estimate of X, and Gx is the

sensitivity matrix associated with x, defined as:

Gx =


∂f1
∂x1

. . .
∂f1
∂xn... . . . ...

∂fm
∂xn

. . .
∂fm
∂xn

 (B.6)

where ∂fi/∂xj denotes ∂fi/∂Xj evaluated at X = x. u(xi, xj) of Vx is the

covariance associated with xi and xj, and u(xi, xi) is equal to u2(xi), the squared

uncertainty associated with xi.

For a generic scalar measurement model, Eq B.1 become Y=f(X), where Y

is a scalar quantity and f is a scalar function. Propagation of uncertainty for

the estimate y of Y can be achieved using the matrix form of the LPU:

u2(y) = gTxVxgx (B.7)

where u2(y) is the variance (squared standard uncertainty) associated with

the estimate y, and

gx =


∂f1
∂x1...
∂fm
∂xn

 (B.8)

is the gradient matrix in which the ith element denotes the partial derivative

of f with respect to the quantity Xi evaluated at x.
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B.2 Application of LPU

Volume uncertainty

The volume or mass of an organ or tumour is generally obtained from a volume

of interest (VOI) outlined on anatomical or functional imaging data. Accuracy

of contouring depends on the operator ability and on the method to define the

VOI. Operator variability can be assessed using historical datasets. However, as

historical datasets were not available, uncertainty was determined analytically.

Accuracy of volume determination is manly affected by voxelization of outlined

VOI and limited spatial resolution of the system. Application of LPU yiels

relative volume uncertainty to be:

[
u(v)

v

]2
=

[
3
uvox(d)

d

]2
+

[
3
ures(d)

d

]2
(B.9)

where v is the delineated volume and d the equivalent diameter. Diametric

uncertainty due to voxelization can be expressed as:

u2vox =
a2

6
(B.10)

where a is one voxel width. Diametric uncertainty due to the spatial reso-

lution is:

u2res =
(FWHM)2

4ln2
(B.11)

Count rate

The total reconstructed count rate C within a VOI depends on the VOI delin-

eation. Assuming a Gaussian profile of the count density due to the limited

spatial resolution of the measuring system, propagation of volume uncertainty

into the measurement of counts yields to:

u(C)

C
=

ϕ

2RC

u(v)

v
(B.12)

where

ϕ = erf

(
2r

σ
√

2

)
− 2σ

r
√

2π

[
1− e−

2r2

σ2

]
(B.13)
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RC is the PVE recovery coefficient, r is the equivalent radius and σ = FWHM
2
√
2ln2

.

Recovery coefficient

Counts were corrected for partial volume effects using recovery coefficients:

RC =
Cmeasured
Ctrue

(B.14)

where Cmeasured are the measured counts and Ctrue are the true counts. RCs

were calculated using spherical inserts with various volumes. RC points against

volume were plotted and fitted by a mono-exponential function with three

adjustable parameters b = [b1, ..., b3]
T , determined by least squared fitting.

The squared standard uncertainty associated with RC is:

u2(RC) = gTb+1V[b,v]gb+1 (B.15)

where

gb+1 =

 gb

∂RC

∂v

 , (B.16)

V[b,v] =

Vb 0

0 u2(v)

 (B.17)

gb is the matrix of dimension 3×1 containing the partial derivatives of first

order of RC with respect to b, Vb is the covariance matrix of dimension 3× 3.

Bb can be determined as a by-product of the least squares fitting process and

0 is a matrix of zeros of dimension 3× 1.

Calibration factor

Calibration factor was determined by the ratio between the measured total

counts Cmeasured and the known activity Aknown of a source. Application of

LPU yield:

[
u(CF )

CF

]2
=

[
u(Aknown)

Aknown

]2
+

[
u(Cmeasured)

Cmeasured

]2
(B.18)
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u(Aknown) depends on the dose calibrator accuracy, while u(Cmeasured) was

derived from multiple measurements.

Activity

It was assumed negligible uncertainty in the administered activities.

Activities were determined from the measured counts Ci in a target VOI,

the calibration factor CF and the recovery coefficient RC:

A =


A1

...

An

 =
CF

RC


C1

...

Cn

 (B.19)

A is a vector with n = 3 or 4 (depending on whether it is an abdominal

or thoracic lesion). Ai is the activity corresponding to the acquisitions at the

time ti. Eq. B.19 is a multivariate model with n + 2 input quantities (CF,

RC, C1, . . ., Cn) and n output quantities A = [A1, . . . , An]T . LPU yields the

relative uncertainty to be:

[
u(Ai)

Ai

]2
=

[
u(CF )

CF

]2
+

[
u(RC)

RC

]2
+

[
u(Ci)

Ci

]2
− ϕ

(RC)2v

∂(RC)

∂v
u2(v) (B.20)

where ϕ was expressed in Eq. B.13.

TAC fitting

Image noise, patient motion, registration and other imperfect post-acquisition

operations such as image reconstruction, including scatter and attenuation cor-

rections contribute to the uncertainty of time-activity curve fitting. However,

due to the complexity of these operations, it is assumed that these factors

are negligible. Uncertainty derived from the fit parameters of the TAC was

assumed to be the main source of error.

Either one of the exponential model in Eq. 7.1 and 7.2 were chosen to

be fitted to the data. The Trust-Region algorithm was used to minimize the
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objective function:

χ2 =
∑
i

[Ai − f(ti)]
2 (B.21)

where the ti denote the image acquisition times and Ai the corresponding mea-

sured activities (i = 1, . . . , n, where n is the number of sequential images). The

vector p = [p1, . . . , pq]
T denotes the fit parameters (q = 2 or 3 depending on

the fitting model chosen). Uncertainties of the fit parameters are estimated

using:

Vp =
χ2

n− q
[
JTpJp

]−1 (B.22)

where Jp is the Jacobian matrix, i.e. the matrix of first-order partial derivatives

of the TAC model with respect to p, evaluated at A:

Jp =


∂A1

∂p1
. . .

∂A1

∂pq
... . . . ...

∂An
∂p1

. . .
∂An
∂pq

 (B.23)

Diagonal of the Vp matrix provides the variance of the p parameters.

Cumulated activity

The cumulated activity was determined as the integral of the TAC from t = 0

to ∞:

Ã =

∫ ∞
0

fj(t) dt (B.24)

where j = 1 or 2 denotes either one of the model equations 7.1 or 7.2. Un-

certainty of the cumulated activity depends both on the uncertainty of the fit

parameters (random component) and the uncertainty of the activities (system-

atic component). Application of LPU yield the random standard component:

u2r(Ã) = gTpVpgp (B.25)
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where gp is the gradient matrix and Vp the covariance matrix.

The systematic relative uncertainty is given by:

[
us(Ã)

Ã

]2
=

[
u(Ai)

Ai

]2
(B.26)

S-factors

S-factors for spheres of various size were derived from OLINDA1.1. As OLINDA

only provides S-factors for limited sampled values of volumes, S-factor versus

were fitted by the Power function:

S = c1m
−c2 (B.27)

where m is the mass and c1 and c2 the fitting parameters. Figure B.1 shows,

on a log-log scale, the S-factors data points and the fitted curve.

Figure B.1: S-factors for unit density spheres versus mass fitted by power model.

Uncertainties associated with S-factors are predominantly influenced by the

uncertainty associated with the volume. For that reason, uncertainties associ-

ated with the fit parameters were ignored. Given that mass is proportional to

volume, and assuming a known tissue density with negligible uncertainty, the
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fractional standard uncertainty associated with S can be expressed, applying

the from the LPU, as:

u(S)

S
= |c2|

u(v)

v
(B.28)

Absorbed dose

Mean absorbed dose was determined as the product of the cumulated activity

and the S-factor, following the MIRD equation:

D = ÃS (B.29)

Hence, LPU gives the relative uncertainty:

[
u(D)

D

]2
=

[
u(Ã)

Ã

]2
+

[
u(S)

S

]2
+ 2

u(Ã, S)

ÃS
(B.30)

where the covariance u(Ã, S) can be expressed as:

u(Ã, S) = − c2
RC · v

ÃS

(
ϕ

2v
− ∂RC

∂v

)
u2(v) (B.31)
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