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ABSTRACT

The management of a supermarket or retail store is a quite complex process that requires the coordinated execution of many different tasks (e.g., shelves management, inventory, surveillance, customer support...). Currently, the vast majority of those tasks still rely on human personnel that for this reason spend most of their working hours on repetitive and boring jobs. More often than not this will cause below expectancy efficiency that is obviously undesirable from the management perspective. Thank to recent advancements of technology, however, many of those repetitive tasks can be completely or partially automated easing and speeding up the job for sales clerks, improving the overall efficiency of the store, providing real-time analytics and resulting in potential additional services for the customers (e.g., customized shopping experience). One of the key technology requirement shared between most of the aforementioned tasks is the ability to understand something specific about a scene based only on information acquired by a camera, for this reason, we will focus on how to deploy state of the art computer vision techniques to solve some management problems inside a grocery retail store. In particular, we will address two main problems: (a) how to detect and recognize automatically products exposed on store shelves and (b) how to obtain a reliable 3D reconstruction of an environment using only information coming from a camera. A good solution to (a) will be crucial to automate management tasks like visual aisle inspection or automatic inventory. At the same time it could drastically improve the customer experience with visual aid during the shopping, improved interaction via augmented reality or automatic assistance for visually impaired. We will tackle (a) both in a constrained version where the objective is to verify the compliance of observed items to a planned disposition, as well as an unconstrained one where no assumption on the observed scenes are considered. For both cases, we will show how to overcome some shortcoming resulting from naively applying state of the art computer vision techniques in this domain. As for (b), a good solution represents one of the first crucial steps for the development and deployment of low-cost autonomous agents able to safely navigate inside the store either to carry out management jobs or to help customers (e.g., autonomous cart or shopping assistant). We believe
that algorithms for depth prediction from stereo or mono camera are good candidates for the solution of this problem thanks to the low price of the required sensors, the great deployment flexibility and the achievable precision. However, the current state of the art algorithms for depth estimation from mono or stereo rely heavily on machine learning by deploying huge convolutional neural networks that take RGB images as input and output an estimation of the distance of each pixel from the camera. Those techniques might be hardly applied in the retail environment due to problems arising from the domain shift between data used to train them (usually synthetic images) and the deployment scenario (real indoor images). To overcome those limitations we will introduce techniques to adapt those algorithms to unseen environments without the need of acquiring costly ground truth data and, potentially, in real time as soon as the algorithm starts to operate on unseen scenes.
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The management of grocery stores or supermarkets is a challenging task that requires many people constantly busy with the supervision of shelves and of the whole shop. Technology advances may help by providing more reliable information in real time to the store manager, so that he may coordinate in a more targeted way the human resources at his disposal. New technologies may not only lead to better and more effective management of the store, but also to improvements for the customers by giving to store owners the ability to provide better services without additional fixed costs like new employees. Since understanding an observed scene is one of the crucial premises for most tasks, in this work we are going to study how to develop, deploy and tune state of the art computer vision techniques to ease and partially automate some management tasks for stores. Some examples of such tasks are automatic inventory, store surveillance, aided shopping for visually impaired people, customer tracking and analytics. . . . In the following, we are going to address some of these tasks by developing computer vision systems based on state of the art techniques. We will spend quite some time discussing in details how we overcome some of the several problems arising from a naive deployment of general solutions in real applications. All the works featured in this thesis will share some common traits that we are going to briefly discuss here.

Firstly we work under the assumption of modifying existing stores and commercial practices as little as possible. By assuming this constraint we hope to achieve solutions viable from an economic perspective even for small-medium operators, that don’t modify dramatically the current customer experience and that are more interesting from a research perspective. This assumption is, however, in direct contrast with the way industrial practices are currently evolving: the most successful proposals so far try to ease the management of a store by completely changing the way we build and organize them. Some practical examples of these solutions have already reached the commercial phase and are available across stores all around the world. For example, commercial outlets belonging to the Decathlon retail chain already includes on almost all the products on sale a disposable
RFID tag both to protect items from being stolen as well as to perform automatic recognition for inventory and fast checkout. This solution is very effective and fail-safe but can hardly be applied to grocery stores that may feature goods for which the selling price would be lower than the cost of the disposable RFID tag itself. Another famous example of disruptive technology in retails is the Amazon Go project\(^1\), the first, and currently only, implementation of an almost completely autonomous grocery store. Inside, customers can benefit from a checkout free experience with no queue or cashier. By taking an item from a shelf and walking out of the store the customer agrees to purchase the item and automatically charge the cost on its bill. While potentially disruptive and intriguing, technological solutions like these require huge investments that are often not viable for the vast majority of retail chains. Moreover covering the whole store with camera and sensors to track the customers, as in the Amazon Go project, can be perceived as a quite invasive technology that can lead to potential loss of customers due to serious concerns regarding the user privacy during shopping. In contrast, all our proposals will not require ad-hoc stores or packaging nor additional sensors besides a camera. We believe that our proposals could be easily integrated with the current job of sales clerk blending unnoticed and without threatening the customer experience. Besides these extremes, in recent years some research and industrial solutions which rely on assumption closer to ours have started to emerge to solve some of the aforementioned problems, however, to the best of our knowledge, established scientific approaches have not emerged yet while the few commercial solutions seems either at a prototype stage or in the very early part of their life cycle.

The second common feature among all the researches presented in this thesis will be to solve problems arising in the retail scenario with the hope of proposing solutions to more general problems. For example one of the recurrent topics across this work will be the loss in performance due to domain shift between training and testing data for machine learning based algorithms. We faced this kind of issue when applying state of the art deep learning based algorithms to the solution of retail problems, however, the same problem arises across countless other applications and research fields. As such for most of the works we have tried to keep the presentation and the proposed solutions as general as possible, using the retail environment only as an exemplary test case rather than developing more ad-hoc and specific

\(^1\) [https://www.amazon.com/b?ie=UTF8&node=16008589011](https://www.amazon.com/b?ie=UTF8&node=16008589011)
solutions. We believe that most of our proposals can be interesting from a more broad research audience rather than only for practitioners searching for a solution to specific retail related problems.

Among all the possible in-store problems addressable through computer vision techniques, we are going to focus mainly on two: automatic recognition of items on store shelves and obtaining a reliable 3D reconstruction of an environment for navigation purpose. We will now briefly introduce the two problems that will be more carefully analyzed in Part i and Part ii respectively.

1.1 Automatic detection and recognition of items on store shelves

The first task that we are going to analyze concerns the detection and recognition of all visible products on an image of a store shelf. To perform the recognition we assume the availability beforehand of one or more reference images depicting each one of the possible items on sale. We addressed the solution of this problem as it can be crucial to automate a series of low-level repetitive management tasks, like visual shelves inspections to detect out or low in stock products, while laying the foundations for a completely automatic inventory. At the same time, automate the recognition of products can be quite beneficial to offer new services to customers visiting the store, for example, allowing assisted shopping for visually impaired and being one of the building blocks for checkout free technologies. From a research point of view the recognition of products on shelves can be traced back to the more general case of object recognition, where we have one or more reference images of the sought object and a scene image where the objects may appear in different poses, such as rotated, translated, scaled, or even partially covered by other objects and under diverse illumination conditions. Analysis of products on shelves, though, may be regarded as a quite challenging case of the general visual object recognition problem. Firstly, it requires the simultaneous detection and recognition of the many different instances typically exposed on a store shelf; moreover, recognition must be carried out choosing among the thousands of possible items on sale on a store at any given times and at a quite fine instance classification level (e.g., two different types of pasta, even from the same brand, must be recognized as different items). Finally, the reference images for each product
are usually produced for marketing purpose and, therefore, exhibit ideal, but quite unrealistic, lighting and acquisition conditions. *In store* images fed to the recognition engine, instead, are usually acquired with lower quality equipment (*e.g.*, smartphone cameras) and in conditions far from ideal. As such a viable solution for the problem must somehow address this huge shift between the image available offline (*i.e.*, the high-quality *reference* ones) and the low-quality one acquired *in stores* where recognition should be carried out. The problem became even more prominent when relying on state of the art object detectors based on machine learning that will obviously face problems coming from the domain shift between train and test data.

In Chap. 3 we will first address a constrained version of this problem where we assume to know in advance the expected product disposition on store shelves, which is usually called **planogram**. This arrangement is carefully planned to maximize sales and keep customers happy, currently, however, verifying compliance of real shelves to the ideal layout is still mostly performed by store personnel. We try to automate this step by deploying an object recognition pipeline to verify if the observed portion of a shelf is compliant with the planned disposition or if there are missing and/or misplaced products, a task we will refer as **planogram compliance check**. For the solution of this task, we deploy local invariant features together with a novel formulation of the product recognition problem as a sub-graph isomorphism between the items appearing in the given image and the ideal layout. This allows for auto-localizing the given image within the aisle or store and improving recognition dramatically.

In Chap. 4 we will address the more general problem of detecting items on store shelves without any assumption. To this end, we will deploy state of the art object detectors based on deep learning to obtain an initial product-agnostic items detection. Then, we pursue product recognition through a similarity search between global descriptors computed on *reference* product images and cropped (*query*) images extracted from the shelf picture. To maximize performance, we learn an ad-hoc global descriptor by a CNN\(^2\) trained on *reference* images through an image embedding loss. Our system is computationally expensive at training time but can perform recognition rapidly and accurately at test time. We will also advocate why direct deployment of state of the art object recognition system based on classification is impractical, if not completely infeasible, for this specific task.

---

\(^2\) Convolutional Neural Network
Finally, in Chap. 5 we will focus on the recognition phase of the pipeline introduced above and explicitly address problems arising from the domain shift between reference images for products available beforehand and query images acquired in store. Inspired by recent advances in image retrieval, one-shot learning and semi-supervised domain adaptation, we propose an end-to-end architecture comprising a GAN\textsuperscript{3} to address the domain shift at training time and a deep CNN trained on the samples generated by the GAN to learn an embedding for product images that enforces a hierarchy between product categories. At test time, we perform recognition by means of K-NN\textsuperscript{4} search against a database consisting of one reference image per product. We will also show experimentally how our proposed solution generalizes fairly well to domains different than the retail one where might be useful to explicitly address the distribution shift between training and testing data.

1.2 RELIABLE 3D RECONSTRUCTION OF UNSEEN ENVIRONMENTS

While not immediately related to problems typically addressed in retail environments, the ability to correctly sense the 3D structure of an environment is one of the crucial building blocks for any applications that want to rely on autonomous agents moving inside an environment. Example of such agents inside a store could be automatic shopping carts, personalized robotic shopping assistants or autonomous platform for aisle inspection and management. All these systems should be able to correctly sense the 3D structure of the environment that surrounds them to navigate safely inside the store and to ease the interaction with customers or items exposed on the shelves. More in general, the availability of reliable 3D information could be helpful for other retail-oriented tasks such as the detection of out of stocks products on shelves or to allow virtual shopping and tour in a realistic 3D reconstruction of stores.

Among the available technologies for 3D sensing, we have mostly investigated the use of algorithms which relies only on one or two passive RGB cameras and ignored all the active alternatives. We have made this choice both due to the well-known shortcoming of active sensors when dealing with dark or highly reflective surfaces, being both quite common among the pattern on product packages, and for the cheapest cost and higher flexibility

---

\textsuperscript{3} Generative Adversarial Network
\textsuperscript{4} K Nearest Neighbour
offered by passive sensors. State-of-the-art to obtain accurate and dense depth measurements out of RGB images currently consists of training deep CNN models in end-to-end fashion on large amounts of data. Despite the outstanding performance achievable, these frameworks suffer from drastic drops in accuracy when running on unseen imagery different from those observed during training either in terms of appearance (synthetic vs real) or context (indoor vs outdoor). The effect due to this domain shift is usually softened by fine-tuning on smaller sets of images with depth labels, but in practice, it is not always possible, or it is extremely costly, to acquire such kind of data required to supervise the network. For example, one possible way to acquire reliable 3D labels mandate the use of costly Lidar sensors, a careful calibration between sensors and, finally, a noise removal step from the sensor raw output. Unfortunately, as we will see, only a few selected environments and applications offer publicly available annotated dataset suitable for supervised fine-tuning, and none of these concerns a supermarket like environments. To overcome these shortcomings, we have mainly worked on methods to perform these adaptation steps effectively without requiring ground truth information. We have mostly tested our solutions on autonomous driving environments due to the public availability of datasets with precise ground-truth data for evaluation, but all the proposed solution can be generalized to any environments without changes.

In Chap. 8 we will introduce an effective off-line and unsupervised domain adaptation technique enabling to overcome the domain shift problem without requiring any ground-truth label. Relying on easier to obtain stereo pairs we deploy traditional non-learned stereo algorithms to produce disparity/depth labels and confidence measures to assess their degree of reliability. With these cues, we can fine-tune deep models by means of a confidence-guided loss function, neglecting the effect of possible outliers outcome of the stereo algorithms. Experimental results prove that our technique is effective to adapt models for both stereo and monocular depth estimations.

In Chap. 9 we address the domain shift problem by performing a continuous and unsupervised on-line adaptation of a deep stereo network to preserve good performance in challenging environments. Performing continuous training of a network can be extremely demanding on computational resources, however, we mitigate the requirements by introducing a new light-

---

5 Laser Imaging Detection and Ranging, active sensors that measures distance to a target by illuminating the target with pulsed laser light and measuring the reflected pulses with a sensor.
weight yet effective deep stereo architecture and by developing an algorithm to train independently only sub-portions of the network. We will show how using both our new architecture and our fast adaptation schema we are able to continuously fine-tune a network to unseen environments at $\sim 25$FPS on a GPU, opening the way to widespread applications.

Finally in Chap. 10 we will present some ongoing work on how to deploy meta-learning techniques to speed up and make more efficient the adaptation process for depth prediction models. We will introduce a novel training schema to condition the initial weight configuration of a network to be more suitable to be adapted once exposed to unseen environments, i.e. it will require fewer adaptation steps to get optimal performance in an unseen environment. This will obviously help in the deployment of the online adaptation schema described before.
Part I

RECOGNITION OF PRODUCTS ON STORE SHELVES
The arrangement of products in supermarket shelves is planned very carefully in order to maximize sales and keep customers happy. Shelves void, low in stock or misplaced products renders it difficult for the customer to buy what she/he needs, which, in turn, not only leads to unhappy shoppers but also to a significant loss of sales. As pointed out in [5], 31% of customers facing a void shelf purchase the item elsewhere and 11% do not buy it at all. The planned layout of products within shelves is called planogram: it specifies where each product should be placed within shelves and how many facings it should cover, that is how many packages of the same product should be visible in the front row of the shelf. Keeping shelves full as well as compliant to the planogram is a fundamental task for all types of stores. The key step to verify the compliance between the planned and observed layout is the recognition of products displayed on store shelves. If properly solved this task could be used for many different applications ranging from fast store management to improved customer experience inside the store. For these reasons, in this chapter we are going to address the problem of visual shelf monitoring through computer vision techniques and in particular the automatic detection and recognition of packaged products exposed on store shelves. A visual representation of the task we are trying to solve is depicted in Fig. 2.1

The seminal work on product recognition dates back to [13], where Merler et al. highlights the particular issues to be addressed in order to achieve a viable approach. First of all, the number of different items to be recognized is huge, in the order of several thousand for small to medium shops, well beyond the usual target for current state-of-the-art object detector based on image classifier. Moreover, product recognition can be better described as a hard instance recognition problem, rather than a classification one, as it deals with lots of objects looking remarkably similar but for small details (e.g., different flavors of the same brand of cereals). Then, any practical methodology should rely only on the information available within existing commercial product databases, i.e. at most just one high-quality image for each side of the package, either acquired in studio settings or rendered (see
Figure 2.1: Illustration of the product recognition task with images from the Grocery Product dataset [39]. Given a *query* image featuring multiple products (a) identify regions associated with individual items and recognize the product enclosed in each region based on a database featuring only few (usually one) *reference* images per product (two examples are shown in (b)). Example of correct recognition are showed in (a) with bounding boxes colored according to the recognized classes.

**Fig. 2.1-(b)).** *Query* images for product recognition are, instead, taken in the store with cheap equipment (*e.g.*, a smart-phone) and featuring many different items displayed on a shelf (see **Fig. 2.1-(a)).**

To address all these problems we will propose two different object detection and recognition pipeline. Our first proposal will be discussed in Chap. 3 and leverage on local feature matching and geometric verification as the first step of a more complex pipeline to solve the specific task of *planogram* compliance check. In Chap. 4 we will present, instead, a more generic deep learning based pipeline for unconstrained product detection and recognition, while in Chap. 5 we will focus on the product recognition problem and we will introduce a deep learning framework to tackle some of the challenges it poses. But first in Sec. 2.1 we will cover most of the related work in the field of automatic detection and recognition of products on store shelves.

### 2.1 Related Work

Grocery products recognition was firstly investigated in the already mentioned paper by Merler *et al.* [13]. Together with a thoughtful analysis of the
problem, the authors propose a dataset and a system based on local invariant features to realize an assistive tool for visually impaired customers. They assume that no information concerning product layout may be deployed to ease detection. Given these settings, the performance of the proposed systems turned out quite unsatisfactory in terms of both precision and efficiency. Further research has then been undertaken to ameliorate the performance of automatic visual recognition of grocery products [21], [64], [36]. In particular, Cotter et al. [36] report significant performance improvements by leveraging machine learning techniques, such as HMAX and ESVM, together with HOG-like features. Yet, their proposal requires many training images for each product, which is unlikely feasible in real settings and deploys a large ensemble of example-specific detectors, which makes the pipeline rather slow at test time. Moreover, adding a new type of sought product is rather cumbersome as it involves training a specific detector for each exemplary image, thereby also further slowing down the whole system at test time. The approach proposed in [36] was then extended in [48] through a contextual correlation graph between products. Such a structure can be queried at test time to predict the products more likely to be seen given the last k detections, thereby reducing the number of ESVM computed at test time and speeding up the whole system. A similar idea of deploying contextual information to ease the recognition phase was also deployed by [66]. More recently, Franco et al. [91] proposed a hierarchical multi-stage recognition pipeline that seems to be able to obtain remarkably good performance but has only been tested on small-scale problems regarding the detections of few tens of different items. Yet, all these recent papers focus on a relatively small-scale problem, i.e. recognition of a few hundred different items at most, whilst usually, several thousand products are on sale in a real shop. George et al. [39] address more realistic settings and propose a multi-stage system capable of recognizing ~3400 different products based on a single model image per product. First, they carry out an initial classification to infer the macro categories of the observed items to reduce the recognition search space. Then, following detection, they run an optimization step based on a genetic algorithm to detect the most likely combination of products from a series of proposals. Despite the quite complex pipeline, when relying on only one model image per product the overall precision of the system is below 30%. The paper proposes also a publicly available dataset, referred to as Grocery Products, comprising 8350 product images classified into 80 hierarchical categories together with 680 high-resolution images of shelves.
The same large-scale realistic problem has been subsequently tackled by [86] using a standard local feature based recognition pipeline and an optimized Hough Transform to detect multiple object instances and filter out inconsistent matches, which brings in a slight performance improvement. More recently, [98] have shown how it is possible to improve detection and recognition performance on the same dataset relying on a probabilistic model based on local feature matching and refinement by a deep network.
In this section, we will describe a computer vision pipeline that, given an expected product disposition (referred herein as planogram) and an image depicting supermarket shelves, can correctly localize each product, check whether the real arrangement is compliant to the planned one and detect missing or misplaced items. Key to our approach is a novel formulation of the problem as a sub-graph isomorphism between the product detected in the given image and those that should ideally be found therein given the planogram. Accordingly, our pipeline relies on a standard feature-based object recognition step, followed by a novel graph-based consistency check and a final refinement step to improve the overall product recognition rate.

3.1 RELATED WORKS

Beside works related to unconstrained product recognition already discussed in Sec. 2.1, it is worth mentioning the closely related work by Marder et al. [56] since it addresses the very same problem of checking planogram compliance through computer vision. Their approach relies on detecting and matching SURF features [11] followed by visual and logical disambiguation between similar products. To improve product recognition the authors deploy information dealing with the known product arrangement through specific hand-crafted rules, such as ‘conditioners are placed on the right of shampoos’. Differently, we propose to deploy automatically these kinds of constraints by modeling the problem as a sub-graph isomorphism between the items detected in the given image and the planogram. Unlike ours, their method mandates a-priori categorization of the sought products into subsets of visually similar items. Systems to tackle the planogram compliance problem are described also in [38], [52] and [29]. These papers delineate solutions relying either on large sensor/camera networks or mobile robots monitoring shelves while patrolling aisles. In contrast, our proposal would require just an off-the-shelf device, such as a smartphone, tablet or hand-held computer.
3.2 PROPOSED PIPELINE

We address the typical industrial settings in which at least one model image per product together with a general schema of the correct disposition of items (the planogram) are available. At test time, given one image featuring products on shelves, the system would detect and localize each item and check if the observed product layout is compliant to the given planogram. As depicted in Fig. 3.1, we propose to accomplish the above tasks by a visual analysis pipeline consisting of three steps. We provide here an overview of the functions performed by the three steps, which are described in more detail in the following.

The first step operates only on model images and the given shelves image. Indeed, to pursue seamless integration with existing procedures, we assume that the information concerning which portion of the aisle is observed is not available together with the input image. Accordingly, the first step cannot deploy any constraint dealing with the expected product disposition and is thus referred to as Unconstrained Product Recognition. As most product packages consist of richly textured piecewise planar surfaces, we obtained promising result through a standard object recognition pipeline based on local invariant features (as described, e.g., in [7]). Yet, the previ-
ously highlighted nuisances cause both missing product items as well as false detections due to similar products. Nonetheless, the first step can gather enough correct detections to allow the successive steps to identify the observed portion of the aisle in order to deploy constraints on the expected product layout and improve product recognition dramatically. The output of the first step consists of a set of bounding boxes corresponding to detected product instances (see Fig. 3.1).

From the second step, dubbed **Graph-based Consistency Check**, we start leveraging on the information about products and their relative disposition contained in planograms. We choose to represent a planogram as a *grid-like fully connected graph* where each node corresponds to a product facing and is linked to at most 8 neighbors at 1-edge distance, i.e. the closest facings along the cardinal directions. We rely on a graph instead of a rigid grid to allow for a more flexible representation; an edge between two nodes does not represent a perfect alignment between them but just proximity along that direction.

This abstract representation, referred to as **Reference Planogram**, encodes information about the number of facings related to each product and the items placed close together in shelves. An example of **Reference Planogram** is shown in Fig. 3.1. The detections provided by the first step are used in the second to automatically build another *grid-like graph* having the same structure as the **Reference Planogram** and referred to as **Observed Planogram**. Then, we find the *sub-graph isomorphism* between the **Observed** and **Reference** planograms, so as to identify local clusters of self-consistent detected products, e.g., sets of products placed in the same relative position in both the **Observed** and **Reference** planograms. As a result, the second step ablates away inconsistent nodes from the **Observed Planogram**, which typically correspond to false detections yielded by the first step. It is worth pointing out that, as the **Observed Planogram** concerns the shelves seen in the current image while the **Reference Planogram** models the whole aisle, matching the former into the latter implies localizing the observed scene within the aisle.

After the second step the **Observed Planogram** should contain true detections only. Hence, those nodes that are missing compared to the **Reference Planogram** highlight items that appear to be missing w.r.t. the planned product layout. The task of the third step, referred to as **Product Verification**, is to verify whether these product items are really missing in the

---

1 More generally, matching the **Observed** to a set of **Reference** planograms does localize seamlessly the scene within a set of aisles or, even, the whole store.
scene or not. More precisely, we start considering the missing node showing the highest number of already assigned neighbors, for which we can most reliably determine a good approximation of the expected position in the image. Accordingly, a simpler computer vision problem than in the first step needs to be tackled, i.e., verify whether or not a known object is visible in a well-defined ROI (Region of Interest) within the image. Should the verification process highlight the presence of the product, the corresponding node would be added to the Observed Planogram, so to provide new constraints between found items; otherwise, a planogram compliance issue related to the checked node is reported (i.e., missing/misplaced item). The process is iterated till all the facings in the observed shelves are either associated with detected instances or flagged as compliance issues.

3.2.1 Unconstrained Product Recognition

For the initial detection step, we rely on the classical multi-object and multi-instance object recognition pipeline based on local invariant features presented in [7], which is effective with planar textured surfaces and scales well to database comprising several hundreds or a few thousands models, i.e., comparable to the number of different products typically sold in grocery stores and supermarkets. Accordingly, we proceed through feature detection, description, and matching, then cast votes into a pose space by a Generalized Hough Transform that can handle multiple peaks associated with different instances of the same model in order to cluster correspondences and filter out outliers. In our settings, it turns out reasonable to assume the input image to represent an approximately frontal view of shelves, so that both in-plane and out-of-plane image rotations are small. Therefore, we estimate a 3 DOF pose (image translation and scale change).

Since the introduction of SIFT [7], a plethora of other feature detectors and descriptors have been proposed in the literature. Interestingly, the object recognition pipeline we implemented may be deployed seamlessly with most such newer proposals. Moreover, it turns out just as straightforward to rely on multiple types of features jointly to pursue higher sensitivity by detecting diverse image structures. Purposely, our implementation of the standard object recognition pipeline can run in parallel several detection/description/matching processes based on different features and have them eventually cast vote altogether within the same Hough pose space. In
Sec. 3.3, we will report an extensive experimental investigation to establish which features (or combination) would yield the best performance.

3.2.2 Graph-based Consistency Check

To build the Observed Planogram we first instantiate a node for each item detected in the previous step, then perform a loop over all detections to seek for link existing between detected instances. For each node, the search is performed along 8 cardinal directions (N, S, E, W, NW, NE, SW, SE) and, if another bounding box is found at a distance less than a dynamically determined threshold, an edge is created between the two nodes. In each node, the edge is labeled according to the search direction (e.g., N) and oppositely in the found neighbor node (e.g., S). The graph is kept self-coherent, e.g. if node B is the North node of A, then A must be the South node of B. In case of ambiguity, e.g. both A and C are found to be the South node of B, we retain only the edge between the two closest bounding boxes.

Once built, we compare the Observed to the Reference Planogram so to determine whether and how the two graphs overlap one to another. In theoretical computer science this problem is referred to as subgraph isomorphism and known to be NP-complete\(^{10}\). A general formulation may read as follows: given two graphs G and H, determine whether G contains a subgraph for which does exist a bijection between the vertex sets of G and H. However, given our strongly bounded graphs, we choose not to rely on one of the many general algorithms, like e.g. \(^{20}\), and, instead, devised an ad hoc heuristic algorithm that, casting ours as a constraint satisfaction problem, works fairly well in practice.

We formulate our problem as follows: given two graphs I (Reference Planogram) and O (Observed Planogram), find an isomorphism between a subset of nodes in I and a subset of nodes in O such that the former subset has the maximum feasible cardinality given product placements constraints. Each node in I can be associated with a node in O only if they both refer to the same product instance and exhibit coherent neighbors. In other words, we find the maximum set of nodes in graph O that turn out self-consistent, i.e. their relative positions are the same as in the reference graph I.

As illustrated in Algorithm Alg. 1, the process starts with procedure CreateHypotheses, which establishes the initial set of hypotheses, \(\mathcal{H} = \{\ldots h_i \ldots\}\), \(h_i = \{n_I, n_O, c(n_I, n_O)\}\), with \(n_I\) and \(n_O\) denoting, respectively, a node in I
Figure 3.2: Toy example concerning two small graphs with 4 nodes used to describe procedure FindSolution. The color of each node denotes the product the numbers within squares identify the different nodes in the text.
Algorithm 1 Find sub-graph isomorphism between I and O

\[
\begin{align*}
C_{\text{max}} &\leftarrow 0 \\
S_{\text{best}} &\leftarrow \emptyset \\
\mathcal{H} &\leftarrow \text{CreateHypotheses}(I,O) \\
\text{while } \mathcal{H} \neq \emptyset &\text{ do} \\
&\quad C, S, h_0 \leftarrow \text{FindSolution}(\mathcal{H}, C_{\text{max}}, \tau) \\
&\quad \text{if } C > C_{\text{max}} \text{ then} \\
&\quad\quad S_{\text{best}}, C_{\text{max}} \leftarrow S, C \\
&\quad \mathcal{H} \leftarrow \mathcal{H} - h_0 \\
\text{return } S_{\text{best}}, C_{\text{max}}
\end{align*}
\]

and O related to the same product and \(c(n_I, n_O) = \frac{nn_c}{nn_t}\) with \(nn_c\) number of coherent neighbors (e.g., referring to the same product both in O and I) and \(nn_t\) number of neighbors for that node in I. CreateHypotheses iterates over all \(n_I \in I\) so to instantiate all possible hypotheses. An example of the hypotheses set determined by CreateHypotheses given I and O is shown in the first row of Fig. 3.2. Then, procedure FindSolution finds a solution, \(S\), by iteratively picking the hypothesis featuring the highest score. The first hypothesis picked in the considered example is shown in Fig. 3.2-a). Successively, \(\mathcal{H}\) is updated by removing the hypotheses containing either of the two nodes in the best hypothesis and increasing the scores of hypotheses associated with coherent neighbors (Fig. 3.2-b)). Procedure FindSolution returns also a confidence score for the current solution, \(C\), which takes into account the cardinality of \(S\), together with a factor which penalizes the presence in O of disconnected sub-graphs that exhibit relative distances different than those expected given the structure of I\(^2\), which instead is always fully connected. FindSolution takes as input the score of the current best solution, \(C_{\text{max}}\), and relies on a branch-and-bound scheme to accelerate the computation. In particular, as illustrated in Fig. 3.2-c), after updating \(\mathcal{H}\) (Fig. 3.2-b)), FindSolution calculates an upper-bound for the score, \(B_C\), by adding to the cardinality of \(S\) the number of hypotheses in \(\mathcal{H}\) that are not mutually exclusive, so as to early terminate the computation when the current solution can not improve \(C_{\text{max}}\). The iterative process continues with picking the new best hypothesis until \(\mathcal{H}\) is found empty or containing only hypotheses with confidence lower than a certain threshold (\(\tau\)) (Fig. 3.2-d)). The found solution, \(S\), contains all the hypotheses that are self-consistent and such that each node \(n_I\) is either associated with a node \(n_O\) or to none, as shown in the last row of Fig. 3.2. In the last step ((Fig. 3.2-e)), the procedure computes \(C\) and returns also the

\[\text{In the toy example in Fig. 3.2, O does not contain disconnected sub-graphs.}\]
first hypothesis, $h_0$, that was added into $\mathcal{S}$, i.e. the one with the highest score $c(n_I,n_0)$ (Fig. 3.2.a)). Upon returning from FindSolution, the algorithm checks whether or not the new solution $\mathcal{S}$ improves the best one found so far and removes $h_0$ from $\mathcal{H}$ (see Algorithm Alg. 1) to allow evaluation of another solution based on a different initial hypotheses.

As a result, Algorithm Alg. 1 finds self-consistent nodes in $\mathcal{O}$ given $I$, thereby removing inconsistent (i.e. likely false) detections and localizing the observed image wrt to the planogram. Accordingly, the output of the second steps contains information about which items appear to be missing given the planned product layout and where they ought to be located within the image.

3.2.3 Product Verification

We use an iterative procedure whereby each iteration tries to fill the observed planogram with one seemingly missing object. As illustrated in Fig. 3.3, each iteration proceeds through three stages. We start with the missing element featuring the highest number of already detected neighbors. The positions of these neighbors provide clues on where the missing product should appear in the image. In particular, the position and size of each neighbor, together with the average edge length in the Observed Planogram, provide an estimation of the center of the missing element: averaging estimations across the neighbors yields a good approximate position. Then, we define a coarse image ROI centered at this position by estimating the size of the missing
and allowing for some margin on account of possible localization inaccuracies.

Given the estimated ROI, the second stage attempts to find and localize the missing product therein. As already pointed out, unlike the initial step of our pipeline, here we now know exactly which product is sought as well as its approximate location in the image. To look for the sought product within the ROI, we have experimented with template matching techniques as well as with a similar pipeline based on local features as deployed for Unconstrained Product Recognition (Sec. 3.2.1). The latter, in turn, would favorably reuse the image features already computed within the ROI in the first step of our pipeline, so as to pursue matching versus the features associated with the model image of the sought product only and, accordingly, cast votes in the pose space. Both approaches would provide a series of Detection Proposals (see Fig. 3.3).

Detection proposals are analyzed in the last stage of an iteration by first discarding those featuring bounding boxes that overlap with already detected items and then scoring the remaining ones according to the coherence of the position within the (Observed Planogram) and the detection confidence. As for the first contribution to the score, we take into account the error between the center of the proposal and that of the ROI estimated in the first stage (so to favor proposals closer to the approximated position inferred from already detected neighbors); the second component of the score, instead, depends on the adopted technique: for template matching methods we use the correlation score while for approaches based on local features we rely on the number of correct matches associated with the proposal. Both terms are normalized to 1 and averaged out to get the final score assigned to each Detection Proposal. Based on such a score, we pick the best proposal and add it to the Observed Planogram, so as to enforce new constraints that may be deployed throughout successive iterations to select the best-constrained missing item as well as improve ROI localization. If either all detection proposals are discarded due to the overlap check or the best one exhibits too low a score, our pipeline reports a planogram compliance issue related to the currently analyzed missing product. We have not investigated yet on how to disambiguate between different issues such as low in stock items and misplaced items. In real settings, however, such different issues would both be dealt with by manual intervention of sales clerks. The iterative procedure

---

3 Store databases contain product sizes: the image size of a missing product can be estimated from those of the detected neighbors and the known metric sizes.
Figure 3.4: Ground-truth dealing with product types provided with the *Grocery Products* dataset (a) and our instance-specific bounding boxes (b). In (a) a system should identify at least one instance for each product type, while in (b) it should find and correctly localize all the displayed product instances. We will refer to the two task in Chap. 4 as Customer use case and Management use case.

stops when all the seemingly missing products have been either detected or labeled as compliance issues.

3.3 EXPERIMENTAL RESULTS

To assess the performance of our pipeline we rely on the *Grocery Products* dataset [39]. However, as the ground-truth available with shelves images concerns product types while we aim at detecting each individual instance, we have manually annotated a subset of images with item-specific bounding boxes (see Fig. 3.4-b). Moreover, for each image, we have created an ideal planogram encoded in our graph-like representation for the perfect disposition of products (e.g., if the actual image contains voids or misplaced items they will not be encoded on the ideal planogram that instead will model only the correct product disposition). The annotation used are available at our project page 4.

Our chosen subset consists of 70 images featuring box-like packages and dealing with different products such as rice, coffee, cereals, tea, juices, biscuits.... Each image depicts many visible products, for a total of 872 instances of 181 different products, that is on average ≈ 12 instances per image. According to the metric used in the PASCAL VOC challenge, we judge a detection as correct if the intersection-over-union between the detected and ground-truth bounding boxes is > 0.5. For each image we compute Pre-
Figure 3.5: Evaluation of different features for **Unconstrained Product Recognition**. Results ordered from top to bottom alongside with F-Measure scores.

Figure 3.6: Results after **Graph-based Consistency Check** when using either BRISK or BRISK+SURF in the first step.

cision (number of correct detections over total number of detections), Recall (number of correctly detected products over number of products visible in the image) and F-Measure (harmonic mean of Precision and Recall). Then, we provide charts reporting average figures across the dataset.

We will now follow the processing flow along our pipeline so as to evaluate performance gain upon execution of each step. We start with evaluating the **Unconstrained Product Recognition** step, in order to find the best suitable local features to be used in this scenario.

We have tested all the detectors and descriptors available in OpenCV, *i.e.* SIFT [7], SURF [11], ORB [24], BRISK [23], KAZE [26], AKAZE [22], STAR [14], MSD [46], FREAK [25], DAISY [19], LATCH [72], Opponent Color.
Space Descriptors [15], as well as the line segments features known as BOLD[35] (original code distributed by the authors for research purposes). We have considered features providing both the detector and descriptor (e.g. SIFT) as well as many different detector/descriptor pairs (e.g. MSD/FREAK) and multiple feature processes voting altogether in the same pose space (e.g. BRISK+SURF). A summary of the best results is reported in Fig. 3.5. As it can be observed, binary descriptors, such as BRISK and FREAK performs fairly well in the addressed product recognition scenario, yielding the highest Precision and best F-Measure scores. SURF features provide good results alike, in particular as concerns Recall. It is also worth noticing how the use of multiple features, such as BRISK + SURF, to capture different image structures may help to increase the sensitivity of the pipeline, as vouched by the highest Recall. ORB features may yield a comparably high Recall, but at expense of a lower Precision. The use of color descriptors (Opponent SURF), instead, does not seem to provide significant benefits. As the second step is meant to prune out the false detections provided by the first, one would be lead to prefer those features yielding higher Recall. Yet, it may turn out hard for the second step to solve the sub-graph isomorphism problem in presence of too many false positives. Thus, a good balance between the two types of detection errors turns out preferable, rather. As such, we will consider both BRISK and BRISK+SURF features within the Unconstrained Product.
Recognition step in order to further evaluate the results provided by our pipeline after the Graph-based Consistency Check step.

For the second step we fixed $\tau = 0.25$ and deployed the algorithm proposed in Sec. 3.2.2, the results are displayed in Fig. 3.6. First, the boost in Precision attained with both types of features compared to the output provided by the first step (Fig. 3.5) proves that the proposed sub-graph isomorphism formulation described in Sec. 3.2.2 is very effective to improve product recognition by removing false detections arising in unconstrained settings. In particular, when using BRISK features, Precision raises from $\approx 78\%$ to $\approx 98\%$ and with BRISK+SURF from $\approx 66\%$ to $\approx 97\%$. Alongside, though, we observe a decrease in Recall, such as from $\approx 75\%$ to $\approx 74\%$ with BRISK and from $\approx 81\%$ to $\approx 74\%$ with BRISK+SURF. This is mostly due to items that, although detected correctly in the first step, cannot rely on enough self-coherent neighbors to be validated (i.e. $c(n_I, n_O) < \tau$). Overall, the Graph-based Consistency Check does improves performance significantly, as the F-Measure increases from $\approx 76\%$ to $\approx 84\%$ and from $\approx 72\%$ to $\approx 84\%$ with BRISK and BRISK+SURF, respectively.

Given that in Fig. 3.6 BRISK slightly outperforms BRISK+SURF according to all the performance indexes and requires less computation, we pick the former features for the first step and evaluate different design choices as regards the final Product Verification. In particular, as mentioned in Sec. 3.2.3, we considered different template matching and feature-based approaches. The best results, summarized in Fig. 3.7, concern template matching by the ZNCC (Zero-mean Normalized Cross Correlation) in the HSV color space, the recent Best-buddies Similarity method [51] in the RGB color space and a feature-based approach deploying the same features used for the first step, that is BRISK. As shown in Fig. 3.7, using BRISK features in both the first and last step does provide the best results, all the three performance indexes getting now as high as $\approx 90\%$.

Eventually, in Fig. 3.8 we present some qualitative results obtained by our pipeline both in case of compliance between the observed scene and the planogram as well as in the case of missing products.
After having addressed the problem of verifying planogram compliance, in this section, we are going to focus on the more general task of unconstrained product detection and recognition on store shelves. Due to the already discussed peculiarities of this scenario, unfortunately, the deployment of state of the art multi-class object detectors based on deep learning [59, 96, 111] cannot offer a trivial solution since all of them will require a large corpus of annotated images as similar as possible to the deployment scenario in order to provide good performance. Even acquiring and manually annotating with product labels a huge dataset of in-store images is not a viable solution due to the products on sale in stores, as well as their appearance, changing frequently over time, which would mandate continuous gathering of annotated in-store images and retraining of the system. Conversely, a practical approach should be trained once and then be able to handle seamlessly new stores, new products and/or new packages of existing products (e.g., seasonal packages).

We propose to address product recognition by a pipeline consisting of three stages. Given a shelf image, we perform first a class-agnostic object detection to extract region proposals enclosing the individual product items. This stage relies on a deep learning based object detector trained to localize product items within images taken in the store; we will refer to this network as to the Detector. In the second stage, we perform product recognition separately on each of the region proposal provided by the Detector. Purposely, we carry out K-NN (K-Nearest Neighbours) similarity search between a global descriptor computed on the extracted region proposal and a database of similar descriptors computed on the reference images available in the product database. Rather than deploying a general-purpose global descriptor (e.g., Fisher Vectors [17]), we train a CNN using the reference images to learn an image embedding function that maps RGB inputs to n-dimensional global descriptors amenable for product recognition; this second network will be referred to as to the Embedder. Eventually, to help prune out false detections and improve disambiguation between similarly looking products, in the...
third stage of our pipeline we refine the recognition output by re-ranking the first K proposals delivered by the similarity search.

It is worth pointing out how our approach needs samples of annotated in-store images only to train the product-agnostic Detector, which, however, does not require product-specific labels but just bounding boxes drawn around items. In Sec. 4.3 we will show how the product-agnostic Detector can be trained once and for all so to achieve remarkable performance across different stores despite changes in shelves disposition and product appearance. Therefore, new items/packages are handled seamlessly by our system simply by adding their global descriptors (computed through the Embedder) in the reference database. Besides, our system scales easily to the recognition of thousands of different items, as we use just one (or few) reference images per product, each encoded into a global descriptor in the order of a thousand float numbers.

Finally, while computationally expensive at training time, our system turns out light (i.e., memory efficient) and fast at deployment time, thereby enabling near real-time operation. Speed and memory efficiency do not come at a price in performance, as our system compares favorably with respect to previous work on the standard benchmark dataset for product recognition.

4.1 RELATED WORKS

CNN-based systems are widely recognized as state-of-the-art across many object detection benchmarks. The different proposals can be broadly subdivided into two main families of algorithms based on the number of stages required to perform detection. On one hand, we have the slower but more accurate two stage detectors [59], which decompose object detection into a region proposal followed by an independent classification for each region. On the other hand, fast one stage approaches [96, 111] can perform detection and classification jointly. A very recent work has also addressed the specific domain of grocery products, so as to propose an ad hoc detector [107] that analyzes the image at multiple scales to produce more meaningful region proposals.

Besides, deploying CNNs to obtain rich image representations is an established approach to pursue image search, both as a strong off-the-shelf baseline [43] and as a key component within more complex pipelines [69].
Inspiration for our product recognition approach came from [49, 61]. In [61], Schroff et al. train a CNN using triplets of samples to create an embedding for face recognition and clustering while in [49] Bell et al. rely on a CNN to learn an image embedding to recognize the similarity between design products. Similarly, in the related field of fashion items recognition, relying on learned global descriptor rather than classifiers is an established solution shared among many recent works [47, 53, 115].

4.2 PROPOSED APPROACH

Fig. 4.1 shows an overview of our proposed pipeline. In the first step, described Sec. 4.2.1, a CNN (Detector) extracts region proposals from the query image. Then, as detailed in Sec. 4.2.2, each region proposal is cropped from the query image and sent to another CNN (Embedder) which computes an ad-hoc image representation. These will then be deployed to pursue product recognition through a K-NN similarity search in a database of representations pre-computed off-line by the Embedder on the reference images. Finally, as illustrated in Sec. 4.2.3, we combine different strategies to perform a final refinement step which helps to prune out false detections and disambiguate among similar products.
4.2.1 Detection

Given a query image featuring several items displayed in a store shelf, the first stage of our pipeline aims at obtaining a set of bounding boxes to be used as region proposals in the following recognition stage. Ideally, each bounding box should contain exactly one product, fit tightly the visible package and provide a confidence score measuring how much the detection should be trusted.

State-of-the-art CNN-based object detectors may fulfill the above requirements for the product recognition scenario, as demonstrated in [107]. Given an input image, these networks can output several accurate bounding boxes, each endowed by confidence and a class prediction. To train CNN-based object detectors, such as [59, 96, 111], a large set of images annotated with the position of the objects alongside with their class labels is needed. However, due to the ever-changing nature of the items sold in stores, we do not train the Detector to perform predictions at the fine-grained class level (i.e., at the level of the individual products), but to carry out a product-agnostic item detection. Accordingly, the in-store training images for our Detector can be annotated for training just by drawing bounding-boxes around items without specifying the actual product label associated with each bounding-box. This formulation makes the creation of a suitable training set and the training itself easier and faster. Moreover, by training the Detector to recognize generic products from everything else we hope to achieve a solution that is more general therefore deployable across different stores and products. Training a CNN to directly perform detection and recognition would require a much more expensive and slow image annotation process which should be carried out, again and again, to keep up with changes of the products/packages to be recognized. This continuous re-training of the Detector is just not feasible in any practical settings.

4.2.2 Recognition

Starting from the candidate regions delivered by the Detector, we perform recognition by means of K-NN similarity search between a global descriptor computed on each candidate region and a database of similar descriptors (one for each product) pre-computed off-line on the reference images. Recent works (e.g., [43]) have shown that the activations sampled from layers of
pre-trained CNNs can be used as high quality global image descriptors. [47] extended this idea by proposing to train a CNN (i.e., the Embedder) to learn a function $E: I \rightarrow D$ that maps an input image $i \in I$ into a k-dimensional descriptor $d^k \in D$ amenable to recognition through K-NN search. Given a set of images with associated class labels, the training is performed sampling triplets of different images, referred to as anchor ($i_a$), positive ($i_p$) and negative ($i_n$), such that $i_a$ and $i_p$ depict the same class while $i_n$ belongs to a different one. Given a distance function in the descriptor space, $d(X, Y)$, with $X, Y \in D$, and denoted as $E(i)$ the descriptor computed by the the Embedder on image $i$, the network is trained to minimize the so called triplet ranking loss:

$$
\mathcal{L} = \max(0, d(E(i_a), E(i_p)) - d(E(i_a), E(i_n)) + \alpha)
$$

(4.1)

with $\alpha$ a fixed margin to be enforced between the pair of distances. Through minimization of this loss, the network learns to encode into nearby positions within $D$ the images depicting items belonging to the same class, whilst keeping items of different classes sufficiently well separated.

We use the same formulation and adapt it for the context of grocery product recognition where different products corresponds to different classes (e.g. the two reference images of Fig. 2.1-(b) belong to different classes and could be used as $i_p$ and $i_n$). Unfortunately, we can not sample different images for $i_a$ and $i_p$ due to available commercial datasets featuring just a single exemplar image per product (i.e., per class). Thus, to create the required triplet, at each training iteration we randomly pick two products and use their reference images as $i_p$ and $i_n$. Then, we synthesize a new $i_a$ from $i_p$ by a suitable data augmentation function $A : I \rightarrow I$, to make it similar to query images (i.e., $i_a = A(i_p)$).

To perform recognition, firstly, the Embedder network is used to describe each available reference image $i_r$ by a global descriptor $E(i_r)$ and thus create the reference database of descriptors associated with the products to be recognized. Then, when a query image is processed, the same embedding is computed on each of the candidate regions, $i_{pq}$, cropped from the query image, $i_q$, so to get $E(i_{pq})$. Finally, for each $i_{pq}$ we compute the distance in the embedding space with respect to each reference descriptor, denoted as $d(E(i_{pq}), E(i_r))$, in order to sift-out the first K-NN of $E(i_{pq})$ in the reference database. These are subject to further processing in the final refinement step.

1 The details concerning the adopted augmentation function are reported in Sec. 4.3
4.2.3 Refinement

The aim of the final refinement is to remove false detections and re-rank the first K-NN found in the previous step in order to fix possible recognition mistakes.

Since the initial ranking is obtained comparing descriptors computed on whole images, a meaningful re-ranking of the first K-NN may be achieved by looking at peculiar image details that may have been neglected while comparing global descriptors and yet be crucial to differentiate a product from others looking very similar. Therefore, we describe both the Query and each of the first K-NN reference images by a set of local features \( F^1_i, F^2_i, ..., F^k_i \), each consisting in a spatial position \((x_i, y_i)\) within the image and a compact descriptor \( f_i \). Given these features, we look for similarities between descriptors extracted from query and reference images, to compute a set of matches. Matches are then weighted based on the distance in the descriptor space, \( d(f_i, f_j) \) and a geometric consistency criterion relying on the unit-norm vector, \( \vec{v} \), from the spatial location of a feature to the image center. In particular, given a match, \( M_{ij} = (F^q_i, F^r_j) \), between feature \( i \) of the query image and feature \( j \) of the reference image, we compute the following weight:

\[
W_{ij} = \frac{(\vec{v}^q_i \cdot \vec{v}^r_j) + 1}{d(f^q_i, f^r_j) + \epsilon}
\]  

(4.2)

where \( \cdot \) marks scalar products between vectors and \( \epsilon \) is a small number to avoid potential division by zero. Intuitively \( W_{ij} \) is bigger for matching features which share the same relative position with respect to the image center (high \( (\vec{v}^q_i \cdot \vec{v}^r_j) \)) and have descriptors close in the feature space (small \( d(f^q_i, f^r_j) \)). Finally, the first K-NN are re-ranked according to the sum of the weights \( W_{ij} \) computed for the matches between the local features. In Sec. 4.3.2 we will show how good local features can be obtained at zero computational cost as a by-product of our learned global image descriptor. This refinement technique will be referred to as +lf.

A simple additional refinement step consists in filtering out wrong recognitions by the distance ratio criterion [7] (i.e., by thresholding the ratio of the distances in feature space between the query descriptor and its 1-NN and 2-NN). If the ratio is above a threshold, \( \tau_d \), the recognition is deemed as
ambiguous and discarded. In the following, we will denote this refinement technique as +th.

Finally, as commercial product databases typically provide a multilevel classification of the items (e.g., at least instance, and category level), we propose a re-ranking and filtering method specific to the grocery domain where, as pointed out by [39], products belonging to the same macro category are typically displayed close one to another on the shelf. Given the candidate regions extracted from the query image and their corresponding sets of K-NN, we consider the 1-NN of the region proposals extracted with high confidence (> 0.1) by the Detector in order to find the main macro category of the image. Then, in case the majority of detections votes for the same macro category, it is safe to assume that the pictured shelf contains almost exclusively items of that category thus filter the K-NN for all candidate regions accordingly. It is worth observing how this strategy implicitly leverages on those products easier to identify (i.e., the high-confidence detections) to increase the chance to correctly recognize the harder ones. We will refer to this refinement strategy as to +mc.

4.3 EXPERIMENTAL RESULTS

To validate the performance of our product recognition pipeline we take into account two possible use cases dealing with different final users:

- **Customer:** the system should be deployed for a guided or partially automated shopping experience (e.g., product localization inside the shop, augmented reality overlays or support to visually impaired). As proposed in [39] the goal is to detect at least one instance of each visible type of product displayed in a shelf picture.

- **Management:** the system will be used to partially automate the management of a shop (e.g., automatic inventory, and restocking). Here, the goal is to recognize each product instance displayed on the shelf.

4.3.1 Datasets and Evaluation Metrics

For our experimental evaluation, we rely on the publicly available Grocery Products dataset [39], which features more than 8400 grocery products organized in hierarchical classes and with each product described by exactly
one reference image. The dataset contains also 680 in-store (query) images that display items belonging to the Food subclass of the whole dataset. The annotations released by the authors for the query images allow for evaluating performance in the Customer use case, as they consist in bounding boxes drawn around spatial clusters of instances of the same products. To test our system also in the Management use case, we deploy the annotations that we have presented in Sec. 3.3. Fig. 3.4 shows examples of the two kinds of annotations used to evaluate the system in the two different use cases.

To compare our work with previously published results we use the metrics proposed by the authors in [39]: mean average precision-mAP (the approximation of the area under the Precision-Recall curve for the detector) and Product Recall-PR (average product recall across all the test image). As for scenario (a), we report also mean average multi-label classification accuracy-mAMCA.

To train the Detector we acquired multiple videos with a tablet mounted on a cart facing the shelves and manually labeled a subset of sampled frames to create a training set of 1247 images. Thus, our videos are acquired in different stores with respect to those depicted in the Grocery Products dataset and feature different products on different shelves, vouching for the generalization ability of our system.

4.3.2 Implementation Details

For all our tests we have used as Detector the state-of-the-art one-stage object detector known as yolo_v2 (shortened in yolo) [111]. We choose this network as it grants real-time performance on a GPU and for the availability of the original implementation. Starting from the publicly available weights\(^2\), we have fine-tuned the network on our 1247 in-store images for 80000 steps keeping the hyperparameters suggested by the original authors.

The backbone network for our Embedder is a VGG_16 [62] pre-trained on the Imagenet-1000 classification task (weights publicly available\(^3\)). From this network we obtain global image descriptors by computing MAC features [83] on the conv4_3 convolutional layer and applying L2 normalization to obtain unit-norm embedding vectors. To carry out the comparison between descriptors, both at training and test time, we used as distance function
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2 https://github.com/pjreddie/darknet
3 https://github.com/tensorflow/models/tree/master/research/slim
\[ d(X,Y) = 1 - X \cdot Y \] with \( X, Y \in \mathcal{D} \) (i.e., 1 minus the cosine similarity between the two descriptors). The motivation for the choice of network, layers, and encoding will be discussed in details in Sec. 5.4. To better highlight the advantage of learning an ad-hoc descriptor in the following we will report experiments using general purpose descriptors obtained without fine tuning the Embedder with the suffix \(_{gd}\) (general descriptor), while descriptors obtained after fine-tuning as described in Sec. 4.2.2 will be denoted by the suffix \(_{ld}\) (learned descriptor). To train the Embedder we use the reference images of Grocery Products dealing with the products belonging to the Food subclass (i.e., 3288 different product with exactly one training image each).

To enrich the dataset and create the anchor images, \( i_a \), we randomly perform the following augmentation functions \( A \): blur by a Gaussian kernel with random \( \sigma \), random crop, random brightness and saturation changes. These augmentations were engineered so to transform the reference images in a way that renders them similar to the proposals cropped from the query images. The hyper-parameters obtained by cross-validation for the training process are as follows: \( \alpha = 0.1 \) for the triplet loss, learning rate \( lr = 0.000001 \), ADAM optimizer and fine-tuning by 10000 steps with batch size 24.

We propose a novel kind of local features for the +lf refinement: as MAC descriptors are obtained by applying a max-pool operation over all the activations of a convolutional layer, by changing the size and stride of the pool operation it is possible to obtain a set of local descriptor with the associated location being the center of the pooled area reprojected into the original image. By leveraging on this intuition, we can obtain in a single forward computation both a global descriptor for the initial K-NN search (Sec. 4.2.2) as well as a set of local features to be deployed in the refinement step (Sec. 4.2.3). For our test we choose kernel size equal 16 and stride equals 2 obtaining 64 features per reference image.

### 4.3.3 Customer Use Case

In this section, we evaluate the effectiveness of our system in the Customer scenario. To measure performance we rely on the annotations displayed in Fig. 3.4-(a) and score a correct recognition when the product has been correctly identified and its bounding box has a non-empty intersection with that provided as ground-truth. We compare our method with already published work tested on the same dataset: FV+RANSAC (Fisher Vector classifica-
<table>
<thead>
<tr>
<th>Method</th>
<th>mAP(%)</th>
<th>PR(%)</th>
<th>mAMCA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF+PM+GA[39]</td>
<td>23.49</td>
<td>43.13</td>
<td>21.19</td>
</tr>
<tr>
<td>FM+HO[86]</td>
<td>23.71</td>
<td>41.60</td>
<td>32.50</td>
</tr>
<tr>
<td>yolo_gd</td>
<td>21.49</td>
<td>47.03</td>
<td>13.34</td>
</tr>
<tr>
<td>yolo_ld</td>
<td>27.84</td>
<td>53.17</td>
<td>16.32</td>
</tr>
<tr>
<td>yolo_ld+th</td>
<td>30.46</td>
<td>37.88</td>
<td>28.74</td>
</tr>
<tr>
<td>yolo_ld+lf</td>
<td>32.34</td>
<td>58.41</td>
<td>17.72</td>
</tr>
<tr>
<td>yolo_ld+mc</td>
<td>30.15</td>
<td>55.25</td>
<td>21.09</td>
</tr>
<tr>
<td>yolo_ld+lf-mc-th (full)</td>
<td>36.02</td>
<td>57.07</td>
<td>31.57</td>
</tr>
</tbody>
</table>

Table 4.1: Product recognition on the Grocery Products dataset in the Customer scenario. Best result highlighted in bold. Our proposals (in italic) yields large improvements in terms of both mAP and PR with respect to previously published results.

Using our trained yolo network for product detection, in Tab. 4.1 we report the results obtained by either deploying a general purpose VGG-based descriptor (yolo_gd) or learning an ad-hoc embedding for grocery products yolo_ld. Moreover, we report the results achieved with the different refinement strategies presented in Sec. 4.2.3.

Tab. 4.1 shows that our pipeline can provide a higher recall than previously proposed methods even with a general purpose image descriptor (yolo_gd), although with a somehow lower precision, as demonstrated by the slightly inferior mAP score. However, our complete proposal relies on learning an ad-hoc descriptor for grocery products (yolo_ld), which yields a significant performance improvement, as vouched by an average gain of about 6% in terms of both Recall and mAP. Wrongly classified proposals can be discarded to further improve accuracy by the threshold refinement strategy (yolo_ld + th - with $\tau_d = 0.9$), thereby increasing the mAMCA from 16.32% to 28.74%. Re-ranking based on the proposed local features (yolo_ld+lf)
turns out an effective approach to ameliorate both precision and recall, as demonstrated by a gain of about 5% in mAP and PR with respect to the pipeline without final refinement (yolo ld). The category-based re-ranking strategy (yolo ld + mc) seems to fix some of the recognition mistakes and improve the recognition rate with respect to (yolo ld), providing gains in all metrics. Finally, by mixing all the refinement strategies to obtain our overall pipeline (yolo ld+lf-mc-th), we neatly get the best trade-off between precision and recall, as vouch for the 57.07% PR and 36.02% mAP, i.e. about 14% and 12.5% better than previously published results, respectively, with a mAMCA turning out nearly on par with the best previous result.

We found that casting recognition as a similarity search through learned global descriptors can provide a multi-level classification for free. For example, even when the 1-NN does not correspond to the right product, it usually corresponds to items belonging to the correct macro category (i.e., cereals, coffee, . . . ). We believe this behavior being due to items belonging to the same macro class sharing similar peculiar visual patterns that are effectively captured by the descriptor and help to cluster nearby items belonging to the same categories (e.g., coffee cups often displayed on coffee packages or flowers on infusions). To highlight this generalization property, we perform here an additional test in the Customer scenario by considering a recognition as correct if the category of the 1-NN match is the same as those of the annotated bounding box. Accordingly, we compare the performance

Figure 4.2: Precision-recall curves obtained in the customer use case by the yolo ld system when trying to recognize either the individual products or just their category.
<table>
<thead>
<tr>
<th>Method</th>
<th>mAP(%)</th>
<th>PR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>66.37</td>
<td>75.0</td>
</tr>
<tr>
<td>yolo_gd</td>
<td>66.95</td>
<td>78.89</td>
</tr>
<tr>
<td>yolo_ld</td>
<td>74.32</td>
<td>84.75</td>
</tr>
<tr>
<td>yolo_ld+th</td>
<td>75.62</td>
<td>81.55</td>
</tr>
<tr>
<td>yolo_ld+lf</td>
<td>76.37</td>
<td>86.56</td>
</tr>
<tr>
<td>yolo_ld+mc</td>
<td>74.80</td>
<td>85.28</td>
</tr>
<tr>
<td>yolo_ld+lf-mc-th (full)</td>
<td>76.93</td>
<td>85.71</td>
</tr>
</tbody>
</table>

Table 4.2: Product recognition for Management use case. Our proposal highlighted (in italic), best results in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP(%)</th>
<th>PR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>47.32</td>
<td>57.0</td>
</tr>
<tr>
<td>yolo_gd</td>
<td>60.17</td>
<td>73.66</td>
</tr>
<tr>
<td>yolo_ld</td>
<td>67.88</td>
<td>80.27</td>
</tr>
<tr>
<td>yolo_ld+th</td>
<td>69.70</td>
<td>76.01</td>
</tr>
<tr>
<td>yolo_ld+lf</td>
<td>70.69</td>
<td>82.83</td>
</tr>
<tr>
<td>yolo_ld+mc</td>
<td>69.01</td>
<td>81.55</td>
</tr>
<tr>
<td>yolo_ld+lf-mc-th (full)</td>
<td>73.50</td>
<td>82.66</td>
</tr>
</tbody>
</table>

Table 4.3: Results in the Management use case performing recognition against all the items belonging to the Food subclass of the Grocery Products dataset (~ 3200). Our proposals highlighted (in italic), best results in bold.

of yolo_ld when trying to recognize either the individual products or their category. The results of this experiment are reported as Precision-Recall curves in Fig. 4.2. The large difference between the two curves proves that very often the system mistakes items at the product level but correctly recognizing their category. Eventually, it is worth pointing out that our method not only provides a significant performance improvement with respect to previously published results but turns out remarkably fast. Indeed, our whole pipeline can be run on a GPU in less than one second per image.

Management Use Case

The experiments presented in this Section concern the Management use case where we are required to correctly detect and recognize all the individual
Figure 4.3: Precision-Recall curves for our full pipeline in the Management use case. full@180 denotes performing recognition on the small reference database of Chap. 3 (∼180 entries), full@3200 against all the products in the Food category of Grocery Products (∼3200).

Figure 4.4: Examples of correct product recognitions in query images from Grocery Products.

We compare our new proposal to the most effective configuration of the first stage of the previous pipeline presented in Chap. 3, referred to hereinafter as FS, which is based on matching BRISK local features[23] followed by Hough Voting and pose estimation through RANSAC. We compare our new proposal only to the first stage of FS because we are interested only on unconstrained product recognition without considering the availability of planogram to ease the detection. To compare our two pipelines, we perform recognition against the smaller reference database of 182 products used in Chap. 3. The results are reported in Tab. 4.2. Firstly, it is worth pointing out how, despite the task being inherently more difficult
than in the Customer use case, we record higher recognition performance. We ascribe this mainly to the smaller subset of in-store images used for testing, (i.e., 70 vs. 680) as well as to these images featuring mainly rigid packaged products, which are easier to recognize. Once again, the use of a learned descriptor (\textit{yolo\_ld}) provides a substantial performance gain with respect to a general purpose descriptor (\textit{yolo\_gd}), as the mAP improves from 66.95\% to 74.32\% and the PR from 78.89\% to 84.75\%. The different refinement strategies provide advantages similar to those discussed in Sec. 4.3.3, the best improvement yielded by re-ranking recognitions based on the local features extracted from the \textit{Embedder} network (\textit{yolo\_ld+lf}). The optimal trade-off between precision and recall is achieved again by deploying together all the refinement strategies (\textit{yolo\_ld+lf-mc-th}), which provided a mAP and PR as high as 76.93\% and 84.75\%, respectively (i.e., both about 10\% better than the previously published results on this dataset).

Tab. 4.3 reports results aimed at assessing the scalability of the methods with respect to the number of products in the \textit{reference} database. We carried out an additional experiment by performing the recognition of each item detected within the 70 \textit{query} images against all the 3200 products of the "Food" category in \textit{Grocery Products} rather than the smaller subset of 182 products considered before. By comparing the values in Tab. 4.2 and Tab. 4.3, we can observe how, unlike \textit{FS}, this pipeline can scale nicely from few to thousands of different products: our full method \textit{yolo\_ld+lf-mc-th} looses only 3.43\% mAP upon scaling-up the \textit{reference} database quite significantly, whilst the performance drop for \textit{FS} is as relevant as 19.05\%. In Fig. 4.3 we also plot the precision-recall curves obtained by our full pipeline (\textit{yolo\_ld+lf-mc-th}) using the smaller (full@180) and larger (full@3200) sets of reference products. The curves show clearly how our pipeline can deliver almost the same performance in the two setups, which vouches for the ability of our proposal to scale smoothly to the recognition of thousands of different products. As far as recognition time is concerned, our pipeline can scale fairly well regardless of the size of the \textit{reference} database, due to the NN search, even if extensive, amounting to a negligible fraction of the overall computation: the difference in inference time between recognizing 180 and 3200 product is less than a tenth of a second.
4.3.4 Qualitative Results

Fig. 4.4 reports some qualitative results obtained by our pipeline. Picture (a) shows the recognition results on an image taken quite far from the shelf and featuring a lot of different items; (b) deal with some successful recognition in a close-up query image, where only a few items are visible at once. Finally, (c) refers to recognition of products featuring deformable and highly reflective packages, which are quite challenging to recognize due to the appearance of the items within the query images turning out significantly different than in the available reference images. Yet, in (c) our system was able to find at least one item for each product type \(\text{(i.e., as required in the Customer use case).}\)
After describing in Chap. 4 a complete computer vision pipeline to solve the problem of unconstrained product recognition on store shelves, in this section we will explore more in detail how to properly address the recognition phase. As in Chap. 4 we still rely on a global image descriptor learned to disentangle grocery products and to pursue recognition through K-NN search within a database featuring one reference image per sought product. We rely on learned image embeddings as this approach allows seamlessly to perform recognition both on products seen or unseen at training time. For example, should a new product be put on sale in the store, our system would just require to add its image into the reference database without the need to perform new costly training. Moreover, K-NN search is quite amenable to product recognition from a computational standpoint alike. Indeed, compared to typical image retrieval settings, the database is very small, i.e. in the order of several thousand images rather than millions or even billions of images. Thus, a global image descriptor of about a few hundred entries turns out viable in terms of time and memory efficiency.

In Chap. 4 we have already show how a standard triplet loss can be deployed to learn an embedding suitable for product recognition. Here, instead, we wish to go one step further and directly address some criticality of the product recognition task: the domain shift between data acquired in-store and those available during training (e.g., see Fig. 5.1) and the similarity between products belonging to the same category. We propose to learn an image embedding through a deep CNN trained by a loss function that forces both similar looking items as well as items belonging to the same high-level category to map close one to another in the descriptor space. Moreover, to tackle the domain shift between images available at training time and those acquired in stores, and to increase the training set size we propose to deploy an image-to-image translation GAN together with the embedding CNN and to optimize the whole architecture end-to-end. In particular, some of the training samples for the embedding network are generated by a GAN that learns without supervision to transform images taken in studio
settings into in-store images without introducing excessive modifications to product appearance (Fig. 5.1 (b) shows an exemplary image synthesized by the GAN). These training samples force the embedding CNN to learn robustness to domain shift; moreover, the GAN can be trained to produce samples that are particularly hard to embed, thereby allowing the CNN to learn a stronger embedding function thanks to these adversarial samples. Despite the use of multiple networks, the overall architecture can be trained end-to-end effortlessly via simple gradient descent.

5.1 RELATED WORK

Using CNNs to obtain rich image representations is nowadays an established approach to pursue image retrieval, both as a strong off-the-shelf baseline ([43]) and as a key component within more complex pipelines ([69]). Schroff et al. [61], firstly proposed to train a CNN using triplets of samples to create an embedding for face recognition and clustering. This approach has, since then, been extensively used to learn representations for a variety of different tasks, with more recent works advocating smart sampling strategies ([124]) or suitable regularizations ([125]) to ameliorate performance. Similarly to our proposal, [88] extend the idea of triplets by a novel formulation amenable to embed label structure and semantics at training time based on tuples. Unlike [61, 88], in this section we propose to embed label structure within the learning process using only standard triplets; moreover, our method uses only one exemplary image per class and augment the training set by a GAN trained jointly together with the embedding network.
The grocery product recognition problem shares commonalities with the *exact street to shop* task addressed in [53, 85, 115], which consists in recognizing a real-world example of a garment item based on the catalog of an online shop. Similarly to ours, these works rely on matching and retrieval using deep features extracted from CNN architectures. However, the *exact street to shop* task can leverage on labeled paired couples of samples depicting the same item in the *Street* and *Shop* domain to learn a cross-domain embedding at training time; while our proposal leverages only on labeled images from one domain, thereby vastly relaxing the applicability constraint.

Few-shot learning has been addressed successfully in [94] through classifiers trained on top of a fixed feature representation by artificially augmenting a small training set with transformations in the feature space. Yet, in the grocery product recognition scenario the items to be recognized at test time change quite frequently, which would mandate frequent retraining of new classifiers. Besides, as product packages exhibit very low intra-class variability, the generalization ability of a classifier may not be needed. Thus, we prefer to learn a strong image embedding and rely on K-NN similarly to perform recognition. Our approach shares commonalities with [84], where the authors address few-shot learning by a matching network that computes K-NN similarity in a learned embedding space.

Starting from the pioneering works of Goodfellow *et al.* [40] and Redford *et al.* [157], GANs have received ever-increasing attention in the computer vision community as they enable to synthesize realistic images with few supervision. Recently GAN frameworks have been successfully deployed to accomplish image-to-image translation, with ([97]) and without ([117, 128]) direct supervision, as well as to tackle domain shift issues by forcing a classifier to learn invariant features [121]. We draw inspiration from these works and deploy a GAN at training time to pursue domain adaptation as well as to improve the effectiveness of the learned embedding. A related idea is proposed in [108] though, unlike [108], a) we explicitly deploy the GAN while learning the embedding to attain domain adaptation, b) use only one sample per class and c) train the GAN to produce realistic though hard to embed training samples, *i.e.* the *generator* of our GAN not only plays an adversarial game against the *discriminator* but also against the *encoder* network that learns the embedding.
Figure 5.2: Overview of DIHE at training time. Each training sample consists of three images, two from domain A (enclosed in green) and one from domain B (enclosed in yellow). The generator and discriminator implement a classic GAN for domain translation from A to B. The encoder network uses two images from domain A alongside with the generated one to learn an image embedding by a modified triplet ranking loss. \( i_B^{SG} \) is generated to be both indistinguishable from images sampled from domain B as well as hard to encode.

5.2 DOMAIN INvariant HIERARCHICAL EMBEDDING

An overview of our Domain invariant hierarchical embedding (DIHE) is depicted in Fig. 5.2. We use a deep CNN (encoder) to learn an embedding function \( E : I \rightarrow D \) that maps an input image \( i \in I \) to a k-dimensional descriptor \( d^k \in D \) amenable to pursue recognition through K-NN similarity search. During training, we exploit, if available, a taxonomy of classes by means of a novel loss function that forces descriptors of different items to be closer if they share some portion of the taxonomy, distant otherwise. To learn a descriptor robust to domain shifts between training and testing data, we use an image-to-image translation GAN, consisting of a generator and a discriminator, which augments the training set with samples similar to those belonging to the test domain while simultaneously producing hard examples for the embedding network. The three networks can be trained jointly by standard gradient descent in order to minimize the three loss functions described in the following sections.
5.2.1 Hierarchical Embedding

As already discussed in Sec. 4.2.2 an effective image embedding for product recognition can be obtained by training a deep CNN according to the triplet ranking loss ([47]). We propose to modify the original formulation presented in Eq. 4.1 for domains that feature a hierarchical structure between classes (e.g., ImageNet classes taxonomy), so as to mimic this structure within the learned descriptor space. This is a quite common scenario for problems where a multi-level classification is available, for instance, grocery products included in existing commercial databases feature both labels at instance as well as multiple category levels (e.g., for the product depicted in Fig. 5.1 (c) we would have three different classification labels with increasing generality: Kellog’s Special K Classic → Cereal → Food). Our aim is to force the network to embed images nearby in the descriptor space not only based on their appearance but also on higher level semantic cues, like those shared between items belonging to the same macro-class. We argue that doing so will help to produce a stronger image descriptor and may provide better generalization to products whose reference images are unseen at training time.

Using the notation of Sec. 4.2.2 and assuming a taxonomy of classes encoded in a tree like structure, we propose to impose a hierarchy in $D$ by rendering $\alpha$ inversely proportional to the amount of hierarchy shared between the classes of $i_a$, $i_p$, and $i_n$. Each image sample $i$ in the training set has a fine class $c$ (foil level in the taxonomy) and a set of higher level classes $\mathcal{H}(i)$ (all the parent nodes in the class tree excluding the common root). Using this notation and defining the minimum and maximum margin, $\alpha_{\text{min}}$ and $\alpha_{\text{max}}$ respectively, our hierarchical margin, $\alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}]$, can be computed as:

$$\alpha = \alpha_{\text{min}} + \left(1 - \frac{|\mathcal{H}(i_a) \cap \mathcal{H}(i_n)|}{|\mathcal{H}(i_a)|}\right) \cdot (\alpha_{\text{max}} - \alpha_{\text{min}}) \quad (5.1)$$

where $|\cdot|$ is the cardinality operator for sets. Thus, if $i_a$ and $i_b$ share all the parent nodes $\alpha = \alpha_{\text{min}}$, whilst the margin is proportionally increased until completely disjoint fine classes will produce $\alpha = \alpha_{\text{max}}$.

5.2.2 Domain Invariance

A common trait across many computer vision tasks is that easily available labeled training data (e.g., tagged images published online) are usually
sampled from a different distribution than the actual test images. Thus, machine learning models straightly trained with such samples, such as embedding networks, will typically perform poorly at test time due to domain shift issues. However, annotating samples from the test distribution, even if possible, is usually very expensive and time-consuming. We propose to address this problem by dynamically transforming the appearance of the available labeled training images to make them look similar to samples from the unlabeled test images. This transformation is carried out by two CNNs, referred to in Fig. 5.2 as generator and discriminator, realizing an image-to-image translation GAN which is trained end-to-end together with the embedding network (encoder).

Given two image domains \( A, B \subset I \) consisting of \( i_k^A \in A \) and \( i_k^B \in B \), the standard image-to-image GAN framework can be summarized as a generator network that tries to learn a generative function \( G : A \rightarrow B \) by playing a two player min-max game against a discriminator network \( D : I \rightarrow \mathbb{R} \) that tries to classify examples either as real images from \( B \) or fake ones produced by \( G \). In the following we will denote with \( G(i_k^A) \in I \) the output of the generator network given the input image \( i_k^A \) and with \( D(i) \in \mathbb{R} \) the output of the discriminator network for image \( i \). To generate samples similar to the images from domain \( B \) without drastically changing the appearance of the input image \( i_k^A \), we introduce an additional term in the generator loss function (\( \mathcal{L}_{\text{reg}} \)) that, similarly to the self regularization term deployed in [117], forces \( G(i_k^A) \) to be visually consistent with \( i_k^A \). In our architecture, \( A \) is the training set while \( B \) is a set of unlabeled images from the test data distribution. Thus, in the grocery product recognition scenario, \( A \) will be the training images, either rendered or studio quality, while \( B \) a set of unlabeled product images acquired in the store.

During each training iteration of the whole architecture we sample one image \( i^B \in B \) to train the discriminator and two from the other domain \( i^A_p, i^A_n \in A \) to train the encoder and generator. As mentioned in Sec. 5.2.1, the encoder needs triplets of samples to compute its loss, so we synthesize the missing image using the generator \( i^B_a = G(i^A_p) \). With this architecture the triplet used to calculate Eq. 4.1 consists of two images from domain \( A \) and one from the simulated domain \( B \), thereby mimicking the test conditions where the query images to be recognized will came from \( B \) and the reference images to perform K-NN similarity from \( A \).
The encoder is trained to minimize Eq. 4.1 with the margin defined in Eq. 5.1. The discriminator tries to minimize a standard cross entropy loss:

$$L_{disc} = \log(D(i_B)) + \log(1 - D(G(i_A^p)))$$

(5.2)

while the generator minimizes a loss consisting of three terms:

$$L_{gen} = L_{adv} + \lambda_{reg} \cdot L_{reg} + \lambda_{emb} \cdot L_{emb}$$

$$L_{adv} = -\log(D(G(i_A^p)))$$

$$L_{reg} = \phi(i_A^p, i_B^a)$$

$$L_{emb} = -d(E(i_A^p), E(G(i_A^p)))$$

(5.3)

with $\phi(x, y)$, $x, y \in I$ a similarity measure between the appearance of image $x$ and $y$, either at pixel level (e.g., mean absolute difference...) or at image level (e.g., SAD,ZNCC...), and $\lambda_{reg}, \lambda_{emb}$ two hyper parameters that weigh the different terms of the loss function. The contribution of the three terms can be summarized as follows. $L_{adv}$ is the standard adversarial loss for the generator network that forces the synthesized images to be indistinguishable from those sampled from domain $B$; $L_{reg}$ is aimed at synthesizing images that preserve the overall structure of the input ones (avoiding thereby the mode collapse issue often occurring in unconstrained GAN generators); $L_{emb}$ forces an additional adversarial behaviour against the encoder, so as to create hard to embed samples.

At training time, given a minibatch of $M$ different triplets of samples $(i_A^p, i_A^a, i_B^b)$, the three networks are trained jointly to minimize their average loss on the $M$ samples.

5.3 IMPLEMENTATION DETAILS

For the implementation of DIHE we have used tensorflow\(^1\) as our deep learning framework. For the initialization of the encoder network on the fine tuning tests we have used the weights publicly available in the tensorflow/-models repository\(^2\). The three networks that compose DIHE can easily fit in a single GPU, so training our system, once implemented, in a deep learning framework is straightforward. For all our test we used as generator U-Net (\([60]\)) and as discriminator PatchGAN (\([97]\)), the latter producing a dense grid

\(^1\)https://www.tensorflow.org/
\(^2\)https://github.com/tensorflow/models/tree/master/research/slim
of predictions for each input image. For the encoder we tested different available CNN model with or without pre-trained weights on the ImageNet-1000 classification task. We will show how for the grocery product recognition scenario, the best performance can be obtained using as embedding the maximum activation of convolution features (MAC \[83\]) extracted from different layers, which are concatenated and L2-normalized to get a final representation laying on the unit hypersphere. For all our tests, we used as distance function \(d(X,Y) = 1 - X \cdot Y\) with \(X,Y \in \mathcal{D}\) (i.e., one minus the cosine similarity between the two descriptors). As for \(\phi\) in \(L_{\text{reg}}\), we tried the pixel-wise L1 or L2 norms, the Structured Similarity Index (SSIM) ([8]) and the Zero Mean Normalized Cross Correlation (ZNCC) and found out the last to work best in all our tests, in the following \(\phi(x, y) = \text{ZNCC}(x, y)\). The weights of each network are trained to minimize their specific loss functions as introduced in Sec. 5.2. We use Adam ([54]) as optimizer at different learning rates across the different tests. Concerning data preprocessing, we use as input color images with a fixed size of 256X256X3 and intensities rescaled between \([-1, 1]\). To obtain the input dimension the original images are rescaled to the target resolution preserving the aspect ratio and filling the extra pixels with 0s. The only additional data augmentation is a random crop with size at least 80% of the original image to attain the input of the generator network performed before rescaling the images to input resolution.

At test time the encoder network is extracted from the whole DIHE and used as a stand-alone global image descriptor. Our implementation is quite efficient and can easily encode, on GPU, more than 200 images per second taking into account also the time needed to load the images from disk and rescale them to the 256x256 input size. Finally, given that usually our reference database only provide a single image per product and the descriptor dimension is relatively low (between 256 and 1024 floats across different tests), we perform the K-NN similarity search extensively without any kind of approximation. The biggest descriptor database considered in our tests is the one obtained from Product8600 using a 1024 float dimensional embedding vector (i.e., the reference database is a matrix of float with 8600 rows and 1024 column). Even on this kind of database given a query descriptor the whole similarity search can be solved in a tenth of a second using brute force search, nevertheless, the search could potentially be speeded up using KD-Tree or approximate search technique.
5.4 EXPERIMENTAL RESULTS

To evaluate the effectiveness of DIHE in recognizing grocery products we rely on two products datasets comprising thousands of items: the publicly available Grocery Products dataset ([39]) and a standard commercial database, referred to here as Product8600. Both datasets include more than 8500 grocery products, each described by exactly one studio-quality (reference) image of the frontal face of the package, and feature a multi-level class hierarchy in the categorization of products. As already discussed, at test time we pursue recognition from a different set of images (query). To create this set, for Grocery Products we automatically cropped individual items from the available shelf images according to the annotation used in Chap. 3, thereby obtaining a total of 938 query images. As for Product8600, we cropped and annotated individual items from shelf videos that we acquired in a grocery store by a tablet camera, for a total number of 273 query images. As the shelf images available in Grocery Products concern only items belonging to the Food macro class, which accounts for 3288 products, we consider also this smaller subset of products, which will be referred to as Grocery_Food, whilst Grocery_Full will denote all the products of the Grocery Product dataset. We depict in Fig. 5.3 the taxonomy of macro categories that compose the Grocery_Food dataset which we are going to use as the training set, each category features several fine-grained classes (one for each product) not
depicted in the figure. As for the samples from domain $B$ needed to train the discriminator and generator of our architecture (see Sec. 5.2.2), we have used 547 additional images cropped from the shelf images available in Grocery Products, picked as to have no overlap with the previously mentioned 938 query images used at test time. We wish to point out how our formulation requires images from domain $B$ only for the discriminator of the GAN system. Therefore, few samples without any kind of annotation are sufficient to learn the appearance of products on the shelf. Moreover, we can use images from domain $B$ that depict any kind of product, even items not in $A$.

**Network Architectures**  For the implementation of DIHE we have used tensorflow\(^{3}\) as our deep learning framework. For all our test we used as generator U-Net ([60]) and as discriminator PatchGAN ([97]), the latter producing a dense grid of predictions for each input image. For the encoder we tested different available CNN model with or without pretrained weight on the ImageNet-1000 classification task. For the initialization of the encoder network on the fine tuning tests we have used the weights publicly available in the tensorflow/models repository\(^{4}\). The three networks that compose DIHE can easily fit in a single GPU, so training our system, once implemented, in a deep learning framework is straightforward.

**Descriptor Computation**  We will show how for the grocery product recognition scenario, the best performance can be obtained using as embedding the maximum activation of convolution features (MAC [83]). We extract these descriptors from different layers, concatenate them and finally perform L2-normalization to get a final representation laying on the unit hypersphere. For all our tests, we used as distance function $d(X, Y) = 1 - X \cdot Y$ with $X, Y \in \mathcal{D}$ (i.e., one minus the cosine similarity between the two descriptors).

**Training Details**  As for $\phi$ in $L_{\text{reg}}$, we tried the pixel-wise L1 or L2 norms, the Structured Similarity Index (SSIM) ([8]) and the Zero Mean Normalized Cross Correlation (ZNCC) and found out the last to work best in all our tests, in the following $\phi(x, y) = ZNCC(x, y)$. The weights of each network are trained to minimize their specific loss functions as introduced in Sec. 5.2. We use Adam ([54]) as optimizer with different learning rates for the different tests. Concerning data preprocessing, we use as input color

\[^{3}\] https://www.tensorflow.org/

\[^{4}\] https://github.com/tensorflow/models/tree/master/research/slim
images with a fixed size of $256 \times 256$ and intensities rescaled between $[-1, 1]$. To obtain the input dimension the original images are rescaled to the target resolution preserving the aspect ratio and filling the extra pixels with 0s. The only additional data augmentation is a preliminary random crop with size at least 80% of the original image to attain the input of the generator network.

**Evaluation protocol** To test our embedding network we encode all the *reference* images of the considered dataset to create a reference database, then compute the same encoding for the *query* images. For each query vector we perform similarity search against all the reference vectors and retain the K most similar database entries; if the reference image for the product depicted in the query does belong to this set of nearest neighbors we consider recognition to be successful. As a measure of the effectiveness of the embedding, we report the accuracy (number of successful recognitions over the number of queries) for different K values.

Based on these premises, we train once and for all our architecture using only the reference images belonging to *Grocery_Food*, (i.e., one reference image for each of 3288 different products organized in a multi-level hierarchy of products categories). We then use the trained embedding model to address three different test scenarios:

(a) *Grocery_Food*: we recognize the 938 *query* images from *Grocery Products* based on the 3288 reference images from *Grocery_Food*. Thus, all the *reference* images were deployed at training time.

(b) *Grocery_Full*: we recognize the 938 *query* images from *Grocery Products* based on the 8403 reference images from *Grocery_Full*. Thus, only 40% of the *reference* images were deployed at training time.

(c) *Product8600*: we recognize the 273 *query* images cropped from our videos based on the 8597 reference images from *Product8600*. Thus, none of the *reference* images was deployed at training time.

Among the three, (b) is the most likely to happen in practical settings as product appearance changes frequently over time and it is infeasible to constantly retrain the embedding network, although perhaps a portion of the reference images dealing with the items actually on sale in the store had been used at training time.
<table>
<thead>
<tr>
<th>Training loss</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) triplet</td>
<td>0.301</td>
<td>0.430</td>
<td>0.277</td>
<td>0.390</td>
<td>0.351</td>
<td>0.490</td>
</tr>
<tr>
<td>(2) hierarchy</td>
<td>0.325</td>
<td>0.491</td>
<td>0.302</td>
<td>0.433</td>
<td>0.355</td>
<td>0.553</td>
</tr>
<tr>
<td>(3) triplet+GAN</td>
<td>0.454</td>
<td>0.626</td>
<td>0.418</td>
<td>0.586</td>
<td>0.512</td>
<td>0.706</td>
</tr>
<tr>
<td>(4) hierarchy+GAN</td>
<td>0.479</td>
<td>0.660</td>
<td>0.455</td>
<td>0.621</td>
<td>0.538</td>
<td>0.699</td>
</tr>
<tr>
<td>(5) triplet+GAN+adv</td>
<td>0.470</td>
<td>0.648</td>
<td>0.431</td>
<td>0.595</td>
<td>0.548</td>
<td>0.717</td>
</tr>
<tr>
<td>(6) hierarchy+GAN+adv (DIHE)</td>
<td><strong>0.481</strong></td>
<td><strong>0.688</strong></td>
<td><strong>0.463</strong></td>
<td><strong>0.642</strong></td>
<td><strong>0.553</strong></td>
<td><strong>0.732</strong></td>
</tr>
</tbody>
</table>

Table 5.1: Ablation study for DIHE. Recognition accuracy for 1-NN and 5-NN similarity search in the three considered scenarios. Best results highlighted in bold.

At test time the encoder network is used as a stand-alone global image descriptor. Our implementation is quite efficient and can easily encode, on GPU, more than 200 images per second taking into account also the time needed to load the images from disk and rescale them to the 256 × 256 input size. Finally, given that usually our reference database only provides a single image per product and the descriptor dimension is relatively low (between 256 and 1024 floats across different tests), we perform the K-NN similarity search extensively without any kind of approximation. The biggest descriptor database considered in our tests is the one obtained from Product8600 using a 1024 float dimensional embedding vector (i.e., the reference database is a matrix of float with 8600 rows and 1024 column). Even on this kind of database given a query descriptor the whole similarity search can be solved in a tenth of a second using brute force search, nevertheless, the search could be speeded up using KD-Tree or approximate search technique.

5.4.1 Ablation Study

To understand the impact on the performance of the different novel components proposed in our architecture, we carry out a model ablation study using as encoder PatchGAN ([97]) with MAC features ([83]) extracted from the last convolutional layer before the output. We use this randomly initialized small network to better highlight the gains provided by the different kind of proposed losses. We will show how to obtain the best performance we rely on a larger pre-initialized network. We train this architecture on the reference images of Grocery_Food according to six different training losses and report the accuracy dealing with the three test scenarios presented in
Sec. 5.4 in Tab. 5.1. In particular, with reference to the first column, *triplet* denotes training by triplet loss with fixed margin ($\alpha = 0.3$ obtained by cross-validation); *hierarchy* denotes training by our triplet loss with variable margin introduced in Sec. 5.2.1 ($\alpha_{\text{min}} = 0.1, \alpha_{\text{max}} = 0.5$); entries with +GAN denote deploying the image translation GAN to generate the anchor image $i^B_a$ (Eq. 5.3: $\lambda_{\text{reg}} = 1, \lambda_{\text{emb}} = 0$); finally, entries with +GAN+adv concerns introducing also the adversarial term in the loss of the GAN generator (Eq. 5.3: $\lambda_{\text{reg}} = 1, \lambda_{\text{emb}} = 0.1$). For all the models that do not use GANs, we rely on standard data augmentation techniques (e.g., crop, gaussian blur, color transformation...) to obtain the anchor image given the positive one. In all the tests the networks are randomly initialized and trained for the same number of steps and identical learning rates.

The results reported in Tab. 5.1 show how each individual novel component proposed in our DIHE architecture provides a significant performance improvement with respect to the standard triplet ranking loss. Indeed, by comparing rows (2),(4) and (6) to (1),(3) and (5), respectively, it can be observed that modifying the fixed margin of the standard triplet loss into our proposed hierarchically adaptive margin can improve accuracy with all models and in all scenarios, with a much larger gain in (c)(i.e., completely unseen reference images). This proves that embedding a hierarchy into the descriptor space is an effective strategy to help to learn an embedding amenable to generalize to unseen data. The main improvements are clearly achieved by methods featuring a GAN network to pursue domain adaptation by generating training samples similar to the images coming from the test domain. Indeed, comparison of (3) and (4) to (1) and (2), respectively, highlights how performance nearly double across all models and scenarios, testifying that the domain shift between test and train data and the lack of multiple training samples are indeed the key issues in this task that the proposed image-to-image translation GAN can help to address very effectively. Finally, comparing (5) and (6) to (3) and (4), respectively, vouches that training the *generator* to produce anchor images not only realistic but also hard to embed turns out always beneficial to performance. Indeed, the adversarial game played by the *generator* and *encoder* may be thought of as an online and adaptive hard-mining capable of dynamically synthesize hard to embed samples that help training a more robust embedding. Performance of our overall DIHE architecture are reported in the row (6) and show a dramatic improvement with respect to the standard triplet loss, row (1).
5.4.2 Product Recognition

Model and Descriptor Selection To ameliorate product recognition performance we can rely on larger networks pre-trained on the ImageNet classification benchmark. To chose the best CNN model as our encoder network we downloaded the public available weights of different models trained on ImageNet-1000 classification and test them as general purpose off-the-shelf feature extractors on our datasets without any kind of fine-tuning. We considered three different popular CNN models (VGG$_{16}$ [62], resnet$_{[50/101/152]}$ [70] and inception$_v4$ [119]) and compute three kind of different descriptors from activations extracted at various layers:

- **Direct**: directly use the vectorized activation of a given layer. The dimension of the descriptor is the number of elements in the feature maps for that layer.

- **AVG**: perform average pooling on the feature map with a kernel with width and height equals those of the map. Therefore, we use as descriptor the average activation of each convolutional filter for a given layer. The dimension of the descriptor is the number of convolutional filters in the selected layer.

- **MAC [[83]]**: perform max pooling on the feature map with a kernel with width and height equals those of the map. Therefore, we use as descriptor the maximum activation of each convolutional filter for a given layer. The dimension of the descriptor is the number of convolutional filters in the selected layer.

We applied the three different descriptors above at different layers of the three networks and report in Tab. 5.2 the 1-NN accuracy using the test protocol described in Sec. 5.4.1. For all our tests the descriptors were L2 normalized to the unit norm and the similarity search is performed using cosine similarity. In Tab. 5.2 we report only some of the best performing layers for each network and additional tests where the descriptors are obtained by concatenation of representations extracted at different depths in the CNN (e.g., $conv4_3+conv5_3$ is the concatenation of representations extracted at layers $conv4_3$ and $conv5_3$) with L2 normalization performed after concatenation.

Looking at the results in Tab. 5.2 we can observe how, in our settings, newer and more powerful CNN, like inception$_v4$ or resnet$_{152}$, fail to
<table>
<thead>
<tr>
<th>CNN</th>
<th>Layer</th>
<th>Type</th>
<th>Grocery_Food</th>
<th>Grocery_Full</th>
<th>Product8600</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG_16</td>
<td>conv4_3</td>
<td>MAC</td>
<td>0.789</td>
<td>0.785</td>
<td>0.717</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.515</td>
<td>0.510</td>
<td>0.538</td>
</tr>
<tr>
<td></td>
<td>conv5_3</td>
<td>MAC</td>
<td>0.724</td>
<td>0.720</td>
<td>0.611</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.406</td>
<td>0.398</td>
<td>0.395</td>
</tr>
<tr>
<td></td>
<td>conv4_3+conv5_3</td>
<td>MAC</td>
<td>0.792</td>
<td>0.787</td>
<td>0.725</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.501</td>
<td>0.493</td>
<td>0.523</td>
</tr>
<tr>
<td></td>
<td>fc6</td>
<td>Direct</td>
<td>0.560</td>
<td>0.549</td>
<td>0.549</td>
</tr>
<tr>
<td></td>
<td>fc7</td>
<td>Direct</td>
<td>0.444</td>
<td>0.433</td>
<td>0.432</td>
</tr>
<tr>
<td>inception_v4</td>
<td>Mixed_7a</td>
<td>MAC</td>
<td>0.610</td>
<td>0.603</td>
<td>0.509</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.673</td>
<td>0.670</td>
<td>0.560</td>
</tr>
<tr>
<td></td>
<td>Mixed_7b</td>
<td>MAC</td>
<td>0.652</td>
<td>0.641</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.675</td>
<td>0.668</td>
<td>0.5091</td>
</tr>
<tr>
<td></td>
<td>Mixed_7a+Mixed_7b</td>
<td>MAC</td>
<td>0.655</td>
<td>0.646</td>
<td>0.534</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.690</td>
<td>0.685</td>
<td>0.542</td>
</tr>
<tr>
<td>resnet_50</td>
<td>Block3</td>
<td>MAC</td>
<td>0.731</td>
<td>0.729</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.441</td>
<td>0.433</td>
<td>0.432</td>
</tr>
<tr>
<td></td>
<td>Block4</td>
<td>MAC</td>
<td>0.654</td>
<td>0.646</td>
<td>0.509</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.571</td>
<td>0.558</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td>Block3+Block4</td>
<td>MAC</td>
<td>0.723</td>
<td>0.720</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.547</td>
<td>0.538</td>
<td>0.545</td>
</tr>
<tr>
<td>resnet_101</td>
<td>Block3</td>
<td>MAC</td>
<td>0.737</td>
<td>0.735</td>
<td>0.695</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.389</td>
<td>0.388</td>
<td>0.432</td>
</tr>
<tr>
<td></td>
<td>Block4</td>
<td>MAC</td>
<td>0.636</td>
<td>0.662</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.570</td>
<td>0.556</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>Block3+Block4</td>
<td>MAC</td>
<td>0.714</td>
<td>0.708</td>
<td>0.626</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.535</td>
<td>0.524</td>
<td>0.520</td>
</tr>
<tr>
<td>resnet_152</td>
<td>Block3</td>
<td>MAC</td>
<td>0.708</td>
<td>0.703</td>
<td>0.655</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.345</td>
<td>0.337</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>Block4</td>
<td>MAC</td>
<td>0.571</td>
<td>0.561</td>
<td>0.435</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.571</td>
<td>0.561</td>
<td>0.435</td>
</tr>
<tr>
<td></td>
<td>Block3+Block4</td>
<td>MAC</td>
<td>0.678</td>
<td>0.671</td>
<td>0.542</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AVG</td>
<td>0.506</td>
<td>0.500</td>
<td>0.504</td>
</tr>
</tbody>
</table>

Table 5.2: 1-NN accuracy for different descriptors obtained from layers of network pre-trained on the ImageNet-1000 classification dataset without any kind of additional fine-tuning. Best results are highlighted in bold.
achieve the same instance-level distinctiveness of VGG_16. We conjecture that deeper architectures, trained on ImageNet, tend to create more abstract representations that may not provide out-of-the-box features distinctive enough to tell apart many items looking almost identical as required by our problem. Some evidence to support this conjecture may be found in Tab. 5.2 due to deeper layers providing typically inferior performance when compared to shallower ones (e.g., VGG_16: conv5_3 vs conv4_3, resnet_50, resnet_101, resnet_152: Block4 vs Block3) Concerning the type of descriptor to use, from Tab. 5.2 it seems quite clear that MAC descriptor is the best choice for grocery recognition with respect to AVG or direct activations of fully connected layers.

Given these results, we selected for our fine tuning tests the VGG_16 network with MAC descriptor computed on the concatenation of conv4_3 and conv5_3 layers, and train the overall architecture according to our losses. As the encoder is already pre-trained, we perform 5000 iterations of pre-training for the generator and discriminator (Eq. 5.3: $\lambda_{reg} = 1, \lambda_{emb} = 0$) before training jointly the whole DIHE architecture. The chosen hyper-parameters obtained by cross validation for the training process are as follows. Learning rates $10^{-5}, 10^{-5}$ and $10^{-6}$ for generator, discriminator and encoder, respectively; $\lambda_{emb} = 0.1, \lambda_{reg} = 1, \alpha_{min} = 0.05$ and $\alpha_{max} = 0.5$.

Before comparing our proposal to other embedding losses, it is interesting to verify whether the improvements provided by the different components (Sec. 5.4.1) are valid even when relying on the VGG-16 network pretrained on ImageNet. Purposely, we carry out the same ablation study as in Tab. 5.1 and report the results in Tab. 5.3. Indeed, the ranking of performances among the different training modalities turns out coherent, although, as

<table>
<thead>
<tr>
<th>Training loss</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) triplet</td>
<td>0.799</td>
<td>0.922</td>
<td>0.775</td>
<td>0.894</td>
<td>0.765</td>
<td>0.915</td>
</tr>
<tr>
<td>(2) hierarchy</td>
<td>0.812</td>
<td>0.933</td>
<td>0.816</td>
<td>0.926</td>
<td>0.805</td>
<td>0.952</td>
</tr>
<tr>
<td>(3) triplet+GAN</td>
<td>0.829</td>
<td>0.941</td>
<td>0.821</td>
<td>0.937</td>
<td>0.816</td>
<td>0.945</td>
</tr>
<tr>
<td>(4) hierarchy+GAN</td>
<td>0.832</td>
<td>0.943</td>
<td>0.826</td>
<td>0.933</td>
<td>0.819</td>
<td>0.952</td>
</tr>
<tr>
<td>(5) triplet+GAN+adv</td>
<td>0.833</td>
<td>0.948</td>
<td>0.821</td>
<td>0.937</td>
<td>0.816</td>
<td>0.945</td>
</tr>
<tr>
<td>(6) hierarchy+GAN+adv (DIHE)</td>
<td>0.853</td>
<td>0.948</td>
<td>0.842</td>
<td>0.942</td>
<td>0.827</td>
<td>0.959</td>
</tr>
</tbody>
</table>

Table 5.3: Ablation study for DIHE on a VGG-16 network pretrained on ImageNet1000. Recognition accuracy for 1-NN and 5-NN similarity search in the three considered scenarios. Best results highlighted in bold.
expected, the margins are smaller due to the higher performance provided by the baseline.

**Comparison with other embedding losses** We compare our architecture to the already mentioned concatenation of MAC descriptors without fine tuning (MAC) and to our implementation of different embedding learning methods: \[47\] fine tuning using the classic triplet ranking loss (Triplet); \[12\] fine tuning using Siamese networks and the contrastive loss (Siamese); Matching networks \[84\] without the full context embedding which does not scale to thousands of classes (MatchNet); \[88\] tuplet loss to embed label structure (Structured); and \[125\] triplet loss regularized by a spread out term (Spread). Similarly to DIHE, all methods are trained on the reference images of Grocery_Food starting from the very same VGG16 pre-trained on ImageNet-1000 and using the same concatenation of MAC descriptors as embedding function.

We use the same test scenarios presented in Sec. 5.4.1 and report the result in Tab. 5.4. As already shown in our model study, MAC activations have strong absolute performance without any need of fine tuning with accuracy at K=1 ranging from 0.72 in the worst case to 0.79 in the best. Starting from such a strong baseline the standard Triplet loss is able to only slightly increase performance in scenario (a) and (c) while being slightly penalized in (b), which testifies how in the cross-domain and low shot

<table>
<thead>
<tr>
<th>Training Loss</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
<th>K=1</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC</td>
<td>0.792</td>
<td>0.917</td>
<td>0.787</td>
<td>0.9093</td>
<td>0.725</td>
<td>0.908</td>
</tr>
<tr>
<td>Triplet [47]</td>
<td>0.799</td>
<td>0.922</td>
<td>0.775</td>
<td>0.894</td>
<td>0.765</td>
<td>0.915</td>
</tr>
<tr>
<td>Spread [125]</td>
<td>0.784</td>
<td>0.916</td>
<td>0.764</td>
<td>0.893</td>
<td>0.758</td>
<td>0.923</td>
</tr>
<tr>
<td>Structured [88]</td>
<td>0.809</td>
<td>0.931</td>
<td>0.804</td>
<td>0.926</td>
<td>0.750</td>
<td>0.912</td>
</tr>
<tr>
<td>Siamese [12]</td>
<td>0.810</td>
<td>0.931</td>
<td>0.805</td>
<td>0.928</td>
<td>0.733</td>
<td>0.926</td>
</tr>
<tr>
<td>MatchNet [84]</td>
<td>0.834</td>
<td>0.939</td>
<td>0.810</td>
<td>0.929</td>
<td>0.820</td>
<td>0.948</td>
</tr>
<tr>
<td>DIHE</td>
<td>0.853</td>
<td>0.948</td>
<td>0.842</td>
<td>0.942</td>
<td>0.827</td>
<td>0.959</td>
</tr>
<tr>
<td></td>
<td>+0.02</td>
<td>+0.01</td>
<td>+0.03</td>
<td>+0.02</td>
<td>+0.007</td>
<td>+0.01</td>
</tr>
</tbody>
</table>

Table 5.4: Recognition accuracy for 1-NN and 5-NN similarity search in the three considered scenarios. Best results highlighted in bold, differences between DIHE and best performing competitor reported in the last line.
regime is quite hard to properly fine tune an embedding network. The additional regularization term introduced by Spread does not seem to help with a slight decrease in performance across all scenario compared with the standard Triplet. Structured is the first method to consistently improve performance across all scenario, vouching for the importance of deploying label structure in the embedding space for this type of recognition task. Siamese based on a simple contrastive loss is able to obtain performance comparable to Structured on the scenario (a) and (b) while performing slightly worse on the generalization to the dataset (c). MatchNet is definitely the best competing method for embedding learning in a few shot regime as testified by the good improvement obtained with respect to the initial MAC descriptors. Nevertheless, DIHE thanks to the combined use of GAN and hierarchical information is still able to improve the performance, obtaining recognition accuracies for $K=1$ consistently over 82% across all test. It is worth pointing out that the largest improvement, with respect to the initial MAC results, is obtained on the completely unseen products of the Product8600, which vouches for mixing GAN-based domain adaptation and hierarchical embedding to learn an embedding that can generalize very well to unseen items.

In Fig. 5.4 we report the accuracy of the methods while increasing $K$. In Fig. 5.4(a-b) almost all methods converge to more than 95% accuracy for $K > 30$. However, DIHE can provide substantially better results for lower values of $K$. In Fig. 5.4(c) DIHE still outperforms the competitors with performance almost equal to those achieved by Matching Networks but showing higher margin against the competitor trained with variants of triplet ranking loss.
Table 5.5: Recognition accuracy for 1-NN and 5-NN similarity search on two subset of the Office31 using as reference images the Amazon subset.

<table>
<thead>
<tr>
<th></th>
<th>(a) Webcam</th>
<th>(b) DSLR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Loss</strong></td>
<td>K=1</td>
<td>K=5</td>
</tr>
<tr>
<td>FC6</td>
<td>0.470</td>
<td><strong>0.698</strong></td>
</tr>
<tr>
<td>MAC</td>
<td>0.382</td>
<td>0.640</td>
</tr>
<tr>
<td>Triplet [47]</td>
<td>0.596</td>
<td>0.675</td>
</tr>
<tr>
<td>Spread [125]</td>
<td>0.591</td>
<td>0.660</td>
</tr>
<tr>
<td>Siamese [12]</td>
<td>0.469</td>
<td>0.547</td>
</tr>
<tr>
<td>MatchNet [84]</td>
<td>0.522</td>
<td>0.579</td>
</tr>
<tr>
<td><strong>DIHE</strong></td>
<td><strong>0.628</strong></td>
<td><strong>0.691</strong></td>
</tr>
</tbody>
</table>

5.4.3 Beyond product recognition

To investigate the generality of our proposal as an improvement over established embedding learning methods, we perform additional tests on the Office31 benchmark dataset for domain adaptation ([18]). This dataset consists of 4652 images dealing with 31 classes of office objects acquired in three different domains, namely Amazon, concerning ideal images downloaded from the web, Webcam, consisting of real images acquired by cheap cameras, and DSLR, featuring real images acquired by a high-quality camera. Akin to the setup of Grocery Recognition experiments, we use Amazon as the reference set, thus deploying these images to train the encoder, while images from Webcam and DSLR are used both as training samples for the GAN discriminator in DIHE and as two separate query sets for the tests. This scenario is compliant to the full protocol setting described by [32]: train on the entire labeled source and unlabeled target data and test on annotated target samples. Unfortunately, as the Office31 dataset does not provide a taxonomy of classes, in these additional experiments DIHE can not leverage the hierarchical loss to improve the learned representation. However, unlike the Grocery Recognition scenario, all methods can be trained here by more than one sample per class.

Based on the above described experimental setup, we train different encoders starting, once again, from a VGG16 network pre-trained on the ImageNet-1000 dataset. We report the accuracy for 1-NN and 5-NN similarity search in Tab. 5.5. To assess the performance of DIHE we compare it
once again against the methods considered in Sec. 5.4.2, with the exception of *Structured* due to *Office31* lacking a class taxonomy. The first two rows of Tab. 5.5 show that, differently from the Grocery Recognition setup, between activations extracted from the pretrained VGG16 network, FC6 outperforms MAC descriptors (computed as in Sec. 5.4.2). Coherently with the findings of Tab. 5.2, we believe this difference to be due to the office task concerning the recognition of the category of objects rather than instances. Accordingly, to obtain the encoder network for these tests we substitute the original FC6 layer with a smaller fully connected layer consisting of 512 neurons with randomly initialized weights and then perform fine tuning on the Amazon images.

In this different experimental settings wherein more training samples per class are available, both *Siamese*, *Spread Out* and *Matchnet* are outperformed by the plain *Triplet* ranking loss of [47], which turns out the best performing established method achieving a 1-NN accuracy of 59% and 62% for test datasets *Webcam* and *DSLR*, respectively. Yet, thanks to the introduction of the *Generator* in the training loop, DIHE can yield a significant performance improvement reaching a 1-NN accuracy of 62% (+3%) and 66% (+4%) for *Webcam* and *DSLR*, respectively, with best or comparable 5-NN accuracy when compared with competing methods using descriptors with the same dimension. Moreover, our proposal can outperform the descriptor extracted by FC6 that is twice larger on 3 experiments out of 4, obtaining comparable performance on the fourth.

Although performance on *Office31* turns out well below the state-of-the-art attainable by image recognition methods based on classifiers, amenable to handle a fixed and possible small number of classes, we argue that the experiments reported in this Section further highlight the advantages provided by our proposed DIHE architecture with respect to common feature learning approaches.

### 5.4.4 Qualitative Results

Fig. 5.5 and Fig. 5.6 report some successful recognitions obtained by K-NN similarity search based on DIHE. The upper portion of Fig. 5.5, dealing with the *Grocery_Food* scenario, shows query images for products quite hard to recognize due to both the *reference* database featuring several items looking remarkably similar as well as nuisances like shadows and partial occlusions.
(first query) or slightly deformed products (third query). The lower portion of Fig. 5.5 concerns the Product8600 scenario: as clearly highlighted by the third and second query, despite differences between items belonging to the same brand and category (e.g., the pasta boxes in the last row) being often subtle, DIHE can recognize products correctly. In Fig. 5.6 we report some results dealing with the Office-31 dataset which vouches how DIHE can correctly retrieve images depicting objects belonging to the same category as the query. In Fig. 5.7, we highlight some failure cases. In the first row DIHE wrongly recognizes a stapler as a bookshelf, whilst in the second a ring binder is mistaken as a trash bin. In the third row DIHE seems to recognize the macro class and brand of the query product though missing the correct instance level label (i.e., the correct NN, highlighted in green, is retrieved as the 3-NN). A similar issue pertains the fourth query image: all the first 5-NNs belong to the Tea macro class, but the correct item is not ranked among them.

Finally, in Fig. 5.8 we show some training images generated by our GAN framework to pursue domain invariance (Sec. 5.2.2). It is worth observing how the training samples created by our GAN seem to preserve both the overall structure and details of the input images, which is very important when addressing instance level recognition between many similar looking items, while modifying significantly the brightness and colors and injecting some blur, thereby realizing a domain translation between the input and output images.

5.4.5 DIHE for product detection

Finally we have tried to plug an Embedder trained using DIHE in the product detection and recognition pipeline described in Chap. 4. Considering the challenging test environment described in Sec. 4.3.3 we have measured a mAP of 38.54 (+2.52 with respect to the previous best result) and a PR of 60.82 (+2.41 with respect to the previous best result). Comparing these improvements with the difference between Triplet and DIHE in Tab. 5.4 it seems that the not perfectly cropped regions produced by the Detector harm the improvement achievable by DIHE without nevertheless making it pointless. We leave to future work the exploration of training the generator of DIHE to generate images similar to actual detection produced by a product detector.
Figure 5.5: Qualitative results for K-NN similarity search by DIHE on *Grocery_Food* and *Product8600*. Correct results highlighted in green.
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Figure 5.6: Qualitative results for K-NN similarity search by DIHE on the Office31 dataset. Upper portion: Amazon→DSLR scenario, lower portion: Amazon→Webcam.
### Failure Cases

<table>
<thead>
<tr>
<th>Query</th>
<th>1-NN</th>
<th>2-NN</th>
<th>3-NN</th>
<th>4-NN</th>
<th>5-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Query Image" /></td>
<td><img src="image2" alt="1-NN Image" /></td>
<td><img src="image3" alt="2-NN Image" /></td>
<td><img src="image4" alt="3-NN Image" /></td>
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</tr>
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Figure 5.7: Some wrong recognitions yielded by DIHE on the different datasets.

<table>
<thead>
<tr>
<th>Webcam</th>
<th>Grocery_Food</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image19" alt="Webcam Original" /></td>
<td><img src="image20" alt="Grocery_Food Original" /></td>
</tr>
<tr>
<td><img src="image21" alt="Webcam Generated" /></td>
<td><img src="image22" alt="Grocery_Food Generated" /></td>
</tr>
<tr>
<td><img src="image23" alt="Webcam Original" /></td>
<td><img src="image24" alt="Grocery_Food Original" /></td>
</tr>
<tr>
<td><img src="image25" alt="Webcam Generated" /></td>
<td><img src="image26" alt="Grocery_Food Generated" /></td>
</tr>
<tr>
<td><img src="image27" alt="Webcam Original" /></td>
<td><img src="image28" alt="Grocery_Food Original" /></td>
</tr>
<tr>
<td><img src="image29" alt="Webcam Generated" /></td>
<td><img src="image30" alt="Grocery_Food Generated" /></td>
</tr>
</tbody>
</table>

Figure 5.8: Images generated by the GAN trained jointly with the embedding network in DIHE for the Office31-Amazon→Webcam (left) and Grocery_Food (right) scenarios. Columns labeled as Original depict images provided as input to the Generator while those labeled as Generated show the corresponding outputs.
CONCLUSIONS

In this part, we have extensively addressed the recognition of products in store shelves either assuming the availability beforehand of the expected product layout (Chap. 3) or in a completely unconstrained setup (Chap. 4). For the solution of the first task, we relied on classic algorithms based on local features to achieve detection and recognition, while for the second we have shown how modern machine learning based methods can be successfully deployed. We have put a lot of effort into designing a system that does not require expensive manually annotated dataset, nor constantly retraining and relies only on information available in commercial databases. By self-imposing such limitations, we hope to produce an appealing solution for real stores. By comparing the results obtained by our two pipelines it is clear how machine learning based approaches can outperform feature based ones both in terms of accuracy and scalability. While features work remarkably well on textured packaged products, they tend to fail in presence of reflective surface or deformable packages, machine learning based method instead seems to be able to handle seamlessly even those situations (if properly trained). Finally in Chap. 5 we have shown how a CNN can be trained to directly address some of the criticality of the product recognition process such as the difference between images available during training and those to be recognized at test time.

Our system is still composed of multiple independent parts and features a lot of hyperparameters that need to be carefully tuned to achieve good performances. For the future we would like to investigate the possibility to deploy a unified CNN architecture acting as both Detector and Embedder for our machine learning based pipeline. Fusing the multiple stages in a single network will hopefully result in a lighter system that will be easier to deploy on mobile or resource-constrained platforms. However, the development of an all in one system for detection and image embeddings is non-trivial. Typically the solution of the former task involves a certain degree of invariance in learned image representation, while for the latter we wish to represent in a compact way peculiar image details. One possible solution that we wish to explore is to split the model into two parts, an initial feature extractor shared...
across the different problems and two separate final portions specialized for the solution of detection and image embedding respectively.
Part II

UNSUPERVISED ADAPTATION FOR DEEP DEPTH
The focus of this part of the thesis will be on the problem of acquiring information about the 3D structure of an observed scene. This problem is one of the key steps to enable the solution of more complex tasks, like autonomous navigation, reconstruction and augmented reality and as such has always attracted huge research efforts. This technology has also wide applications in the supermarket environment where it could pave the way to augmented shopping experience for customers as well as be a fundamental building block for the development of autonomous agents moving inside the shop to monitor shelves or serve as personal shopping assistants. A more straightforward application concern the use of depth information to ease other tasks, for example, the planogram compliance check pipeline described in Chap. 3 would more easily detect missing product if depth information could be deployed by detecting discontinuities in the 3D structure of the items exposed on shelves. Moreover, even the object detection pipeline described in Chap. 4 could leverage on 3D information to improve the accuracy when detecting deformable objects or items with characteristic shapes. Other applications in the retail environment concern the 3D mapping and virtual reconstruction of real stores by using SLAM techniques. A 3D map of the shop would also be useful both for planning tasks as well as for interactive customer experiences like virtual tours or navigation aid to reach specific items. By combining the product detection capabilities shown in the previous chapter with the 3D sensing technologies that we are going to introduce here we can also think of reconstructing the shelves of a whole salespoint with the real product disposition in near real time, completely revolutionizing the way store are currently managed. For example, the concept of planogram could be completely redefined by allowing the head office to provide stores with a precise rendering of how the product should be arranged inside their specific shelves rather than a generic abstract representation.

The more commonly used technologies for depth sensing can be broadly categorized in active and passive sensors. The first family concerns devices that emits some signals (e.g., lasers or infra-red light) and measure how they get perturbed by the environment to estimate the underlining 3D geometry...
Figure 7.1: Example of depth sensing in a retail environment, (a) left rgb frame from a stereo couple acquired in a store, (b) depth map estimated using a commercial stereo sensor, (c) depth map estimated using DispNet stereo network [76]. White pixels correspond to unknown depth estimation.

of the scene; members of this family are laser scanners (e.g., Velodyne LIDAR scanner1), time of flight device (e.g., Microsoft Kinect 2) and active stereo sensors (e.g., Microsoft Kinect 1). Devices belonging to this family have the advantage of being quite accurate and able to achieve a high frame rate, however, they suffer from some important drawbacks when applied to the retail environment. For example, noisy estimations when dealing with reflective or really dark surfaces that will deviate or absorb, respectively, the emitted rays; unfortunately, this kind of surfaces are quite common in stores. Other more general drawbacks concern the quite limited range of cheap sensors (e.g., few meters for Kinect like sensors) and the high cost for the most accurate and versatile ones (e.g., Velodyne LIDAR scanners). The passive family of sensors instead relies only on one or two RGB cameras and shift the focus of the problem from designing good sensing modalities to designing good algorithms that rely only on images to estimate 3D structures. By using only RGB cameras passive sensors are more cheap, compact and easy to deploy than their active counterpart, but, especially thanks to recent advantages in the field, they have also shown to be potentially as accurate without suffering from most of the limitations. Following the common nomenclature used in the field, we will refer to depth-from-mono when trying to estimate 3D information from a single RGB image and to depth-from-stereo when we will use couples of synchronized RGB frames acquired by two cameras with known relative positions. Since one of possible application we are targeting is autonomous indoor navigation we are not considering depth sensing modalities more targeted for offline 3D reconstruction like multi-view stereo and structure from motion pipelines.

1 https://velodynelidar.com/
We initially experimented with ready to use commercially available sensors like the ZED stereo camera\(^2\) that allows to easily acquire synchronized stereo frames, rectify them and estimate the 3D structure of the scene using proprietary stereo algorithms. We opted for this sensor for the high accuracy, the easy deployment and the ability to produce depth estimation at 5 fps on a laptop GPU at 720p resolution. Using this sensor we carried out some preliminary acquisition in a real store but unfortunately, the results were not really satisfactory as can be observed in Fig. 7.1 -(b). While the general structure of the scene is estimated correctly, a lot of points do not have a valid depth estimation (white pixels in the image, \textit{i.e.}, usually points near to objects boundaries where occlusions between left and right frames do not allow to compute a disparity). Even worse, some portion of the image features huge mistakes (\textit{e.g.}, the skewed signboard on the left is completely missing in the depth map while there is a ghost flying blob slightly to the left of where the signboard is supposed to be).

Since we were not satisfied with the quality of the depth predictions produced by the black box development kit provided with the sensor, we tried to apply state of the art stereo algorithm on the acquired rectified stereo pairs to improve the results. Among all the possible algorithms we considered those that would provide depth estimation in timespan feasible to deployment on mobile platforms, \textit{i.e.}, we do not consider stereo algorithms based on global energy minimization that required minutes to estimate a disparity map. At that time one of the best algorithm to fit our requirement of speed and accuracy was Dispnet \([76]\) an end-to-end disparity estimation network that takes a couple of frames as input and directly outputs a disparity estimation. Dispnet had proven to be able to obtain remarkably accurate estimations on the challenging Kitti dataset \([27, 57]\) while keeping an execution time of only 0.06s on a high-end GPU. Given these good premisses, we were pretty confident that it would be able to obtain good performance in our indoor environment as well. Unfortunately, we soon realized that without a proper fine-tuning the performance was meant to be low. Fig. 7.1 (c) display the prediction of a Dispnet network trained on synthetic data from the FlyingThings3D dataset \([76]\) when tested on real in-store data. Once again the overall structure of the scene seems right and, compared to (b), we are also able to correctly detect the billboard on the left,

\(2\) https://www.stereolabs.com/
however, the disparity map still features huge mistakes in the background area (that seems to cut off after a certain distance) and on the ceiling.

We ascribe those unsatisfactory result to the domain shift between training data (i.e., rendered abstract synthetic images) and real ones (i.e., our in-store acquisition). The usual practice to address domain shift is to fine tune the deep network on the target environment, however, in the depth estimation case, this procedure became quite challenging since it requires the acquisition of multiple frames from the new scenarios and a careful annotation of each pixel with its distance or disparity from the camera. The only way to generate such annotations, unfortunately, is to rely on costly high precision sensors like LIDAR laser scanners that, however, require careful calibration, can sense depth information only for a sparse subset of points in the image and still have to deal with possible mistakes coming from moving objects and reflective surfaces. Since the deployment of such sensors in our scenario was completely unrealistic we focused our research effort on possible way to adapt a deep depth estimation network to unseen environments without relying on ground truth data, i.e., we wish to realize a self-supervised adaptation. Having ground truth information is, however, crucial to measure quantitatively if an algorithm is performing well or not. For this reason, and to compare our results with those achieved by other research groups, we are going to introduce and test our proposal in the context of autonomous driving where the KITTI datasets \cite{27, 31, 57} offer rectified stereo frames coupled with sparse ground truth data coming from a LIDAR scanner that act as ground truth annotations.

In Chap. 8 we are going to describe a procedure to produce pseudo ground-truth labels by filtering noisy estimation using state of the art confidence measures and test it for offline fine tuning of a stereo network to unseen environments. In Chap. 9 we are going to introduce a new disparity estimation network and a procedure to adapt it online without the need of ground truth data to a new environment as soon as new frames are sensed. Finally in Chap. 10 we are going to present some ongoing work on how to use meta-learning techniques to make a depth estimation network able to adapt to unseen environments better and faster. But first, in Sec. 7.1 we are going to revise some of the recent literature on depth estimation from mono and stereo images.
We briefly review the literature for deep stereo matching and depth-from-mono.

**Deep stereo matching.** Since early works on stereo [6], traditional algorithms are thought as a number of subsequential steps, involving initial matching cost computation, local aggregation, disparity optimization and refinement. The firsts attempt to plug deep learning into stereo algorithms aimed at replacing single steps of the established pipeline, such as matching cost computation [50, 65, 74] and more recently optimization [82, 113] or refinement [92]. While these works substantially proved the superiority of learning based methods with respect to their non-learned counterparts on the single subtasks, in most cases they still required traditional optimization strategies, such as Semi Global Matching (SGM) [9], to reach top accuracy. The shift to end-to-end models started with Dispnet [76]. While previous works [50, 65, 74] processed small image patches to compute similarity scores, Dispnet works on a much larger receptive field and jointly extract features from two input frames, compute correlations between them and predict final disparities. Because of the large inputs processed, the few hundreds of images available from KITTI [27, 57] are not enough to train such model. To this aim a large synthetic dataset [76] is used for training, while KITTI images are used to address the domain shift when running on real imagery. Despite Dispnet did not reach the top of KITTI, it inspired many other end-to-end models [102, 139] able to assess this approach as state-of-the-art. Kendall *et al.* introduced the use of 3D convolutions [99] to explicitly exploit geometry and context, followed by [131, 152]. Despite the different architectural details, all of these techniques follow the same synthetic-to-real completely supervised training schedule. Only recently, this training paradigm has been questioned by proposing an unsupervised training schema. Pang *et al.* [143] propose a novel way of fine-tuning a deep network for stereo estimation by exploiting the output of the network at multiple resolutions combined within an iterative optimization problem with graph Laplacian regularization. Zhou *et al.* [126] use an iterative procedure based on the left-right check to train a network from scratch. Finally, Zhang *et al.* [155] propose a novel loss formulation based on image reprojection for depth estimation using an active stereo acquisition system.

**Depth-from-mono.** Deep learning dramatically boosted the quality of results obtained through depth-from-mono techniques. While most works
addressed it as a supervised learning problem [16, 37, 41, 55, 71, 73, 123, 135, 150], an exciting trend concerns the possibility of self-supervising CNNs during training by solving an image reconstruction problem. These solutions earned a lot of attention from researchers thanks to the possibility of training them without requiring hard to source depth labels. They can be broadly classified into two main categories according to the cues used to replace ground-truth labels, that are respectively monocular [127] and stereo [93] self-supervision. In the first case, images are acquired by an unconstrained moving camera [127, 140, 149, 151]. Estimated depth is used to reconstruct views across the different frames by means of camera-to-world projection and vice-versa. To do so, the network also needs to estimate the relative camera pose between the different images, which is unknown. These approaches are weak in presence of dynamic objects, making reprojections in non-static regions of the frames not matching the real image content. The second category requires calibrated stereo pairs to be used as training dataset [68, 93, 129, 144, 153]. In this case, the relative pose is known thanks to stereo geometry, making the network only in charge of learning depth (actually, disparity) to minimize the reprojection between the two views. This solves the problem of moving objects, being images synchronized, but adds constraints for collecting data. Networks trained with this second approach usually results to be more accurate. This approach can be extended to trinocular setup [145] to compensate for occlusions inherited by the binocular stereo. Finally, we mention the semi-supervised frameworks proposed in [101, 134] and the joint use of these two supervisions [153].
UNSUPervised Domain Adaptation for Learned Depth Estimation

For years the problem of depth estimation from images has been tackled with hand-engineered algorithms, but recently deep learning proved to be much more effective and to provide superior accuracy. For the case of depth-from-stereo, initially, deep learning based methods replaced single steps of the traditional pipelines, afterward embodied the entire pipeline within deep end-to-end architectures. This latter approach currently represents the undisputed state-of-the-art in this field when enough training data is available. With these methods, training initially relies on large synthetic datasets [76], then fine-tuning on a few realistic images framing the target domain. For both training phases, stereo pairs with accurate ground-truth depth labels are mandatory. The popular KITTI online benchmarks [27, 57] witness the supremacy of these approaches, while it is less evident on Middlebury [42], where traditional, not learning-based algorithms, still keep the top rankings on the leaderboards due to the minimal amount of training images available. Deep learning also boosted the development of depth-from-mono systems, which requires only one image and thus can be potentially deployed on a broader range of devices equipped with a single camera. For monocular methods, deep learning enabled quite accurate results despite the strong ill-posed nature of the problem. Nevertheless, for stereo and monocular setups, deep architectures are affected by the domain shift curse, which drops the effectiveness of learning based frameworks when processing data (i.e., images) much different from those on which the training process was carried out. This fact is particularly evident, for instance, when moving between indoor and outdoor environments or from synthetic to real data without any fine-tuning on the target environments. For example, Figure 8.1 (c) shows how DispNet [76] yields gross errors on a stereo pair of a dataset [30] lacking the ground-truth information to fine-tune the network. Unfortunately, besides a few research datasets, images paired with ground-truth depth information are quite rarely available as well as cumbersome and expensive to create in any practical settings. This state
of affairs may limit deployability of modern depth estimation architectures significantly.

To address the domain shift problem, in this paper we propose an unsupervised technique, enabling to fine-tune end-to-end architectures to new data domains without requiring any ground-truth measurement. To develop our method we build upon two key observations: i) computer vision researchers have pursued for decades the development of general-purpose stereo correspondence algorithms for depth estimation that does not require any adaptation to be deployed in different scenarios, ii) although traditional stereo algorithms exhibit well-known shortcomings in specific conditions (e.g., occlusions, texture-less areas, photometric distortions ..), recent state-of-the-art confidence measures, more often than not relying on machine learning [58, 79, 80], can effectively highlight uncertain disparity assignments. Therefore we leverage on traditional stereo matching knowledge employing well-known algorithms from the literature to produce disparity/depth labels. Since these algorithms are sub-optimal solutions to the problem, some outliers occur among the obtained labels, and for this reason, we deploy confidence measures to attenuate or neglect their influence on the network employing a novel confidence-guided loss function. Following this strategy, with CNN-based depth estimation networks, we can tackle the domain shift problem by merely using synchronized stereo images without any depth annotation. Figure 8.1 (d) shows that our unsupervised adaptation approach can improve dramatically the output provided by DispNet [76] on a dataset lacking the ground-truth to fine-tune the network with supervision.
Confidence measures have been extensively reviewed by Hu and Mordohai [28] and by Poggi et al. [106] more recently including methods based on machine-learning. These latter methods can be broadly categorized into random-forest based [33, 45, 58, 79] and CNN based [80, 82, 136, 148]. While the first category, except [79], usually combines different cues available from the intermediate cost volume processed by traditional stereo algorithms [3, 9, 87], CNN based approaches only process disparity map and image content cues, making them better suited to work on custom systems or frameworks not explicitly providing a cost volume (i.e., end-to-end CNNs). In general, this second category vouches for better outliers detection properties. Parallel works proposed an effective strategy to improve confidence measures by exploiting local consistency [103] and a method [105] to improve random forest-based approaches for confidence fusion [45, 58, 79] by using a CNN. Shaked and Wolf [114] embedded confidence estimation inside a deep model stereo matching, while Poggi et al. [104] propose an evaluation of conventional confidence measures and their simplifications when targeting embedded systems. Some works looked deeper into the learning process of confidence measures, by studying features augmentation [100] or by designing self-supervised techniques to train them on static video sequences [77] or stereo pairs [120]. In addition to outliers detection and the unsupervised domain adaptation technique proposed in this paper, other applications of confidence measures aim at improving stereo accuracy [45, 58, 79, 82, 113], combine multiple algorithms [63, 78] and sensor fusion [75].

### 8.2 Domain Adaptation for Depth Sensing

This section describes our domain adaptation framework, which is suited to both deep stereo as well as monocular depth estimation networks. To adapt a pre-trained model to face a new environment, we first acquire stereo pairs from the target domain. Then, we deploy a classical (i.e., not learning-based) stereo algorithm to generate dense depth measurements together with a state-of-the-art confidence measure to estimate the reliability of the depth values calculated by the stereo algorithm. A key observation behind our method is that classical stereo algorithms, although affected by well-known shortcomings such as occlusions, poorly-textured regions and repetitive...
patterns, are substantially agnostic to the specific target environment and thus behave similarly across different scenarios. More importantly, they fail in the same predictable way, thereby enabling confidence measures to achieve remarkably good accuracy in detecting mistakes regardless of the sensed environment [106]. Based on the above observations, we advocate deploying the depths delivered by a classical stereo algorithm as noisy labels endowed with reliability estimations in order to fine-tune a network aimed at depth prediction. This is achieved through a novel per-pixel regression loss wherein the error between each model prediction and the corresponding depth measurement provided by the stereo algorithm is weighted according to the reliability estimated by the confidence measure, with higher weights associated to more reliable depth measurements. Thereby, the learning process is guided by the high-confidence depth measurements, i.e. those labels that appear to be more reliable, while the errors due to the shortcomings of the stereo algorithm have a negligible impact.

Thus, given a pre-trained depth estimation network, either stereo or monocular, and a set of stereo pairs, \((I^l, I^r) \in J\), acquired from the target domain, for each pair we compute a dense disparity map, \(D \in \mathcal{D}\), by means of a classical stereo algorithm, \(f: (J, J) \rightarrow \mathcal{D}\), such as, e.g., SGM [9] or AD-CENSUS[3]. Moreover, for each disparity map, \(D\), we estimate a pixel-wise degree of reliability according to a confidence measure, \(c: \mathcal{D} \rightarrow \mathcal{C}\). The resulting confidence map, \(C \in \mathcal{C}\), encodes the reliability of the disparity calculated at each pixel as a score ranging from 0 (not reliable) to 1 (reliable).

We run \(f\) and \(c\) on each stereo pair available from the target domain so as to produce the training set deployed to perform fine-tuning of the pre-trained depth estimation network. Therefore, each sample, \((S_i)\), in the training set is a tuple of four elements:

\[
S_i = (I^l_i, I^r_i, D_i, C_i) = (I^l_i, I^r_i, f(I^l_i, I^r_i), c(f(I^l_i, I^r_i)))
\]  

Given the depth estimation network (either stereo or monocular), which takes input images and outputs per pixel disparities, we fine tune it toward the target domain by minimizing a loss function, \(L\), consisting of three terms:

\[
L = \sum_{i} \left(\frac{1}{\sum_{p} C_{i,p}} \sum_{p} C_{i,p} (f(I^l_i, I^r_i) - D_i)^2 + \lambda \sum_{p} C_{i,p} (c(f(I^l_i, I^r_i)) - 1)^2 + \mu \sum_{p} (f(I^l_i, I^r_i) - D_i)^2\right)
\]
8.2 Confidence Guided Loss

The inspiration for the $L_c$ term in the loss function of Eq. 8.2 comes from the observation that deep models can be successfully fine-tuned to new environments even by deploying only a few sparse ground truth annotations. This is vouched by the performance achievable on the KITTI datasets [27, 31, 57], where only a subset of pixels carries depth annotations (roughly $\frac{1}{3}$ of the image). The common strategy to account for the missing values consists simply in setting the loss function to 0 at those locations, thereby providing the network with meaningful gradients only at a subset of the spatial locations. Indeed, even in these sub-optimal settings, networks are able to adapt and ameliorate accuracy remarkably well. We build on these
observations and leverage on the confidence measure, $c$, to obtain sparse and reliable depth labels from the noisy output $D$ of the stereo algorithm. With reference to 8.1, denoting as $\tilde{D}$ the output predicted by the model at the current training iteration, we compute $L_c$ as

$$L_c = \frac{1}{|P_v|} \sum_{p \in P_v} \mathcal{E}(p)$$

(8.3)

$$\mathcal{E}(p) = C(p) \cdot |\tilde{D}(p) - D(p)|$$

(8.4)

$$P_v = \{p \in P : C(p) > \tau\}$$

(8.5)

where $P$ is the set of all spatial locations on the image and $\tau \in [0, 1]$ a hyper-parameter that controls the sparseness and reliability of the disparity measurements provided by $f$ that are actually deployed to update the model. A higher value of $\tau$ will mask out more mistakes in $D$ though permitting less spatial locations to contribute to model update. Hence, points belonging to $P_v$ define a set of sparse labels that, assuming the availability of a perfect confidence measure, may be used as if they were groundtruth annotations, e.g. akin to the LiDAR measurements deployed in the KITTI dataset. Yet, confidence measures are not perfect and often show some degree of uncertainty in the score assigned to disparity measurements. Thus, we weight the contribution at location $p$ by $C(p) \in [0, 1]$, i.e. as much as the depth measurement, $D(p)$, can be trusted according to the confidence estimation, $C(p)$. We point out that, re-weighting the loss function in presence of noisy labels has been successfully exploited in supervised classification [137, 146]. Our formulation deploys a similar idea for a dense regression problem. Yet, we leverage on an external and highly accurate strategy to detect noise in the labels (i.e., the confidence measure) and mask out those labels which, according to the adopted strategy, are very likely wrong, i.e., $\{D(p) : p \notin P_v\}$. In Sec. 8.3.2 we will show how both masking and re-weighting are crucial components to maximize performance in presence of noisy depth labels.

A graphical visualization of the errors that our $L_c$ loss term tries to minimize can be observed in the bottom row of Fig. 8.2. On (e) we report the errors that will be minimized trying to directly regress the noisy depth
labels of (c) given the model prediction on (b); on (f-g-h) we report, instead, the errors minimized by applying $L_c$ with different $\tau$ values (0, 0.5 and 0.99 respectively). By tuning $\tau$ we can control the number of pixels, and therefore labels, taking part in the network adaptation process. Clearly, leveraging on more labels comes at the cost of injecting more noise in the process, which, in turn, may harm adaptation, even if their contribution will be attenuated by $C$, e.g. compare (f) to (e) where the only difference is the scaling of errors by $C(p)$ in (f). In (h) we can appreciate how even with $\tau = 0.99$ the amount of pixels considered during the optimization process is still quite high.

8.2.2 Smoothing Term

As $L_c$ produces error signals to improve disparity prediction only at the subset of sparse image locations $P_v$, similarly to [34] we use an additional loss term, $L_s$, to propagate model update signals across neighbouring spatial locations. In particular, $L_s$ tends to penalize large gradients in the predicted disparity map ($\tilde{D}$) taking into acocunt the presence of gradients in pixel intensities ($\partial I$):

$$L_s = \frac{1}{|P|} \sum_{p \in P} \partial_x \tilde{D}(p) \cdot e^{-||\partial_x I(p)||} + \partial_y \tilde{D}(p) \cdot e^{-||\partial_y I(p)||}$$  \hspace{1cm} (8.6)

Thus, based on the consideration that depth discontinuities occur in correspondence of edge, $L_s$ constrains the predicted disparity map, $\tilde{D}$, to be smooth everywhere but at image edges. To efficiently compute gradients along $x$ and $y$ we use convolution with $3 \times 3$ Sobel filter.

8.2.3 Image Reconstruction Loss

To further compensate for the sparse model update information yielded by $L_c$, we include in the loss function a pixel-wise image reconstruction term, denoted as $L_r$ in Eq. 8.2. Inclusion of this term in our loss has been inspired by [93], which has shown how deploying image re-projection between stereo frames can deliver a form of self-supervision to train a depth-from-mono network. Hence, given a stereo pair, $I^l$ can be reconstructed from $I^r$ according to the current disparity prediction $\tilde{D}$ by employing a bilinear sampler in order to render the process locally differentiable. Denoted as $\tilde{I}^l$
the re-projection of $I'$ according to $\hat{D}$, we define the image reconstruction loss, $L_r$, as a weighted combination of the L1 norm and the single scale SSIM [8]:

$$L_r = \frac{1}{|P|} \sum_{p \in P} \alpha \frac{1 - \text{SSIM}(I^l(p), \hat{I}^l(p))}{2} + (1 - \alpha) |I^l(p) - \hat{I}^l(p)|$$  \hspace{1cm} (8.7)

Similarly to [93], we use a simplified SSIM based on a $3 \times 3$ block filter and set $\alpha = 0.85$ throughout all our experiments.

8.3 Experimental Results

In this section, we report exhaustive experiments showing the effectiveness of the proposed unsupervised domain adaptation technique. We run two main experiments i) adaptation of a stereo network and ii) adaptation of a depth-from-mono network. For the first case, we run extensive experiments on the entire KITTI raw dataset [31], counting about 40k images, thanks to a large amount of ground truth labels made recently available [122] in the official website. Concerning the second evaluation, we follow common protocols from the literature of self-supervised monocular depth estimation [93], splitting the KITTI raw data into train and test portions according to Eigen et al. [37].

To deploy the confidence guided loss described in Sec. 8.2.1, in our evaluation we consider two classical stereo algorithms (f): AD-CENSUS (shortened AD) [3] and Semi-Global Matching (shortened SGM) [9] and leverage the implementations of [44]. We have selected these two popular algorithms because they show quite different behaviors. While AD tends to generate prediction errors in the form of small spikes in the disparity maps, the errors generated by SGM can often cause over-smoothing. The effectiveness of our proposal with both types of error patterns may help testify its general validity. Besides, while SGM may turn out remarkably accurate, AD is notoriously significantly more prone to errors, which, in our framework, leads to fewer disparity measurements used at training time to compute $L_c$ due to fewer pixels belonging to $P_v$. To measure the confidence of the disparity measurements coming from the stereo algorithms, we rely on CCNN [80] as it can yield state-of-the-art performance and does require as input just the disparity map to be analyzed. Thanks to the latter trait,
Table 8.1: Intersection between confident points and ground-truth data as function of the threshold value $\tau$ and its error rate, for both AD-Census and SGM algorithms.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\text{gt} \cap \tau$ (%)</th>
<th>bad3 (%)</th>
<th>$\text{gt} \cap \tau$ (%)</th>
<th>bad3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>100.00</td>
<td>38.64</td>
<td>100.00</td>
<td>16.53</td>
</tr>
<tr>
<td>0.50</td>
<td>61.89</td>
<td>7.83</td>
<td>87.87</td>
<td>6.58</td>
</tr>
<tr>
<td>0.80</td>
<td>53.16</td>
<td>2.90</td>
<td>83.64</td>
<td>4.37</td>
</tr>
<tr>
<td>0.90</td>
<td>48.71</td>
<td>1.70</td>
<td>80.58</td>
<td>3.40</td>
</tr>
<tr>
<td>0.95</td>
<td>44.49</td>
<td>1.06</td>
<td>77.48</td>
<td>2.67</td>
</tr>
<tr>
<td>0.99</td>
<td>32.15</td>
<td>0.35</td>
<td>68.01</td>
<td>1.40</td>
</tr>
</tbody>
</table>

CCNN can be applied to any stereo system, even in case one has no access to the source code of the algorithm or is willing to employ an off-the-shelf external device. As CCNN consists of a network trained to classify each disparity pixel as reliable or not according to a small support region, it needs to be trained before deployment. To avoid reliance on expensive depth annotations, we used the original authors’ implementation\(^1\) and trained two variants of the network - one for AD and the other for SGM - on synthetic images taken from the SceneFlow dataset [76]. More precisely, we took six random stereo pairs from the Driving portion of such dataset (0040, 0265 forward from 15mm focal length set and 0075 forward, 0099, 0122, 0260 backward from 35mm set) and trained CCNN for 14 epochs, as suggested in [80].

8.3.1 Effectiveness of Confidence Estimation

Before testing our unsupervised adaptation loss we carried out some preliminary evaluation of the effectiveness of CCNN [80] to detect mistakes in disparity maps. We have produced disparity maps using AD and SGM on the KITTI 2012[27] training dataset and compute confidence maps on the predictions with the two properly trained variants of CCNN. Tab. 8.1 reports both the intersection between confident (i.e., having a confidence value higher than the threshold $\tau$) and ground-truth pixels as the percentage of the total amount of available ground-truth samples and the average error

\(^1\) https://github.com/fabiotosi92/CCNN-Tensorflow
Figure 8.3: Spatial distribution of training samples on a stereo pair from KITTI dataset. Top row: reference image, disparity map yielded by AD-CENSUS algorithm and corresponding confidence map obtained by CCNN. Bottom row from left ot right, three colormaps obtained by thresholding the confidence map with with $\tau$ equal to 0, 0.5 and 0.99, respectively. The colormap depicts in green points above threshold and in blue their intersection with the available ground truth points obtained through a lidar scanner.

rate (bad 3) on the intersection. As expected, increasing $\tau$ the intersection gets smaller as fewer pixels are considered, however, we can clearly see how the error decrease as well, going as low as 0.35% and 1.40% for 0.99 $\tau$, thus testifying the effectiveness of CCNN. Our formulation, however, weights prediction mistakes according to the score produced by the confidence measure, so even using a $\tau < 0.99$ we can weaken the contribution to lose computation of pixel with low confidence. Another interesting observation is that the distribution of pixel with high confidence in the image is quite different from the distribution of points featuring gt labels commonly used for fine-tuning. For example using the threshold value of 0.99 and the AD-Census algorithm the subset of pixels that would be used by our confidence guided loss contains only 32% of the ground-truth data used by the common fine-tuning technique, while with the same threshold and the SGM algorithm this percentage rises to 68%. This means that all the remaining samples contributing to adaptation (i.e. 68 and 32% for, respectively, AD-CENSUS and SGM) encode patterns unseen using a traditional fine-tuning procedure. Thus, the network can learn from more varied and generic samples with respect to ground-truth which is, among other things, all contained in the lower part of the images. A visualization of how points with high confidence might be scattered across an image is depicted in Fig. 8.3
Table 8.2: Ablation study on the effectiveness of the different components of our adaptation formulation using AD-CENSUS as noisy label estimator. Results computed on the KITTI RAW dataset using a 4-fold cross validation schema, best results highlighted in bold.

<table>
<thead>
<tr>
<th>Test</th>
<th>Hyper parameters</th>
<th>Adaptation</th>
<th>Generalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) AD-CENSUS [3]</td>
<td>/ / /</td>
<td>/ / /</td>
<td>32.03 19.60</td>
</tr>
<tr>
<td>(b) No Adaptation</td>
<td>/ / /</td>
<td>/ / /</td>
<td>10.86 1.73</td>
</tr>
<tr>
<td>(c) Regression</td>
<td>/ / /</td>
<td>11.73 2.49</td>
<td>12.23 2.47</td>
</tr>
<tr>
<td>(d) Weighted</td>
<td>0.8 0.1 0</td>
<td>3.66 1.03</td>
<td>4.57 1.12</td>
</tr>
<tr>
<td>(e) Masked</td>
<td>0.8 0.1 0</td>
<td>3.17 1.02</td>
<td>3.97 1.09</td>
</tr>
<tr>
<td>(f) Masked+Smoothness</td>
<td>0.8 0.1 0</td>
<td>3.17 0.98</td>
<td>3.78 1.05</td>
</tr>
<tr>
<td>(g) Masked+Reprojection</td>
<td>0.8 0.1 0</td>
<td>3.03 0.98</td>
<td>3.70 1.05</td>
</tr>
<tr>
<td>(h) Complete Adaptation</td>
<td>0.8 0.1 0.1</td>
<td>2.96 0.96</td>
<td>3.66 1.04</td>
</tr>
</tbody>
</table>

Figure 8.4: Ablation experiments: adaptation of DispNet using AD algorithm. (a) input image from KITTI, (b) disparity estimated using AD-CENSUS algorithm, (c) results before adaptation, (d) adapting by stereo algorithm only (Regression), (e) using confidence to weight the loss function (Weighted) and (f) running our full adaptation.
Our first experimental scenario is about the adaptation of a depth-from-stereo network to a new environment. The common training procedure for this kind of models consists of first training on the large synthetic FlyingThings3D dataset [76] and then fine-tuning on the target environment. In these settings, our proposal brings in the advantage of enabling fine-tuning without reliance on depth annotations from the target environment, which would be costly or prohibitive to collect. For all our tests we have used the DispNet-Corr1D [76] architecture, from now on shortened as DispNet. Following the authors’ guidelines [76], we have trained a re-implementation of DispNet on FlyingThings3D by the standard and supervised L1 regression loss. Then, we have used these pre-trained weights as initialization for all the tests discussed hereinafter.

For our experiments we rely on the KITTI RAW [31] dataset, which features $\sim$ 43K images with depth labels [122] converted into disparities by known camera parameters. Images are taken from stereo video sequences concerning four diverse environments, namely Road, Residential, Campus and City, containing 5674, 28067, 1149 and 8027 frames, respectively. Although all images come from driving scenarios, each environment shows peculiar traits that would lead a deep stereo model to gross errors without suitable fine-tuning. For example, City and Residential often depict road surrounded by buildings, while Road mostly concerns highways and country roads where the most common objects are cars and vegetation. Using this data we wish to measure both target domain performance, i.e., how the network performs on the target domain upon unsupervised adaptation without access to any ground-truth information, as well as similar domains performance, i.e., how the network adapted without supervision generalizes to unseen images from similar domains. To analyze both behaviors, we have alternatively used one of the environments as the training set to perform fine-tuning, then tested the resulting model on all the four environments. In fact, this allows for assessing target domain performance by testing on the environment used for unsupervised fine-tuning and similar domains performance by testing on the other three. Since the environments amenable to perform fine-tuning are four, we can carry out 4-fold cross-validation in order to average performance figures. Hence, for each fold we average performance figures within an environment (i.e., across all of its frames), obtaining, thereby, four sets of measurements. Then, we compute target domain performance by averaging
the scores dealing with the four training sets in the corresponding four folds and similar domains performance by averaging across the other twelve scores.

As for the per-frame performance figures, we compute both the Mean Average Error (MAE) and the percentage of pixels with disparity error larger than 3 (bad3) as suggested in [27, 57]. Due to image formats being different across the KITTI RAW dataset, we extract a central crop of size 320 × 1216 from each frame, which matches to the downsampling factor of DispNet and allows for validating almost all pixels with respect to the available ground truth disparities.

**Ablation**

i) Can we simply use D as noisy ground truth without deploying C? ii) Is masking by τ really needed or could we just use C as a per-pixel weighting in \( L_c \)? iii) How important is the contribution of the additional loss terms \( L_s, L_r \)?

To answer the above questions, we set AD as the stereo algorithm, CCNN as confidence measure and run a set of experiments according to the cross-validation protocol described in Sec. 8.3.2. The resulting performance figures are reported in Tab. 8.2 as follows. Starting from the top row: (a) AD, i.e. the stereo algorithm providing us with the noisy labels, (b) DispNet trained only on synthetic data (i.e. the initial weights used for all the subsequent fine tunings), (c) DispNet fine-tuned to directly regress AD without deploying a confidence measure, (d) DispNet fine-tuned to minimize \( L_c \) with \( \tau = 0 \) (thereby weighting all disparities yielded by AD without masking out likely mistakes), (e-g) training to minimize different combinations of \( L_c, L_s \) and \( L_r \) using a fixed \( \tau = 0.8 \). The values for \( \tau, \lambda_1 \) and \( \lambda_2 \) are obtained by preliminary cross-validation and will be kept fixed across all experiments. Since rows (a) and (b) do not need any kind of fine-tuning on KITTI we report the same performances for both target and similar domains.

To answer question i), we can compare results between rows (c) and (b). As expected, fine-tuning the network to directly regress the noisy measurements produced by AD is not a valid optimization strategy as it worsens the initial network performance both in the target domain as well as in similar domains. Interestingly, the network structure seems to behave as a regularizer and does not overfeat too much to the noise in the labels as testified by the huge performance gap between rows (c) and (a). To answer question ii), we can compare line (e) and (d), where the only difference is the value of \( \tau \). The
presence of $\tau = 0.8$ in (e) helps to improve the performance by about 0.5% bad3 while obtaining comparable performance in MAE. These results testify how masking out disparity measurements that are likely wrong yields better performance even though it increases the sparsity of the gradient signal actually deployed to update the model. A possible explanation for the close performance gap between (d) and (e) may be ascribed to the confidence maps produced by CCNN being highly bi-modal, with the vast majority of pixels having confidence score either 0 or 1. Therefore, even without applying a fixed threshold, many completely mistaken labels will see their contribution masked out during loss computation. To answer question (iii) we can compare the performance reported in the last four rows. Adding $L_s$ in the optimization process does not improve target domain performance but slightly helps in similar domains, as clearly observable by comparing rows (f) and (e). The introduction of $L_r$, instead, seems more effective and results in improvement across all metrics, as observable by comparing rows (g) and (e). Once again, larger improvements are obtained in case of unseen images from similar domains. Eventually, it is worth pointing out how our complete Adaptation loss yields the best results, as vouched by the performance figures reported in the row (h).

Fig. 8.4 shows qualitative results related to the ablation study proposed in this subsection. The top row depicts the reference image (a), the noisy disparities provided by AD (b) and the prediction produced by DispNet trained only on synthetic data (c). The bottom row, instead, reports three different predictions obtained by the three adaptation approaches referred to as Regression (d), Weighted (e) and Complete (f) in Tab. 8.2. By comparing (f) to (d) and (e) we can clearly verify that our adaptation schema can successfully mask out all the noise in the labels and learn only from good disparities. Moreover, we can perceive the effectiveness of our adaptation approach by comparing (f) to (c), for example by observing how it can significantly reduce the errors caused by the reflective surface on the right portion of the image, without at the same time introducing many artifacts, as unfortunately does happen in (c) and (d).

Comparison with other self supervised losses

In this section, we compare our proposal to other loss functions known in the literature that may be employed in order to fine-tune a deep stereo network without supervision. In particular, we consider two losses that, akin
<table>
<thead>
<tr>
<th>Loss</th>
<th>Target Domain</th>
<th>Similar Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Adaptation</td>
<td>bad3</td>
<td>MAE</td>
</tr>
<tr>
<td></td>
<td>10.86</td>
<td>1.73</td>
</tr>
<tr>
<td>GT Tuned (K12/15)</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Godard et. al.[93]</td>
<td>4.01</td>
<td>1.07</td>
</tr>
<tr>
<td>Yinda et. al.[155]</td>
<td>3.59</td>
<td>1.00</td>
</tr>
<tr>
<td>Masked-AD + Smooth.</td>
<td>3.17</td>
<td>0.98</td>
</tr>
<tr>
<td>Masked-SGM + Smooth.</td>
<td>2.99</td>
<td>1.01</td>
</tr>
<tr>
<td>Adaptation-AD</td>
<td>2.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Adaptation-SGM</td>
<td>2.58</td>
<td>0.91</td>
</tr>
<tr>
<td>Adaptation-AD-SGM</td>
<td>2.74</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 8.3: Results obtained performing fine tuning of a pre-trained DispNet network using different unsupervised strategy. All results are computed on the KITTI raw dataset using a 4-fold cross validation schema, best results highlighted in bold, our proposals in italic.

to ours, rely only on stereo frames to achieve a form of self-supervision: the appearance based re-projection and smoothness loss by Godard et al. [93] and the local constraint normalization with window-based optimization loss of [155]. As the underlying principles and mechanisms are quite straightforward to reproduce, we have re-implemented the two losses following the authors’ guidelines. Thus, we apply these alternative losses together with three variants of our proposal, relying either on AD or SGM or both stereo algorithms, in order to fine-tune DispNet upon pre-training on synthetic data. As an additional comparison, we also report results obtained by our loss formulation without the use of reprojection between frames. Again, we follow the same 4-fold cross validation protocol as in Sec. 8.3. Results are reported in Tab. 8.3 alongside with the performance of the pre-trained DispNet model (No Adaptation) and those attainable by fine-tuning the pre-trained model by the LiDAR groundtruth available for the 400 frames of the KITTI2012 [27] and KITTI2015 [57] training sets (GT Tuned), i.e. according to the standard training methodology adopted in the vast majority of works dealing with deep stereo. For the sake of fair comparison, all methods are evaluated based only on the disparity map predicted for the left frames of the stereo pairs and can not leverage additional external networks besides
DispNet (i.e., as for [155] we do not deploy also an external Invalidation Network).

Tab. 8.3 shows that our proposal outperforms other approaches both in the target domain as well as similar domain experiments. In particular, Adaptation-SGM delivers the best performance across all metrics and scenarios, with gain as large as ~ 1% in the bad3 metric with respect to the closest alternatives known in literature beside our previous work (more than 25% relative improvement in the target domain and almost 20% in similar domains). The improvement is less substantial in the MAE figure, though our proposal still consistently outperforms alternative approaches. We also point out how even Masked-AD + Smooth. and Masked-SGM + Smooth. in Tab. 8.3, already outperforms competitors, which suggests the key component in our technique to be the confidence-guided loss. Yet, the novel Adaptation proposed here further ameliorates performance significantly. By comparing Adaptation-AD and Adaptation-SGM we can verify how a more accurate stereo algorithm (SGM vs AD) yields better performance. This can be ascribed to less noise in the disparities leading to a larger number of pixels scoring confidence > $\tau$ which, in turn, is conducive to denser and more accurate pseudo-groundtruths. Using both the disparity maps obtained by the two algorithms (Adaptation-AD-SGM) does not seem to help, yielding, indeed, slightly worse performance in the target domain and comparable performance in similar domains compared to Adaptation-SGM. We believe that mistakes made by AD and not detected by the confidence measure may explain the slight loss in performance. Finally, it is interesting to compare the performance achievable by fine tuning without supervision on many data (rows from 3 to 9) to those achievable by fine-tuning with supervision on few similar data (i.e., GT Tuned). The large performance margin in favour of almost all the unsupervised approaches indicates that training on much more data with a sub-optimal objective turns out not only easier and cheaper but also beneficial to performance with respect to training on few, perfectly annotated samples (e.g., 1.65 gain in bad3 and 0.27 in MAE by comparing Adaptation-SGM to GT Tuned).

8.3.3 Depth-from-Mono

To investigate the application of our approach to depth prediction from a single image, we run experiments based on the popular depth-from-
<table>
<thead>
<tr>
<th>Supervision</th>
<th>Encoder</th>
<th>Abs Rel</th>
<th>Sq Rel</th>
<th>RMSE</th>
<th>RMSE log</th>
<th>δ &lt; 1.25</th>
<th>δ &lt; 1.25²</th>
<th>δ &lt; 1.25³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Godard et al. [93]</td>
<td>VGG</td>
<td>0.124</td>
<td>1.076</td>
<td>5.311</td>
<td>0.219</td>
<td>0.847</td>
<td>0.942</td>
<td>0.973</td>
</tr>
<tr>
<td>Masked-AD</td>
<td>VGG</td>
<td>0.119</td>
<td>0.989</td>
<td>4.981</td>
<td>0.207</td>
<td>0.859</td>
<td>0.950</td>
<td>0.977</td>
</tr>
<tr>
<td>Masked-SGM</td>
<td>VGG</td>
<td>0.123</td>
<td>1.055</td>
<td>4.900</td>
<td>0.208</td>
<td>0.860</td>
<td>0.951</td>
<td>0.977</td>
</tr>
<tr>
<td>Godard et al. [93]</td>
<td>VGG+pp</td>
<td>0.118</td>
<td>0.923</td>
<td>5.015</td>
<td>0.210</td>
<td>0.854</td>
<td>0.947</td>
<td>0.976</td>
</tr>
<tr>
<td>Masked-AD</td>
<td>VGG+pp</td>
<td>0.111</td>
<td>0.871</td>
<td>4.832</td>
<td>0.199</td>
<td>0.858</td>
<td>0.952</td>
<td>0.980</td>
</tr>
<tr>
<td>Masked-SGM</td>
<td>VGG+pp</td>
<td>0.112</td>
<td>0.848</td>
<td>4.766</td>
<td>0.197</td>
<td>0.859</td>
<td>0.953</td>
<td>0.981</td>
</tr>
<tr>
<td>Godard et al. [93]</td>
<td>ResNet50+pp</td>
<td>0.114</td>
<td>0.898</td>
<td>4.935</td>
<td>0.206</td>
<td>0.861</td>
<td>0.949</td>
<td>0.976</td>
</tr>
<tr>
<td>Masked-AD</td>
<td>ResNet50+pp</td>
<td>0.109</td>
<td>0.867</td>
<td>4.810</td>
<td>0.197</td>
<td>0.866</td>
<td>0.953</td>
<td>0.979</td>
</tr>
<tr>
<td>Masked-SGM</td>
<td>ResNet50+pp</td>
<td>0.109</td>
<td>0.837</td>
<td>4.703</td>
<td>0.194</td>
<td>0.867</td>
<td>0.955</td>
<td>0.980</td>
</tr>
<tr>
<td>Adaptation-SGM</td>
<td>ResNet50+pp</td>
<td>0.109</td>
<td>0.831</td>
<td>4.681</td>
<td>0.193</td>
<td>0.867</td>
<td>0.956</td>
<td>0.981</td>
</tr>
</tbody>
</table>

Table 8.4: Experimental results on the KITTI dataset [31] on the data split proposed by Eigen et al. [37]. On even conditions, the proposed adaptation scheme outperforms the supervision by Godard et al. [93]. Combining the two produces the best results.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Encoder</th>
<th>Abs Rel</th>
<th>Sq Rel</th>
<th>RMSE</th>
<th>RMSE log</th>
<th>δ &lt; 1.25</th>
<th>δ &lt; 1.25²</th>
<th>δ &lt; 1.25³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression-AD</td>
<td>VGG+pp</td>
<td>0.209</td>
<td>2.121</td>
<td>7.588</td>
<td>0.402</td>
<td>0.639</td>
<td>0.818</td>
<td>0.900</td>
</tr>
<tr>
<td>Weighted-AD</td>
<td>VGG+pp</td>
<td>0.124</td>
<td>1.010</td>
<td>5.446</td>
<td>0.236</td>
<td>0.825</td>
<td>0.932</td>
<td>0.968</td>
</tr>
<tr>
<td>Masked-AD</td>
<td>VGG+pp</td>
<td>0.111</td>
<td>0.871</td>
<td>4.852</td>
<td>0.199</td>
<td>0.858</td>
<td>0.952</td>
<td>0.980</td>
</tr>
<tr>
<td>Regression-SGM</td>
<td>VGG+pp</td>
<td>0.136</td>
<td>1.697</td>
<td>5.540</td>
<td>0.220</td>
<td>0.848</td>
<td>0.942</td>
<td>0.973</td>
</tr>
<tr>
<td>Weighted-SGM</td>
<td>VGG+pp</td>
<td>0.117</td>
<td>0.983</td>
<td>4.987</td>
<td>0.202</td>
<td>0.857</td>
<td>0.951</td>
<td>0.979</td>
</tr>
<tr>
<td>Masked-SGM</td>
<td>VGG+pp</td>
<td>0.112</td>
<td>0.848</td>
<td>4.766</td>
<td>0.197</td>
<td>0.859</td>
<td>0.953</td>
<td>0.981</td>
</tr>
<tr>
<td>Masked-AD-SGM</td>
<td>VGG+pp</td>
<td>0.114</td>
<td>0.915</td>
<td>4.909</td>
<td>0.199</td>
<td>0.859</td>
<td>0.953</td>
<td>0.980</td>
</tr>
<tr>
<td>Regression-AD</td>
<td>ResNet50+pp</td>
<td>0.230</td>
<td>3.24</td>
<td>8.361</td>
<td>0.418</td>
<td>0.624</td>
<td>0.806</td>
<td>0.893</td>
</tr>
<tr>
<td>Weighted-AD</td>
<td>ResNet50+pp</td>
<td>0.120</td>
<td>0.952</td>
<td>5.288</td>
<td>0.225</td>
<td>0.836</td>
<td>0.937</td>
<td>0.971</td>
</tr>
<tr>
<td>Masked-AD</td>
<td>ResNet50+pp</td>
<td>0.109</td>
<td>0.867</td>
<td>4.810</td>
<td>0.197</td>
<td>0.866</td>
<td>0.953</td>
<td>0.979</td>
</tr>
<tr>
<td>Regression-SGM</td>
<td>ResNet50+pp</td>
<td>0.129</td>
<td>1.456</td>
<td>5.385</td>
<td>0.214</td>
<td>0.854</td>
<td>0.943</td>
<td>0.973</td>
</tr>
<tr>
<td>Weighted-SGM</td>
<td>ResNet50+pp</td>
<td>0.115</td>
<td>0.966</td>
<td>4.925</td>
<td>0.199</td>
<td>0.863</td>
<td>0.952</td>
<td>0.979</td>
</tr>
<tr>
<td>Masked-SGM</td>
<td>ResNet50+pp</td>
<td>0.109</td>
<td>0.837</td>
<td>4.703</td>
<td>0.194</td>
<td>0.867</td>
<td>0.955</td>
<td>0.980</td>
</tr>
<tr>
<td>Masked-AD-SGM</td>
<td>ResNet50+pp</td>
<td>0.110</td>
<td>0.866</td>
<td>4.773</td>
<td>0.195</td>
<td>0.867</td>
<td>0.955</td>
<td>0.980</td>
</tr>
</tbody>
</table>

Table 8.5: Ablation experiments on the KITTI dataset [31] on the data split proposed by Eigen et al. [37].
mono system developed by Godard et al. [93]. This choice is driven by two main factors i) despite a large number of works in this field [127, 140, 149, 151], it still represents one of the most effective solutions for unsupervised monocular depth estimation and ii) the image reconstruction loss proposed by Godard et al. represent the main competitor to our approach, thus comparison to [93] turns out the ideal test bench for our proposal.

The network proposed in [93], referred to here as monodepth, consists in a DispNet-like architecture featuring a backbone encoder followed by a decoder to restore the original input resolution and predict the final depth map. In [93], both VGG [62] and ResNet50 [70] were tested as encoders. The output is provided as disparity (e.g., inverse depth), and used at training time to warp the stereo images. This also eases the use of our unsupervised adaptation technique, that could be deployed anyway also in case of architectures directly predicting depth by simply converting our disparity labels based on known camera parameters. Moreover, in [93] a post-processing step is proposed to deal with occlusions and artifacts inherited from stereo supervision, by producing both normal and flipped depth maps and combining them. We will run experiments with and without this optional step, referred to as ‘+pp’.

We start from the TensorFlow codebase provided by the authors of [93], adding our proposal therein and running experiments within the same framework to ensure perfectly fair test conditions.

**Evaluation protocol:**

We follow exactly the same protocol as reported in [93]. In particular, the KITTI raw dataset [31] is split into a training set and an evaluation set according to the guidelines by Eigen et al. [37]. Unlike the adopted stereo evaluation protocol [122], raw LiDAR measurements are usually assumed as groundtruth in the depth-from-mono literature despite their being sparse and noisy. Nonetheless, we adhere to the standard depth-from-mono evaluation protocol to ensure consistency with existing literature and enable a fair comparison with respect to [93].

Several works in this field [93, 127, 151] deploy pre-training on the CityScapes dataset [67] before fine-tuning on the KITTI training split [37], [31]. Indeed, training only on KITTI leads to inferior accuracy due to the fewer training images, whilst training only on CityScapes let the network predicts depth maps of acceptable quality, but totally wrong in terms of the actual depth values. This scenario, thus, points out again how a domain shift severely affects the accuracy of depth-from-images networks, i.e. exactly
Figure 8.5: Ablation experiments: adaptation of monodepth (VGG encoder) using AD algorithm. a) input image from KITTI b) result from AD algorithm c) result before adaptation d) adapting with stereo algorithm only e) using confidence to weight the loss function f) running full adaptation.

the issue we aim to address by the general domain adaptation framework proposed in this paper. Therefore, to assess the effectiveness of our proposal also in depth-from-mono settings, we will start from models pre-trained on CityScapes in order to adapt them to KITTI. In particular, relying on the very same models pre-trained on CityScapes we compare the results attained on the KITTI test split by performing fine-tuning on the KITTI train split by either our approach or the reconstruction loss proposed in [93]. As for our method, we use the same stereo algorithms (AD and SGM), confidence measure (CCNN) and hyper-parameter settings as in depth-from-stereo experiments. Coherently to [93], we used the Adam optimizer and found that, while our competitor needs to run 50 epochs of training on KITTI, our method reaches convergence after only 5 epochs with a fixed learning rate of 0.001, thus resulting in faster and, as we shall see in the next section, more effective adaptation.

**Results on KITTI:**

We discuss here the outcomes of our experiments on the KITTI RAW dataset [31]. In particular, we report the standard error metrics, *i.e.* Absolute Relative error (Abs Rel), Square Relative error (Sq Rel), Root Mean Square Error (RMSE), logarithmic RMSE and the δ accuracy score computed as:

\[
δ = \bar{D}_{ij} \% \max(\bar{D}_{ij}, \bar{D}_{ij}) < \text{th}
\]  

(8.8)

Tab. 8.4 reports a detailed comparison between the self-supervised loss proposed in [93] and our proposal, both applied to adapt the same pre-trained monodepth model. From top to bottom, we show the results dealing with
a monodepth with a VGG encoder, a VGG encoder and the post-processing step (+pp) and finally a ResNet50 encoder with the post-processing step. Starting from the basic VGG-based model, we can observe that adapting by either AD or SGM with the masked configuration alone leads to better performance with respect to using the image reconstruction loss proposed in [93]. In general, adapting by SGM yields superior results, outperforming the model based on AD on nearly all metrics. This finding is confirmed when applying the post-processing step (i.e., VGG+pp), as our adaptation approach outperforms [93] under all evaluation metrics. Moreover, VGG+pp networks optimized by our technique can deliver better results than using a ResNet+pp network trained according to the image reconstruction loss of [93] despite the large difference in complexity between the two networks (VGG features about 31 millions learnable parameters, ResNet50 about 57 millions). By applying the considered adaptation approaches to the ResNet50-based monodepth, the margin turns out even higher. Finally, in the last row of Table 8,4, we report the results obtained by our approach when using SGM together with the complete adaptation loss of Eq. 8.2, the performance metrics scoring slightly better than those achieved by Masked-SGM. This, again, highlights how in Eq. 8.2 the confidence-guided loss term provides a more relevant contribution to performance than the image re-projection term inspired by [93].

Ablation experiments: Similarly to the previously addressed stereo settings, we report here an ablation study aimed at establishing upon the relative importance of the key ingredients deployed in our framework. Table 8.5 collects the results obtained in this evaluation. We comment about four main experiments, dealing with running our method with both AD and SGM in order to adapt VGG and ResNet50. The post-processing step is enabled in all tests, thereby solving most issues near occlusions and left border and highlighting how the full confidence-guided loss ameliorates results in many regions of the images where post-processing cannot operate. Three setups are considered in descending order in the Table for each of the four experiments: i) adaptation by minimization of the L1 loss with respect to the disparity maps estimated by the stereo algorithm (AD or SGM) "as is" (Regression) ii) adaptation by weighting the L1 loss with per-pixel confidence scores (Weighted) iii) full confidence-guided loss using threshold τ (Masked). We turn off additional terms to focus on the different key factors of the confidence-guided loss. In all experiments, we can notice how using the disparity labels alone leads to poor results, in particular when adapting the
model by the AD algorithm, which is much more prone to outliers. This further highlights how, in our framework, deploying the confidence measure is crucial to avoid the impact of the wrong disparities possibly computed by the stereo algorithms. Formulating the confidence-guided loss as a simple weighting between confidence scores and loss signals reduces the impact of the outliers, but does not completely removes it as they can still contribute to the entire loss function with a lower weight and thus may lead, as reported, to worse performance. To better perceive this effect, Fig. 8.5 shows some qualitative results obtained by the three ablated configurations reported in the Table. In particular, we point out how on (c) the results from the original model trained on different environments look good qualitatively, but the range of the predicted depth values is totally wrong (Abs Rel of 0.620). We can observe how ablated configurations of our technique (d-e) do yield gradual improvements, whereas the full adaptation scheme (f) greatly ameliorates the quality of the estimated depth maps, i.e. so as to bring the error down to 0.098 Abs Rel.

As an additional experiment, and similarly to the stereo experiments, we tried to adapt the model using labels from both AD and SGM by simply computing the loss function according to both disparity hypotheses. This leads to slightly worse results, possibly because some outliers not correctly masked out from the one algorithm may interfere with the correct assignments suggested by the other.

8.3.4 Qualitative Results

Finally we show some qualitative results, concerning both stereo and depth-from-mono networks, on the Middlebury v3 [42] and ETH3D [112] datasets. Fig. 8.6 shows examples of depth maps obtained by monodepth pre-trained on CityScapes [67] before and after adaptation by our technique. The overall quality of the maps is greatly improved by the adaptation step, which is also vouched by the drastic drop of the absolute error reported in the Figure. We show similar results for DispNet on Fig. 8.7: the column labeled as No Adaptation concerns predictions obtained by the model pre-trained on FlyingThings3D while the Adaptation column deals with the results obtained after fine-tuning by our unsupervised adaptation approach. Results indicate clearly how our proposal can successfully correct the prediction range and drastically reduce the percentage of wrong pixels.
Figure 8.6: Adaptation results for depth-from-mono on Middlebury v3 [42] (top) ETH3D dataset [112] (bottom). From left to right: input (left) image, depth maps from network before adaptation and after fine tuning with our adaptation technique. The absolute error rate is overimposed on each depth map.
Figure 8.7: Adaptation results for Dispnet on Middlebury v3 [42] (top) ETH3D dataset [112] (bottom). From left to right input (left) image, disparity maps predicted from network before any adaptation and after fine-tuning with our adaptation technique. The $bad_1$ error rate is overimposed on each disparity map.
We are interested in testing the effectiveness of our adaptation schema in the supermarket scenario, therefore we acquired video sequences using a ZED stereo camera inside a store and split them in a training and test set. For each acquisition this kind of commercial sensor provides left and right RGB frames together with disparities and confidences estimated using proprietary algorithms. Therefore instead of relying on the stereo algorithm and confidence measures used in all the other tests we directly used this kind of measurements provided by the sensor to fine tune a stereo network according to the loss formulation described in Sec. 8.2. We report a couple of qualitative results in Fig. 8.8. First we would like to point out how the disparity predicted from DispNet without any kind of adaptation are relatively good except for the presence of errors due to reflective surface (e.g., the image on the second row) or mistakes for points far from the camera (e.g., the area on the right of the shelf in the first row seems truncated after a certain distance). After the adaptation both types of mistakes seem mitigate with the reflection being mostly solved and the predictions for points far from the camera being way more smooth.
In Chap. 8 we have proposed a novel loss function to address the domain shift issue for depth estimation networks by means of unsupervised offline fine tuning. In this section, instead, we want to go one step further and cast adaptation as a continuous unsupervised learning process whereby a depth estimation network evolves online based on the images gathered by a camera during its real deployment. We believe that the ability to constantly adapt itself in real-time is key to any deep learning machinery meant to work in relevant practical scenarios, like autonomous driving, where gathering training samples to be deployed offline from all possible surroundings turns out definitely unfeasible.

We will show how continuous online adaptation can be achieved by leveraging on one of the unsupervised losses proposed in the literature to compute the loss on the current frames, update the whole network by back-propagation (from now on shortened back-prop) and move to the next couple of input frames. Adapting, however, comes with the side effect of reducing inference speed to $\sim \frac{1}{3}$ at best, as we will show experimentally, a price far too high to pay for most modern state of the art deep stereo systems which are relatively slow. To keep a high enough frame rate we have developed a novel Modularly ADaptive Net (MADNet) designed to be lightweight, fast and modular. Our architecture exhibits accuracy comparable to DispNet yet use $\frac{1}{10}$ of the parameters, runs at $\sim 40$FPS for disparity inference and performs online adaptation of the whole network at $\sim 15$FPS. Moreover, to allow a higher frame rate during the adaptation at the cost of slightly worse accuracy, we have developed Modular ADaptation (MAD) an algorithm that leverage on the modular architecture of MADNet and train independently sub-portion of the whole network. Using MADNet together with MAD we are able to adapt our system without supervision to unseen environment at $\sim 25$FPS.

Fig. 9.1 shows the disparity maps predicted by MADNet on three successive frames of a video from the KITTI dataset [31] either without undergoing any adaptation (b) or by adapting online the whole network (c) or by our
computationally efficient approach MAD (d). Thus, (c) and (d) show how online adaptation can improve significantly the quality of the predicted disparity maps in as few as 150 frames, i.e. with a latency of about 10 and 6 seconds for whole adaptation and MAD, respectively. Extensive experimental results on KITTI raw dataset [31] will evidence that i) our network is more accurate than models with similar complexity (e.g., [138]) ii) it can dramatically boost its accuracy in few hundred frames (i.e., a couple of seconds) to be comparable to offline fine-tuning over ground truth. To the best of our knowledge, MADNet and MAD realize the first-ever real-time, self-adapting, deep stereo system.

9.1 RELATED WORK

A recent trend to train deep depth estimation networks in an unsupervised manner relies on image reconstruction losses. In particular, for monocular depth estimation this is achieved by warping different views, coming from stereo pairs or image sequences, and minimizing the reconstruction error [68, 93, 127, 144, 145, 155]. This principle has been used also for optical flow [141] and stereo [126]. For the latter task, an alternative unsupervised learning approach consists in: deploying traditional stereo algorithms and confidence measures (see Chap. 8) or by combining with iterative optimization prediction obtained at multiple resolutions [143]. However, we point out that all these works have addressed offline training only, while we propose to address the very same problem casting it as an online (thus fast) adaptation to an unseen environment. Concurrently with our work Zhong et
al. [156] propose to directly train from scratch a deep stereo system on video sequences in an unsupervised manner, but this process takes several minutes limiting its effectiveness in case of sudden changes. In contrast, we maintain the offline training phase on synthetic data and limit the online training to solve domain adaptation dramatically reducing runtime requirements.

9.2 ONLINE DOMAIN ADAPTATION

Modern machine learning models can suffer from a loss in accuracy when tested on data significantly different from the training set, an issue commonly referred to as domain shift. Despite all the research work done to soften this issue, the most effective practice still relies on additional offline training on samples from the target environments to get a new model tuned to that scenario. The domain shift curse is inherently present in deep stereo networks due to most training iterations being performed on synthetic images quite different from real ones. Then, adaptation can be effectively achieved by offline fine-tuning the model on samples from the target domain either relying on expensive annotations or using unsupervised loss functions (Chap. 8 or [68, 93, 155]).

In this chapter we move one step further and argue that adaptation can be effectively performed online as soon as new frames are available, thereby obtaining a deep stereo system capable to adapt itself dynamically. For our online adaptation strategy we do not rely on the availability of ground truth annotations and instead, use one of the proposed unsupervised loss. To adapt the model we perform a single train iteration (forward and backward pass) for each incoming stereo pair on-the-fly. Therefore, our model is always in training mode and continuously fine-tuning to the sensed environment.

9.2.1 MADNet - Modularly ADaptive Network

We believe that one of the main limitations that have prevented exploration of online adaptation is the computational cost of performing a full train iteration for each incoming frame. Indeed, we will show experimentally how it roughly corresponds to a reduction of the inference rate of the system to roughly one third, a price far too high to be paid with most modern architectures. To address this issue, we have developed Modularly ADaptive
Figure 9.2: Schematic description of the proposed MADNet architecture (a), each circle between an $F_k$ and the corresponding $D_k$ representing a warp and correlation layer (b). Each pair ($F_i, D_i$) composes a module $M_i$, adaptable independently by means of MAD (blue arrow) much quickly compared to performing full back-prop (red arrow).

Network (MADNet), a novel lightweight model for depth estimation inspired by very recent fast, yet accurate, architectures for optical flow [109, 147].

We deploy a pyramidal strategy for dense disparity regression for two key purposes: i) maximizing speed and ii) obtaining a modular architecture as depicted in Fig. 9.2. Two pyramidal towers extract features from the left and right frames through a cascade of independent modules sharing the same weights. Each module consists of convolutional blocks aimed at reducing the input resolution by two $3 \times 3$ convolutional layers, respectively with stride 2 and 1, followed by Leaky ReLU non-linearities. According to Fig. 9.2, we count 6 blocks providing us with feature representations $F$ from half resolution to $1/64$, namely $F_1$ to $F_6$, respectively. These blocks extract $16, 32, 64, 96, 128$ and $192$ features.

At the lowest resolution (i.e., $F_6$), we forward the features from left and right images into a correlation layer [76] to get the raw matching costs. Then, we deploy a disparity decoder $D_6$ consisting of 5 additional $3 \times 3$ convolutional layers, with $128, 128, 96, 64$, and 1 output channels. Again, each layer is followed by Leaky ReLU, except the last one, which provides the disparity map at the lowest resolution.

Then, $D_6$ is up-sampled to level 5 by bilinear interpolation and used both for warping right features towards left ones before computing correlations and as input to $D_5$. Thanks to our design, from $D_5$ onward, the aim of the disparity decoders $D_k$ is to refine and correct the up-scaled disparities coming from the lower resolution. In our design, the correlation scores
computed between the original left and right features aligned according to
the lower resolution disparity prediction should provide the network with
guidance for the refinement process. We compute all correlations inside our
network along a [-2,2] range of possible shifts.

This process is repeated up to quarter resolution (i.e., $D_2$), where we add
a further refinement module consisting of $3 \times 3$ dilated convolutions $[147]$,
with, respectively $128, 128, 128, 96, 64, 32, 1$ output channels and $1, 2, 4, 8,$
$16, 1, 1$ dilation factors, before bilinearly upsampling to full resolution.

*MADNet* has a smaller memory footprint and delivers disparity maps
much more rapidly than other more complex networks such as [liang2018learning,
99, 132] with a small loss in accuracy. Concerning efficiency, working at
decimated resolutions allows for computing correlations on a small ho-
izontal window $[147]$, while warping features and forwarding disparity
predictions across the different resolutions enables to maintain a small
search range and look for residual displacements only. With a 1080Ti GPU,
*MADNet* runs at about 40 FPS at KITTI resolution and can perform online
adaptation with full back-prop at 15 FPS.

9.2.2 MAD - Modular ADaptation

As we will show, *MADNet* is remarkably accurate while performing the
online adaptation of the whole network at 15 FPS. However, for some
applications, it might be desirable to have a higher frame rate without losing
the ability to tune the network to unseen environments automatically. Most
of the time needed to perform online adaptation is effectively spent executing
back-prop and weights update across the whole network layers. A naive way
to speed up the process will be to freeze the initial part of the network and
fine tune only a subset of $k$ final layers, thus realizing a shorter back-prop
that would yield a higher frame rate. However, there is no guarantee that
these last $k$ layers are indeed those that would benefit most from online
fine-tuning. One might reasonably guess that other portions of the network
should be adapted as well, in particular, the initial layers, which directly
interacts with the images from a new, unseen, domain. Indeed, we will show
in Sec. 9.3.3 that training only the final layers is not enough for handling
drastic domain changes that typically occur in practical applications.

Thus, following the key intuition that to keep up with fast inference
we should pursue a partial, though effective, online adaptation, we de-
veloped Modular ADaptation (MAD) an approximate online adaptation algorithm tailored for MADNet, but extensible to any multi-scale inference network. The key intuition for our method is to take a network \( N \) and subdivide it into \( p \) non-overlapping portions, each referred to as \( n_i \), such that \( N = [n_1, n_2, ..., n_p] \). Each portion \( n_i \) consists of \( k \) connected layers with the last one (the deeper) able to output a disparity estimation of \( y_i \). Given as input a couple of stereo frames \( x \), \( N \) will output \( p + 1 \) disparity estimation \([y, y_1, ..., y_p] = \text{forward}(N, x)\), with \( y \) being the final prediction of the model at full resolution. Due to its modular structure, MADNet naturally allows such subdivision by assigning to the same \( n_i \) layers working at the same resolution both in the convolutional towers and among the disparity estimators (e.g., referring to Fig. 9.2 \( n_i = [F_i, D_i] \)). Each \( n_i \) can be independently trained by computing a loss directly on the disparity \( y_i \) and back-prop only across the layers belonging to \( n_i \), thereby skipping the costly backward pass through lower resolution layers in between. This process can be figured out as an approximation of the standard full back-prop. In fact, by alternating the portion \( n_i \) of the network that is trained, it sequentially allows updating all layers. Such a strategy drastically reduces the time needed to compute and apply gradients without sacrificing too much accuracy as confirmed by experimental results.

Offline, we statically subdivide the network into different portions, that with MADNet correspond to different layers of the pyramids. Online, for each incoming stereo pair, first we perform a forward pass to obtain all the disparity predictions at multiple scales \([y, y_1, ..., y_p]\), then, we choose a portion \( \theta \in [1, ..., p] \) of the network to train according to some heuristic and update the weights of layers belonging to \( n_\theta \) according to a loss computed on \( y_\theta \). We consider a valid heuristic any function that outputs a probability distribution among the \( p \) trainable portions of \( N \) from whom we could perform sampling.

Among different functions, we obtained effective results using a simple reward/punishment mechanism detailed in Algorithm Alg. 2. We start by creating a histogram \( \mathcal{H} \) with \( p \) bins all initialized at 0. For each stereo pair we perform a forward pass to get the disparity predictions (line 5) and measure the performance of the model by computing the loss \( L_1 \) using the full resolution disparity \( y \) and potentially the input frames \( x \), e.g., reprojection error between left and right frames \([93]\) (line 6). Then, we sample the portion to train \( \theta \in [1, ..., p] \) according to the distribution \( \text{softmax}(\mathcal{H}) \) (line 7) and compute one optimization step for layers of \( n_\theta \) with respect
Algorithm 2 Independent online training of MADNet

1: Require: \( N = [n_1, \ldots, n_p] \)
2: \( H = [h_1, \ldots, h_p] \leftarrow 0 \)
3: while not stop do
4: \( x \leftarrow \text{readFrames}() \)
5: \([y, y_1, \ldots, y_p] \leftarrow \text{forward}(N, x)\)
6: \( L_t \leftarrow \text{loss}(x, y) \)
7: \( \theta \leftarrow \text{sample}(\text{softmax}(H)) \)
8: \( L^\theta_t \leftarrow \text{loss}(x, y_\theta) \)
9: \( \text{updateWeights}(L^\theta_t, n_\theta) \)
10: if firstFrame then
11: \( L_t \leftarrow 2 \cdot L_{t-1} - L_{t-2} \)
12: \( \gamma \leftarrow L_{t-1} - L_t \)
13: \( H \leftarrow 0.99 \cdot H \)
14: \( H[\sigma_{t-1}] \leftarrow H[\sigma_{t-1}] + 0.01 \cdot \gamma \)
15: \( \theta_{t-1} \leftarrow \theta_t, L_{t-2} \leftarrow L_{t-1}, L_{t-1} \leftarrow L_t \)

We have now partially adapted the network to the current environment. Next, we update \( H \) increasing the probability of being sampled for the \( n_i \) that have proven effective. To do so, we can compute a noisy expected value for \( L_t \) by linear interpolation of the losses at the previous two time step: \( L_{\text{exp}} = 2 \cdot L_{t-1} - L_{t-2} \) (line 13). By comparing it with the measured \( L_t \) we can assess the impact of the network portion sampled at the previous step (\( \theta_{t-1} \)) as \( \gamma = L_{\text{exp}} - L_t \), and then increase or decrease its sampling probability accordingly (i.e., if the adaptation was effective \( L_{\text{exp}} > L_t \), thus \( \gamma > 0 \)). We found out that adding a temporal decay to \( H \) helps increasing the stability of the system, so the final update rule for each step is: \( H = 0.99 \cdot H, H[\sigma_{t-1}] = 0.01 \cdot \gamma \) (lines 15 and 16). We will show how with the proposed MAD we can online adapt MADNet at \( \sim 25\text{FPS} \) without losing much accuracy.

9.3 Experimental Results

To properly address practical deployment scenarios in which there is no ground truth data available for fine-tuning in the actual testing environments, we train our stereo network using only synthetic data [76].

To test the online adaptation we use those weights as a common initialization and carry out an extensive evaluation on the large and heterogeneous
KITTI raw dataset [31] with depth labels [122] converted into disparities by knowing the camera parameters. Overall, we assess the effectiveness of our proposal on 43k images. Specifically, according to the KITTI classification, we evaluate our framework in four heterogeneous environments, namely Road, Residential, Campus and City, obtained by concatenation of the available video sequences and resulting in 5674, 28067, 1149 and 8027 frames respectively. Although these sequences are all concerned with driving scenarios, each has peculiar traits that would lead a deep stereo model to gross errors without a suitable fine-tuning in the target domain. For example, City and Residential often depict road surrounded by buildings, while Road mostly concern highways and country roads where the most common objects depicted are cars and vegetation.

By processing stereo pairs within sequences, we can measure how well the network adapts, either with full back-prop or MAD, to the target domain compared to an offline trained model. For all experiments, we analyze both average End Point Error (EPE) and the percentage of pixels with disparity error larger than 3 (D1-all). Due to image format being different for each sequence, we extract a central crop of size 320 × 1216 from each frame, which suits to the downsampling factor of our architecture and allows for validating almost all pixels with available ground-truth disparities.

Finally, we highlight that for both full back-prop and MAD, we compute the error rate on each frame before applying the model adaptation step. That is, we measure performances achieved by the current model on the stereo frame at time $t$ and then adapt it according to the current prediction. Therefore, the model update carried out at time $t$ will affect the prediction only from frame $t + 1$ and so on. As unsupervised loss for online adaptation, we rely on the photometric consistency between the left frame and the right one reprojected according to the predicted disparity. Following [93], to compute the reprojection error between the two images we combine the Structural Similarity Measure (SSIM) and the L1 distance, weighted by 0.85 and 0.15, respectively. We selected this unsupervised loss function as it is the fastest to compute among those proposed in literature (Chap. 8 and [126, 143]) and does not require additional information besides a couple of stereo pairs.
Figure 9.3: Qualitative comparison between disparity maps from different architectures. From left to right, reference image from KITTI 2015 online benchmark and disparity map by DispNetC [76], StereoNet [138] and MADNet.

<table>
<thead>
<tr>
<th>Model</th>
<th>D1-all</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>DispNetC [76]</td>
<td>4.34</td>
<td>0.06</td>
</tr>
<tr>
<td>StereoNet [138]</td>
<td>4.83</td>
<td>0.02</td>
</tr>
<tr>
<td>MADNet (Ours)</td>
<td>4.66</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 9.1: Comparison between fast disparity regression architectures on the KITTI 2015 test set without online adaptation.

9.3.1 MADNet performance

Before assessing the performance obtainable through online adaptation, we test the effectiveness of MADNet by following the canonic two-phase training using synthetic [76] and real data. Thus, after training on synthetic data, we perform fine-tuning on the training sets of KITTI 2012 and KITTI 2015 and submit to the KITTI 2015 online benchmark. On Tab. 9.1 we report our result compared to other (published) fast inference architectures on the leaderboard (runtime measured on nVidia 1080Ti). At the time of writing, our method ranks 90th. Despite the mid-rank achieved in terms of absolute accuracy, MADNet compares favorably to StereoNet [138] ranked 92nd, the only other high frame rate proposal on the KITTI leaderboard. Moreover, we get close to the performance of the original DispNetC [76] while using \( \frac{1}{10} \) of the parameter and running at more than twice the speed. Figure 9.3 also reports a qualitative comparison between the output of the three architectures, showing how MADNet better maintains thin structures compared to StereoNet.

9.3.2 Online Adaptation

We will now show how online adaptation is an effective paradigm, comparable to or better than offline fine-tuning. Tab. 9.2 reports extensive experiments on the four different KITTI environments. We report results achieved by i) DispNetC [76] implemented in our framework and trained,
Table 9.2: Performance on the City, Residential, Campus and Road sequences from KITTI [31]. Experiments with DispNetC [76] (top) and MADNet (bottom) with and without online adaptations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Adapt.</th>
<th>City D1-all(%)</th>
<th>City EPE</th>
<th>Residential D1-all(%)</th>
<th>Residential EPE</th>
<th>Campus D1-all(%)</th>
<th>Campus EPE</th>
<th>Road D1-all(%)</th>
<th>Road EPE</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DispNetC</td>
<td>No</td>
<td>8.31</td>
<td>1.49</td>
<td>8.72</td>
<td>1.55</td>
<td>15.63</td>
<td>2.14</td>
<td>10.76</td>
<td>1.75</td>
<td>15.85</td>
</tr>
<tr>
<td>DispNetC</td>
<td>Full</td>
<td>4.34</td>
<td>1.16</td>
<td>3.60</td>
<td>1.04</td>
<td>8.66</td>
<td>1.53</td>
<td>3.83</td>
<td>1.08</td>
<td>5.22</td>
</tr>
<tr>
<td>DispNetC-GT</td>
<td>No</td>
<td>3.78</td>
<td>1.19</td>
<td>4.71</td>
<td>1.23</td>
<td>8.42</td>
<td>1.62</td>
<td>3.25</td>
<td>1.07</td>
<td>15.85</td>
</tr>
<tr>
<td>MADNet</td>
<td>No</td>
<td>37.42</td>
<td>9.96</td>
<td>37.41</td>
<td>11.34</td>
<td>51.98</td>
<td>11.94</td>
<td>47.45</td>
<td>15.71</td>
<td>39.48</td>
</tr>
<tr>
<td>MADNet</td>
<td>Full</td>
<td>2.63</td>
<td>1.03</td>
<td>2.44</td>
<td>0.96</td>
<td>8.91</td>
<td>1.76</td>
<td>2.33</td>
<td>1.03</td>
<td>14.26</td>
</tr>
<tr>
<td>MADNet</td>
<td>MAD</td>
<td>5.82</td>
<td>1.51</td>
<td>3.96</td>
<td>1.31</td>
<td>23.40</td>
<td>4.89</td>
<td>7.02</td>
<td>2.03</td>
<td>25.43</td>
</tr>
<tr>
<td>MADNet-GT</td>
<td>No</td>
<td>2.21</td>
<td>0.80</td>
<td>2.80</td>
<td>0.91</td>
<td>6.77</td>
<td>1.32</td>
<td>1.75</td>
<td>0.83</td>
<td>39.48</td>
</tr>
</tbody>
</table>

from top to bottom, on synthetic data following authors’ guidelines, using online adaptation or fine-tuned on ground-truth and ii) MADNet trained with the same modalities and, in addition, using MAD. These experiments, together to Sec. 9.3.1, support the three-fold claim of this work.

**DispNetC: Full adaptation.** On top of Tab. 9.2, focusing on the D1-all metric, we can notice how running full back-prop online to adapt DispNetC [76] decimates the number of outliers on all scenarios compared to the model trained on the synthetic dataset only. In particular, this approach can consistently halve D1-all on Campus, Residential and City and nearly reduce it to one third on Road. Alike, the average EPE drops significantly across the four considered environments, with improvement as high as a nearly 40% relative improvement on the Road sequences. These massive gains in accuracy, though, come at the price of slowing the network down significantly to about one-third of the original inference rate, i.e. from nearly 16 to 5.22 FPS. As mentioned above, the Table also reports the performance of the models fine-tuned offline on the 400 stereo pairs with ground-truth disparities from the KITTI 2012 and 2015 training dataset [27, 57]. It is worth pointing out how online adaptation by full back-prop turns out competitive with respect to fine-tuning offline by ground-truth, even more accurate in the Residential environment. This fact may hint at training without supervision by a more considerable amount of data possibly delivering better models than supervision by fewer data.

**MADNet: Full adaptation.** On bottom of Tab. 9.2 we repeat the aforementioned experiments for MADNet. Due to the much higher errors yielded by the model trained on synthetic data only, full online adaptation turns out even more beneficial with MADNet, leading to a model which is more accurate than DispNetC with Full adaptation in all sequences but Campus.
and can run nearly three times faster (i.e. at 14.26 FPS compared to the 5.22 FPS of DispNetC-Full). These results also highlight the inherent effectiveness of the proposed MADNet. Indeed, as vouched by the rows dealing with MADNet-GT and DispNetC-GT, using for both our implementations and training them following the same standard procedure in the field, MADNet yields better accuracy than DispNetC while running about 2.5 times faster.

**MADNet: MAD.** Having proven that online adaptation is feasible and beneficial, we show that MADNet employing MAD for adaptation (marked as MAD in column Adapt.) allows for effectively and efficient adaptation. Since the proposed heuristic has a non-deterministic sampling step, we have run the tests regarding MAD five times each and reported here the average performance. We refer the reader to Sec. 9.3.3 for analysis on the standard deviation across different runs. Indeed, MAD provides a significant improvement in all the performance figures reported in the table compared to the corresponding models trained by synthetic data only. Using MAD, MADNet can be adapted paying a relatively small computational overhead which results in a remarkably fast inference rate of about 25 FPS. Overall, these results highlight how, whenever one has no access to training data from the target domain beforehand, online adaptation is feasible and definitely worth. Moreover, if speed is a concern MADNet combined with MAD provides a favorable trade-off between accuracy and efficiency.

**Short-term Adaptation.** Tab. 9.2 shows also how all adapted models perform significantly worse on Campus with respect to the other sequences. We ascribe this mainly to Campus featuring fewer frames (1149) compared the other sequences (5674, 28067, 8027), which implies a correspondingly lower number of adaptation steps being executed online. Indeed, a key trait of online adaptation is the capability to improve performance as more and more frames are sensed from the environment. This favourable behaviour, not captured by the average error metrics reported in Tab. 9.2, is highlighted in Fig. 9.4, which plots the D1-all error rate over time for MADNet models in the four modalities. While without adaptation the error keeps being always large, models adapted online clearly improve over time such that, after a certain delay, they become as accurate as the model that could have been obtained by offline fine-tuning had ground-truth disparities been available. In particular, full online adaptation achieves performance comparable to fine-tuning by the ground-truth after 900 frames (i.e., about 1 minute) while for MAD it takes about 1600 frames (i.e., 64 seconds) to reach an almost equivalent
performance level while providing a substantially higher inference rate (∼ 25 vs ∼ 15).

**Long-term Adaptation.** As Fig. 9.4 hints at online adaptation delivering better performance when processing a higher number of frames, in Tab. 9.3 we report additional results obtained by concatenating together the four environments without network resets to simulate a stereo camera traveling across different scenarios for ∼ 43000 frames. Firstly, Tab. 9.3 shows how both DispNetC and MADNet models adapted online by full back-prop yield much smaller average errors than in Tab. 9.2, as small, indeed, as to outperform the corresponding models fine-tuned offline by ground-truth labels. Hence, performing online adaptation through long enough sequences, even across different environments, can lead to more accurate models than offline fine-tuning on few samples with ground-truth, which further highlights the great potential of our proposed continuous learning formulation. Moreover, when leveraging on MAD for the sake of run-time efficiency, MADNet attains larger accuracy gains through continuous learning than before (Tab. 9.3 vs. Tab. 9.2) shrinking the performance gap between MAD and Full back-prop. We believe that this observation confirms the results plotted in Fig. 9.4: MAD needs more frame to adapt the network to a new environment, but given sequences long enough can successfully approximate full back propagation over time (i.e., 0.20 EPE difference and 1.2 D1-all between the two adaptation modalities on Tab. 9.3) while granting nearly twice FPS. On long term (e.g., beyond 1500 frames on Fig. 9.4) running MAD, full adaptation or offline tuning on ground-truth grants equivalent performance.

9.3.3 **Different online adaptation strategies**

To assess the effectiveness of MAD for fast online adaptation we carried out additional tests on the whole KITTI RAW dataset [31] and compare
<table>
<thead>
<tr>
<th>Model</th>
<th>Adapt.</th>
<th>D1-all(%)</th>
<th>EPE</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DispNetC</td>
<td>No</td>
<td>9.09</td>
<td>1.58</td>
<td>15.85</td>
</tr>
<tr>
<td>DispNetC</td>
<td>Full</td>
<td>3.45</td>
<td>1.04</td>
<td>5.22</td>
</tr>
<tr>
<td>DispNetC-GT</td>
<td>No</td>
<td>4.40</td>
<td>1.21</td>
<td>15.85</td>
</tr>
<tr>
<td>MADNet</td>
<td>No</td>
<td>38.84</td>
<td>11.65</td>
<td>39.48</td>
</tr>
<tr>
<td>MADNet</td>
<td>Full</td>
<td>2.17</td>
<td>0.91</td>
<td>14.26</td>
</tr>
<tr>
<td>MADNet</td>
<td>MAD</td>
<td>3.37</td>
<td>1.11</td>
<td>25.43</td>
</tr>
<tr>
<td>MADNet-GT</td>
<td>No</td>
<td>2.67</td>
<td>0.89</td>
<td>39.48</td>
</tr>
</tbody>
</table>

Table 9.3: Results on the full KITTI raw dataset [31] (Campus → City → Residential → Road).

<table>
<thead>
<tr>
<th>Adaptation Mode</th>
<th>D1-all(%)</th>
<th>EPE</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>38.84</td>
<td>11.65</td>
<td>39.48</td>
</tr>
<tr>
<td>Final-1</td>
<td>38.33</td>
<td>11.45</td>
<td>38.25</td>
</tr>
<tr>
<td>Final-7</td>
<td>31.89</td>
<td>6.55</td>
<td>29.82</td>
</tr>
<tr>
<td>Final-13</td>
<td>18.84</td>
<td>2.87</td>
<td>25.85</td>
</tr>
<tr>
<td>MAD-SEQ</td>
<td>3.62</td>
<td>1.15</td>
<td>25.74</td>
</tr>
<tr>
<td>MAD-RAND</td>
<td>3.56 (±0.05)</td>
<td>1.13 (±0.01)</td>
<td>25.77</td>
</tr>
<tr>
<td>MAD-FULL</td>
<td>3.37 (±0.1)</td>
<td><strong>1.11</strong> (±0.01)</td>
<td>25.43</td>
</tr>
</tbody>
</table>

Table 9.4: Results on the KITTI raw dataset [31] using MADNet trained on synthetic data and different fast adaptation strategies

performance obtainable deploying different fast adaptation strategies for MADNet. Results are reported on Tab. 9.4 together with those concerning a network that does not perform any adaptation.

First, we compare MAD keeping the weights of the initial portions of the network frozen and training only the final K layers (Final-K). Using the notations of Fig. 9.2, Final-1 corresponds to training only the last prediction layer, Final-7 to fine-tuning the last Refinement block, Final-13 to training Refinement and D2. Then, since MAD consists in splitting the network in independent portion and choosing which one to train, we compare our full proposal (MAD-FULL) to: keeping the split in independent portions and choosing which one to train at each step either randomly (MAD-RAND) or using a round-robin schedule (MAD-SEQ). Since MAD-FULL and MAD-RAND feature non-deterministic sampling steps, we report their average
performance obtained across 5 independent runs on the whole dataset with the corresponding standard deviations between brackets.

By comparing the Final entries with the ones featuring MAD we can clearly see how training only the final layers is not enough to successfully perform online adaptation. Even training as many as 13 last layers (at a comparable computational cost with our proposed MAD) we are at most able to halve the initial error rate, with performance still far from optimal. The three variants of MAD by training the whole network can successfully reduce the D1-all to $\frac{1}{10}$ of the original. Among the three options, our proposed layer selection heuristic provides the best overall performance even taking into account the slightly higher standard deviation caused by our sampling strategy. Moreover, the computational cost to pay to deploy our heuristic is negligible losing only 0.3 FPS compared to the other two options.

9.3.4 Deployment on embedded platforms

All the tests reported so far have been executed on a desktop PC equipped with a Nvidia 1080 Ti GPU. Unfortunately for many application like robotics or autonomous vehicles, it is unrealistic to rely on such high end and power-hungry hardware. One of the key benefits of MADNet, however, is its lightweight architecture conducive to easy deployment on lower-power embedded platforms. Thus, we evaluated MADNet on a Nvidia Jetson TX2 while processing stereo pairs at the full KITTI resolution and compared it to StereoNet [138] implemented using the same framework (i.e., same level of optimization). We measured 0.26s for a single forward of MADNet versus 0.76-0.96s required by StereoNet, respectively with 1 or 3 refinement modules. Thus, MADNet runs faster and more accurately than existing fast architectures [138], making it an appealing alternative also for embedded applications.
In Chap. 9 we have shown how online adaptation can be deployed to adapt a deep stereo model to an unseen environment, in this chapter we are going to expand on the topic and propose a way of improving the effectiveness of the adaptation process. In detail, we propose to investigate the use of synthetic data to learn a model offline, which, when deployed, can quickly adapt to any unseen target domain online in an unsupervised manner, eliminating the need for expensive data collection.

We formulate this learning-to-adapt problem using a model agnostic meta-learning framework [90]. Specifically, we devise a meta-learning scheme for continuous adaptation. Our goal is to learn a model offline using synthetic data, which can continuously adapt to unseen real video sequences in an unsupervised manner at test time. This means our model is always in training mode and its parameters are automatically tuned to the current environment online without the need for supervision. Such an online adaptation scenario has been considered previously in the literature Chap. 9 and [156]. However, in this work, we explicitly learn-to-adapt which allows us to achieve superior performance.

Our meta-learning approach directly incorporates the online adaptation step into the learning objective, thus allowing us to obtain a base set of weights that are better suited for unsupervised online adaptation. However, since the adaptation is performed in an unsupervised manner (e.g., based on re-projection loss [68, 93]), it is inherently noisy, causing an adverse effect on the overall algorithm. To alleviate this deficiency, we learn a confidence measure on the unsupervised loss and use the confidence weighted loss to update the network parameters. This effectively masks the noise in the adaptation step, preventing detrimental parameter updates. In our case, the confidence measures are predicted using a small CNN which is incorporated into the meta-learning framework, allowing the network to be trained end-to-end with no additional supervision.

In our experiments, we make use of a synthetic stereo dataset (Synthia [81]), a real-world dataset (KITTI-raw [122]), and generate a new synthetic dataset containing multiple sequences of varying weather and
lighting conditions using the Carla simulator [89]. We evaluate our algorithm between two pairs of dataset domains: 1) Carla to Synthia; and 2) Carla or Synthia to KITTI-raw. In all experiments, our learning-to-adapt method consistently outperforms the previous unsupervised adaptation method (Chap. 9), validating our hypothesis that learning-to-adapt provides an effective framework for stereo.

10.1 RELATED WORKS

Meta-learning is a long-standing problem in machine learning [1, 2, 4] that tries to exploit structures in data to learn more effective learning rules or algorithms. Most of the recent development in meta-learning algorithms have been focused on the few shot classification task [84, 110, 118], with few exceptions like [90, 142] extending their models for simple function regression and reinforcement learning. In [90] the authors propose to constrain the learning rule for the model to be stochastic gradient descent and update the initial weight configuration of a network to make it more suited to learn new tasks. This simple formulation has been recently extended to address online adaptation in reinforcement learning using meta-learning to adapt to changing agents [133] or non-stationary and competitive environments [116]. Our work builds on [90] by modifying it to use structured regression, unsupervised loss functions and temporal consistency during the update process.

10.2 PROBLEM SETUP AND PRELIMINARIES

In this section, first we formalize online adaptation and discuss its advantages. We then briefly review a meta-learning algorithm which we will transpose into our continuous adaptation scenario.

10.2.1 Online Adaptation for Stereo

Let us denote two datasets of stereo video sequences: $D_s$ (supervised), with available ground truth, and $D_u$ (unsupervised), without ground truth. We would like to learn network parameters offline using $D_s$, and use $D_u$ as the target (or test) domain. However, in contrast to the standard evaluation
Figure 10.1: We demonstrate the effectiveness of continuous adaptation on a challenging video sequence from [30]. (a) Left input frame, (b) histogram equalized frame for visualization purpose, (c) disparity map produced by a Dispnet-Corr1D [76] trained on annotated real data from KITTI, (d) disparity map produced by a Dispnet-Corr1D [76] trained on synthetic data using our learning-to-adapt framework and continuously adapted on this video sequence. As shown, the prediction of our method does not suffer from the same artifacts as (c) (highlighted in white), thus illustrating the advantage of continuous unsupervised adaptation.

setting and following the evaluation protocol of Chap. 9 and [156], the model is allowed to adapt to the target domain in an unsupervised manner.

Formally, let the parameters of the base model trained on \( D_s \) be \( \theta \). Given an unseen target video sequence \( V \in D_u \), the adaptation is iteratively performed for each pair of frames in the sequence, using gradient descent on a predefined unsupervised loss function (\( L_u \)). At iteration \( t \), the online adaptation can be written as:

\[
\theta_t \leftarrow \theta_{t-1} - \alpha \nabla_\theta L_u(\theta_{t-1}, i_t),
\]

where \( \theta_0 = \theta \), \( \alpha > 0 \) is the learning rate and \( i_t \) denotes the stereo pair of \( t^{th} \) frame of the sequence \( V \). Note that the network parameters are continuously updated for the entire video in a sequential manner. This process is repeated for each video sequence starting from the learned parameters \( \theta \).

**Motivating Example.** To show that deep CNN based stereo networks are highly sensitive to domain-shift and that online adaptation is indeed necessary, we give a motivating example below. We select a video sequence from [30] as a test domain, where the environment is similar to that of KITTI but features extreme weather conditions (e.g., night, snow, etc.). We compare the predicted disparities of a Dispnet-Corr1D network [76] for two training regimes. The first is fine-tuned on the KITTI training sets [27, 57], and the second is trained on synthetic data using our learning-to-adapt
framework and performs unsupervised online adaptation for the target domain. The results are shown in Fig. 10. Here it is evident that fine tuning on real images is not sufficient to obtain reliable performance across all environments as evidenced by the major mistakes in (c) bordered in white. Indeed, (c) behaves worse than the network trained only on synthetic data and adapted online to the target domain in an unsupervised manner by our formulation (d).

10.2.2 Model Agnostic Meta Learning

Model Agnostic Meta Learning (MAML) [90] is a popular meta-learning algorithm designed for few-shot learning problems. The main idea is to replicate the procedure performed at test time throughout the training process. Specifically, since the authors focus on few-shot learning, they include the few-shot adaptation steps into the training procedure and measure the loss function on the adapted parameters. In short, the parameters of the model are trained so that they can quickly adapt to a given new task within a few gradient steps.

Assuming that a single gradient step descent is performed at each adaptation step. Let T be the set of tasks in the training set and for each $\tau \in T$, the corresponding task-specific training and validation sets be $D_{\tau}^{\text{train}}$ and $D_{\tau}^{\text{val}}$, respectively. Now, the overall MAML objective can be written as:

$$
\min_{\theta} \sum_{\tau \in T} \mathcal{L} (\theta - \alpha \nabla_{\theta} \mathcal{L}(\theta, D_{\tau}^{\text{train}}), D_{\tau}^{\text{val}}),
$$

(10.2)

where $\alpha > 0$ is the learning rate used for adaptation. This meta-objective function is optimized via a two-stage gradient descent algorithm. Specifically, at each optimization iteration, the inner-loop performs a gradient descent update for each task separately starting from a common base model $\theta$ (adaptation step). Then, the outer-loop performs an update on the common base model, where the gradient is the sum of task-specific gradients computed using the parameters updated in the inner loop. We refer the interested reader to the original paper for more detail [90].
We first design a meta-learning algorithm for stereo adaptation by incorporating unsupervised continuous adaptation in the training paradigm. Then, we introduce a new mechanism to re-weight the pixel-wise errors estimated by the unsupervised loss function, making the adaptation more effective.

10.3 Meta Learning for Stereo Adaptation

Our hypothesis is that for any deep stereo network, before performing online adaptation to a target domain, it is beneficial to learn a base set of parameters ($\theta$) that can be adapted effectively to unseen environments. We observe that our objective of learning-to-adapt to unseen video sequences is similar in spirit to that of MAML which tackled different tasks. Here, we perform the single task of dense disparity regression, but learn how to adapt to different environments and conditions.

We model an environment through a stereo video sequence $V^\tau = [i^\tau_1, \ldots, i^\tau_n]^1$. At test time, the parameters are continuously adapted to the sequence $V^\tau$ in an unsupervised manner according to Eq. 10.1. At training time, we mimic the same adaptation process on training sequences and evaluate the

---

1 For simplicity we assumed that all video sequences are of same length, but it is not a necessity.
Algorithm 3 Adaptation at training time for sequence $V^\tau$

Require: $\theta$, $V^\tau = [i^\tau_1, \ldots, i^\tau_n]$

1: $\theta^\tau_0 \leftarrow \theta$ \hspace{1cm} \triangleright Parameter initialization
2: for $t \leftarrow 1, \ldots, n - 1$ do
3: \hspace{1cm} $\theta^\tau_t \leftarrow \theta^\tau_{t-1} - \alpha \nabla_{\theta^\tau_{t-1}} L_u (\theta^\tau_{t-1}, i_t)$ \hspace{1cm} \triangleright Adaptation
4: \hspace{1cm} $L_s (\theta^\tau_t, i^\tau_{t+1})$ \hspace{1cm} \triangleright Supervised evaluation

perform the model after each adaptation step on the subsequent frame. To measure the performance, we rely on a supervised loss function $L_s$ (e.g., $L_1$ or $L_2$ regression). This procedure for a single sequence $V^\tau$ is given in Alg. 3.

During training we perform this adaptation on a supervised training set of video sequences $D_s$ (e.g., a set of rendered synthetic video sequences). The final objective of our problem is to maximise the measured performance across all frames and all sequences in $D_s$. This can be written in a compact form as:

$$\min_{\theta} \sum_{V^\tau \in D_s} \sum_{t=1}^{n-1} L_s (\theta^\tau_t, i^\tau_{t+1}), \quad (10.3)$$

where $\theta^\tau_t$ is obtained sequentially through updates as detailed in Alg. 3.

Note that this formula extends Eq. 10.2 (MAML) to the continuous and unsupervised adaptation scenario. Contrary to Eq. 10.2, we use two different loss functions: 1) an unsupervised loss ($L_u$) to adapt a model to a video sequence; and 2) a supervised loss ($L_s$) for the optimization of the set of parameters $\theta$. We make this distinction to mimic the test time behaviour. Specifically, $L_u$ (i.e., some form of unsupervised loss function) will be used at test time, while $L_s$ can use all the available annotations of the training set for optimization. Our intuition is that by using two different loss functions, $\theta$ can be optimized such that it is better suited to be adapted without supervision (i.e., by $L_u$), while the performance is measured with respect to the ground truth (i.e., by $L_s$).

Note that optimizing Eq. 10.3 on complete video sequences would be infeasible for long video sequences as the memory requirement grows linearly with $n$. To alleviate this, we approximate it by optimizing over batches of sequences of $k$ randomly sampled consecutive frames. Our meta-learning algorithm is detailed in Alg. 4. After sampling a batch of sequences
**Algorithm 4** Learning to Adapt for Stereo

**Require:** Training set $\mathcal{D}_s$, and hyper-parameters $\alpha, \beta, k, b$

1. Initialize $\theta$
2. **while** not done **do**
   3. $\mathcal{D}^b \sim \mathcal{D}_s$ ▶ Sample a batch of sequences
   4. **for all** $\mathcal{V}^t \in \mathcal{D}^b$ **do**
      5. $\theta^t \leftarrow \theta$ ▶ Initialize model
      6. $L^t \leftarrow 0$ ▶ Initialize accumulator
      7. $[i_{s}, \ldots, i_{s+k}] \sim \mathcal{V}^t$ ▶ Sample $k$ frames
      8. **for** $t \leftarrow s, \ldots, s+k-1$ **do**
         9. $\theta^t \leftarrow \theta^t - \alpha \nabla_{\theta} \mathcal{L}_u(\theta^t, i_t)$ ▶ Adaptation
         10. $L^t \leftarrow L^t + \mathcal{L}_s(\theta^t, i_{t+1})$ ▶ Evaluation
   11. $\theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{\mathcal{V}^t \in \mathcal{D}^b} L^t$ ▶ Optimization

(line 3) and $k$ random frames from each sequence (line 7), we perform unsupervised adaptation on the current frame (line 9) and measure the effectiveness of this update on the following frame (line 10). This process is repeated for $k$ frames. Finally, we optimize the initial model parameters $\theta$ to minimize the loss computed across all the sequences and all the frames (line 11). Here, $\alpha$ and $\beta$ are the two learning rates used for online adaptation and for meta training, respectively. In Fig. 10.2, we illustrate one optimization iteration of the network parameters $\theta$ using a batch of $b$ sequences and $k$ frames from each.

By optimizing Eq. 10.3 we are able to learn a base parameter configuration $\theta$ suited for adaptation. However, the use of an imperfect unsupervised loss function ($\mathcal{L}_u$) for adaptation introduces mistakes in the optimization process that may have an adverse effect on the overall algorithm. To alleviate this issue, we introduce a mechanism to learn to recognize the noise (or mistakes) in the unsupervised loss estimation which can then be masked effectively.

### 10.3.2 Confidence Weighted Adaptation

Unsupervised loss functions for dense disparity estimation often compute some form of pixel-wise error map and minimize over the average mistake. Unfortunately, this process is not perfect and usually introduces errors in the optimization process. This may result in sub-optimal performance when compared to the use of supervised loss functions. For example, the left-right re-projection loss proposed in [68] is well-known to produce mistakes.
in occluded areas and reflective surfaces. These mistakes are not due to bad predictions by the disparity estimation model, but instead are due to differences between the left and right frames. Ideally, we would like to have a confidence function to detect erroneous estimations of this loss such that they can be effectively masked. However, training such a confidence function might be difficult since there is no easy procedure to produce ground-truth annotations for this task. We propose to avoid explicit supervised training, and instead, automatically learn to detect noise in the loss estimations by incorporating this new objective into our meta-learning formulation.

In particular, we propose to learn a small CNN that takes a pixel-wise error map estimated by $\mathcal{L}_u$ as an input and produces a tensor $W$ as an output, which has the same shape as the input and its elements are between 0 and 1. This output can be interpreted as a per pixel confidence on the reliability of the loss estimation with 1 corresponding to high reliability. We can now mask out potentially erroneous estimations by multiplying the loss values by their corresponding confidence values. The result is a cleaner measurement of the loss function that would reduce detrimental weight updates due to incorrect loss values. The idea of masking or weighting the contribution of single examples in the presence of noise or class imbalance in the labels has been previously studied for supervised classification in [137, 124].
In our case, we transpose the similar idea to pixel-wise loss, estimated for a dense regression task and directly predict a dense confidence map. Let \( W = \mathcal{F}(\eta, \epsilon) \) be the mask produced by the re-weighting network parametrized by \( \eta \) and \( \epsilon = \mathcal{L}_u(\theta, i) \) be the estimated pixel-wise error map computed on the prediction of the disparity model with parameter \( \theta \) on stereo frame \( i \). We normalize the elements of \( W \) by dividing each one of them by the number of elements in \( W \). Now, by modifying Eq. 10.1, the final weighted adaptation formula can be written as:

\[
\tilde{\theta}_t \leftarrow \tilde{\theta}_{t-1} - \alpha \nabla_\theta \left( W_t \odot \mathcal{L}_u(\tilde{\theta}_{t-1}, i_t) \right),
\]

\[
W_t = \mathcal{F}(\eta, \mathcal{L}_u(\tilde{\theta}_{t-1}, i_t)),
\]

where \( \tilde{\theta}_0 = \theta \) and \( \odot \) indicating the element-wise product between the matrices. We denote \( \tilde{\theta} \) as the network parameters which are updated according to the unsupervised loss weighted by \( W \).

In Fig. 10.3, we show a schematic representation of our proposed weighted adaptation computed from a single stereo input frame \( i_t \). On the bottom right corner we give a visualization of the error map produced by an unsupervised re-projection loss \( \mathcal{L}_u \), while the top right corner shows a possible confidence mask \( W_t \). In this example the weighting network is masking errors due to occlusions (e.g., on the left side of the car) and due to reflections (e.g., the puddles on the road).

Since supervision is not available for \( W \), we indirectly train \( \eta \) by incorporating Eq. 10.4 inside the meta-learning objective described in Eq. 10.3. The final objective of our complete system becomes:

\[
\min_{\theta, \eta} \sum_{V_t \in D_s} \sum_{t=1}^{n-1} \mathcal{L}_s(\tilde{\theta}_t^T, i_t^T).
\]

Here, \( \tilde{\theta}_t^T \) are the parameter of the model updated according to the weighted unsupervised loss function on sequence \( V_t \). As such it depends on \( \eta \) and \( \theta \) at the same time. The whole network can be trained end-to-end with the only supervision coming from the depth annotations used to compute \( \mathcal{L}_s \). Both \( \theta \) and \( \eta \) are tuned to maximize the network performances after few steps of optimization as measured by \( \mathcal{L}_s \). By optimizing a single objective function we are able to learn the parameter (\( \eta \)) of the weighting network, and a set of base weights for the disparity estimation model (\( \theta \)) which allow for fast adaptation.
This section presents an evaluation of the quality of our proposed adaptation method. Firstly, we lay out our evaluation setup in Sec. 10.4.1. Secondly, in Sec. 10.4.2, we provide qualitative and quantitative results for two pairs of domains: 1) synthetic to real (i.e., training on synthetic data and testing on real data from KITTI); and 2) synthetic to synthetic (i.e., training on one synthetic dataset and testing on a different synthetic domain). Finally, in Sec. 10.4.3 we report qualitative results illustrating our confidence weighted loss.

10.4.1 Experimental Setup

datasets. In our experimental evaluation we simulate realistic test conditions, in which no data from the target domain is available. We therefore use training and testing data sampled from two completely disjoint datasets. For the real dataset, we use the 71 different sequences of the KITTI-raw dataset [31] (denoted as KITTI) accounting for \(\sim 43\)K images with sparse depth annotations provided by [122].

For the synthetic dataset, we have used the FlyingThings3D dataset [76] (shortened F3D) to perform an initial training of the networks from random initialization. Then, we use the Synthia dataset [81] as a synthetic dataset containing scenarios similar to KITTI. The dataset is composed of 50 different video sequences rendered in different seasons and weather conditions for a total of \(~45\)K images. For this dataset we scaled the image to half resolution to bring the disparity into the same range as KITTI.

Finally, using the Carla simulator[89], we have rendered a new dataset (referenced as Carla) composed of 25 different video sequences, each being a thousand frames long, with accurate ground truth data for each frame. Each video sequence is rendered in 15 different weather conditions to add variance to the dataset. Resulting in a total of 375K frames. During the rendering we set up the virtual cameras to match the geometry of the real KITTI dataset (i.e., same baseline, field of view and similar image resolution).

network architectures. For the experiments we have selected the Dispnet-Corr1D [76] architecture (shortened to Dispnet). For all the evaluation tests, we pretrain the networks on F3D to obtain a set of weights that
will be used as an initialization across all the other tests. We implement the confidence function introduced in Sec. 10.3.2 as a small three layer fully convolutional CNN with batch normalization. The network takes the re-projection error scaled to quarter resolution as an input and produces an output at the same resolution. The prediction is then scaled to full resolution using bilinear upsampling.

**Evaluation protocol.** After an initial offline training, we perform online adaptation and evaluate models on sequences of stereo frames. To test independent adaptations for each sequence, we reset the disparity network to its trained weight configuration at the beginning of each test sequence. Then, for each frame, first, we measure the performance of the current model and then we adapt it by a single step of back-propagation and weight update according to Eq. 10.1 before moving to the next frame. We do not measure the performance on frames already used for adaptation.

**Metrics.** We measure performance according to both average End Point Error (EPE) and percentage of pixels with disparity error larger than 3 (D1-all). Firstly, we measure both metrics independently for each frame to plot performance as a function of the number of frames processed for adaptation. Secondly, we can average both metrics over each sequence and finally average over all the dataset.

**Offline training.** After the initial pretraining on F3D we fine tune the networks on a training set with our learning-to-adapt framework, we use \( k = 3 \) consecutive frames for each sample and set the learning rates \( \alpha = 0.00001 \) and \( \beta = 0.0001 \).

**Online adaptation.** We use the left-right re-projected unsupervised loss [93] for the adaptation. Optimization is performed with SGD with momentum, where the momentum value is set to 0.9 and a learning rate set to 0.0001.

### 10.4.2 Results

We evaluate our learning-to-learn method between pairs of datasets, one for training, and one for evaluation. We consider two scenarios: 1) synthetic
to real and 2) synthetic to synthetic. We compare the results of our learning-to-adapt framework (L2A), and the method trained using a supervised L1 regression loss (SL). Methods performing unsupervised online adaptation at test time are indicated by appending +Ad to the training method, and confidence weighted adaptation by +WAd.

**Synthetic to Real**

The most interesting scenario is the one where training on a synthetic domain is followed by testing on a real-life domain. Specifically, we train on Synthia or Carla and then evaluate on the KITTI dataset.

The results for the Dispnet architecture are provided in Table 10.1. Lines (a) to (f) report the performance when the network weights are obtained in a standard way (using a supervised L1 loss function). As expected, the network performs poorly when tested on a different domain with respect to

<table>
<thead>
<tr>
<th>Method</th>
<th>Training set</th>
<th>D1-all (%)</th>
<th>EPE</th>
<th>ΔD1</th>
<th>ΔEPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) SL</td>
<td>-</td>
<td>9.43</td>
<td>1.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(b) SL+Ad</td>
<td>-</td>
<td>7.81</td>
<td>1.44</td>
<td>-1.62</td>
<td>-0.18</td>
</tr>
<tr>
<td>(c) SL</td>
<td>Carla</td>
<td>7.46</td>
<td>1.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(d) SL+Ad</td>
<td>Carla</td>
<td>5.26</td>
<td>1.20</td>
<td>-2.20</td>
<td>-0.28</td>
</tr>
<tr>
<td>(e) SL</td>
<td>Synthia</td>
<td>8.55</td>
<td>1.51</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(f) SL+Ad</td>
<td>Synthia</td>
<td>5.33</td>
<td>1.19</td>
<td>-3.22</td>
<td>-0.32</td>
</tr>
<tr>
<td>(g) L2A</td>
<td>Carla</td>
<td>8.41</td>
<td>1.51</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(h) L2A+WAd</td>
<td>Carla</td>
<td>4.49</td>
<td><strong>1.12</strong></td>
<td><strong>-3.92</strong></td>
<td><strong>-0.39</strong></td>
</tr>
<tr>
<td>(i) L2A</td>
<td>Synthia</td>
<td>8.22</td>
<td>1.50</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(j) L2A+WAd</td>
<td>Synthia</td>
<td>4.65</td>
<td>1.14</td>
<td>-3.57</td>
<td>-0.36</td>
</tr>
<tr>
<td>(k) SL (ideal)</td>
<td>KITTI</td>
<td>4.26</td>
<td><strong>1.12</strong></td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 10.1: Performance on KITTI for the Dispnet network trained according to different methods after initialization from F3D. It can clearly be seen that online adaptation (+Ad/+WAd) provides a significant improvement compared to when it is left out. The best results are obtained when the training is achieved using the L2A+WAd framework. Line (k) indicates an upper bound on how well Dispnet can perform when fine tuned on a subset of samples from the target domain. The last two columns indicate the performance improvement with adaptation, and as it is evident in the table, our L2A+WAd method obtains the largest increase in performance with adaptation.
Figure 10.4: Average D1-all error with respect to the number of adaptation steps performed on the KITTI database by a Dispnet network trained according to supervised learning (SL) or our learning to adapt framework (L2A).

The two rows (h) and (j) report results obtained by learning to adapt on Carla or Synthia using the L2A+WAd framework. Our proposed framework clearly outperforms the baseline methods for both training datasets. Comparing lines (h) and (d) clearly shows that our training process is able to learn a model which is better suited for continuous adaptation. The same conclusions hold even for the results with Synthia (lines (j) and (f)). In the last two columns we can observe the relative improvement provided by adaptation for each method. In these results, it is evident that our L2A+WAd framework provides the largest increase in accuracy when performing adaptation. Line (k) provides the performance of Dispnet obtained by fine tuning the base model using a supervised L1 regression loss on samples from the target domains (i.e., KITTI2012 and KITTI2015 training sets). Our L2A+WAd framework obtains competitive results, even when compared to fine-tuning on a small dataset from the target domain with accurate ground truths.

Adaptation performance over time: To further highlight the difference of behaviour between models trained to regress and those trained to adapt, we plot the average D1-all error achieved by Dispnet on KITTI as a function of the number of adaptation steps in Fig. 10.4. The vertical axis
Table 10.2: Comparison of the different training methods when evaluated on sequences from Synthia. It can be seen that the best performing training method is L2A+WAd. We also provide results for when we use a L1 supervised adaptation loss. Best results in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Set</th>
<th>Ad. Unsupervised</th>
<th>Ad. Supervised</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) SL+Ad</td>
<td>-</td>
<td>26.56</td>
<td>15.60</td>
</tr>
<tr>
<td>(b) SL+Ad</td>
<td>Carla</td>
<td>25.07</td>
<td>13.89</td>
</tr>
<tr>
<td>(c) L2A+Ad</td>
<td>Carla</td>
<td>22.69</td>
<td>12.01</td>
</tr>
<tr>
<td>(d) L2A+WAd</td>
<td>Carla</td>
<td>21.07</td>
<td>1.80</td>
</tr>
</tbody>
</table>

represents the average D1-all error of the kth frame in all of the sequences in KITTI. Comparing the methods with and without online adaptation, it is clear that in both cases, adaptation drastically improves the performance. The comparison between SL+Ad (green line) and L2A+WAd (red line) shows how quickly our method adapts to the given video sequence. The poor results of L2A can easily be explained since our formulation never explicitly optimizes the base model for regression. Instead it optimizes the network to quickly learn-to-adapt, therefore the base model results can be sub-optimal, providing the performance can be improved in a few adaptation steps.

Synthetic to Synthetic

Here, we perform a more controlled synthetic-to-synthetic evaluation where we can measure the difference in performance more explicitly thanks to the availability of dense and accurate ground truth labels. The aim of the following series of tests will be to quantify the performance of the two key aspects of the learning-to-adapt framework, namely, learning to adapt through meta-learning and learning to weight noisy loss estimation. To further prove the generality of our learning to adapt formulation, we also provide results when the networks are trained to perform online adaptation using a supervised L1 loss (i.e., Lu ≡ Ls).

For these tests, we again use Dispnet trained on Carla but tested on all the sequences of the full Synthia dataset. Specifically, to show that we can adapt using different loss functions, we train for both unsupervised and
supervised adaptation\footnote{In online adaptation we use the L\textsubscript{1} loss between the predicted disparity and the ground truth annotations for each stereo pair.}, and evaluate the performance of the following training scenarios: (a) Using the initial model trained using F\textsubscript{3}D; (b) Training on Carla using a supervised L\textsubscript{1} loss; (c) Using the learning-to-adapt framework \textbf{without} confidence weighted loss; (d) Using the learning-to-adapt framework \textbf{with} confidence weighted loss.

We report the results in Tab. 10.2, where it can be seen that explicitly training Dispnet to adapt using our learning-to-learn formulation (c), allows the network to exploit the online adaptation and greatly improve the performance both in the unsupervised and supervised adaptation setups. Finally, it can also be seen that weighting the unsupervised loss values results in superior performance (d). For this test set up, the results clearly demonstrate how our formulation is able to learn a weight configuration that is more inclined to be adapted to a new environment.

10.4.3 \textit{Confidence Weighted Loss Function}

In Fig. 10.5, we show a visualization of the confidence masks and weighted errors optimized by our confidence guided adaptation loss described in Sec. 10.3.2. The predicted confidence maps effectively mask out occluded regions in the image while keeping the useful error signals in the rest of the image (low confidence areas are encoded as dark pixels). Errors on occluded regions, \textit{e.g.}, to the left of the traffic sign in the left column or to the left of the car in the right column, are effectively masked out, producing a cleaner error estimation that will improve adaptation performances. We wish to highlight that the confidence network has been trained without any direct supervision and only on Carla, nevertheless, it seems to be able to generalize well to KITTI. We believe this ability to generalize is mainly due to the avoidance of working directly with RGB inputs, which inevitably change drastically between datasets. Instead, the confidence network relies on the estimated re-projection error, which is more consistent across different environments.
Figure 10.5: Visualization of the errors optimized to achieve unsupervised adaptation with reprojection based loss function and using our weighting function. Brighter colours encode higher values.
CONCLUSIONS

In this part, we have proposed different procedures to adapt depth estimation networks to unseen environments without the need for ground truth data. In Chap. 8 we have shown how classic stereo algorithms can be used to produce noisy label estimation and how confidence measure can be deployed to identify such mistakes. By combining the two source of information we were able to design a novel confidence guided loss able to outperform all the other self-supervised proposal in our extensive experimentation. While the focus of Chap. 8 was more on the achievable precision disregarding the training time and amount of data needed to achieve it, in Chap. 9 we tackle the adaptation problem from an online and continuous learning perspective and focus on the best trade-off between speed and accuracy. To do so we have introduced a new fast depth estimation architecture for stereo cameras (MADNet) and a novel way to adapt it online to unseen environments while keeping a high throughput (MAD). In terms of absolute performance, our online proposal is still worse than the offline procedure proposed in Chap. 8, but we believe this to be a key contribution for real-world applications where the deployment environment is unknown beforehand and dynamically changing (e.g., weather conditions in an autonomous driving scenario). To furthermore boost the performance of our online formulation in Chap. 10 we have shown how it is possible to train a depth prediction model that is more amenable to be adapted effectively to new and unseen environments by changing the training paradigm and deploying meta-learning techniques. We believe this to be an exciting new direction to explore as for many applications having a reactive system able to compensate for sudden unexpected changes is key to success. We have mainly reported quantitative results only on an autonomous driving scenario due to the lack of properly annotated dataset in different environments. However, the qualitative results shown on our target supermarket environment seems to imply the effectiveness of our solutions even in this completely different setup.

All the test proposed in this work concern adaptation of a pre-trained deep neural network to new environments, however, we believe that both our unsupervised loss formulations could also be effective in training from
scratch a deep neural network without any kind of supervision, we leave this to future research. Moreover, in Chap. 8 we have shown how combining naively noisy labels obtained from two very different stereo algorithms does not result in an improvement in performance. Recent works like [130], however, have shown how combining different disparity estimations taking into account their confidence maps can result in reliable disparity predictions. We plan to include in our work a similar procedure to obtain more reliable noisy labels that might be used as pseudo ground truth for off-line adaptation. We wish also to investigate a fast way to implement the loss function we introduced in Chap. 8 as to deploy it inside the online adaptation pipeline presented in Chap. 9 since in our experiments our confidence guided loss always outperformed the competing reprojection based methods. Regarding our online formulation, we plan to test and eventually extend MAD to be applicable to any end-to-end stereo system. We would also like to investigate more effective methods to select the portion of the network to be updated online at each step. In particular, we might deploy a small network trained by reinforcement learning in order to contextually choose which training action to perform based on the current frame and/or current network state. Finally, even with our lightweight MADNet, the computational cost to deploy the system on embedded low power device is still too high for most practical application as shown in Sec. 9.3.4, for this reason, we would like to focus some research efforts on ways to make our network even faster and lighter. Inspirations for this extension can come from works regarding the deployment of neural networks on mobile low power device such as [95, 154] where different paradigms for the implementation of efficient convolutional layers are deployed. Finally we believe that the use of more complex training paradigm, for example the meta-learning procedure described in Chap. 10, represent a still quite fresh research field that has not yet been properly addressed, for this reason in the future we plan to better explore the deployment of the learning to learn paradigm in the context of adaptation to unseen environments.
Part III

FINAL REMARKS
CONCLUSIONS

The works presented in this thesis have concerned how to effectively deploy state of the art computer vision techniques to ease and automate management tasks in retail shops or supermarket. We have mainly discussed two macro problems: the detection and recognition of products on store shelves (discussed in Part i) and the estimation of reliable 3D information on unknown environments (discussed in Part ii). For both sections, we have explained some of the peculiar shortcomings emerging from naively applying state of the art computer vision techniques and how to effectively overcome them.

For example, referring to Part i, we have shown how classic local feature based object detection pipeline provide satisfying results when dealing with rigid boxed products but fails in presence of deformable packages and rotated or skewed products (see Chap. 3). We then moved on to more modern deep learning based object detectors and verified that they can indeed be trained to effectively detect and recognize products with remarkable accuracy. Such good performance comes at the cost of requiring huge annotated dataset at training time to tune the network behavior. Since in a common retail environment is unfeasible to think of keeping an up to date annotated dataset concerning all possible types of products exposed on shelves and constantly retraining an inference engine to keep up with changes, we propose in Chap. 4 to split the detection and recognition phases into two separate steps solved by two different algorithms. First, we carry out a class agnostic detection phase where the task is only to recognize individual instances of products on store shelves, then we perform recognition through similarity search in a learned embedding space for product images. We proved that our solution is able to outperform other competing methods in the commonly used public Grocery product dataset in terms of accuracy while keeping runtime efficiency. Finally in Chap. 5 we examined in depth the task of performing product recognition through similarity search and propose a novel metric learning network to directly address one of the main problems in the retail scenario: the huge domain gap between images acquired in-store and those available for training.
Moving on to Part ii, we have shown how the modern state of the art algorithms for depth estimation suffers from huge performance drops when exposed to environments different from those used at training time. To mitigate the negative effects of this domain shift we have introduced in Chap. 8 a novel way to adapt depth estimation networks to new environments without the need of annotated data that are usually too costly to acquire for dense 3D estimation. We have proven the effectiveness of our proposal both in indoor and outdoor environments, with stereo and mono depth estimation networks, and only assuming the availability of stereo images from the target domain at training time. In Chap. 9 we tackle the same problem but propose to solve the domain shift online performing continuous domain adaptation to new environments as soon as new frames are sensed. In our proposal we keep the deep network always in training mode, thus slowing it down considerably, for this reason we have introduced a novel lightweight depth estimation network (MADNet) and a modular update process (MAD) to improve network efficiency. Finally in Chap. 10 we have explored the idea of designing the training process of a network from the beginning to make it more suitable to be adapted quickly to new environments, we achieve so by deploying training techniques taken from the meta-learning literature.

In this thesis, we have analyzed how to apply state of the art computer vision techniques in real environments to solve two very different tasks. Even if the two applications, at first sight, do not seem closely related, most of the problems that we had to face to solve them are shared. For example, since almost all our proposed solutions are based on deep learning techniques, one of the main limitations that we had to overcome was how to effectively train them without relying on a huge annotated dataset that are often too costly to produce for many real applications. We tackled this problem in the product recognition scenario by deploying GANs to easily perform data augmentation and relying on embedding rather than classifier to perform product recognition, while in the dense depth estimation scenario we designed an ad hoc unsupervised loss function. Another common obstacle that we had to overcome across the two tasks was how to close the domain gap between train and test data. To address this problem in the product scenario we deployed GANs to solve the domain shift at training time by transforming images from one domain to the other, while for the dense depth estimation we have designed systems and loss functions to allow efficient continuous training and adaptation of deep learning based methods. We believe these problems to be more general than the single
examples presented in this thesis and we are excited to test some of our proposed solutions in contexts different from those considered so far. For example, our online adaptation formulation could be extended to different tasks like semantic segmentation or optical flow as long as it is possible to define some kind of unsupervised loss function. At the same time, we have already shown some preliminary results obtained by applying our metric learning technique (Chap. 5) to scenario different than the retail ones. Finally, the preliminary results in Chap. 10 seems to suggest that it is possible to design more efficient learning algorithms able to converge to good solutions using only a few examples. Besides applications to dense depth regression, we would like to apply the same concept to object detection algorithm so as to obtain a flexible system able to learn how to recognize new categories based only on few annotated samples.
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Figure 5.2 Overview of DIHE at training time. Each training sample consists of three images, two from domain A (enclosed in green) and one from domain B (enclosed in yellow). The generator and discriminator implements a classic GAN for domain translation from A to B. The encoder network uses two images from domain A alongside with the generated one to learn an image embedding by a modified triplet ranking loss. $i^B_a$ is generated to be both indistinguishable from images sampled from domain B as well as hard to encode.

Figure 5.3 Visualization of the hierarchy of categories of the Grocery_Food dataset used as training set throughout our experiments. Each outermost category contains several different fine classes (products) not depicted for clarity.

Figure 5.4 Accuracy with increasing K in the three scenarios.

Figure 5.5 Qualitative results for K-NN similarity search by DIHE on Grocery_Food and Product8600. Correct results highlighted in green.

Figure 5.6 Qualitative results for K-NN similarity search by DIHE on the Office31 dataset. Upper portion: Amazon→DSLR scenario, lower portion: Amazon→Webcam.

Figure 5.7 Some wrong recognitions yielded by DIHE on the different datasets.

Figure 5.8 Images generated by the GAN trained jointly with the embedding network in DIHE for the Office31-Amazon→Webcam (left) and Grocery_Food (right) scenarios. Columns labeled as Original depict images provided as input to the Generator while those labeled as Generated show the corresponding outputs.

Figure 7.1 Example of depth sensing in a retail environment, (a) left rgb frame from a stereo couple acquired in a store, (b) depth map estimated using a commercial stereo sensor, (c) depth map estimated using DispNet stereo network [76]. White pixels correspond to unknown depth estimation.
Figure 8.1  Effectiveness of unsupervised adaptation. (a),(b): Left and right images belonging to a challenging stereo pair of the dataset without ground-truth proposed in [30]. (c): Output provided by Dispnet [76]. (d): Output achieved after unsupervised adaptation of Dispnet.

Figure 8.2  Visualization of our confidence guided loss: (a) left frame \( I^l \); (b) Disparity map, \( \tilde{D} \), predicted by the model; (c) Disparity map, \( D \), estimated by a stereo algorithm; (d) Confidence map, \( C \), on \( D \); (e) \( L_1 \) regression errors between (b) and (c), (f-h) same \( L_1 \) errors weighted by \( C \) with \( \tau = 0.00 \) (f), \( \tau = 0.50 \) (g) and \( \tau = 0.99 \) (h). (e-h) Hotter colors marks bigger differences.

Figure 8.3  Spatial distribution of training samples on a stereo pair from KITTI dataset. Top row: reference image, disparity map yielded by AD-CENSUS algorithm and corresponding confidence map obtained by CCNN. Bottom row from left ot right, three colormaps obtained by thresholding the confidence map with \( \tau \) equal to 0, 0.5 and 0.99, respectively. The colormap depicts in green points above threshold and in blue their intersection with the available ground truth points obtained through a lidar scanner.

Figure 8.4  Ablation experiments: adaptation of DispNet using AD algorithm. (a) input image from KITTI, (b) disparity estimated using AD-CENSUS algorithm, (c) results before adaptation, (d) adapting by stereo algorithm only (\textit{Regression}), (e) using confidence to weight the loss function (\textit{Weighted}) and (f) running our full adaptation.

Figure 8.5  Ablation experiments: adaptation of monodepth (VGG encoder) using AD algorithm. a) input image from KITTI b) result from AD algorithm c) result before adaptation d) adapting with stereo algorithm only e) using confidence to weight the loss function f) running full adaptation.
Figure 8.6 Adaptation results for depth-from-mono on Middlebury v3 [42] (top) ETH3D dataset [112] (bottom). From left to right: input (left) image, depth maps from network before adaptation and after fine tuning with our adaptation technique. The absolute error rate is overimposed on each depth map.

Figure 8.7 Adaptation results for DispNet on Middlebury v3 [42] (top) ETH3D dataset [112] (bottom). From left to right input (left) image, disparity maps predicted from network before any adaptation and after fine tuning with our adaptation technique. The bad1 error rate is overimposed on each disparity map.

Figure 8.8 Adaptation results for DispNet on stereo frames acquired in a supermarket with a ZED stereo camera.

Figure 9.1 Disparity maps predicted by MADNet on a KITTI sequence [31]. Left images (a), no adaptation (b), online adaptation of the whole network (c), online adaptation by MAD (d).

Figure 9.2 Schematic description of the proposed MADNet architecture (a), each circle between an $F_k$ and the corresponding $D_k$ representing a warp and correlation layer (b). Each pair $(F_i, D_i)$ composes a module $M_i$, adaptable independently by means of MAD (blue arrow) much quickly compared to performing full back-prop (red arrow).

Figure 9.3 Qualitative comparison between disparity maps from different architectures. From left to right, reference image from KITTI 2015 online benchmark and disparity map by DispNetC [76], StereoNet [138] and MADNet.

Figure 9.4 MADNet: error across frames in the 2011_09_30_drive_0028_sync sequence (KITTI dataset, Residential environment).
We demonstrate the effectiveness of continuous adaptation on a challenging video sequence from [30]. (a) Left input frame, (b) histogram equalized frame for visualization purpose, (c) disparity map produced by a Dispnet-Corr1D [76] trained on annotated real data from KITTI, (d) disparity map produced by a Dispnet-Corr1D [76] trained on synthetic data using our learning-to-adapt framework and continuously adapted on this video sequence. As shown, the prediction of our method does not suffer from the same artifacts as (c) (highlighted in white), thus illustrating the advantage of continuous unsupervised adaptation.

Schematic representation of one iteration of meta-learning of network parameters $\theta$ using a batch of $b$ sequences and sampling $k$ frames from each. We represent loss computation steps with hexagons and gradient descent steps with colored arrows. Blue and orange arrows denote adaptation steps and meta-learning steps, respectively. Starting from an initial set of parameters $\theta$, the network is adapted independently on each sequence using loss function $L_u$. Then, the adapted models are evaluated on the following frame of each sequence using loss function $L_s$. Finally, the initial parameters $\theta$ are updated via a gradient descent step to minimize the sum of loss functions obtained by all evaluated models.

Schematic representation of our weighted adaptation for a single stereo frame using an unsupervised reprojection based loss function $L_u$ (bright colors indicate higher values). The system takes a stereo-pair ($i_t$) and computes a disparity map as well as a reprojection loss ($\epsilon_t$). This loss is then weighted according to $W_t$ effectively masking the mistakes.

Average D1-all error with respect to the number of adaptation steps performed on the KITTI database by a Dispnet network trained according to supervised learning (SL) or our learning to adapt framework (L2A).
Figure 10.5 Visualization of the errors optimized to achieve unsupervised adaptation with reprojection based loss function and using our weighting function. Brighter colours encode higher values.  
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