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Constants and acronyms

Constants

• h = 6.62607 erg s

• c = 2.99792× 1010 cm s−1

• k = 1.38065× 10−16 erg K−1

• c2 = hc/k = 1.43878 erg cmK

Acronyms-1

• LTE = Local Thermodynamic Equilibrium

• non-LTE = non-Local Thermodynamic Equilibrium

• VMR = Volume Mixing Ratio

• LOS = Line Of Sight

• SZA = Solar Zenith Angle

Acronyms-2

• HITRAN = HIgh-resolution TRANsmission molecular absorption database

(spectroscopic database)

• GBB = Geofit Broad Band (code)

• SR = SpectRobot (code)

• GRANADA = Generic RAdiative traNsfer AnD non-LTE population Algo-

rithm (code)

• VIMS = Visual and Infrared iMaging Spectrometer (instrument)
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• JIRAM = Jovian InfraRed Auroral Mapper (instrument)



Introduction

Since the first glimpses of atmospheric sciences and until the mid 19th century, the

only laboratory for the study of planetary atmospheres has been the atmosphere of

our planet. In the last 50 years, space missions have headed towards the other planets

in our solar system, allowing to study their atmospheres close-by. The current

picture - with thousands of planetary systems discovered around other stars - shows

a great variability of conditions, stellar illumination, sizes and orbital parameters

and thus represents a revolution in the field of planetary atmospheres.

Developing a more general picture might help in better understanding the phys-

ical processes that govern planetary atmospheres and their climates and learn new

lessons about the Earth’s atmosphere as well. This is the case for Titan, the largest

satellite of Saturn, which possesses a thick atmosphere made mainly of nitrogen and

methane that shows a complex organic chemistry, possibly similar to the one at work

in the primordial Earth. Even a giant gaseous planet like Jupiter - with its evident

patterns of atmospheric dynamics, like jet streams and anticyclones - has taught

much about the dynamics of geophysical fluids.

This thesis treats the inversion of remote sensing measurements (infrared spec-

tra) of middle and upper planetary atmospheres. The term remote sensing refers to

plenty of different techniques that are used to gain information about some environ-

ment without making direct in situ measurements. In this work, the measurements

consist in infrared atmospheric spectra and the information is extracted through

bayesian inversion strategy.

The main part of the work done during my PhD regards the middle and upper

atmosphere of Titan, through inversion of VIMS measurements, a spectrometer

aboard the Cassini mission. VIMS measured emission from CO, CH4, HCN and

C2H2 in the 3-5µm region, in conditions of non-Local Thermodynamic Equilibrium

(non-LTE). Under non-LTE conditions, the vibrational levels of molecules are over-

9
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or underpopulated with respect to their equilibrium value, because local molecular

collisions are not frequent enough to restore equilibrium. During day-time, the

pumping of solar radiation produces overpopulation of the excited levels and the

emission may be strongly enhanced. These emissions depend on the local position

of the Sun, given by the Solar Zenith Angle (SZA).

A bias observed in the results of the inversion of CH4, brought to the develop-

ment of SpectRobot, a new code for radiative transfer modeling and inversion of

atmospheric quantities, that considers the full 3D geometry of the problem.

Beside the work on Titan, during my PhD I had the opportunity to join the

Juno-JIRAM team. JIRAM is an infrared imager/spectrometer aboard the Juno

mission to Jupiter and one of its goals is the analysis of Jupiter’s aurorae. Although

referring to a different planet, the work on Jupiter shares some of the problematics

encountered in the Titan case. The inversion technique is similar, though dealt with

a simpler model. JIRAM measurements sound the upper auroral atmosphere of

Jupiter, where particle precipitation alters the local chemical equilibrium, producing

non-equilibrium species such as H+
3 , or pumps molecules in their excited states. As

in the Titan case, the emission depends on an external forcing and the analysis may

benefit of a 3D approach, as the one developed in SpectRobot.

The thesis is organized as follows. Chapter 1 and 2 recall the fundamentals of

radiative transfer theory - specialized to the infrared region - and of the bayesian

inversion strategy. After this introductory material, the thesis is split into two parts.

Part I is dedicated to the study of the middle and upper atmosphere of Titan,

introduced in Chapter 3. Chapter 4 treats the inversion of the abundance of car-

bon monoxide (CO) in the upper stratosphere and mesosphere from Cassini-VIMS

measurements. Chapter 5 regards the inversion of CH4, HCN and C2H2 in the meso-

sphere and thermosphere and the study of their seasonal and latitudinal variations

also from Cassini-VIMS measurements. Chapter 6 treats the development of Spec-

tRobot, with a description of the code and its validation and a study of the bias

produced by ignoring the 3D configuration of the observation geometry. This bias

is significant in Titan’s atmosphere for large SZAs. More technical details on the

code structure can be found in Appendix A.

Part II of the thesis is dedicated to the study of Jupiter’s aurorae. Some fun-

damental results regarding the configuration of Jupiter’s magnetosphere and the

physics that drives the aurorae are recalled in Chapter 7. Chapter 8 reports the re-

sults of the analysis done on the first JIRAM measurements at the two polar regions
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of Jupiter, with the inversion of H+
3 and CH4.

Finally, the overall conclusions are drawn in Chapter 9 and possible future evo-

lutions are identified.
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Chapter 1

Radiative transfer theory

This Chapter recalls the fundamentals of radiative transfer theory. A fundamental

quantity in the theory of radiative transfer is the specific intensity Iw, often called

radiance. The specific intensity in direction n̂ is the energy flux - per unit time,

wavenumber and solid angle - through a surface dA perpendicular to n̂. For a

general surface dA:

dE = Iw(x, n̂) cos θ dw dt dΩ dA (1.1)

where θ is the angle between the vector n̂ and the normal to the surface dA,

and dE is the infinitesimal energy that is flowing through dA in the time dt. In

this Chapter, the units of the specific intensity are erg/(s cm2 cm−1 sr) and we will

always deal with stationary conditions, so the intensity has no dependence on time.

We consider here the specific intensity per unit wavenumber w = 1/λ, but it could

be defined also as a function of wavelength λ = 1/w or frequency ν = cw.

We define some related quantities which are useful in what follows and are es-

sentially the consecutive moments of the specific intensity with respect to the angle

θ. The mean intensity at a point is the zero-th order moment and is given by:

Jw(x) = 1/4π

∫
Iw(x, n̂)dΩ (1.2)

This quantity is related to the energy density of the electromagnetic field by the

simple relation uw = 4π/c Jw.

At thermodynamic equilibrium, the specific intensity is isotropic and the mean

intensity is expressed by the Planck function at temperature T. In function of

13



14 CHAPTER 1. RADIATIVE TRANSFER THEORY

wavenumber w:

Bw(T ) =
2hc2w3

ec2w/T − 1
(1.3)

Let us now define the net radiative flux Fw, the first order moment of the specific

intensity with respect to θ. The radiative flux is a vector quantity such that the net

energy that is passing through a surface with normal vector dA is given by Fw ·dA.

Fw(x) =

∫
Iw(x, n̂)n̂ dΩ (1.4)

Note that, as required, Fw · dA =

∫
Iw(x, n̂) cos θ dA dΩ is indeed the net

energy passing through our surface. Like the mean intensity, which is a scalar

quantity, is related to the energy density, so the net flux can be related to the

momentum density of the electromagnetic field gw = 1/c2 Fw.

1.1 The radiative transfer equation

The fundamental problem in the theory of radiative transfer is to understand how a

light packet evolves when it propagates in a medium composed by particles that can

absorb, emit or scatter photons. We focus here on the theory regarding unpolarized

light: in this case, the specific intensity Iw(n) is the quantity completely describing

the radiation field at a point x1.

Let us now consider the specific intensity at a certain point in the atmosphere

and in a particular direction n. To simplify the notation we will consider a point x

in a coordinate system in the axis of propagation n. If we know the specific intensity

Iw(x) and want to find out the specific intensity at the point x + ds along the ray

path, we have to take into consideration the absorption, emission and scattering of

radiation by the material contained in the infinitesimal volume dV = dAds crossed

by the light ray. Neglecting scattering for a while, the difference between the energy

going out and the one entering this volume per unit time is equal to the difference

between the energy emitted and absorbed per unit time inside that volume. We can

write:

dA · [Iw(x+ ds)− Iw(x)] = dV · (emission - absorption)

If we consider also scattering processes, we have to add the radiation deviated

1For a more general treatment, needed in the case of polarized light, one would need to introduce
the four Stokes parameters. See [Bohren and Huffman, 1983].
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in the direction n considered from other directions and to subtract the radiation

deviated from n to other directions. Writing this more explicitly we obtain:

Fundamental equation of radiative transfer

dIw(x,n)

ds
= εw(x,n)− αw(x,n)Iw(x,n) (1.5)

The first term appearing on the right-hand side of this equation is called emis-

sivity. Dimensionally, this is an intensity emitted per unit length of ray path. The

other term corresponds to extinction and is proportional to the incoming radiation.

The constant of proportionality αw is the extinction coefficient, also called opacity,

which is the inverse of a length. Both these coefficients can be divided in two parts:

• a thermal part, in which the photons are effectively destroyed or created in

the interaction with matter

• a scattering part, in which the photons are just deviated in other directions

εw = ηw +

∫
σw(n′,n)Iw(n′) dΩ′ αw = χw +

∫
σw(n,n′) dΩ′ (1.6)

Where ηw and χw represent the thermal parts of emission and absorption re-

spectively, and σw(n,n′) is the scattering opacity for an incoming direction n and

outgoing direction n′. This is the most general form of the extinction and emission

coefficients. However, in our case we will only deal with scattering in a simple case in

which single scattering of solar radiation is taken into account (see Section 4.5). For

the remaining part of this section we will consider the situation without scattering.

Neglecting scattering, Equation 1.5 reads:

dIw(x)

ds
= ηw(x)− χw(x)Iw(x) (1.7)

ηw(x) and χw(x) are the thermal emission and absorption coefficient, which are

isotropic and depend on the local conditions of the atmosphere. Equation (1.7)

can be rewritten in a different form that requires the definition of two quantities

of primary importance, the source function Sw and the optical depth τw. Let us

first rewrite the equation, dividing by the thermal absorption coefficient χw and

substituting the new quantities:
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d Iw(x)

dτw
= Iw(x)− Sw(x) (1.8)

where Sw =
ηw
χw

and τw(x, x+ s) =

∫ s

0

χw(x+ ζ) dζ

The source function is simply the ratio between emission and absorption coeffi-

cient. In the absence of scattering and if Local Thermodynamic Equilibrium (LTE)

holds (see Section 1.2.1), the source function reduces to the Planck function at the

local temperature. The most general case is much more complicated, since the

source function could contain scattering terms proportional to the intensity in other

directions.

The optical depth is a dimensionless number and measures the light path in

unit of the mean free path of photons. When τw � 1 we speak of optically thin

conditions, when τw > 1 of optically thick conditions.

1.1.1 Formal solution of the equation

We recall here the formal solution of Equation 1.5 and look at its behaviour in the

optically thin and optically thick limiting cases. In the most general case (with

scattering or non-LTE processes), the so-called formal solution is just a step in the

iteration procedure, since the source function contains the intensity itself. Using the

optical depth as the independent variable along the line of sight and considering the

form in Equation 1.7, the solution can be written as:

Iw(0) = Iw(τw) e−τw +

∫ τw

0

Sw(ζw) e−ζw dζw (1.9)

Where τw is the total optical depth along the line of sight and the point at zero

optical depth is our observation point. The meaning of eq. 1.9 is clear: we have a

first part which is the original intensity, attenuated by the exponential of the total

optical depth of the atmospheric slab crossed, and a second which is the radiation

emitted at each point ζw along the line of sight, attenuated by the absorption in the

remaining path before reaching the observer.
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1.1.2 Limiting cases

It is worth having a look at the solution 1.9 in the optically thin and optically

thick limits. Since we are most interested in the study of limb emission spectra of

planetary atmospheres, we consider the case in which the original intensity Iw(τw)

is zero. In the first case we obtain:

lim
τw→0

; Iw(0) = τw · S∗w (1.10)

S∗w is an appropriate mean of the source function in the thin slab. So in the

optically thin limit the signal is proportional to the total optical depth and to the

source function.

The opposite situation is obtained setting the limit for large optical depth:

lim
τw→∞

; Iw(0) =

∫ τw∼1

0

Sw(ζw)e−ζwdζw ↪→ S∗w (1.11)

In this case we see only the photons emitted in the part of the atmospheric slab

nearer to the observer, till ζw is of order unity; again S∗w is some appropriate mean

of the source function for ζw < 1. Any contribution further than this is suppressed

by a factor e−ζw with ζw > 1 and is usually almost negligible2.

As we can see, in the optically thin case the observed radiation is proportional

to the optical depth and to the number density ng of the emitters, whereas in the

optically thick case it is not: if we double the gas concentration in the atmosphere,

we see a doubly strong signal in the first case and exactly the same in the second.

1.1.3 Discretization of the radiative transfer equation

The formal solution 1.9 is computed numerically in the radiative transfer code. In

the following we will consider all quantities at a fixed wavenumber and omit the

subscript w.

The line of sight is divided in discrete steps, such that the atmospheric parameters

(pressure, temperature, ..) can be considered constant inside each step. The smaller

the steps the more accurate the calculation is. For a single step i along the ray path,

2But the source function may vary greatly along the line of sight, so still some contribution
from further points is possible.
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we define a transmittance factor Γi ≡ e−τi , where τi = τ(xi,0, xi,f ) is the optical

depth between the beginning xi,0 and the end xi,f of the step. The total optical

depth is simply τ =
∑

i τi and the total transmittance factor becomes e−τ =
∏

i Γi.

The second term in Equation 1.9 is modified in the following way:

∫ τ

0

S(τ)e−τdτ =
∑
i

Si
[∫ τi

0

e−ζdζ

] i−1∏
`=0

Γ` (1.12)

The remaining integral is simply solved:∫ τi

0

e−ζdζ = 1− e−τi = 1− Γi

Therefore, the complete solution in the discrete form can be written as:

I(0) = I(τ)
n∏
i=0

Γi +
∑
i

Si [1− Γi]
i−1∏
`=0

Γ` (1.13)

This equation is the computational solution of the radiative transfer problem

for each wavenumber, once the source function and the optical depth at each step

are known. In the line-by-line approach, which is used throughout this work, the

spectral dependence is treated discretizing the wavenumber spectra and solving for

each discrete component separately. The step used here is 0.0005 cm−1, which allows

to resolve even the thinner lines in the cold and rarefied upper atmosphere of Titan.

1.2 Vibrational and rotational levels of molecules

Since we focus here on the infrared part of the electromagnetic spectrum, between

2000 and 5000 cm−1, all radiative transitions considered involve roto-vibrational lev-

els of some molecule. Here and in the following we will speak of energies in terms

of wavenumber, measured in cm−1; this convention is widely used in atmospheric

physics and is equivalent to expressing the energy in units of hc (E = hcw). Tran-

sitions between vibrational levels of molecules usually have energies of hundreds to

thousands of cm−1, while rotational transitions have energies of some cm−1 to tens

of cm−1 up to hundreds of cm−1.

For a vibrational transition, the rotational quantum number J may vary as well,

but at most by unity, due to the selection rule on the angular momentum at the

dipole order. A roto-vibrational band can thus be divided in three branches: P

branch (∆J = +1), Q branch (∆J = 0) and R branch (∆J = −1). For all diatomic
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Figure 1.1: CH4 ν3 → 0 roto-vibrational band.

molecules and many linear molecules3 the Q branch is not present, because the

transition with ∆J = 0 is not allowed. Figure 1.1 shows the ν3 band of CH4 in

which one can clearly identify the three branches.

Let us call fν = nX,ν/nX the population fraction of the excited level ν of molecule

X with respect to the number density of the molecule. At thermal equilibrium, fν

is given by the Boltzmann factor:

fν =
gνe
−c2Eν/T

QX(T )
(1.14)

Where gν is the degeneracy factor of level ν, c2 is a constant, QX(T ) is the partition

sum of molecule X at temperature T.

1.2.1 LTE vs non-LTE populations

Equation 1.14 above holds only in case of Local Thermodynamic Equilibrium (LTE).

In the more general case of vibrational non-LTE considered here, the populations of

the vibrational levels may depart from their equilibrium population due to external

forcing. This usually happens in the more rarefied regions of the atmosphere and

is produced by the unbalance between excitation produced by absorption of solar

radiation and the rare collisional thermalization processes. More details about the

problem of vibrational non-LTE can be found in Section 3.3.

The population fractions of the molecular levels are usually written in the fol-

3For linear polyatomic molecules this is true only if the projection of the electronic angular
momentum on the molecular axis - usually denoted as Λ - is zero.
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lowing form in the vibrational non-LTE case:

fν =
gνe
−c2(Eν−Evib)/T

QX(T )
e−c2Evib/Tvib (1.15)

Where Eν is the total level energy, Evib is the vibrational energy alone (taken

as the energy of the fundamental rotational level in that vibrational state) and Tvib

is the vibrational temperature of the level. The vibrational temperature is a useful

artifact to write the level population fraction in the form above, that reduces to the

LTE form when Tvib = T .

1.3 Absorption coefficient and emissivity

The terms χw and ηw in Equation 1.6 constitute the thermal part of the total ex-

tinction and emission coefficients in Equation 1.5. We will focus here on their cal-

culation starting from the properties of the single radiative transitions that couple

matter with radiation. The full discussion that follows is specialized to the case of

molecular roto-vibrational bands, which is representative for the study of planetary

atmospheres in the infrared.

1.3.1 Einstein coefficients

The interaction of light with matter in bound-bound transitions can be described

in terms of the Einstein coefficients. Let us consider a simple two-level molecule

X, denoting the upper level with label 2 and the lower level with label 1. The

upper level has energy E2 and degeneracy g2, the lower level E1 and g1. The energy

difference between the two levels is E2 −E1 = w21 which corresponds to the energy

of the electromagnetic transition.

The radiative transition between the two levels is governed by three processes.

If the molecule is in the upper level 2, it may spontaneously emit a photon w21 and

de-excite to the lower level. This is called the spontaneous emission and the rate

of this process per unit time is described by the Einstein coefficient A21, expressed

in units of s−1. The interaction of molecule X with a transiting photon w21 may

produce two effects: the absorption of a photon in the lower state 1 that excites

the molecule to the upper state, or the induced emission of another photon and the

de-excitation from the upper to the lower level. These two processes are described

by the Einstein coefficients B12 for absorption and B21 for induced emission. The
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rate per unit time for absorption of a photon is given by B12 · J21, where J21 is the

local mean radiance at the transition energy w21. Analogously the rate for induced

emission is given by B12 ·J21. Another possible definition for B is in terms of number

of photons instead of mean radiance, but we will never use it here. The Einstein

coefficients B12 and B21 are expressed here in units of cm3 erg−1 cm−2 and the mean

radiance in units of erg cm−2 s−1 cm.

The relation between the three coefficients can be obtained using an elegant sta-

tistical approach first proposed by Einstein. Let us consider an ensemble of molecules

X at equilibrium at temperature T with radiation. The ratio of the population of

the two levels is, considering Equation 1.14:

n2

n1

=
g2
g1
e−c2w21/T

At the same time, if the radiation is at equilibrium as well, J21 is equal to the Planck

function at temperature T, given by Equation 1.3. Since we are at equilibrium, the

number of transitions from the upper to the lower level is equal to those from the

lower to the upper level4, giving:

n2 [B21J21 + A21] = n1B12J21

Combining this with the Boltzmann expression for the levels’ population ratios

and expressing the mean radiance with the Planck function at temperature T, we

obtain the relations between the three Einstein coefficients:

A21 = 2hc2w3
21B21 B12 =

g2
g1
B21 (1.16)

Although they have been obtained in an equilibrium configuration, the validity

of the relations above is universal, since they reflect the radiative properties of a

single molecule.

1.3.2 Line strength

The Einstein coefficients defined above describe a particular radiative transition

involving two molecular levels. In Section 1.1 we instead defined the thermal emission

ηw and absorption χw coefficients, that are needed in the radiative transfer equation.

4The principle of detailed balance ensures that this approach is valid also if more than two
states are possible.
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χw has dimensions of an inverse length, while ηw is an intensity per length. Here we

want to relate the Einstein coefficients of a single transition to the contribution of

that transition to the overall absorption and emission coefficients. The contribution

of a single transition to the absorption coefficient, integrated in wavenumbers, is

called the line strength or line intensity. Denoting again the lower level of the

transition as 1 and the upper level as 2, with w21 being the energy difference between

the two levels, the line strength S is defined as follows:

S =
hcw21

4π
[f1B12 − f2B21] (1.17)

Where f1 and f2 are the two population ratios defined as in Equation 1.14 for

the LTE case, or as in Equation 1.15 for the case of vibrational non-LTE. The

line strength defined in this way has dimensions of cm−1/cm−2, often written as

cm−1/(mol cm−2) to stress the fact that this is the contribution of a single transition.

The line strength gives the total contribution of the transition considered to the

absorption coefficient. The induced emission, being proportional to the radiative

intensity, is considered as negative absorption and is expressed in the equation above

by the term f2B21.
We can define a similar term E for the emission process, that expresses the

contribution of the single transition to the emission coefficient. So we can write:

E =
hcw21

4π
f2A21 (1.18)

It is worth noting that, in case of LTE, the ratio of E to S is indeed equal to the

Planck function B(w21, T ), as expected for the source function in LTE.

In most spectroscopic databases the line strength of each transition is listed at

some reference temperature Tref - which is usually 296K - and in LTE conditions.

The ratio between the line strength at a different temperature T and the reference

temperature Tref in LTE conditions can be calculated starting from Equation 1.17

and Equation 1.14, and gives:

S(T ) = S(Tref)
Q(Tref)

Q(T )

e−c2E1/T
[
1− e−c2w21/T

]
e−c2E1/Tref [1− e−c2w21/Tref ]

(1.19)

In LTE the emission term is simply: E(T ) = B(w21, T )S(T ).

Let us consider now the more general case of vibrational non-LTE, assuming a

vibrational temperature Tv1 for the lower vibrational level and Tv2 for the upper
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vibrational level. In this case, the two population ratios f1 and f2 in Equation 1.17

are given by Equation 1.15 and the line strength is given by:

Snon-LTE(Tv1, Tv2, T ) = SLTE(T )α(Tv1, Tv2, T ) with α = r1
1− (r2/r1)e

−c2w21/T

1− e−c2w21/T

(1.20)

Where r1(Tv1, T ) = e−c2E1(1/Tv1−1/T ) and r2(Tv2, T ) = e−c2E2(1/Tv2−1/T ) are the

two non-LTE ratios of the populations with respect to their LTE values. The alpha

factor corrects for the fact that the populations of the two levels are different from

their equilibrium values.

The emission term depends only on the population of the upper level and is

modified in this way:

Enon-LTE(Tv2, T ) = r2(Tv2, T )ELTE(T ) (1.21)

More details on the derivation of line strengths from the Einstein coefficients

and on the calculation of the statistical weights for many molecules can be found in

[Simeckova et al., 2006].

1.3.3 Line shape

A radiative transition does not happen always exactly at the same frequency but

there is a significant probability of absorption in a small interval of wavenumbers

around the exact energy difference between the two levels. This is due to two

broadening mechanisms that take place in an ensemble of molecules at temperature

T and pressure P:

• the Doppler or thermal broadening, which is due to the thermal motion of

molecules (”observers”) with respect to the light source;

• the pressure broadening, often called also Stark or collision broadening, which

is produced by the distortion of energy levels through the effect of molecular

collisions.

There is a third mechanism called natural broadening, which is due to a quantum

effect linked to the time-energy uncertainty relation, but is completely negligible

with respect to the other two in basically all real situations. The Doppler broadening

produces a gaussian profile:
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φ(w, T ) =

√
1

πσ2
D

e−(w−w0)2/σ2
D whit σD =

w0

c

√
2NakT

Mm

(1.22)

Where Na is the Avogadro number, Mm the molecular mass in atomic mass

units and all other constants are expressed in cgs units. w0 is called the vacuum

wavenumber of the transition, which is the one reported in spectroscopic databases.

The Doppler width of the line σD is proportional to the square root of temperature.

The pressure broadening produces a Lorentzian profile whose central wavenum-

ber is shifted due to a process called pressure shift, also linked to molecular collisions.

φ(w,P, T ) =
1

π

σL(P, T )

σL(P, T )2 + (w − w0s)2)
(1.23)

Where σL(P, T ) is the pressure broadening coefficient, which represents the half

width at half maximum (HWHM) of the Lorentzian function, and w0s = w0 −
δ(Pref)P/Pref is the central wavenumber due to the pressure shift. σL(P, T ) is usually

divided in σself - which takes into account the collision with other molecules of the

same gas - and σair - the broadening produced by all other molecules. At first order

σL(P, T ) has the following behaviour with respect to a reference pressure Pref and

temperature Tref:

σL(P, T ) =

(
Tref
T

)α [
σair(Pref, Tref)

P − Pself

Pref

+ σself(Pref, Tref)
Pself

Pref

]
(1.24)

The quantities σair(Pref, Tref), σself(Pref, Tref), α and δ(Pref) are measured in labora-

tory and tabulated in the spectroscopic databases. For the HITRAN spectroscopic

database [Rothman et al., 2013], Pref = 1 atm and Tref = 296K.

The assumption of a Lorentz profile for the pressure broadening is a simplification

of the actual situation, which can be very complicated, but still the Lorentz profile is

a good approximation at least if not interested in the ultra-high resolution spectrum.

In the simplest approximation, the line shape resulting from the combined effect of

the Doppler and pressure broadening is a convolution of the two, known as the Voigt

profile. Parameterizations for the Voigt profile are available [Humlicek, 1982; Tran

et al., 2013].

The line shape is normalized in the wavenumber domain, such that
∫
φ(w)dw =

1. So φ(w) has dimension of 1/cm−1.
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1.3.4 Total absorption and emission coefficients

The total absorption and emission coefficients are the sum of the contribution of all

transitions and all gases in the atmosphere. Both coefficients are linear in the gas

number density ng, which can be factorized.

χ(w) =

Ngas∑
g=1

ng χg(w) η(w) =

Ngas∑
g=1

ng ηg(w) (1.25)

χg(w) has dimensions of an area and can be thought of as a cross section. For

each gas we have to sum over all possible transitions, to obtain:

χg(w, T, P, Tv1, Tv2) =
hcw

4π

∑
`

(
f1(T, Tv1)−

g1
g2
f2(T, Tv2)

)
B12φ`(w,P, T )

=
∑
`

S`(T, Tv1, Tv2)φ`(w,P, T )
(1.26)

Where all quantities in the summation term are referred to the ` transition. The

formula above is valid in the general situation of vibrational non-LTE, where the f’s

are given by Equation 1.15 and S is in the form of Equation 1.20. The case of LTE

is equivalent to simply setting Tv1 and Tv2 equal to T.

Turning to the emission coefficient, the situation is completely analogous, with

the exception that we have now to consider the Einstein coefficient for spontaneous

emission A21.

ηg(w, T, P, Tv2) =
hcw

4π

∑
`

f2(T, Tv2)A21φell(w,P, T )

=
∑
`

E`(T, Tv2)φ`(w,P, T )
(1.27)

As above, this expression is valid in the case of vibrational non-LTE.

1.3.5 Level-specific coefficients for the non-LTE case

The coefficients defined above, although valid in case of vibrational non-LTE, do not

allow the tabulation of the absorption coefficient for different pressures and temper-

atures, because the upper and lower levels are coupled in Equation 1.26 and have

generally different behaviour in non-LTE. To avoid the problem, one possibility is
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the tabulation of level-specific coefficients for each molecule that consider separately

the absorption, induced emission or spontaneous emission processes, leaving outside

the vibrational non-LTE factor.

For each transition, we can define the following G-coefficients, derived from the

Einstein coefficients, that already take into account a the rotational population of

the level.

absorption → Ga(T ) =
hcw

4π
ρrot1 (T )B12

ind. emiss. → Gi(T ) =
hcw

4π
ρrot2 (T )B21

sp. emiss. → Gs(T ) =
hcw

4π
ρrot2 (T )A21

(1.28)

where 1 and 2 indicate the lower and upper level of the transition, and the

rotational population is ρrotν (T ) = gνe
−hc(Eν−Evib)/T .

Now, for each level ν we can define level-specific absorption, induced emission

and spontaneous emission coefficients, leaving outside the vibrational population

factor:

Gaν (P, T, w) =
∑
`:1=ν

Ga(T, `)φ`(P, T, w)

Giν(P, T, w) =
∑
`:2=ν

Gi(T, `)φ`(P, T, w)

Gsν(P, T, w) =
∑
`:2=ν

Gs(T, `)φ`(P, T, w)

(1.29)

The sum on ` : 1 = ν means that the summation takes place on all lines for which

level ν is the lower level of the transition; if ` : 2 = ν is specified the summation is

done only on the lines for which level ν is the upper level. With the new level-specific

coefficients defined in this way we can build up the total gas coefficients:

χg(P, T, w, Tν) =
∑
ν

e−c2Eν/Tν [Gaν (P, T, w)− Gsν(P, T, w)]

ηg(P, T, w, Tν) =
∑
ν

e−c2Eν/TνGsν(P, T, w)
(1.30)

In this way, the vibrational factor is left outside the coefficients that can be

calculated beforehand and tabulated for different pressures and temperatures. This

strategy will be adopted in the forward model developed as part of this thesis work
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(see Section 6.1.1).

1.4 GBB forward model

The radiative transfer equation is solved numerically through radiative transfer

codes. The one widely used in Part I of this work is the Geofit Broad Band code

(GBB in the following), which is the self-standing version of the forward model in-

side the Geofit Multi-Target Retrieval (GMTR) code [Carlotti et al., 2006], updated

to perform simulations over broad frequency grids. The GBB code performs line-by-

line calculations of the absorption and emission coefficients with a high-resolution

frequency grid (5× 10−4 cm−1). The atmosphere is discretized in a two-dimensional

set of cloves, produced by the intersections of radii (with correction for elliptical

geometry) and altitude levels, as shown in Figure 1.2.

Figure 1.2: Scheme of the 2D discretization of the atmosphere and the ray-tracing
used in the GBB code.

The ray tracing calculates for a given Line Of Sight (LOS) all the intersections

with radii and levels encountered. Refraction is computed at each intersection. For

each segment between two intersections, the atmospheric quantities are calculated

using Curtis-Godson (CG) averages. In the Curtis-Godson approach, all quantities

are weighted with the abundance of the gas considered:

ncol, g =

∫ x2

x1

n(x)Xg(x)dx Qeq, g =

∫ x2
x1
Q(x)n(x)Xg(x)dx

ncol, g

(1.31)

Where n(x) is the total number density of the atmosphere, Xg is the VMR of

gas g, ncol, g is the column abundance of gas g in the portion of the LOS between x1

and x2 and Qeq, g is the Curtis-Godson average of a generic quantity Q relative to

gas g in the same portion of the LOS.

The GBB code has been upgraded to compute non-LTE radiances as described in

[Edwards et al., 1993]. The code has been validated with the non-LTE computations
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made with KOPRA [Stiller et al., 2002]. The GBB forward model is coupled to a

retrieval module performing optimal estimation of atmospheric quantities through a

bayesian approach, adopting a Levenberg-Marquardt iterative procedure (see next

Chapter and Section 2.3). The code is able to perform simultaneous inversion of

atmospheric quantities like temperature, pressure and gas concentration on the 2D

grid.



Chapter 2

Retrieval method

In the previous Chapter we recalled some basic concepts of the radiative transfer

theory, which allows to simulate the radiation emitted by the atmosphere assuming

known thermodynamic state and concentration of different molecular species. This is

what builds the forward model of a radiative transfer code. When studying planetary

atmospheres, we usually face the opposite situation, that is we measure a radiance

and we want to derive the concentration of a particular molecule or the temperature

profile. This is known as the inverse or retrieval problem.

Let us assume that we have a set of radiance measurements y (measurements

vector) - whose measurement error is expressed by the covariance matrix Sy - and we

want to derive from those a set of atmospheric parameters x (state vector). When

using spectral measurements, as it is done in this work, each spectral point is an

element of vector y, and one usually uses a set of spectra acquired at slightly different

positions in the atmosphere, to gain enough information. So the length of vector y

is the product of the number of spectra (nspet) in the set and the number spectral

points (nwl) in each spectrum ny = nspet ·nwl. The atmosphere may be sounded with

different observational configurations. One speaks of a limb observation if the line of

sight (LOS) does not encounter the planetary surface and the altitude of the point

in the LOS closer to the surface is called tangent altitude. If the LOS encounters the

surface one speaks of a nadir observation1. For the works in Chapter 4 and 5 sets

of limb spectra of Titan atmosphere at different tangent altitudes are used. For the

work in Chapter 8 a set of nadir spectra is used.

In the cases treated in Chapters 4 and 5, the set of parameters x to be estimated

1Strictly speaking, the term nadir refers to an observation with a LOS normal to the surface in
downward direction, while inclined geometries are called slant. However, the term nadir is broadly
used to include both configurations.
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is the abundance of some gases at a number of fixed altitudes in the atmosphere.

For a one-dimensional problem, the VMR Xg of the molecule can be approximated

by its decomposition in a set of triangular functions centered at the fixed altitudes

zi of the retrieval grid:

Xg(z) =
∑
i

αiTi(z) Ti(z) =
|z − zi|
|zi+1 − zi|

if zi ≤ z ≤ zi+1

=
|z − zi|
|zi − zi−1|

if zi−1 ≤ z ≤ zi

= 0 otherwise

(2.1)

We also assume that some information on the state vector x is available in form

of an a priori state vector xa, whose error is represented by a covariance matrix Sa.

2.1 Bayes’ theorem and formal solution of the in-

verse problem

We recall here some basic concepts from the Bayesian theory of probability. In the

Bayesian view, both the measurement and the state are represented by two proba-

bility distributions P (y) and P (x), which tell our prior knowledge of the problem.

The inverse problem consists in finding the conditional probability of the state vec-

tor x if the result of the measurement is y, that is we are looking for P (x|y). This

conditional probability is linked to the other conditional probability P (y|x) by the

Bayes’ theorem, which states:

P (x|y) =
P (y|x)P (x)

P (y)
(2.2)

Let us assume a measurement space with dimension n and a state space with

dimension m. To solve the inverse problem we need a model for the direct problem,

that is a function f : Rm → Rn which allows us to compute a simulated measurement,

starting from the state vector:

y = f(x) + e (2.3)

Where f(x) is the solution of the direct problem and e is the measurement error.

Assuming that the error e is gaussian and assuming that its covariance is given by

Sy, we have an expression for the conditional probability P (y|x):
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P (y|x) = cne
−(y−f(x))TS−1

y (y−f(x))/2 (2.4)

Where cn is a normalization constant: cn = (2π)−n/2|Sy|−1/2. Since we assumed

we have an a priori estimate of the state vector x, we can write the a priori proba-

bility P (x):

P (x) = cme
−(x−xa)TS−1

a (x−xa)/2 (2.5)

P (y) could be calculated from P (y) =
∫
P (y|x)P (x)dnx, but it is not needed

since it does not depend on x and is just a normalization factor.

We may then write the expression for P (x|y) as:

P (x|y) = c3e
−[(y−f(x))TS−1

y (y−f(x))+(x−xa)TS−1
a (x−xa)]/2 (2.6)

Where c3 is a normalization constant.

2.2 The maximum likelihood method

Once we have written the expression for the conditional probability in Equation 2.6,

we may want to extract the best estimate of the state vector given the measurements.

The usual way is to assume the value of x for which P (x|y) is maximum as our best

estimate and solution of the inverse problem. This is called the maximum likelihood

method or maximum a posteriori solution.

In order to maximize the conditional probability, we have to minimize the cost

function χ2, given by:

χ2 = (x− xa)
TS−1a (x− xa) + (y − f(x))T S−1y (y − f(x)) (2.7)

The maximum likelihood solution to the inverse problem is the value of x for

which the χ2 function is at a minimum. We then look for the points in which

∇xχ
2 = 0. that is:

g(x) = ∇x χ
2 = −2KTS−1y (y − f(x))− 2S−1a (x− xa) = 0 (2.8)

Where g(x) is the gradient of the cost function χ2 and K is the Jacobian matrix

of the function f , the direct model, with respect to each of the parameters; that is

Ki,j = ∂ fi
∂xj

. Equation 2.8 does not have an analytic solution in the great majority of
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cases, depending on the complexity of the function f .

2.3 Numerical procedures: the Gauss-Newton and

Levenberg-Marquardt methods

The equation ∇x χ
2 = 0 can be solved numerically with an iterative procedure. The

success of such iteration will depend on the degree of non-linearity of function f , so

that a procedure that is successful in one case may not be equally adequate for a

different situation. An approach is called the Gauss-Newton method.

If we have a scalar function g(x) of which we want to find the closest zero to our

starting point x1, one way is to use Newton’s method, whose iterative procedure at

point xi is:

• calculate the tangent at xi;

• follow the tangent till it intersects the x axis at the new point xi+1;

Generalized to the many variables case where g is a vectorial function depending on

the vector x, the Newton’s method can be written:

xi+1 = xi −
[
∇xg(xi)

]−1
g(xi) (2.9)

The quantity in squared parenthesis is the Hessian of the χ2 function and we can

write it explicitly starting from Equation 2.8, obtaining:

∇xg(xi) = 2KTS−1y K − 2
[
∇xK

T
]
S−1y

(
y − f(x)

)
+ 2S−1a (2.10)

The second term in the expression above is related to the second derivatives of

the function f . The calculation of this term requires a significant effort in terms of

computational time. The approximation known as Gauss-Newton method consists

in neglecting this term, which is often small. In this approximation, the iterative

step reads:

xi+1 = xi +
(
KT

i S
−1
y Ki + S−1a

)−1[
KT

i S
−1
y

(
y − f(xi)

)
− S−1a (xi − xa)

]
(2.11)

Where Ki is the Jacobian calculated at x = xi. The a priori estimate xa ensures

the invertibility of matrix KT
i S
−1
y Ki + S−1a . The error on the retrieved parameters



2.4. AVERAGING KERNEL AND DEGREES OF FREEDOM 33

xf can be expressed in form of the covariance matrix:

Sx =
(
KT

f-1S
−1
y Kf-1 + S−1a

)−1
(2.12)

The Gauss-Newton method may fail in case of strongly non-linear problems, in

which the step might be too large and project the state vector xi+1 out of the forward

model linearity region.

An optimization of the Gauss-Newton method is the Levenberg-Marquardt method,

also known as the damped least squares method. The main problem with the Gauss-

Newton method is that it may fail convergence due too large steps. The idea is then

to reduce the single steps, to guarantee that the χ2 function is still decreasing. This

result is obtained by adding a new term to equation 2.11:

xi+1 = xi+
(
KT

i S
−1
y Ki+S−1a +λLMDi

)−1[
KT

i S
−1
y

(
y−f(xi)

)
−S−1a (xi−xa)

]
(2.13)

Where Di is a diagonal matrix which is usually taken equal to the diagonal

elements of KT
i S
−1
y Ki + S−1a ; λLM is a positive scalar parameter. The λLM at each

has to be chosen so that the χ2 decreases.

The strategy used in this work is to start from a small λLM (equal to 0.1) and

then eventually raise it if the χ2 increases.

2.4 Averaging Kernel and degrees of freedom

A test of the sensitivity of the retrieval to the atmospheric parameters can be per-

formed though the use of the Averaging Kernel matrix. The Averaging Kernel is a

measure of the sensitivity of the final retrieved state x̃ produced by a change in the

true atmospheric state: Aij = ∂x̃i/∂xj, where A is the averaging kernel matrix, x̃i

is the i-th component of the final retrieved state x̃ and xj is the j-th component of

the true atmospheric state.

The expression for the averaging kernel is obtained deriving Equation 2.11 with

respect to xi−1 at the last iteration, which results in:

A = (KTSyK + S−1a )−1KTSyK (2.14)

In the ideal situation of perfectly constrained retrieval and full information

(where the contribution of the a-priori is negligible), A is equal to the identity
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matrix. The i-th row of matrix A (ai) indicates how much is the i-th component

of the retrieval sensitive to the different components of the atmospheric state. For

a well constrained retrieval, the i-th row ai has a sharp peak close to one at its

i-th component (that is, the element on the diagonal of A). The width of ai at

the two sides is a measure of the actual resolution of the retrieval. For an ill-posed

problem, the peak value and the sum of all components of ai tends to zero. In

general, A is not symmetrical and the j-th column (bj) indicates instead the effect

of a perturbation of the j-th component of the true state on all retrieved parameters.

A useful scalar metrics of the sensitivity of the retrieval is the number of degrees

of freedom of the retrieval, defined as the trace of matrix A: nDOF =
∑

iAii. For a

well constrained problem the number of degrees of freedom is close to the number

of retrieved parameters.



Part I

Titan’s middle and upper

atmosphere
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Chapter 3

Introduction: Titan

Titan is the largest satellite of Saturn, orbiting the planet at a mean distance of

about 1.2× 106 km. With a mean radius of about 2575 km, it is the second largest

satellite of the solar system after Ganymede and even slightly larger than planet

Mercury. Titan shows a dense atmosphere, with a surface pressure about 1.5 times

the Earth’s and a molecular number density at the surface about 5 times larger.

No other satellite in the Solar system shows such a massive atmosphere. Since the

gravitational acceleration on Titan’s surface is about 1.5m/s2, Titan’s atmosphere

is much more expanded than the Earth’s, with a pressure scale height ranging from

about 15 km to 50 km [Müller-Wodarg et al., 2014]. The 1µbar level on Titan is

reached at about 500 km altitude, while it lies at about 100 km on the Earth. Ti-

tan’s upper atmosphere is yet more expanded due to the large atmospheric thickness

to planetary radius ratio, which makes the gravitational acceleration decrease sub-

stantially. Due to the large distance from the Sun, which varies between about 9.0

and 10.1 AU, the solar flux is approximately one percent the Earth’s and the mean

surface temperature is therefore very cold, around 90 K.

Being tidally locked, Titan rotates around its axis in about two weeks and always

exposes the same hemisphere to Saturn. For the same reason, the rotation axis

has zero tilt with respect to the perpendicular to the satellite orbital plane and is

almost perfectly aligned with Saturn’s rotation axis. The axial tilt is about 26.7◦

with respect to the perpendicular to the ecliptic plane. This means that Titan does

show seasonal variations of its atmosphere and climate, much like the Earth. The

axial tilt is similar, somewhat larger, and one Titan year lasts 29.46 Earth years.

Titan’s last northern winter solstice took place in October 2002, last spring equinox

in August 2009 and the last summer solstice in May 2017.
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3.1 The Cassini mission

The Cassini mission was a planetary exploration mission dedicated to the Saturn

system, that has been operating around the ring planet from July 2004 until Septem-

ber 2017, when it was sent inside Saturn and thus destroyed. It’s worth introducing

here the Cassini mission, because many of its instruments changed radically out

knowledge of Titan’s atmosphere and are the key to the current picture.

Figure 3.1 shows Titan’s orbit around the sun and its position in the different

phases of the Cassini mission. Cassini reached Saturn system during northern winter,

less than two years after the winter solstice, and saw the arrival of northern spring

till the summer solstice in May 2017. So the instruments onboard Cassini have been

collecting data for about half a Titan’s year.

Figure 3.1: Orientation of Titan relative to the sun during the Cassini mission.

Cassini carried 12 instruments onboard dedicated to optical remote sensing, di-

rect measurement of particles and magnetic field and radio science. This work

exploits the measurements made by VIMS (Visual and Infrared iMaging Spectrom-

eter) [Brown et al., 2004], described in the next subsection. Here follows a brief

description of the instrument whose results are used in the discussion in the next

chapters:

• UVIS: UltraViolet Imaging Spectrograph, a set of detectors that measured

ultraviolet light reflected or emitted from the atmosphere in the spectral range

between 55.8 and 190 nm [Esposito et al., 2004];
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• INMS: Ion and Neutral Mass Spectrometer (INMS), a mass spectrometer

sensible both to ions and neutral particles, which measured number and weight

of molecules collected in situ, during the closest approaches to Titan [Waite

et al., 2004];

• CIRS: Composite InfraRed Spectrometer, a spectrometer active in the mid-

dle and far infrared from 10 to 1400 cm−1, which measured temperature and

composition in the stratosphere and mesosphere of Titan [Flasar et al., 2004].

3.1.1 VIMS

VIMS (Visual and Infrared iMaging Spectrometer) is an imaging spectrometer aboard

Cassini working at visible and near-infrared wavelengths from 0.3 to 5.1µm [Brown

et al., 2004]. The spectral resolution in the infrared region ranges between 15 and

20 nm, depending on the band considered. The instrumental line shape (ILS) is

gaussian, with a slight deviation consisting in two small lobes beside the gaussian,

accounting for less than 2% of the main window. VIMS takes hyper-spectral images,

organised in cubes with two spatial and one spectral dimension: each cube contains

a maximum of 64× 64 pixels with 256 spectral bands; each pixel has a field of view

of 0.5 by 0.5 mrad, in the nominal mode. Figure 3.2 shows a typical VIMS spectrum

of Titan acquired on a limb LOS tangent at 300 km. The spectral range from 2 to

5µm is shown. The signatures of CH4, HCN+C2H2, CO and CH3D can be clearly

identified, as well as a continuum signal due to scattering of solar radiation produced

by Titan aerosols.

Figure 3.2: VIMS spectrum acquired on the dayside of Titan with a limb LOS
tangent at 300 km.
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3.2 Titan’s atmosphere

3.2.1 Thermal structure

In January 2005 the Huygens probe detached from Cassini and descended into the

Titan’s atmosphere, taking precious in situ measurements of temperature, pressure

and molecular abundances. The landing point was situated at a latitude of 20◦ S.

The direct measurement of temperature and pressure was possible only below 150

km, while the upper atmosphere density profile was determined indirectly from data

on the deceleration of the probe [Fulchignoni et al., 2005].

Figure 3.3: Comparison between the temperature profile measured by HASI
(onboard Cassini) and the empirical model temperature profile by Yelle (after
[Fulchignoni et al., 2005].

In Figure 3.3 we can see the comparison between the measured HASI profile (solid

line) and the Yelle empirical model of Titan’s atmosphere (dotted) [Yelle et al., 1997].

We can see that Titan atmospheric structure presents similarities with the Earth’s,

with a first temperature inversion at the tropopause about 40 km, with a minimum

value of 70 K, a second one at the stratopause around 270 km, with a maximum of

185 K, and a third one at the mesopause about 500 km. The two profiles in figure

3.3 are in quite good agreement below 500 km; in the upper atmosphere instead large

fluctuations are seen in the HASI measurement and are probably due to a gravity

wave with an amplitude of 10-20 K and a wavelength varying between 100 km and

150 km.

More recently, new data on the temperature profile on Titan and a first evaluation

of the latitude and seasonal variations came from analysis of the CIRS, UVIS and

INMS data onboard Cassini. The CIRS data focus on the stratosphere, up to about

450-500 km. The temperature inversion makes use of the CH4 ν4 band at 7.7µm
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and has been done routinely on all CIRS data, which allowed the production of

detailed latitude/pressure maps of temperature and the monitoring of the evolution

in time of the thermal structure [Achterberg et al., 2008, 2011; Vinatier et al.,

2015]. In Figure 3.4 some of these maps are shown, showing the variation form

Northern winter to early spring. The minimum pressure in the graphs corresponds

to about 500 km. shows an evident signature of the formation of a northern polar

vortex, The first image, result of the analysis during northern winter, shows colder

temperatures in the northern polar troposphere and lower stratosphere and heating

in the corresponding upper stratosphere and mesosphere. This is a signature of the

subsidence of the air column above the winter pole, accompanied by the formation

of a polar vortex [Flasar et al., 2014; Teanby et al., 2012, 2008, 2009]. In the other

panels, relative to years 2009 and 2010, the vortex slowly disappears, leaving an

almost perfectly symmetric structure at the equinox in 2009. In the last image,

a small heating in the mesosphere above the South Pole is seen, which proves the

beginning of the formation of the winter polar structure.

Figure 3.4: CIRS temperature maps for different year of observation, after [Vinatier
et al., 2015].

Above 500 km less data are available. However, some works have been published

based on data taken by UVIS - from about 600 to 1000 km - and INMS - from 950

to 1400 km.

Figure 3.5 reports the thermal structure measured by UVIS above 600 km, which

shows a behaviour similar to the measurements made by the HASI instrument on-
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board the Huygens probe: the average temperature is between 170 and 180 K, but

fluctuations most probably produced by gravity waves are ubiquitous. Since UVIS

observations are mainly in occultation, the sampling of UVIS data is sparse and

does not allow the determination of seasonal/latitudinal variations [Capalbo et al.,

2015; Koskinen et al., 2011; Yelle et al., 2014].

Figure 3.5: Comparison of the HASI temperature profile (dashed line) and two
temperature profiles retrieved from UVIS, relative to flybys T41 (solid line) and
T53 (dotted line). After [Koskinen et al., 2011].

INMS has been able to retrieve indirectly the temperature profile in the upper

regions of Titan’s atmosphere from about 950 km to 1400 km, integrating the hydro-

static equation with the measured N2 density profile [Yelle et al., 2006; Cui et al.,

2009; Snowden et al., 2013; Yelle et al., 2014]. The mean retrieved profile is shown

in Figure 3.6. As can be seen from the shaded area in the Figure, which repre-

sents the standard deviation of the retrieved profiles, the temperature in the upper

atmosphere shows a very large variability.

3.2.2 Composition and chemistry

Titan’s atmosphere is composed mainly by molecular nitrogen (XN2 ∼ 95%) and

methane (XCH4 ∼ 5%). Methane sources are at the surface of the planet, where it

is found in the liquid phase, and its abundance is thus larger in the troposphere,

decreasing to about 1% in the stratosphere, due to a cold trap mechanism that takes

place at the extremely cold tropopause. Methane on Titan follows a cycle much like

water on Earth, evaporating from the lakes, forming clouds and then precipitating

again to the surface [Müller-Wodarg et al., 2014].

Titan atmospheric chemistry is very rich and in fact many trace gases are found.
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Figure 3.6: Mean temperature profile inferred from INMS data, after [Snowden et al.,
2013].

The production of minor species is initiated in the upper atmosphere from the dis-

sociation or ionization of CH4 and N2. The main energy source for these processes

are solar UV photons, but also energetic photoelectrons produced by solar X-ray

and EUV radiation and saturnian magnetospheric electrons contribute [Wilson and

Atreya, 2004; Krasnopolsky, 2009; Vuitton et al., 2014; Dobrijevic et al., 2014].

CH4 absorbs significantly UV photons with hν > 8.6 eV and is much more easily

dissociated than N2, which absorbs photons with hν > 12.4 eV. The products of

CH4 photolysis are CH2, CH3 and CH, which initiate a rich hydrocarbon chemistry.

Among the most abundant trace species there are HCN, C2H2, C2H4, C6H6. A very

active Nitrogen-Carbon chemistry gives rise to much more complex molecules, which

precipitate in the atmosphere and aggregate in particles to build Titan’s ubiquitous

organic aerosols [Lavvas et al., 2008a,b].

The main reaction of production of acetylene (C2H2) takes place in the upper

atmosphere from the primary products of CH4 dissociation:

3CH2 + 3CH2 → C2H2 + 2H (H2)

The main losses for C2H2 in the upper atmosphere is through reaction with another

product of CH4 dissociation:

1CH2 + C2H2 → C3H3 +H

while in the lower atmosphere main losses take place due to photolysis and reaction

with H atoms. C2H2is very important in the photochemistry of Titan’s atmosphere
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since it is photolized by photons with lower energies (hν > 5.17 eV) which are not

absorbed by CH4 or N2. Moreover it is a catalyst of CH4 dissociation through the

intermediate species C2H, produced in the C2H2 photodissociation.

Another important constituent of Titan’s atmosphere is HCN, produced in the

upper atmosphere in a couple of reactions that involve atomic nitrogen and the

products of CH4 dissociation:

N(4S) + CH3 → H2CN +H

H2CN +H → HCN +H2

The first reaction is the source of more than 70% of all nitriles in Titan’s atmosphere

[Krasnopolsky, 2009]. Photolysis of HCN produces CN that leads mostly to HCN

recycling in reactions with hydrocarbons and partly to HCN losses. Other losses take

place in reactions with CH, C2H3, C3N and ions. Anyway the net balance for HCN

is positive and about 13% of the HCN produced condenses at the cold tropopause

and is deposited on the surface.

Few molecular species containing oxygen are found in the atmosphere. The main

oxygen bearing molecule is CO, with an abundance of about 50 ppm. More details

on the production and loss of CO are in Chapter 4.

3.2.3 Dynamics of the middle atmosphere

One of the most interesting things with Titan’s atmosphere is that we can study

its climate and understand more about the dynamical patterns in planetary atmo-

spheres.

Titan’s insolation shows large variation during Titan’s year due to the 26.7◦ in-

clination of the orbit with respect to the sun, but just 10% of the direct incoming

sunlight reaches the surface, which is screened by a thick haze. Due to the low tem-

peratures of Titan’s troposphere, the radiative losses are also slow and the timescale

for energetic variation of the troposphere end up to be much longer than a Titan’s

year [Lebonnois et al., 2014; Flasar et al., 2014]. This is shown by the estimate of

the radiative damping time, the typical time for energy loss and temperature vari-

ation through radiative emission, represented in Figure 3.7. Below about 100 km

this timescale is longer than Titan’s year and no seasonal variation is seen in the

atmospheric structure. Above that level, in the stratosphere and mesosphere, the

radiative damping time is short enough and seasonal variations are expected.



3.2. TITAN’S ATMOSPHERE 45

Figure 3.7: Estimate of the radiative damping time in Titan’s atmosphere through
CIRS measurements. After [Flasar et al., 2014].

The main characteristics of Titan’s middle atmospheric circulation is the so called

superrotation, that is the whole atmosphere rotates much faster than the planet itself,

which rotates slowly in about 16 days due to the tidal locking with Saturn. Another

planet in the solar system which shows a similar behaviour is Venus. The wind peak

intensity is found in the upper stratosphere, at about 300 km, around the winter pole.

In this strong circumpolar jet winds can reach 200 m/s, while the circulation around

the summer pole is much slower (a few m/s) [Lebonnois et al., 2014]. The source

of the circumpolar jet is in the meridional circulation, which transports energy and

angular momentum from lower to higher latitudes. The slow planetary rotation and

consequently small Coriolis force enable the meridional cells that redistribute energy

to reach the polar latitudes, making Titan’s circulation substantially different from

the Earth’s.

Current models of the meridional circulation predict the existence of a single cell

that goes from the summer hemisphere to the winter pole, with ascending motions

in the first and subsidence in the latter. Some models also predict the existence of a

second smaller and weaker cell from the summer hemisphere to the the summer pole,

but there is no agreement nor observational evidence on this [Lebonnois et al., 2014;

Teanby et al., 2008]. The subsidence on the winter pole is instead both confirmed
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by all existing models and by observation of the concentrations of some tracers in

the CIRS measurements.

The tracers used are gases like HCN, C2H2 and other hydrocarbons which are

produced in the upper atmosphere and have abundance profiles that increase with

altitude. In case of subsidence, air parcels from the upper atmosphere - with larger

concentration of the tracer - are moved towards lower altitudes and a larger VMR

of the tracer is seen at a fixed altitude. In case of ascending motions the opposite

occurs.

Figure 3.8: Schematic model of the circulation at the winter pole, with the formation
of the circumpolar jet and the subsidence of tracer-rich air inside the polar vortex.
After [Teanby et al., 2008].

In Figure 3.8, a scheme of the dynamical processes taking place at the winter pole

is shown. The upper branch of the meridional circulation brings air from the summer

hemisphere towards the winter pole, which then subsides in the polar vortex with a

large concentration of tracers. Some gases condense at the cold polar tropopause,

forming stratospheric ice clouds in the so called polar cap and then precipitating

towards the surface. CIRS measurements have given an unprecedented picture of the

dynamical processes in the middle atmosphere of Titan, evidencing the passage from

the late northern winter to northern spring [Teanby et al., 2009, 2012, 2010, 2008;

Vinatier et al., 2015]. Figure 3.9 shows the average of the retrieved temperatures

before 2009, during the northern winter (left panel, and in 2011, during early spring

(right panel). Main achievements of CIRS analysis are:

• during northern winter a vortex structure is seen at the North pole (left panel

of Figure 3.9, with a strong heating in the polar mesosphere and cooling in
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the lower stratosphere, sign of a subsidence process taking place in the polar

region. The subsidence velocities have been estimated to be in the range 0.5-

2 mm/s to explain the observed adiabatic heating in the mesosphere [Teanby

et al., 2012].

• in the early spring in 2009-2010, the heating in the northern polar mesosphere

ceases and leaves an almost symmetrical temperature pattern, indicating the

onset of a two cells dynamics, with ascending motions at low latitudes and

descending motions at the poles.

• in 2011 a first clear sign of circulation reversal is seen, with heating in the

southern polar mesosphere (right panel in Figure 3.9).

• in 2012 unexpected low temperatures are found in the southern polar meso-

sphere, indicating a negative feedback due to trace gases radiative cooling that

competes with the adiabatic heating.

Figure 3.9: Temperature maps retrieved by CIRS measurements relative to northern
winter (average before 2009) and early spring (2011). After [Vinatier et al., 2015].

Figures 3.10 and 3.11 show respectively the HCN and C2H2 abundance maps

retrieved through CIRS measurements. Main results obtained by CIRS analysis are:

• during northern winter a sign of enrichment of trace gases is seen in the north-

ern polar mesosphere, but CIRS maps miss the highest latitudes (¿ 80◦) due to

partial coverage. The enrichments are confined very close to the polar region

at latitudes higher than 70-75◦.

• few months after the equinox in August 2009, the peak in the tracer enrich-

ments - the red region in the left panels of Figures 3.10 and 3.11 - lies in the

northern polar mesosphere between 300 and 500 km, but is much more ex-

panded at lower latitudes till 50◦N; a moderate enrichment - the yellow-green
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region - is also seen at lower latitudes, covering the whole northern hemisphere

mesosphere, and at lower altitudes in the polar stratosphere. No enrichment

is seen in the southern hemisphere.

• in early 2012, well inside northern spring (right panels of Figures 3.10 and

3.11), the first sign of enrichment is seen in the upper south polar mesosphere.

This enrichment is thought to be responsible for the mesosphere cooling seen

in this period [Vinatier et al., 2015].

Figure 3.10: HCN abundance maps retrieved by CIRS measurements relative to
years 2009/10 and 2012. After [Vinatier et al., 2015].

Figure 3.11: C2H2 abundance maps retrieved by CIRS measurements relative to
years 2009/10 and 2012. After [Vinatier et al., 2015].

Although CIRS retrievals extend only up to 500 km altitude, Teanby et al. [2012]

estimate that the top of the middle atmosphere circulation has to extend at least up

to 600 km, inside the photochemical source region, in order to explain the observed

enrichment in trace gases. As for the dynamical models, currently the top of the

atmosphere for such models is set at 400 or 500 km, but higher altitude levels are

needed to fully understand Titan’s middle atmosphere dynamics.
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3.2.4 Dynamics and variability of the upper atmosphere

The current knowledge of Titan’s upper atmosphere is puzzling [Yelle et al., 2014].

On the observational side, the only dataset with some statistics and coverage are

the measurements of INMS at altitudes above 950 km, while UVIS occultation data

in the 600-1000 km range are sparse.

INMS data measure the N2 and CH4 densities during close passes of Titan by

Cassini. From those data the temperature profile in the upper atmosphere (higher

than about 950-1000 km) is inferred integrating the hydrostatic equation and using

the ideal gas law [Yelle et al., 2006; Cui et al., 2009; Snowden et al., 2013; Yelle

et al., 2014].

Müller-Wodarg et al. [2008] developed an empirical model of the temperature

structure in the upper atmosphere fitting a linear combination of Legendre polyno-

mials to the INMS temperatures. They considered only data before T32 flyby of

Cassini that took place in 2007 and all data are relative to the northern hemisphere

[Yelle et al., 2006]. The result of the fit shows a large temperature gradient (from

170 to 130 K) at 1000 km from low latitudes to the pole, which is shown in Figure

3.12. From this model temperature and through the thermal wind equation, they

derived wind estimates for the dynamics of the upper atmosphere. The model shows

zonal winds of 50 m/s with a peak at 70◦ latitude, meridional winds up to 150 m/s

directed towards the pole and a strong subsidence at the pole.

With these estimates of the horizontal winds, the authors predict an accumula-

tion of lighter gases in the northern polar thermosphere. For the case of CH4, the

dynamical time constant at 1000 km is of the order of 104s, which is much lower

than the time constant for Lyα absorption of CH4 (2 × 107 s) and molecular diffu-

sion (2 × 106 s). Following this picture, Titan’s thermosphere would be dominated

by dynamics. However, the authors point out that an energetic problem exists in

driving the dynamics apparent in the empirical model, that can’t be explained with

solar EUV input alone, and that the influence from the lower atmosphere might be

determinant [Müller-Wodarg et al., 2008; Yelle et al., 2014].

A serious limitation of the model in Müller-Wodarg et al. [2008] is the small

statistics (only 13 passes of INMS till T32 were available at the time of the analysis)

and the poor fit of the observations, which show a large variability.

Analyzing a more complete INMS dataset, Snowden et al. [2013] made a thorough

check for the existence of correlations between the retrieved temperature profiles and

a set of geophysical variables, which include latitude, longitude, solar zenith angle,
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Figure 3.12: Inferred temperature map in the model of [Müller-Wodarg et al., 2008].

local time, position of Titan in Saturn’s magnetospheric enviroment and solar EUV

flux. They conclude that no clear correlation exists with latitude, longitude, solar

zenith angle and local time. However, the sparse coverage of INMS data (32 passes

in close flybys) does not allow to distinguish seasonal variations, thus muting any

eventual latitude dependence of temperature. The temperatures retrieved at a N2

density of 5×109 cm−3, which corresponds on average to 1000 km altitude, are shown

in Figure 3.13 in function of latitude. The variability of the retrieved temperatures

is large and the statistics too low to try to assess any latitudinal dependence of

temperature.

Figure 3.13: Temperatures retrieved from INMS data around 1000 km altitude. After
[Snowden et al., 2013].

The authors conclude that there is an important influence of gravity waves prop-

agating from the lower atmosphere in determining the thermal structure of the upper

atmosphere. Snowden and Yelle [2014] assessed all possible thermal energy sources

in Titan’s upper atmosphere. The main source is solar EUV radiation with a flux

of 3 to 5 × 109 eV cm−2 s−1 (global average) in the thermosphere, followed by wave

dissipation that could account for a flux up to 3× 109 eV cm−2 s−1 at 1200 km. Peak

energy deposition due to magnetospheric sources is estimated to be smaller than

EUV input, but constitutes an important fraction of the EUV (from 10 to 100%
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between 1000 and 1300 km). However, the magnetospheric particle precipitation is

highly variable and not uniform globally.

On the other side, the cooling is expected to be produced mostly by HCN rota-

tional lines above 800 km and by the vibrational bands of HCN, CH4, C2H2, C4H2

and C6H6 below 800 km. The authors point out that a larger HCN abundance than

that measured by UVIS would be needed to explain the observed low temperatures

in the thermosphere.

Müller-Wodarg et al. [2003] presented a general circulation model (GCM) of

Titan’s upper atmosphere. The model included as energy source only the solar EUV

radiation, with no contribution from waves or particle precipitation. The predicted

temperature field showed a strong day-night difference at 1300 km altitude (about

20 K), with the development of day-night winds of about 50 m/s. However, the

regular pattern predicted by the model finds no observational confirmation in the

measurements, which show no clear pattern [Snowden et al., 2013].

3.3 non-LTE processes in planetary atmospheres

The next chapters focus on the inversion of molecular abundances from the middle

and upper atmosphere of Titan, through measurement of their IR emission in condi-

tions of vibrational non-LTE. In this works we will always assume that translational

and rotational degrees of freedom of molecule are well represented by LTE and only

vibrational excited states may run out their equilibrium value. This is usually a

good approximation in planetary atmospheres, apart from the very upper part, and

suited to the case under study.

This Section is dedicated to introduce to the problem of the calculation of vibra-

tional levels populations under non-LTE conditions. The modeling and calculation

of non-LTE populations used in this work have been performed by the group of plan-

etary atmospheres at the Instituto de Astrofisica de Andalucia (IAA) of Granada

(Spain). Since this is a necessary ingredient of all subsequent analysis, it needs at

least a brief introduction.

In case of non-Local Thermodynamic Equilibrium (non-LTE), the population of

the excited levels of molecules is not known a priori once known the local kinetic

temperature, as is done in the case of LTE. Instead one needs to explicitly take into

account the balance between forces that tend to drive the system out of equilibrium

and forces that tend to restore the equilibrium state (thermalization).
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This balance is calculated through a set of statistical equilibrium equations that

consider all processes that may populate or de-populate the vibrational levels of the

molecules considered.

3.3.1 Collisional processes between molecules

Let us consider the following sketch of the processes into play, that might be visu-

alized as the scheme in Figure 3.14.

inelastic 
collisions

radiative 
excitation/de-

excitation

non-LTE model - a sketch

Figure 3.14: Scheme of the collisional and radiative processes that may take place
in a typical non-LTE situation.

A molecule X gets excited to the vibrational state υ through the absorption of

a solar photon. Now it can either re-emit a photon and de-excite to some other

vibrational state (the energy of the photon is lost) or collide with another molecule

M. In the most common situation nothing happens to the vibrational state (elastic

collision), otherwise molecule X may de-excite from the original vibrational state to

another one (υ′), but now transferring the lost energy to other vibrational levels or

to the thermal bath. We can roughly distinguish between two types of de-excitation:

we call vibrational-translational (V-T) energy transfer the one in which the whole

energy difference between υ and υ′ is completely transferred to the thermal bath

(translational or rotational degrees of freedom); the other possible situation is the

vibrational-vibrational (V-V) transfer in which another transition takes place at the

same time, exciting molecule M from the initial state α to a higher vibrational state

β.
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Xυ +Mα →


Xυ +Mα elastic collision

X
υ′

+Mα inelastic collision: V-T transfer

X
υ′

+M
β

inelastic collision: V-V transfer

(3.1)

In the general situation of V-V transfer, the two simultaneous transitions are not

exactly resonant (Eυ − Eυ′ 6= Eβ − Eα) and part of the energy goes to the thermal

bath. While V-T processes always lead towards thermalization, V-V processes tend

to connect the population of two vibrational levels and may also contribute to drive

a level’s population out of LTE if the other level is strongly out of equilibrium.

For a particular collision between molecule M in the vibrational state α and

molecule X in state υ, with final states β and υ′ respectively, we may write the

number N of such collisions that take place per unit time and volume as:

N
M−X

α,υ;β,υ′
= nMfαnXfυ k

M−X

α,υ;β,υ′
(3.2)

Where nM and nX are the number density of the two species, fα and fυ the

population fraction of the two levels α and υ and k is the rate constant for the

particular process, which has dimensions of cm3 s−1.

The rate constants for specific processes are either calculated theoretically (molec-

ular collision theory) or, most commonly, determined experimentally. The paucity

of data on rate constants and the large error often connected with the measured

values is one of the main complications in the modeling of vibrational non-LTE.

3.3.2 The equation of statistical equilibrium

Let us focus on a particular excited vibrational level υ of some molecule X, which we

will indicate as X
(υ)

. Molecules in the X
(υ)

state may relax to lower states through

spontaneous emission of a photon or collision with another molecule. On the other

side, molecules X may be excited to level υ through collisions or absorption of a

photon.

The radiative processes, both absorption and spontaneous emission, play a pri-

mary role in bringing vibrational levels out of LTE: absorption of a strong incoming

radiative field can significantly raise the excited level population, whereas sponta-

neous emission in the absence of an intense radiative field and of efficient collisions

can lower it compared to LTE.



54 CHAPTER 3. TITAN

The statistical equation that rules the evolution of the number density of molecule

X in the υ level (indicated as
[
X

(υ)

]
), can be written as:

d
[
X

(υ)

]
dt

= −
[
X

(υ)

]∑
υ′

R
υ,υ′ +

∑
υ′

[
X

(υ′)

]
R
υ′,υ −

[
X

(υ)

]∑
M,α

k
M−X

α,υ;∗

[
M

(α)

]
+

∑
M,υ′,α,β

k
M−X

β,υ′;α,υ

[
M

(β)

] [
X

(υ′)

]
(3.3)

where R
κ,λ

=


A
κ,λ

if κ > λ

J̄(w
κ,λ

)B
κ,λ

(
1− gκ

[
X
(λ)

]
g
λ

[
X
(κ)

]) if κ < λ

The meaning of the different part of the above equation is as follows:

[
X

(υ)

]∑
υ′

R
υ,υ′

Losses due to absorption of a photon and radiative

excitation to a higher level (υ′ > υ) or spontaneous

emission and relaxation to a lower one (υ′ < υ).

∑
υ′

[
X

(υ′)

]
R

υ′,υ
Production of X molecules in the (υ) state due to

radiative excitation/relaxation from other excited

states or from the ground.

[
X

(υ)

]∑
M,α

k
M−X

α,υ;∗

[
M

(α)

]
Overall losses due to collisional relaxation/excita-

tion of the X
(υ)

level.

∑
M,υ′,α,β

k
M−X

β,υ′;α,υ

[
M

(β)

] [
X

(υ′)

]
Overall production of X molecules in the (υ) state,

through collisional excitation/relaxation.

When studying non-LTE in planetary atmospheres, one looks for the stationary

state of the equations above, since the timescales for variation of the external condi-

tions in an atmospheres is usually much larger than the typical time for reaching a

stationary state. The time-varying version of the equation of statistical equilibrium
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is instead fundamental in other situations, like the experimental determination of

rate constants.

The band radiative excitation rate R
κ,λ

that appears in the equation above re-

quires the definition of proper weighted sums of the Einstein coefficients and mean

intensity over the rotational sublevels corresponding to the two vibrational states.

For their definition and further details see Funke et al. [2012] and López-Puertas

and Taylor [2001].

3.3.3 Vibrational temperatures

A common convention is to speak of the population of the vibrational levels in terms

of the vibrational temperature Tυ, different for each excited state. The vibrational

temperature is the temperature at which the considered level would have the same

population fraction it has in non-LTE. Thus we may write:

nυ = ntot

gυe
−c2Eυ/Tυ

Zvib

with Zvib =
∑
λ

g
λ
e−c2Eλ/Tλ (3.4)

In the equation above we also defined the non-LTE partition function Zvib of

the vibrational levels, which in general differs from the equilibrium one [Edwards

et al., 1998]; ntot is the total number density of the molecule under consideration.

The vibrational temperature is usually defined in function of the ratio of the level

population with respect to the ground level:

nυ =
n0gυ
g0

e−c2Eυ/Tυ ; Tυ ≡ −c2Eυ/ log
(nυg0
n0gυ

)
(3.5)

Another quantity often used is the ratio rυ = nυ/n
eq

υ
of the effective population

of a vibrational state to its equilibrium value; from the relations above, we obtain:

rυ =
Zeq

vib

Zvib

e−c2Eυ
(

1
Tυ
− 1
T

)
(3.6)

3.3.4 The GRANADA code

Taking into account all relevant vibrational levels of each molecule potentially out of

LTE (let us say these are n vibrational levels), one obtains a system of n (in general

coupled) equations in the n unknowns of the level populations, for each fixed position

x in the atmosphere. Simultaneously with these n statistical equations, one has to

consider m equations of radiative transfer, one for each vibrational band involved
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(in general n 6= m). These m integral equations are coupled to the n statistical ones.

The resulting problem is non-local and in general non-linear.

The non-LTE calculations used in the next chapters have been performed through

the Generic RAdiative traNsfer AnD non-LTE population Algorithm (GRANADA)

- originally developed for the Earth’s atmosphere [Funke et al., 2007, 2012] and

adapted to the Titan’s atmosphere - by the group of planetary atmospheres at the

IAA of Granada (Spain). The code makes use of the direct radiative transfer sim-

ulations performed by KOPRA (Karlsruhe optimized and precise radiative transfer

algorithm, presented in Stiller et al. [2002]). It can work with an arbitrary number

of vibrational bands and vibrational excited levels. GRANADA adopts a Lambda

iteration scheme, which can optionally be coupled to an algebraical resolution of the

linearized system of equation (modified Curtis-Matrix method).



Chapter 4

CO concentration in Titan’s

middle atmosphere

This chapter focuses on the inversion of carbon monoxide (CO) in the middle atmo-

sphere of Titan, through the analysis of CO non-LTE emission at 4.7µm measured

by VIMS. The chapter is derived from the following publication:

• F. Fabiano, M. López Puertas, A. Adriani, M.L. Moriconi, E. D’Aversa, B. Funke,

M.A. López-Valverde, M. Ridolfi, B.M. Dinelli, CO concentration in the upper

stratosphere and mesosphere of Titan from VIMS dayside limb observations at

4.7µm, In Icarus, Volume 293 (2017), 119-131

4.1 CO abundance in Titan’s atmosphere

Since the discovery of carbon monoxide in Titan’s atmosphere [Lutz et al., 1983],

the determination of its abundance has been the focus of many investigations and

has stimulated an intense scientific debate. To date, only three molecules carrying

oxygen have been detected in the atmosphere of Titan: CO2, CO and H2O. Among

them CO is by far the most abundant, with a relative abundance of about 5× 10−5,

compared with about 1.5× 10−9 for CO2 and 4× 10−10 for H2O.

The presence of CO in Titan’s atmosphere has been a mystery for many years.

CO molecule is substantially inert in Titan’s environment, with an estimated chem-

ical lifetime of the order of 10 kyr, and it does not condense even at tropospheric

temperatures [Wilson and Atreya, 2004]. Its extremely large bond energy of 10.7 eV

makes CO difficult to be photolized by radiation, since hard UV photons are ab-

sorbed by the much more abundant N2. Therefore, photodissociation is negligible

57
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with respect to other loss processes [Hörst et al., 2008; Wilson and Atreya, 2004].

The main loss process of CO is the production of CO2 through the reaction:

CO + OH→ CO2 + H. (4.1)

Most of the CO2 produced is then photodissociated and essentially recycled back

to CO [Wilson and Atreya, 2004]. According to models, a minor part of CO2 con-

denses at the cold Titan’s tropopause and its deposition on the surface represents

a sink for atmospheric oxygen, which is not at equilibrium on Titan. The overall

net losses in the atmosphere for CO are due almost exclusively to CO2 condensation

and account for 1.8× 106 cm−2 s−1 [Hörst et al., 2008]. This loss rate has to be com-

pared with a total CO column of about 1.4× 1022 cm−2, corresponding to a uniform

50 ppmv CO fraction.

This small net loss of oxygen means that either CO is not in a steady state in the

atmosphere and is the remnant of a larger primordial concentration [Wong et al.,

2002], or there is some active oxygen source in Titan’s atmosphere. This 30-years-

old question has been finally addressed by Hörst et al. [2008], who proposed that the

observed CO abundance could be explained by the O+ influx from Saturn’s mag-

netosphere, measured by CAPS [Hartle et al., 2006]. Following Hörst et al. [2008],

many photochemical models assume now that CO is produced in the upper atmo-

sphere around 1000 km through the reaction of O atoms with CH3 [Krasnopolsky,

2009; Lara et al., 2014; Dobrijevic et al., 2014]:

O + CH3 → CO + H2 + H (4.2)

However, since the photochemical production and losses of CO are extremely slow

and its molecular mass is equal to that of N2, CO is efficiently diffused throughout the

atmosphere by eddy processes. Therefore, photochemical models predict a uniform

CO volume mixing ratio (VMR) profile with no significant latitudinal and seasonal

variations.

While there is now quite a good agreement on a 50 ppmv CO VMR, at least

in the lower stratosphere, some previous Earth-based measurements have led to

contradictory results. Observing the absorption of solar reflected radiation in the

4.7µm region, Noll et al. [1996] concluded that tropospheric CO VMR was about

10 ppmv. More recently, the same absorption has been re-analysed by Lellouch et al.

[2003] and López-Valverde et al. [2005], leading to a tropospheric relative abundance

of 32± 10 ppmv; in the latter a non-LTE model of CO excited states was developed
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and the result suggested a larger abundance in the stratosphere, about 60 ppmv.

Rotational transitions of CO on Titan have been observed from Earth by many

authors in the past 30 years [Muhleman et al., 1984; Gurwell and Muhleman, 1995;

Hidayat et al., 1998; Gurwell and Muhleman, 2000; Gurwell, 2004], and most of

these works agree very well with a 50 ppmv value for CO VMR. More recently,

Serigano et al. [2016] have analysed ALMA observations of CO rotational lines and

confirm the value of 49.6 ± 1.8 ppmv with a low uncertainty. These works were

mostly sensitive to the lower stratosphere, between 100 and 300 km, and assumed

a uniform CO VMR profile. Some of them, however, also attempted to derive the

vertical distribution of CO, even with a low resolution. Hidayat et al. [1998] found

a profile varying from 27 ppmv in the lower stratosphere to 5 ppmv at 300 km, while

Gurwell and Muhleman [2000], using interferometric observations of the CO 2–1

rotational line, obtained an uniform 52±2 ppmv profile as the best fit. However,

their measurements were also compatible with a CO profile ranging from 48 ppmv

in the lower stratosphere to 60 ppmv in the upper stratosphere at 300 km.

The beginning of the Cassini era has shed new light on many aspects of Titan’s

atmosphere and new analysis on CO are now available. The Composite Infrared

Spectrometer (CIRS) and the Visual and Infrared Mapping Spectrometer (VIMS)

aboard Cassini have both allowed new studies on CO. The former, by observing CO

rotational lines in the far infrared 0.1− 0.5 mm region and, the latter, by observing

IR vibrational emission bands near 4.7µm. Three results based on limb and nadir

observations by CIRS have been reported to date, with CO abundances in the lower

stratosphere of 45 ± 15 ppmv, 47 ± 8 ppmv and 55 ± 6 ppmv, respectively [Flasar

et al., 2005; De Kok et al., 2007; Teanby et al., 2010]; all assuming that the CO

VMR is constant with altitude and with a significant contribution function between

about 60 and 140 km.

The 4.7µm band of CO is situated at the longest wavelength edge of VIMS spec-

tral range, where the noise level and the background produced by the instrument’s

thermal radiation are larger. Nevertheless, to date, three works have been published

based on VIMS measurements, either on the CO extinction during solar occultations

[Bellucci et al., 2009; Maltagliati et al., 2015] or on thermal emission in the night

side [Baines et al., 2006]. They report a CO abundance in the lower stratosphere of

33± 10 ppmv (at 100± 30 km), 46± 16 ppmv (60-180 km) and 32± 15 ppmv (below

∼ 200 km), respectively.

Although most recent works do agree on a CO VMR of about 50 ppmv in the
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lower stratosphere [Gurwell and Muhleman, 2000; De Kok et al., 2007; Maltagliati

et al., 2015; Serigano et al., 2016], the observational confirmation of the predicted

well-mixed vertical profile is still awaited, because of contradictory results [Hidayat

et al., 1998; López-Valverde et al., 2005].

The aim of this work is to retrieve the vertical distribution of CO from VIMS

daytime measurements. The strong non-LTE solar pumping of the CO vibrational

levels near 4.7µm during daytime produces a strong limb radiance at these wave-

lengths that allows to retrieve CO up to high altitudes. Thus, we aim at measuring

CO in the altitude range between 200 and 500 km, where it has not been measured

yet, and hence to shed some light on the CO origin in Titan’s atmosphere.

In Section 4.2 we describe the selection and calibration of the analysed data; in

Sec. 4.4 we describe the non-LTE model for CO; in Secs. 4.5 and 4.7 we describe the

analysis method and results; and, finally, in Sec. 4.8 we draw our conclusions.

4.2 VIMS observations of CO 4.7µm emission

 0

 5e-08

 1e-07

 1.5e-07

 2e-07

 2.5e-07

 3e-07

 3.5e-07

 4e-07

 4400  4500  4600  4700  4800  4900

R
ad

ia
n

ce
 (

W
 m

-2
 n

m
-1

 s
r-1

)

Wavelength (nm)

500 km

450 km

400 km

350 km

300 km

250 km

200 km

Figure 4.1: Typical VIMS limb daytime spectra near 4.7µm. Upper panel: spectra
taken at an average SZA of 30◦ and a phase angle of 60◦ showing the variation of the
radiance with the limb tangent altitude. Lower panel: spectra taken at a tangent
height of 350 km showing the variation with SZA.

4.2.1 Data overview

In this work we analyse VIMS observations above Titan’s limb, focusing on the long

wavelength part of VIMS spectral range, from 4.2µm to 5µm. Various examples

of average spectra are shown in Fig. 4.1 where we can see that the signal depends

strongly on both the tangent altitude and the solar zenith angle (SZA) at the tangent
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point. Two main molecular emissions contribute to the spectrum: the peak at

4.55µm is clearly a signature of the Q branch of CH3D ν2 band (the 2ν6 band

contributes as well), while the emission between 4.6 and 4.9µm is mainly due to the

fundamental, first hot and isotopic bands of CO. The shape of the CO signature

changes with the tangent altitude: the hot band (centred at 4.72µm) is the main

responsible of the signal at low altitudes, whereas the fundamental band (centred at

4.67µm) dominates the spectra above 400 km. We discuss this issue in more detail

in Sec. 4.5.1. The continuum-like signal, which is due to the scattering of the solar

radiation by Titan’s aerosols, gives a non-negligible contribution at tangent altitudes

lower than 300 km, thus constituting a major complication in the data analysis.

The vibrational excited states of the CO molecule are strongly out of LTE in

Titan’s middle atmosphere during daytime. The lower panel of Fig. 4.1 shows the

average of a large set of VIMS spectra at 350± 25 km tangent altitude, for different

SZAs. At smaller SZAs the continuum due to scattering increases and, at the same

time, the intensity ratio between the CO and CH3D bands changes. The CO emission

is stronger with the sun higher above the horizon, when the solar radiation produces a

larger pumping of the excited levels. This can be better appreciated in Fig. 4.2, where

we show the mean of the band-integrated intensity from 4.6 to 4.85µm, for different

altitudes and SZAs. In that integration we corrected the continuum contribution

approximately by using a linear interpolation that depends on the SZA. Note that in

the retrieval of the CO this contribution is calculated more accurately (see Sec. 4.5).

The dependence of the residual integrated signal on SZA is due mainly to non-LTE

effects. We discuss further this issue in Sec. 4.4.

Figure 4.2: Altitude-SZA map of the integrated radiance in the CO band, corrected
for solar scattering contribution. Color scale units are in W m−2 sr−1. The strong
dependence of the radiance on the SZA confirms the non-LTE nature of the CO
emission.
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4.2.2 Data selection

Extracting information on the CO abundance from these spectra is challenging,

especially at the highest tangent altitudes, because of the low signal-to-noise (S/N)

ratio. A good data selection is therefore mandatory in order to obtain accurate

results on the CO abundance. We considered here only measurements taken along

one year between July 2006 and July 2007 (see Sec. 4.3) and selected the cubes

with an integration time of 600 ms, which represent a good compromise between the

number of measurements available, the altitude coverage and the S/N ratio.

When analysing limb measurements, the precision and stability of the instrument

pointing is crucial. In order to avoid important biases in the analysis, the pointing

error has to be considerably smaller than the pressure scale height of the atmosphere.

On Titan, the scale height in the stratosphere is about 50 km. As reported by

Brown et al. [2004], the VIMS’ pointing calibration is quite satisfactory, although

there is a wavelength-dependent misplacement between the actual and calculated

pointing. Quoting [Brown et al., 2004], “the large-scale effect present has a very

low frequency (at the scale of the entire spectral range) and likely results from

optical aberrations within the IR spectrometer”. The measured misplacement has

an average value of 0.1 pixels (0.05 mrad) in the 4–5µm region. The pointing error

in terms of tangent altitude is then, in the worst case, εH = 5D · 10−5, where D is

the distance from Titan. We found that the best compromise between the number

of measurements available, the altitude range covered and the small potential error

on pointing requires the distance of the spacecraft from Titan to be smaller than

Dmax = 1.5 × 105 km, which corresponds to a maximum 8 km uncertainty in the

pointing. This uncertainty is a constant systematic error for measurements belonging

to a single cube, but varies in a random way among different cubes, thus reducing

the overall effect on the result (see further discussion in Sec. 4.6). For the same

reasons, we also checked the effect of long integration time on the actual footprints

of VIMS pixels (motion smearing), finding it to contribute for as small as 1 km

to the tangent altitude uncertainty, significantly smaller than the assumed pointing

bias.

The last selection criterion regards the SZA. It is apparent from Figs. 4.1 and

4.2 that the signal depends strongly on SZA because the population enhancement

of the upper molecular levels is supplied essentially by sunlight (see Sec. 4.4). We

found that, for SZA greater than 70◦, the S/N ratio is very low, due to the fainter

solar illumination. Moreover, the SZA varies along the line of sight (LOS). However,
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in our forward model we assume that the SZA does not change along the LOS and

simulate the emission, for each LOS, at the SZA corresponding to the tangent point.

This approximation is very good at the smallest SZA, but becomes progressively less

accurate with larger SZAs (see Funke et al. [2009] for a discussion of this approxima-

tion in the Earth’s atmosphere). For these reasons, we decided to take into account

only measurements with SZA at the tangent point smaller than 60◦.

Table 4.1: List of VIMS cubes used in the analysis. For each cube, the table lists the
cube name, the number of spectra, the time of measurement in years, the distance
between the spacecraft and the centre of Titan (‘Dist’ in units of 105 km), the mean
phase angle (Pha), and the covered ranges in SZA (degrees) and in latitudes.

# Cube # Spectra Time Dist Pha SZA range Lat range

1 V1530497617 237 2006.50 1.48 62 30–59 74 S–32 S
2 V1530499395 170 2006.50 1.38 62 27–59 74 S–6 S
3 V1530501191 248 2006.50 1.29 62 26–59 74 S–11 S
4 V1530502987 115 2006.50 1.19 62 26–59 74 S–14 S
5 V1547346754 336 2007.04 1.29 109 20–58 25 S–36 N
6 V1547349422 215 2007.04 1.14 109 20–51 21 S–31 N
7 V1563519758 18 2007.55 1.13 60 49–60 68 S–54 S
8 V1563524168 12 2007.55 1.39 60 50–59 68 S–56 S
9 V1563525149 28 2007.55 1.45 60 40–59 68 S–42 S
10 V1563525638 52 2007.55 1.48 60 32–59 67 S–29 S
11 V1563526309 88 2007.55 1.52 60 28–47 53 S–16 S

The list of the cubes analysed in this study, along with the number of spectra

considered, the time of measurement, the distance from Titan and the phase angle,

are listed in Table 4.1. The data of each cube have been binned in latitude-SZA

boxes. We chose a 10◦ latitudinal bin where we expect almost uniform thermal

conditions and composition. The criterion for SZA binning of the measurements

considers that the length of the solar ray path inside the atmosphere, given approx-

imately by 1/ cos(SZA) for our SZAs, varies less than 10%. Data belonging to the

same latitude-SZA bin inside one VIMS cube constitute a “limb scanning sequence”,

that is, a collection of spectra at different tangent altitudes that are sounding the

same atmospheric region and are similarly illuminated. For latitude-SZA boxes with

more than 70 spectra we obtained more sequences. Out of the eleven VIMS cubes

considered, we extracted 47 limb scanning sequences (see Table 4.2), each one with

a characteristic latitude and SZA. Each limb scanning sequence collects, on average,

about 30 spectra.
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Table 4.2: Latitude/SZA boxes analysed in this work and obtained from the VIMS
cubes in Table 4.1. The number of spectra in each Lat/SZA box (#sp) and the
corresponding number of sequences (#limb) are indicated in parenthesis.

Lat. range Mean SZA (#sp, #limb)

80◦S-70◦S 57(69, 3)
70◦S-60◦S 49(53, 2), 54(118, 7)
60◦S-50◦S 44(74, 2)
50◦S-40◦S 38(114, 4), 44(54, 3)
40◦S-30◦S 30(188, 6)
30◦S-20◦S 30(159, 4)
20◦S-10◦S 30(237, 6)
10◦S-0◦S 14(52, 1)
0◦S-10◦N 14(64, 1)

10◦N-20◦N 30(123, 2)
20◦N-30◦N 38(83, 2), 44(63, 2)
30◦N-40◦N 49(18, 1), 54(14, 1)

4.2.3 Data calibration

Raw VIMS data have been calibrated geometrically, using ad hoc algorithms based

on NAIF-SPICE tools [Acton, 1996], and radiometrically, using the RC17 calibration

pipeline [McCord et al., 2004; Adriani et al., 2011] by the group at IAPS-INAF in

Rome. Both the geometrical and radiometric calibrations are crucial to this work.

The first because even a slight mis-pointing would constitute a significant bias in

the analysis (see Sec. 4.6 for further discussion). A precise radiometric calibration

is important in order to analyse a signal which is close to the noise level at altitudes

higher than 400 km.

A known problem with VIMS data is the spectral shift of the actual band centres

with respect to the nominal ones. This has been noted by various authors [Malt-

agliati et al., 2015; Sromovsky et al., 2013]. We applied here the usual recalibration

proposed by the VIMS team1. The spectral shift is estimated to be smaller than

3 nm for the period considered here.

In addition, we performed a statistical analysis on almost 30 thousand deep space

spectra and found systematically negative radiance values between 4.5 and 5µm, as

shown in Fig. 4.3. The bias is significant, being larger than the noise error bars, also

shown in the graph, and the cause lies in the overestimation of the dark/background

signal subtracted in the calibration pipeline. As reported by McCord et al. [2004],

this can be caused by the thermal contribution of the chopper to the measured

1See http://pds-atmospheres.nmsu.edu/data_and_services/atmospheres_data/

Cassini/vims.html for reference.
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Figure 4.3: Occurrences of radiance values as a function of wavelength in the deep
space spectra (color scale). Black points are the median of the data values, the red
points with error bars represent the mean and standard deviation. The offset at long
wavelengths is apparent and reaches a maximum value of −3×10−8 W m−2 nm−1 sr−1

at 5µm, which is larger than the standard deviation. The color scale indicates the
percentiles of the distribution.

signal, more important for long integration times at the longest wavelengths. Thus,

we re-calibrated all the spectra for the offset calculated on the deep space spectra,

separately for each cube. The offsets calculated for the single cubes are consistent,

well inside the error bars, with the general one shown in Fig. 4.3.

4.3 Model atmospheres

In order to retrieve the CO abundance from VIMS data, we need to know the

thermal structure of the atmosphere. Due to the moderate spectral resolution of

VIMS, this information can not be obtained from the measurements themselves. The

only reference atmosphere available before the Cassini era was the Titan engineering

model by Yelle et al. [1997], based on Voyager I data. Our knowledge of the thermal

structure of Titan’s atmosphere has been greatly improved in the last years, due to

the direct sounding made by the Huygens probe [Fulchignoni et al., 2005] and to

the measurements performed by CIRS [Achterberg et al., 2008, 2011; Vinatier et al.,

2015].

As mentioned in Sec. 4.2, we focus here on VIMS measurements taken during

about one year between July 2006 and July 2007. This period corresponds to a

fraction of 1/30 of one Titan’s year and is far enough from the transition in the



66 CHAPTER 4. TITAN: CO

general atmospheric circulation that happened close to the equinox in 2009 [Teanby

et al., 2012]. Thus, the atmospheric temperature and the solar radiation at the top

of the atmosphere can be considered constant in time and depending on latitude

and SZA only. Therefore, we averaged the available CIRS temperature/pressure

latitudinal maps along the period considered [Achterberg et al., 2011] and divided our

reference atmosphere in 10◦ latitudinal bins. Outside the polar regions, temperature

variations within 10◦ of latitude are of the order of 1 K, close to CIRS measurement

error. Latitudinal temperature gradients are larger near the Northern winter pole.

However, since no measurements at latitudes larger than 40◦N fit our selection

criteria (see Sec. 4.2.2), the 10◦ latitudinal averages can be considered adequate.

The obtained zonal reference atmospheres for years 2006-2007 has been used

both for the non-LTE calculations (Sec. 4.4) and for the simulation of the synthetic

spectra (Sec. 4.5.1). Since CIRS data only provide information on the thermal

structure up to ∼ 500 km, we extrapolated the CIRS temperature profiles with a

smoothed profile of the measurements taken by the Huygens Atmospheric Structure

Instrument (HASI) [Fulchignoni et al., 2005], which was already used in Adriani et al.

[2011] (see, e.g., Fig. 4.5). Anyway, the synthetic spectra and the data analysis are

not significantly affected by the thermal structure above 500 km. The pressure profile

was calculated assuming hydrostatic equilibrium, starting from the ground pressure

provided by CIRS [Achterberg et al., 2011] and assuming the mean molecular mass

profile measured by the GCMS instrument on the Huygens probe [Niemann et al.,

2005].

Regarding the atmospheric composition, abundances for CH4, HCN, CO2 and

C2H2 are taken from Coustenis et al. [2007] and Vinatier et al. [2015]. We as-

sumed terrestrial isotopic ratios for 13CO/12CO and C18O/C16O, as found recently

by Serigano et al. [2016] using ALMA observations.

4.4 The non-LTE modelling

The limb measurements taken by VIMS analysed in this work require an accurate

non-LTE model that include weak CO (isotopic and hot) bands which contribute

significantly to the limb radiances at stratospheric tangent heights. Actually one of

the major systematic error of the retrieved CO VMR is induced by the uncertainties

in the non-LTE model (see Sec. 4.6).

Carbon monoxide non-LTE modelling for Titan’s atmosphere has been previ-
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Figure 4.4: Diagram of the energy levels and collisional scheme considered in this
work.

ously developed by Lellouch et al. [2003] and López-Valverde et al. [2005] for the

analysis of ground-based observations of Titan’s atmosphere. Here, the CO non-LTE

populations have been calculated through the code GRANADA (see 3.3.4. Thus,

the method used here is different from the previous model and several collisional

rates (see below) have also been updated.

The setup for the calculation of the CO populations used here is very similar

to that described in Funke et al. [2007] and includes the vibrational levels v=1,

2 for C12O16 (isotopologue 1), and v=1 for C13O16 (isotopologue 2) and C12O18

(isotopologue 3) (see Fig. 4.4). The energies of the vibrational levels have been

taken from Guelachvili et al. [1983]. These CO vibrational levels are coupled with

the first vibrational level of N2 through collisional processes. All the collisional

processes considered are listed in Table 4.3 and discussed below.

The CO levels are connected by five radiative transitions: the fundamental bands

of the three isotopologues near 4.7µm and the overtone (2–0) and first hot (2–1)

bands of the main isotopologue. Spectroscopic data for the CO bands were taken

from the HITRAN 2012 database [Rothman et al., 2013].

The radiative transfer calculations include the full exchange of radiation between

all layers specified in the atmosphere (from the surface up to 1000 km) for all bands.

During daytime, CO vibrational populations are largely controlled by absorption

of solar radiation at 4.7 and 2.4µm. Thus, solar incoming fluxes at the top of the

atmosphere were included, taking into account modulations due to variations of the

Sun-Titan distance. The solar background radiance is expressed as a blackbody with
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an effective temperature Te=5450 + 0.25 · (ν̃ − 2000), being ν̃ wavenumber in cm−1.

This parametrization agrees with other typical parameterizations within 1% [Jurado-

Navarro et al., 2015] and hence we expect similar errors in the calculated non-LTE

populations. Solar CO Fraunhofer lines reduce significantly the solar incoming radia-

tion at the CO ro-vibrational line positions [Hase et al., 2006]. Typically, calculated

reduction factors of the solar flux are around 0.72-0.73 for the 12C16O(v → v–1)

bands, and 0.95 for the overtone band at 2.4µm and the fundamental bands of the

minor isotopologues. The absorption of solar radiation by CH4 bands that overlap

the CO bands near 2.4µm were also included. This produces a large depletion on

the population of CO(2) (1-4 K in its vibrational temperature in the 300-100 km

region), with an important effect on the retrieval of CO performed here. The CH4

spectroscopic data used are described in Garćıa-Comas et al. [2011]. A line-by-line

calculation of the upwelling tropospheric flux given by the temperature of the lower

boundary (Titan’s surface) were included for all bands. Radiative transfer calcula-

tions for all transitions were performed with the line-by-line approach by using the

Karlsruhe Optimized and Precise Radiative Transfer Algorithm [Funke et al., 2012;

Stiller et al., 2002].

Table 4.3: Collisional processes included in the CO non-LTE model.

No. Process Rate (cm3s−1)

1a kvv,1a: COi(1) + N2 
 COi + N2(1); i=1 5.47×10−15×
×exp(3.82A− 5.47B)†

1b kvv,1b: COi(2) + N2 
 COi(1) + N2(1); i=1 kvv,1a/2
1c kvv,1c: COi(1)+ N2 
 COi + N2(1); i=2, 3 kvv,1a/4
2 kvt,CH4 : COi(v)+CH4 → COi(v-1)+CH4; i=1-3 4.0×10−15

3 kvt,N2−N2 : N2(1) + N2 → N2 + N2 1.0×10−22

4 kvt,N2−CH4 : N2(1) + CH4 → N2 + CH4 1.6×10−15

5 kvv,5: CH4(V
3.3) + N2 → CH4(v

′)‡ + N2(1) 1.2×10−15

6 kvv,6: CH4(V
2.3) + N2 → CH4(v

′)‡ + N2(1) 1.8×10−15, 10−13

7 kvv,7: CH4(V
1.7) + N2 → CH4(v

′)‡ + N2(1) 2.4×10−15, 10−13

?i run from 1 to 3 for the isotopologues C12O16, C13O16 and C12O18. v takes values of
1 and 2 for isotopologue 1, and 1 for isotopologues 2 and 3. †A = (T − 300) × 10−3.
B = (T − 300)2× 10−5. T is temperature in K. ‡ v′ is any lower energy level, including
the ground state.

4.4.1 Collisional processes

Regarding the collisional processes (see Table 4.3), we have considered the vibrational-

vibrational (V–V) (processes 1) collisions between COi(v) and N2. This is one of the
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most important collisional parameters controlling the population of the CO levels,

as it rules the V–V energy transfer of the solar-pumped COi(1,2) levels to N2(1)

which is subsequently thermalized in collisions mainly with CH4 (process 4) and, to

a lesser extent, with N2 itself (process 3). López-Valverde et al. [2005] also included

a direct (vibrational to thermal, V-T) thermalization of CO(v) in collision with N2

but with a rate coefficient 1000 times smaller than for the V–V process. The rate

coefficient of this process is very uncertain and the laboratory measurements have

not been able to decipher if the after-collision N2 is excited or not. The inclusion

of that V-T process in our scheme with such a small rate has a negligible effect on

the populations of N2(1) and CO(v). The reason is that the thermal relaxation of

N2(1) in our scheme is much stronger than in López-Valverde et al. [2005]. Two

are the major causes. First, we have included the N2(1) relaxation with N2 itself

with a value of 1.0×10−22 cm3s−1 at 170 K [Shin, 1981], which is about a factor of

1000 larger than that used by López-Valverde et al. [2005]. Secondly, they did not

include the thermalization of N2(1) by CH4 which is considered here (process 4)

with the rate measured by Gregory et al. [1983] (1.6×10−15 cm3s−1 at 170 K, Titan’s

typical stratospheric temperature). With this value, and given the Titan N2 and

CH4 abundances, it is clear that this process is much more efficient than collisions

with N2 to relax N2(1). Actually this is the major thermalization process of N2(1)

and, indirectly, of the CO(v) levels.

Processes 1 also have important effects on coupling of populations of the COi(1)

levels of the three isotopologues between 200 and 400 km. N2(1) acts as a reser-

voir in redistributing the energy between them with the result of decreasing the

vibrational temperature of CO(1) of the main isotopologue (i=1), with a maximum

change of about 5 K, and increasing those of the minor isotopologues in about 10 K

and 5 K for isotopologues i=2 and 3, respectively. The rate for the V-V exchange

between COi=1(1) and N2(1), kvv,1a, is taken from the measurements of Allen and

Simpson [1980]. These authors also measured the rate coefficient between CO(1)

and other minor N2 isotopologues (14N15N and 15N2) finding important changes in

the collisional rates. These differences were explained on the basis of their different

energy mismatches. That is, the smaller the energy mismatch, the larger the rate.

Although those processes are not the same as processes kvv,1c, the molecules involved

are the same and, in absence of specific measurements of kvv,1c, we estimate these

rates from Allen and Simpson [1980] measurements for the isotopic N2 rates and

assuming that the transition probability (in log scale) is proportional to the energy
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mismatch. This resulted in a kvv,1c value of ≈4 times smaller than kvv,1a. The same

procedure was used for deriving the rate of process kvv,1b, which has a energy mis-

match of 214.2 cm−1 versus 187.73 cm−1 of process kvv,1a, resulting is a value ≈2

times smaller. This factor of 2 has important consequences on the population of

CO(2) below around 300 km (see Fig. 4.6) and on the derivation of the CO VMR,

since most of the measured radiance below that altitude at 4.7 µm comes from the

CO first hot band emission (see Fig. 4.9).

The direct relaxation of CO(v) levels with CH4 has been included with the rate

reported by Gregory et al. [1983] for the most abundant CO isotopologue. A similar

rate was found before by Stephenson and Mosburg Jr [1974]. In absence of mea-

surements for the v=2 level and for the minor isotopologues, the same rate has been

used for these levels. Thermal relaxation of CO(v) in collisions with H2 has been

found to be negligible in comparison with the direct-CH4 and indirect through N2(1)

de-activations (see also López-Valverde et al. [2005]). Also, the V–V collisional de-

activation of CO(2) by CO itself is about 200 times smaller than in collisions with

N2 and therefore it was neglected.

We have also explored new potential excitation mechanisms that could lead to

significantly different CO(v) non-LTE populations. One possible mechanism is the

V-V energy transfer from the highly excited levels of the very abundant CH4. Thus,

we have tested processes 5, 6 and 7 in Table 4.3 from the very excited CH4 levels

near 3.3, 2.3 and 1.7µm [Garćıa-Comas et al., 2011]. The problem is the lack of

knowledge of these V–V transfer rates. Garćıa-Comas et al. [2011] included these

processes as a V–T relaxation of CH4 levels (i.e., regardless the after-collision N2

resulted vibrationally excited or not), assuming small energy jumps, v4 or v2 quanta,

and with a value of 3.7×10−16 cm3s−1 at 170 K taken from Siddles et al. [1994].

Boursier et al. [2003] has studied in detail the relaxation of CH4 levels by N2, but

only considered relaxation of v4 and v2 quanta. By the way, they reported a value

of 1.2×10−15 cm3s−1 at 193 K, which is significantly larger than the rate of Siddles

et al. [1994]. In the absence of measured or estimated rates in which N2 results

excited, we have estimated the possible range of values. Boursier (priv. comm.,

2015) suggested that possibly about half of the energy of CH4 levels in the process

CH4(v2,v4) + N2 → CH4 + N2(1) goes into N2(1). Under this assumption, and

considering also the harmonic oscillator approach, a plausible rate for process 5

could be 1.2×10−15 cm3s−1, and 1.8×10−15 and 2.4×10−15 cm3s−1 for processes 6

and 7, respectively. Maximum values of these rates based on this hypothesis would
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be twice as large, i.e., if assuming that all the energy of the CH4 excited states is

transferred to N2(1). The inclusion of these processes with the estimated values

produces a significant change in the population of N2(1) above ∼450 km but it has

no effect on the population of the CO levels (maximum change of –0.2 K in the

vibrational temperature of CO(1) at ∼300 km). The non-LTE populations of the

CH4 levels used here were computed with the non-LTE model described by Garćıa-

Comas et al. [2011] for the conditions analysed here (see below). If assuming the

maximum rates, the change is of –0.5 K in the CO(1) at ∼300 km. Note that the

change is to decrease instead of increasing the CO(1) Tv because the CH4(V
3.3) levels

are essentially in LTE below 400 km (see Fig. 3 in Garćıa-Comas et al. [2011]). The

CH4(V
2.3) and CH4(V

1.7) levels are significantly overpopulated with respect to LTE

but the V–V collisional exchange of N2(1) with these levels, using those rates, is

much smaller than with CH4(V
3.3). Thus, these processes have not been included

in the nominal retrievals of CO VMR.

4.4.2 Vibrational temperatures of CO energy levels

The non-LTE population of a level v with energy Ev is usually described in terms

of its vibrational temperature:

Tv = −Ev/
[
k ln[(nvg0)/(n0gv)]

]
, (4.3)

where nv and n0 are the number density of level v and of the ground vibrational

state, and gv and g0 their respective degeneracies.

Examples of the vibrational temperatures for the CO energy levels for the kinetic

temperature profile near the equator (10◦S-0◦, see Table 4.2) and the collisional rates

listed in Table 4.3 (except as noted) are given in Figs. 4.5 and 4.6. A constant

CO VMR of 50 ppmv was used for the results presented in this section. Note,

however, that they were consistently re-calculated for the retrieved CO abundances

(see Sec. 4.7). The figures show the very enhanced population of the v=1 level of

the three CO isotopologues due to absorption of solar radiation in their respective

fundamental bands. The population of the CO(1) major isotopologue is significantly

affected by collisions with N2 below around 500 km. Those of the minor isotopologues

are also affected but at lower altitudes because of the relative less importance of

collisions versus radiative processes. The CO(2) level is much more excited because

of the absorption of solar radiation in the overtone 2-0 band near 2.35µm. The

photo-absorption coefficient in this band starts being depleted around 400 km and
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Figure 4.5: Vibrational temperatures for the CO(1) (top) and CO(2) (bottom) en-
ergy levels for the kinetic temperature profile (Tk) of 10◦S-0◦S and several SZAs.
The right panels show the differences with respect to the Tv for SZA=14◦. The
nominal collisional rates in Table 4.3 have been used.

hence the population of CO(2) decreases. As noted above, the absorption of solar

radiation in the bands of CH4 overlapped to that of CO(2-0) near 2.4µm produces

a significant depletion in the Tv of CO(2) below ∼300 km.

As shown in Fig. 4.2, the limb emission in the CO 4.7µm band depends strongly

on SZA. The reason is that the emitting CO(v) levels are mainly pumped by absorp-

tion of solar radiation. Fig. 4.5 shows the variation of the vibrational temperature

of the CO(1) and CO(2) levels with SZA for the temperature profile mentioned

above. As we can see, for CO(1) the change is large above around 350 km and

more pronounced at high SZAs. For the CO(2) level, on the contrary, the effects

are larger below that altitude. It is also noticeable that in nighttime conditions

(SZA=140◦) the population of both levels are much smaller, even smaller than the

kinetic temperature.

Concerning systematic errors in the non-LTE model, the major inaccuracies are

expected to be introduced by uncertainties in the rates of processes 1, particularly

1b. We made a sensitivity test changing the expected value of kvv,1a by ±20% and

of kvv,1b,c by ±50%. The results show (see Fig. 4.6) that this variation leads to

peak changes in the population of CO(1) of about 1 K near 350 km. A larger rate

couples CO(1) with N2(1) more efficiently producing a stronger thermalization and

hence leading to a decrease of the Tv of CO(1). The largest effects in the minor

isotopologues and in the CO(2) levels take place at lower altitudes, where collisions

with these levels become important and they are still in non-LTE. The change at

200 km is about 1.5 K for the isotopologues and 1.2 K for CO(2). As expected, the

change in the population of N2(1) is of opposite sign to those in the CO levels and

takes place only in the region where it is not thermalized.



4.4. THE NON-LTE MODELLING 73

                         

150 160 170 180 190 200
Vibrational temperature [K]

100

200

300

400

500

600

700

800

A
lt
it
u

d
e

 [
km

]

Tk

CO(1)
CO(2)
13CO(1)
C18O(1)
N2(1)

Nom

kvv,1,a*1.2, kvv,1,b,c*1.5

-3 -2 -1 0 1
VT difference [K]

 

 

 

 

 

 

 

 

Figure 4.6: The effects of increasing the rate coefficient of processes 1a in Table 4.3
by 20% and of processed 1b and 1c by 50% on the vibrational temperatures of the
CO and N2(1) energy levels. The profiles with the unperturbed rates of Table 4.3
are also shown for comparison (dotted lines). The right panel shows the differences.

We have also estimated the uncertainties of the collisional rates of processes 2,

3 and 4 on the populations of CO(v). Of these processes, process 4 is the most

important. We have changed the rate of kvt,N2−CH4 in Table 4.3 by 50% and found

changes (not shown) smaller than 0.1 K in the Tv of CO(1) and negligible in the Tv

of CO(2). The Tv of N2(1) changes by 3-4 K near 500 km but, in the region where

it is coupled with CO(v), below 500 km, N2(1) is completely thermalized already.

Thermal relaxation of N2(1) with N2 itself is of much less importance than with CH4

and hence does not introduce any significant error. We have also tested the thermal

relaxation of CO(v) with CH4 (process 2) by changing the rate coefficient by 50%

and found maximum changes (not shown) of only 0.15 K in both the Tv of CO(1)

near 350-400 km and of CO(2) near 200 km.

The CO(1) populations depend very much on the kinetic temperature profiles

below about 450-500 km. We have also estimated the errors produced on the CO non-

LTE populations by the uncertainty in the kinetic temperature. The errors of the

CIRS temperatures are estimated in 1-2 K [Achterberg et al., 2008]. We show here

the results when increasing the temperature profile by 1 K at all altitudes. Pressure

has been artificially kept fixed in order to evaluate the potential error produced by

the temperature alone. The results on the CO Tv’s are shown in Fig. 4.7 for the

selected case of 10◦S-0◦S and SZA=14◦. We see significant differences. As expected

the differences are small at very high altitudes, where the CO(1) populations are

decoupled from Tk, and nearly follow the 1 K enhancement in the lower regions,

where they are thermalized. The CO(2) Tv remains practically unchanged in the

full atmosphere. The effects of these changes on the retrieved CO abundance are

discussed in Sec. 4.6.
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Figure 4.7: The effects of perturbing the kinetic temperature by 1 K on the vibra-
tional temperatures of CO and N2(1) energy levels. Temperature was increased by
1 K in the whole altitude range. The nominal profiles are also shown (dotted lines).
The right panel shows the differences.

4.5 Forward model and retrieval method

4.5.1 Forward model

The atmospheric emission measured by VIMS has been simulated with the code

GBB, described in Section 1.4. Given that Titan is almost perfectly spherical [Zebker

et al., 2009] and we are sounding the rarefied upper atmosphere, we assume the

satellite as a sphere and neglect refraction. Depending on the latitude and SZA of

the limb scanning sequence (see Table 4.2), the appropriate reference atmosphere and

the corresponding non-LTE populations are used (see Secs. 4.3 and 4.4). The model

atmosphere is discretized in 80 vertical layers. As in Garćıa-Comas et al. [2011] and

Adriani et al. [2011], the atmosphere is assumed horizontally homogeneous and all

atmospheric quantities refer to the geolocation of the tangent points.

The gases included in the simulations are CO, 13CO, C18O, CH4, CH3D, HCN,

CO2 and C2H2. For all these gases, spectroscopic data are taken from the HITRAN

2012 compilation [Rothman et al., 2013]. In order to properly model the narrow

line shape at the low pressures of Titan’s upper atmosphere, the spectra have been

simulated on a wavenumber grid of 0.0005 cm−1.

Since the analysed observations refer to daytime measurements in an altitude

region where solar scattering is not negligible, the GBB code used in Adriani et al.

[2011] has been improved to include the treatment of the single scattering of the

solar radiation. As already discussed in Sec. 4.2.1, the scattering continuum sig-

nal produced by aerosols is comparable to the molecular emission. A quantitative

analysis of the aerosols concentration is outside the purposes of this work. Here we

are only interested in the accurate simulation of their contribution in order to avoid
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Figure 4.8: Simulated spectra at different tangent altitudes (blue, solid) compared
with average VIMS spectra (black points) for the ‘limb scanning sequence’ of lat-
itude band 10◦ S–0◦ S and SZA of 14◦(see Table 4.2). The other curves show the
contribution of solar scattering (brown, dash-dotted), CO(2→1) band (dark green,
solid), CO(1→0) band (purple, dotted), 13CO (red, dash-dotted), C16O (light green,
dotted) and CH3D (yellow, solid). Note the different radiance scale in the upper and
lower rows of panels. The lower panels show the residuals (red dots) in comparison
with the measurement error at different wavelengths (grey shaded area).
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Figure 4.9: Contribution of the different CO bands to the retrieval at different
altitudes. Each curve shows the derivative of the total band intensity with respect to
the CO VMR at different altitudes, normalized to the sum of the four contributions.

systematic errors in the retrieved CO. Assuming the extinction coefficient and single

scattering albedo of Lavvas et al. [2010], the single scattering approximation is suf-

ficient to reproduce the measured spectra, since the aerosol optical depth is always

smaller than about 0.07. However, the vertical profile of the scattering extinction

of Lavvas et al. [2010] does not have any latitudinal, seasonal or temporal variabil-

ity. Therefore, in the inversion we keep fixed the spectral response of the aerosols

at each altitude as in Lavvas et al. [2010] but fit an altitude-dependent extinction

coefficient. The thermal emission and absorption by the aerosols are neglected. For

each altitude level, the solar radiation is properly calculated, taking into account the

molecular absorption and the aerosol scattering of the layers above and including

the SZA dependency.

Figure 4.8 shows the contributions of the different bands of CO as well as the

other components for the average spectra corresponding to the latitude band 10◦ S–

0◦ S and SZA of 14◦(see Table 4.2). Spectra have been averaged in seven 50 km wide

altitude bins and the simulated radiances are the results of the retrieval done on

these average spectra. The total simulated radiance is shown by the blue solid line

and the VIMS measurements by the black dots with error bars.

The CO spectral signature is composed by the superimposition of four bands:

the main isotopologue fundamental (1-0) and hot (2-1) bands, and the two minor
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isotopic fundamental bands. As we noted in Sec. 4.2.1, the shape of the overall CO

contribution changes with altitude because of the change in the relative importance

of the different bands. Fig. 4.9 indicates how much each band contributes to the

retrieval. Each curve shows the derivative of the total band intensity with respect to

the CO VMR at different altitudes, normalized to the sum of the four contributions.

The (2-1) hot band is optically thin at practically all the tangent heights shown.

This feature, together with its high excitation (see Fig. 4.5), makes it dominate in

the retrieval at altitudes below around 450 km. The fundamental band of the main

isotopologue is optically thick at tangent heights below around 400-450 km and its

vibrational temperature starts declining there (see Fig. 4.5), hence its contribution

to the retrieval is smaller than that of the first hot band. We also see that the minor

isotopic fundamental bands contribute significantly at tangent heights above around

350 km, due to their optically thin regime.

Figure 4.8 also shows the contributions of CH3D and of the other constituents.

As we can see CH3D has a significant contribution at all tangent heights but the

radiance of the rest of the molecules is negligible. The CH3D emission is superim-

posed to the R branch of the fundamental and hot CO bands. Thus, an accurate

simulation of this emission is very important for the retrieval of CO. We expect the

CH3D(ν2) level to be in non-LTE in day-side conditions and, to a first order, to

have a vibrational temperature similar to that of CO(1) given their similar ener-

gies. Lacking of a detailed non-LTE model for CH3D(ν2), we tested the approach

of assigning to CH3D(ν2) the CO(1) vibrational temperature and retrieve an ‘equiv-

alent’ CH3D abundance from the measured spectra. We found, however, that this

approach introduces a bias in the retrieved CO due to large uncertainties in the

retrieved CH3D. Hence, we decided to mask out the spectral region where CH3D

contributes significantly, between 4450 and 4720 nm. The remaining region, corre-

sponding to the P branch of CO bands, still contains enough information to retrieve

CO. In the retrieval we kept the CH3D abundance fixed at terrestrial isotopic ratio

and assumed the vibrational temperature of CH3D(ν2) equal to that of CO(1). The

bias produced by this assumption was quantified and found to be almost negligible,

as explained in Sec. 4.6.

Between 4450 and 4530 nm we also find a significant and systematic mismatch

between the simulated and measured spectra (see the upper left panel of Fig. 4.8).

This coincides with previous analysis of VIMS measurements in this spectral region

that suggest that some emission/absorption at 4.5µm is missing [Baines et al., 2006;
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Maltagliati et al., 2015]. However, we masked out this spectral region in the retrieval

of CO abundance.

4.5.2 Retrieval method

The GBB forward model is coupled to a retrieval module performing optimal estima-

tion of atmospheric quantities through a bayesian approach. The retrieval procedure

minimizes the cost function (χ2) through the Levenberg-Marquardt iterative proce-

dure (see Section 2.3).

The state vector x used for these inversions has 14 elements and consists of the

vertical profiles of the CO abundance and the aerosol extinction coefficient. Each

vertical profile is discretized with a piecewise linear curve on a vertical grid from

200 to 500 km, at 50 km steps (7 nodes).

We choose for the a priori of CO a uniform 50 ppmv profile, as suggested in

the works by Gurwell and Muhleman [2000], De Kok et al. [2007] and Maltagliati

et al. [2015], with a diagonal a priori CM matrix corresponding to a 70% error on

the a priori. The a priori for the aerosol extinction coefficient is taken from the

model of Lavvas et al. [2010], with a 90% relative error. The inversion procedure

is iterated for each limb scanning sequence until the relative variation of the cost

function between two iterations is less than 1%.

4.6 Systematic errors

The analysis of the VIMS data presented here is based on several assumptions that

may introduce systematic errors.

The potential sources of errors analysed are the following: a) VIMS pointing error

(PE); b) VIMS wavelength calibration (WS); c) a priori profiles for CO (ApCO)

and aerosol (ApAer); d) temperature profile (Tk); e) collisional rates used in the

non-LTE model (Kvv); f) CH3D non-LTE (CH3D) and g) error of the non-LTE

populations of CO -mainly CO(2)- due to the uncertainty in the CO abundance at

high altitudes (COab). For a), b) and c) the systematic error has been estimated by

perturbing the inquired parameter and performing a test retrieval on the averaged

spectra of Fig. 4.8. The difference between the nominal and the perturbed retrievals

gives an estimate of the error produced by that parameter. For the other potential

error sources, an inversion of the full dataset with the perturbed parameter has been

performed instead. Each systematic error source is described below and the results
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are summarized in Figure 4.10. Note that, by definition, we do not know the sign

of the model parameter errors, therefore also the sign of the resulting profile error is

unknown and it is a common convention to take it positive (see e.g.: http://eodg.

atm.ox.ac.uk/MIPAS/err/). Since the various error components are statistically

independent from each other, we sum them quadratically to get an estimate of the

total systematic error.
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Figure 4.10: Summary of the estimated systematic errors on the retrieved CO VMR
expressed in ppmv. The abbreviations are: PE = pointing error, ±8 km; WS =
wavelength shift, ±2 nm; ApCO = CO a priori, ±15 ppmv; ApAer = aerosol a
priori, ±90%; Tk = kinetic temperature, ±1 K; Kvv = kvv1,a ±20%, kvv1b,c ±50%
(see Table 4.3); CH3D = effect of CH3D non-LTE (see text); COab = error of the
non-LTE populations of CO due to the uncertainty in the CO abundance at high
altitudes of ±5 ppmv. The Total error is the quadratic sum of all errors.

We made test retrievals with a PE of ±8 km and with a WS of ±2 nm (see Fig.

4.10). For PE, the actual bias produced on a single retrieval is actually reduced

when considering the full dataset. In fact, the bias of the pointing is expected to

be uniform inside one VIMS cube, apart from a gradual variation with latitude.

However, the pointing biases of different VIMS cubes are completely uncorrelated

and thus we divided the single-cube bias by
√
ncub − 1.

The results of the tests performed by varying the a priori profile of CO (ApCO)

by ±15 ppmv and of the aerosol by ±90% (ApAer) are shown in Fig. 4.10. As

expected, the bias produced by the a priori is larger when there is less information

in the data, i.e. at the highest altitudes.

The error on the temperature profile (see Sec. 4.3) is of the order of 1 K [Achter-

berg et al., 2011]. The error is considered to be the same when averaging over time

and latitude. We performed a test assuming a 1 K variation in the whole temper-

ature profile (Tk), keeping fixed the pressure profile; the change in the vibrational
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temperature is described in Sec. 4.4. The induced temperature error is larger in the

lower atmosphere, where the vibrational levels are in LTE.

As discussed in Sec. 4.4, the vibrational temperatures of the levels considered here

are quite sensitive to the kvv,1a,b,c rates that couple the excited levels of CO with N2.

We estimated the induced error of these rates (Kvv) by assuming an uncertainty

of ±20% for kvv,1a and of ±50% for kvv,1b,c, which we considered as realistic (see

Sec. 4.4). As we can see in Fig. 4.10, the error introduced by this parameter is very

important both at the upper altitudes, because it affects to the population of CO(1),

and at the lowest altitudes where it largely influences the population of CO(2). At

200 km this represents by far the largest error source.

Another systematic error considered is the effect of CH3D being in non-LTE

(CH3D). As explained in Sec. 4.5.1, we expect the CH3D(ν2) level to be in non-LTE

above around 300 km, with a vibrational temperature similar to that of the CO(1)

level, which we assumed in the nominal inversion. We repeated the inversion with

CH3D in LTE and conservatively estimated the error produced on CO VMR as being

half of the difference between the nominal and LTE inversions. As shown in Fig.

4.10, this error is quite small at all altitudes, because most of the CH3D emission is

outside the retrieval spectral range.

The last error considered is the effect of the uncertainty in the CO abundance

itself at high altitudes on the non-LTE populations of CO, mainly CO(2) (COab). A

larger abundance makes the solar radiation to be absorbed higher in the atmosphere,

lowering the vibrational temperatures in the lower atmosphere, especially that of the

CO(2) level. For the nominal inversion a CO abundance of 60 ppmv has been used

in the calculations of the non-LTE populations, which is consistent with the result

we obtain at the highest altitudes (see Sec. 4.7). To estimate the error produced, we

performed the full set of retrievals using the non-LTE populations calculated with a

CO profile perturbed with the estimated error found here of 5 ppmv, i.e. 55 ppmv.

As shown in Fig. 4.10 this error is quite important below about 300 km.

4.7 Results and discussion

We performed the simultaneous inversion of the CO abundance and of the aerosol

extinction coefficient profiles for each of the 47 limb scanning sequences obtained

in Sec. 4.2.2 (see Table 4.2). The reduced χ2 for the full set of simulated spectra

is 1.04, which proves the good fit of the measured spectra. To test whether the
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measurements contain enough information to retrieve 7 altitude points of the VMR

profile, we calculated the averaging kernels for each sequence [Rodgers et al., 2000],

and we used them to compute the Degrees Of Freedom (DOF) of the retrieval.

On average the DOF is 5.6. A value of 0 would mean that we are getting all

information from the a priori. A value of 7, the number of altitude layers, would

mean that we are extracting all information from the measurements, regardless of

the a priori. A value of 5.6 is very satisfactory, meaning that we are obtaining most

of the information from the measurements and that the 7-nodes retrieved profiles

are only slightly dependent on the a-priori.

Table 4.4: Summary of the results shown in Fig. 4.11. Mean, standard error (StE),
systematic error (Sys) and standard deviation (StD) for the full set of CO VMR
retrievals and the average single retrieval noise error (Nerr1) at all altitudes are
listed. All values are given in ppmv.

Alt (km) Mean StE Sys StD Nerr1

200 58.1 1.1 12.6 7.5 4.4
250 52.6 1.0 4.9 6.8 4.9
300 60.5 1.6 3.3 11 6.2
350 59.7 2.2 2.2 15 9.4
400 64.4 2.9 3.4 20 14
450 53.9 3.2 4.1 22 19
500 65.2 2.4 5.0 16 17

The mean of the 47 retrieved CO profiles is shown in Fig. 4.11. We also show the

standard error (in red) and the total systematic error (in blue), obtained from the

quadratic sum of the individual systematic errors (see Sec. 4.6). The results are also

listed in Table 4.4, together with the standard deviation of the 47 retrieved profiles

and the average single retrieval noise error. As stated in Table 4.4, the standard

deviation (StD) and the noise error of a single retrieval (Nerr1) are comparable at

all altitudes and are large at the highest altitudes because of the small S/N ratio.

The mean profile takes values from about 53 ppmv at 250 km to 65 ppmv at

500 km. The VMR at 200 km (58 ppmv) is slightly larger than that found by Mal-

tagliati et al. [2015] in the lower stratosphere from VIMS solar occultation mea-

surements but the two results lay within the respective error bars. Our result is

however significantly larger than the other results obtained with VIMS in the lower

stratosphere [Baines et al., 2006; Bellucci et al., 2009].

Comparing our result at 200 km with CIRS results in the lower stratosphere

around 100 km, we find it to be very close to Teanby et al. [2010], well inside the

error bars, and slightly larger than Flasar et al. [2005] and De Kok et al. [2007].
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Figure 4.11: Average CO VMR profile obtained in this work (violet line and circles)
with standard error (red) and systematic error (blue) (top panel). Results from
already published works are also reported for comparison, labels refer to Se16 =
Serigano et al. [2016], LV05 = Flasar et al. [2005], Gu00 = Gurwell and Muhleman
[2000], Ma15 = Maltagliati et al. [2015], Be09 = Bellucci et al. [2009], Ba06 = Baines
et al. [2006], Te10 = Teanby et al. [2010], DK07 = De Kok et al. [2007], Fl05 =
Flasar et al. [2005]. Apart from LV05, which is plotted in the top panel, all other
points are shown in the bottom panel for ease of viewing and the altitude region
they refer to is indicated in the labels.

Finally, we compare our VMR profile with some results of CO abundance on

Titan obtained from ground-based observations. The mean abundance recently re-

trieved with ALMA by Serigano et al. [2016] is at our 1σ level. López-Valverde et al.

[2005] found that a CO VMR of 60 ppmv in the stratosphere represented the best

fit to their observations, which is well compatible with our VMR profile; the result

is shown in the upper panel of Fig. 4.11. One lesson learned from the present NLTE

modelling is that the CO(1) vibrational temperatures of López-Valverde et al. [2005]

might be overestimated below about 350 km, but their CO(2) populations match

very well with our results in the whole stratosphere and above. The hot band contri-

bution to their ground-based observations originates in the 150-350 km region and

seemed to require a VMR of 60 ppmv for a good fit. According to our calculations,
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such conclusion about the CO first hot band should be valid. The nominal result

by Gurwell and Muhleman [2000] is compatible with ours; moreover they indicate

that a CO abundance of 60 ppmv in the stratosphere fits their measurements better,

which is still closer to what we obtain. Instead, the result found by Hidayat et al.

[1998] who claimed a lower abundance of 5 ppmv in the upper stratosphere at 300 km

is much lower than our result (not shown in Fig. 4.11).

The main motivation of this work is to retrieve the CO VMR profile between

200 and 500 km, where previous studies did not have enough vertical resolution to

assess whether it shows significant vertical variations. Our results are not fully con-

clusive either. On one hand, considering the estimated systematic and noise errors,

we do not observe any significant vertical gradient. This conclusion is in line with

the photochemical models prediction (see Sec. 4.1) of a well-mixed vertical profile

of CO in Titan’s atmosphere. However, if comparing our measurements, with a

mean value of 60 ppmv at 400-500 km, with the ground-based mm measurements

[Serigano et al., 2016; Gurwell and Muhleman, 2000], which are mainly sounding

the 100-300 km region and obtain a value of 50±2 ppmv, we could then infer a slight

gradient in the CO profile. A similar gradient was suggested by Gurwell and Muh-

leman [2000], although the accuracy of their measurements too was not enough to

confirm the gradient. New generation of ALMA observations could possibly rule

out this ambiguity. If confirmed, this unexpected behaviour of the CO molecule

in Titan’s atmosphere could not be explained by the current generation of photo-

chemical models. This would rather mean that a still unknown chemical pathway of

CO destruction in the lower middle atmosphere is at work. Indeed, an enhanced O

influx at the top of the atmosphere [Hörst et al., 2008] would suffice to produce a CO

VMR larger than 50 ppm, but a gradient in the profile of about 0.05 ppm/km in the

middle atmosphere could only be explained by a new loss process with maximum

efficiency around 300-400 km.

4.8 Conclusion

In this work we analyse a set of day-side VIMS limb measurements around 4.7µm

acquired during 2006 and 2007. The dataset consists of 47 limb scanning sequences

with tangent altitudes ranging from 200 km to 500 km taken at different latitudes

and SZAs. The data studied are extracted from 11 VIMS cubes in the mentioned

period.
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The atmospheric emission in this spectral region comes mainly from the funda-

mental and first hot bands of CO, which are in strong non-LTE conditions during

day-time. Non-LTE populations were calculated with the Generic RAdiative traNs-

fer AnD non-LTE population Algorithm (GRANADA) [Funke et al., 2012]. We

included in the model the first and second excited levels of the main isotopologue

and the first excited levels of 13CO and C18O. The main processes controlling the

population of the levels are: the solar pumping in the fundamental bands of the

three isotopologues and in the overtone and first hot for the main isotopologue; the

collisional energy transfer to N2 and, to a lesser extent, to CH4. We found the col-

lisional V-V coupling between CO and N2 to be crucial in determining the excited

populations. Lacking experimental values for the rate constant of the V-V processes

CO(2) + N2 
 CO(1) + N2(1), 13CO(1) + N2 
 13CO + N2(1) and C16O(1) +

N2 
 C16O + N2(1), we propose, based on the measurements of Allen and Simp-

son [1980], a quasi-resonant approach to determine these rates using the energy gap

between the levels considered.

The non-LTE calculations show that the CO(2) level is strongly pumped by solar

radiation in the whole Titan’s atmosphere, with a vibrational temperature close to

290 K above around 400 km, which decreases below due to absorption of radiation

in the overtone band at 2.3µm and to energy exchange with N2. The population of

this level is significantly modulated by SZA below around 400 km. The first excited

level of the main isotopologue shows a peak excitation at about 500 km, which

depends strongly on SZA, due to solar pumping and radiative exchange with the

lower layers. Its vibrational temperature then relaxes to the kinetic temperature at

about 300 km. The first level of the two minor isotopologues shows a nearly constant

excitation above 300 km and slowly relax to the kinetic temperature below. Given

the significant errors introduced by the vibrational-vibrational collisional exchange

between CO(2) and N2, laboratory measurements of this collisional rate would be

of very high interest.

The results of the non-LTE calculations were used for the simulation of the

observed radiance in the 4.7µm region of VIMS spectra with the Geofit Broad Band

(GBB) line-by-line radiative transfer and retrieval code, already used in Adriani

et al. [2011], modified to model the scattered solar radiation. Using the VIMS

measurements in the spectral region of the P branch of CO, we retrieved CO VMR

between 200 and 500 km for a set of 47 limb scanning sequences. These represent the

first measurement of the CO VMR profile in the upper stratosphere and mesosphere
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of Titan. A comparison of our retrieved VMR at 200 km with previous results focused

on the lower stratosphere [Maltagliati et al., 2015; Teanby et al., 2010] shows that

it is slightly larger but lays within their error bars.

We tried to assess whether the CO profile is uniform with altitude or not. As-

suming we have not overestimated the errors, we cannot unambiguously assert that

CO has a vertical gradient. In that sense, our CO profile is consistent with current

photochemical models prediction [Wong et al., 2002; Wilson and Atreya, 2004; Hörst

et al., 2008] of a well-mixed vertical profile of CO with an abundance between 55 and

60 ppmv. However, a slight increase of the CO VMR from 50 ppmv at 200-250 km

to 60 ppmv at 500 km, -right at the uncertainty level- can be appreciated in our

results, with a mean gradient of about 0.05 ppm/km in the middle atmosphere. The

combination of this with the well established value of 50±2 ppmv at 100-300 km

measured by mm ground observation, makes that slight gradient more credible. In

case this is confirmed, it would require a new unknown destruction pathway for CO

around 300 km in Titan’s atmosphere.
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Chapter 5

Preliminary study of CH4, HCN

and C2H2 latitudinal and seasonal

variations in Titan’s middle to

upper atmosphere

This chapter is dedicated to a currently on-going research that regards the retrieval

of CH4, HCN and C2H2 in the upper atmosphere of Titan. Preliminary results are

discussed as well as the problematics encountered in the analysis.

The current knowledge of Titan’s stratosphere and mesosphere is supported by

observations with good latitudinal and seasonal coverage, that allowed the develop-

ment of a clearer picture of the middle atmosphere dynamics, described in Section

3.2.3. Global Circulation Models have been adapted to Titan atmosphere [Rannou

et al., 2004; Lebonnois et al., 2012] and are in general agreement with the observa-

tions, although more detailed processes are missing [Teanby et al., 2012; Vinatier

et al., 2015]. Both CIRS measurements and current models reach 500 km or lower

altitudes, thus excluding the region above. The picture in the upper atmosphere

above 1000 km is currently quite confused, since the only measurements by INMS

have showed a very large variability in the thermal structure, not clearly correlated

with solar EUV radiation or other meaningful physical inputs [Snowden et al., 2013;

Yelle et al., 2014].

The region between 500 and 1000 km lacks both observational coverage and mod-

els. This work aims to partially fill the gap through the inversion of CH4, HCN and

C2H2 abundances in the 500-1000 km region from VIMS measurements. VIMS spec-

87
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tra measure the emission in the vibrational bands of CH4, HCN and C2H2 in the

3µm region, all of which are under non-LTE conditions in Titan’s mesosphere and

thermosphere. The signal from the three molecules is significant up to about 1000-

1100 km and the coverage of VIMS is great both in latitude and time, so as to allow

the study of seasonal and latitudinal variations of the molecular abundances.

HCN and CH4 abundances in Titan’s upper atmosphere from VIMS measure-

ments have been already retrieved in the works by Adriani et al. [2011] and Garćıa-

Comas et al. [2011]. Those works retrieved average HCN and CH4 VMR profile

from a subset of VIMS measurements. This work is intended as an update - with

the inclusion of the non-LTE modeling of C2H2 - and an extension to a broader and

more comprehensive dataset, for the study of latitudinal and seasonal variations.

5.1 VIMS dataset

Figure 5.1 shows a set of average VIMS measurements in the 3µm region at different

limb tangent altitudes. All spectra at solar zenith angle lower than 40◦ have been

averaged in 50 km bins. We note various features:

• the feature centered at 3050 nm is produced by the emission of both HCN and

C2H2, that have very similar vibrational energies. The relative contribution of

the two molecules determines the shape of the feature, even if the two emissions

are not resolved by VIMS.

• the emission due to CH4 is situated between 3200 and 3500 nm, where we can

clearly distinguish the P, Q and R branches. The R branch is systematically

stronger than expected at high altitudes and this is due to the superimposed

signal of polycyclic aromatic hydrocarbons (PAHs) that has been identified in

previous studies Garćıa-Comas et al. [2011]; López-Puertas et al. [2013].

• at altitudes below 500 km a continuum signal due to aerosol scattering of sun-

light can be seen.

Figure 5.2 shows the non-LTE nature of the emission measured by VIMS at a

limb tangent altitude of 600 km. Measurements have been averaged in solar zenith

angle bins, to show the dependence of the emission on SZA. The maximum radiance

corresponds to lower SZA and therefore larger excitation. The dependence on SZA

is moderate on the dayside till 80◦ and becomes more pronounced on the terminator

(80-120◦). On the nightside (SZA > 120◦) a very low signal is detected compared
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Figure 5.1: Mean spectra acquired by VIMS at SZA lower than 40◦ and different
altitudes on Titan limb.

to the dayside, due to the missing solar forcing that pumps the molecules in their

excited levels.

VIMS coverage of the region between 500 and 1000 km is quite complete and

would allow the determination of seasonal trends in the middle and upper atmo-

sphere. Figure 5.3 shows the tangent longitude and latitude of the available mea-

surements, with the color scale indicating the SZA at the tangent point. Only

measurements with SZA lower than 120◦ have been included, because the night side

does not show a significant signal. Figure 5.4 shows the same measurements in a

SZA-latitude plot, with the color scale indicating the phase angle of the measure-

ments, that is the angle formed by the LOS and the direction of the sun (180◦

meaning that the sun is exactly in front of the instrument). The phase angle is of

interest for the analysis in Section 5.5. More measurements exist for the subsequent

years but have not yet been calibrated to date.

Apart from year 2008, in which the polar regions are missing due to the spacecraft-

planet alignment, all other years show an almost complete latitudinal coverage.

Again, the polar latitudes are the most problematic, since the SZA is always high.

In particular, for the winter polar regions we clearly only have measurements at SZA

higher than 90◦, which is the less favorable configuration, but at the same time these

regions are key to understand the seasonal behaviour.
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Figure 5.2: Mean spectra acquired by VIMS at 600 km limb tangent altitude for
different SZA.

Figure 5.3: Distribution in longitude (x axis), latitude (y axis) and SZA (color
scale) of available VIMS measurements in the region 500-1000 km with SZA lower
than 120◦.
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Figure 5.4: Distribution in SZA (x axis), latitude (y axis) and phase angle (color
scale) of available VIMS measurements in the region 500-1000 km with SZA lower
than 120◦.

5.2 non-LTE behaviour of CH4, HCN and C2H2

in Titan’s atmosphere

As already anticipated in section above (see for example Figure 5.2), the three

molecules under study show a non-LTE behaviour at least in the upper atmosphere.

The excitation produced by the absorption of solar radiation is weakly contrasted

by molecular collisions, which are rare due to the low density of these atmospheric

regions, driving the relevant vibrational levels strongly out of equilibrium.

We summarize here the main results of the non-LTE calculations performed

by the group of planetary atmospheres at the IAA of Granada, through the code

GRANADA (described in Section 3.3.4). Non-LTE models have been developed for

the three molecules. For CH4 and HCN the non-LTE models had already been devel-

oped for Titan’s atmosphere and published respectively in Garćıa-Comas et al. [2011]

and Adriani et al. [2011], while the model for C2H2 has been developed specifically

for this study.

The main processes controlling the population of the molecular levels for the

three molecules are:

• CH4: the absorption of solar radiation in the 3.3µm, 2.3µm and 1.7µm regions
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is important, primarily produced by the ν3 band and its higher energy over-

tones. Fast internal redistribution of vibrational energy takes place in collisions

between CH4 molecules, transferring energy to lower levels or other quanta: the

rate constants for these processes are very fast, on the order of 10−11 cm3s−1,

due to their resonance nature Garćıa-Comas et al. [2011]. Quencing of vibra-

tionally excited CH4 molecules happens in collisions with N2 and CH4, with

transfer of energy to the thermal bath (rates are 4 × 10−16 and 10−17 cm3s−1

at 175 K, representative of Titan’s mesospheric temperature);

• HCN: the absorption of solar radiation in the ν3 fundamental and hot bands,

as well as in the higher energy overtone 2ν3 and combination bands (ν2 + ν3,

..) constitute the main forcing to level populations. The quencing of the low

energy ν2 level (713 cm−1) is efficient in collisions with the abundant N2 with

a rate of 10−12 cm3s−1. Also the quasi-resonant transfer from the HCN ν3 to

CH4 ν3 is found to be efficient with a rate of 6 × 10−13 cm3s−1 Adriani et al.

[2011].

• C2H2: again absorption of solar radiation in the ν3 fundamental and quencing

in N2 collisions, which is very efficient for the low energy ν5 level. A total of

29 levels have been considered for C2H2. Level ν2 + ν4 + ν5 has a very close

energy to the ν3.

Non-LTE population calculations for CH4, HCN and C2H2 have been performed

extensively for all years and latitudes needed for the analysis in Section 5.4. More

details on the full run are given there. Figures 5.5, 5.6 and 5.7 show an example of

the result obtained for equatorial latitude and 30◦ SZA, at the Sun-Titan distance

of year 2006. The vibrational temperatures for the main levels of each molecule

contributing to the 3µm emission are shown in the figures. For CH4 the main bands

responsible of the emission are the ν3 → 0 fundamental band, which dominates at

all altitudes, and the hot band ν3 + ν4 → ν4 which contributes significantly at lower

altitudes. The ν3 level is in LTE up to about 400 km, when it starts its departure

from equilibrium which is substantially linear in the 400-800 km region. From 800 km

upwards the radiative equilibrium is reached between absorption of solar radiation

and spontaneous emission, making the vibrational temperature constant at 266 K.

Higher energy levels containing one ν3 quanta and one or two ν2 or ν4 quanta or the

second excited ν3 level are out of equilibrium in the whole atmosphere, being fairly

constant above roughly 800 km and decreasing almost linearly below. The ν3 + 2ν4
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Figure 5.5: Vibrational temperatures for ν3 level of CH4 and higher energy level
containing ν3 quanta.

and the ν3 + ν2 + ν4 levels have a little bump of excitation around 700 km.

For HCN, the main band emitting at 3µm is the fundamental ν3 → 0, with the

hot band 2ν3 → ν3 contributing to some extent at lower altitudes. The ν3 level is

in LTE up to 450 km, then its vibrational temperature steadily increases, reaching

the radiative equilibrium at about 1000 km with a vibrational temperature of 232 K.

The second excited 2ν3 level is fully in non-LTE in the whole atmosphere and its

vibrational temperature reaches 314 K above 1000 km and declines below, but is

always larger than the equilibrium temperature.

The ν3 level of C2H2 is much more excited than the ν3 levels of CH4 and HCN

and never reaches LTE. This is due partially to the lower absorption in the solar

ν3 fundamental band, which keeps the vibrational temperature constantly at 285 K

above 700 km, and to the less efficient thermalization.

The vibrational temperatures shown above have been obtained for a SZA of

30◦. It is worth having a look at the changes in the excitation with changing SZA,

at least for the main two levels of CH4. Figure 5.8 shows the variation of the

vibrational temperatures for level ν3 (top panels) and ν3 + ν4 (bottom panels) for

different SZA. Panels on the left show the vibrational temperatures in the region of

interest, between 400 and 1000 km, while panels on the right show a zoom on the

differences of each curve with the vibrational temperature obtained in a situation

of maximum excitation, that is for SZA = 0◦. For level ν3, in the top panels, all

curves pass from the same point at 400 km, due to efficient thermalization of the
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Figure 5.6: Vibrational temperatures for ν3 level of HCN and higher energy level
containing ν3 quanta.
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Figure 5.7: Vibrational temperatures for the ν3 and ν2 + ν4 + ν5 levels of C2H2.



5.3. SIMULATED NON-LTE EMISSION 95

140 160 180 200 220 240 260 280 300
Vib. temperature (K)

400

500

600

700

800

900

1000

Al
tit

ud
e 

(k
m

)

Vib. temp. of level 3 for varying SZA

0

20

40

60

80

100

120

140

SZ
A

20.0 17.5 15.0 12.5 10.0 7.5 5.0 2.5 0.0
Vib. temperature (K)

400

500

600

700

800

900

1000

Al
tit

ud
e 

(k
m

)

Vib. temp. of level 3 for varying SZA

0

20

40

60

80

100

120

140

SZ
A

140 160 180 200 220 240 260 280 300
Vib. temperature (K)

400

500

600

700

800

900

1000

Al
tit

ud
e 

(k
m

)

Vib. temp. of level 3 + 4 for varying SZA

0

20

40

60

80

100

120

140

SZ
A

20.0 17.5 15.0 12.5 10.0 7.5 5.0 2.5 0.0
Vib. temperature (K)

400

500

600

700

800

900

1000

Al
tit

ud
e 

(k
m

)

Vib. temp. of level 3 + 4 for varying SZA

0

20

40

60

80

100

120

140

SZ
A

Figure 5.8: Vibrational temperatures of two CH4 levels for varying SZA (left panel)
and the differences with respect to the most excited profile (right panel). Top panels
refer to the ν3 level, bottom panels to the ν3 + ν4 level.

level population. The main differences are observed in the region between 600 and

900 km, with a peak at about 750 km. For SZA equal to 60◦, the difference with

the case of maximum excitation peaks at a value of 6 K, which grows to about 15 K

for the SZA = 80◦ case. Higher SZA show larger differences, up to 100 K for the

most extreme case. The ν3 + ν4 level, being the hot band more optically thin, shows

differences at lower altitudes for varying SZA. Significant differences are seen below

650 km, with a shallow peak at about 500 km. Peak differences are 5 K for SZA =

60◦ and 7.5 K for SZA = 80◦. Some curves for high SZA show steep and seemingly

unphysical gradients at some altitudes: this is due to the transition between day and

night conditions: due to the extended nature of Titan’s atmosphere, the altitudes

above 400 km are directly illuminated by the sun till SZA = 120◦. This proves why

we do see an excited signal also in the data above 90◦ as shown in Figure 5.2.

5.3 Simulated non-LTE emission

The non-LTE emission of CH4, HCN and C2H2 has been simulated for a test at-

mosphere (equatorial latitude, SZA = 65◦, year 2006) and convolved to the VIMS

spectral resolution, in order to assess how the different vibrational bands contribute

to build the overall spectral shape. The VMR profiles used for the three gases are

shown in Figure 5.11. Figures 5.9 show the results of the simulations for the three
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gases for two LOS tangent at 400 km (left panels) and 800 km (right panels). The

contribution of the different bands is indicated with the upper vibrational level of

the transition.
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Figure 5.9: Simulations of non-LTE emission of C2H2 (upper panels), HCN (middle
panels) and CH4 (bottom panels) for two LOS tangent at 400 km (left panels) and
800 km (right panels), convolved to VIMS spectral resolution. The contribution of
the different bands is indicated with the upper vibrational level of the transition.

Left panels of Figures 5.10 show the overall contribution (spectral integral) of

each vibrational band of the three molecules for a set of 20 LOS with varying tangent

altitude from 300 to 1100 km. The right panels show the relative contribution of

each band normalized to the integral of the overall molecular emission. For C2H2
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the ν3 → 0 and ν2 + ν4 + ν5 → 0 give similar contribution in the whole atmosphere.

For HCN the main emission comes to the ν3 → 0, with the ν3 + ν4 → ν4 and

2ν3 → ν3 contributing altogether to 10-20% of the emission from 500 to 400 km, and

less than 5% above 600 km. For CH4 the ν3 → 0 and the ν3 + ν4 → ν4 contribute to

75-80% of the emission below 700 km, with the latter being responsible for almost

50% of the emission. The other hot and overtone bands of 12CH4 and the ν3 band

of 13CH4 contribute altogether to up to 25% in this altitude region. Above 800 km

the fundamental ν3 band is responsible for more than 80% of the emission.
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Figure 5.10: Absolute (left panels) and relative (right panels) integrated contribution
of the different vibrational bands to the total integrated emission of each molecule.
C2H2, HCN and CH4 are shown in the top, middle and bottom panels respectively.
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Figure 5.11: VMR profiles used for the three gases in the simulations.

5.4 Analysis on a partial dataset and preliminary

results

An analysis on a partial VIMS dataset has been carried on to test the existence of

significant seasonal/latitudinal variability in the retrieved VMR profiles. A set of

264 limb scanning sequences - containing about 10 limb spectra each at different

tangent altitudes - has been analyzed. VIMS data cubes used are listed in Table

5.1. They were selected so as to satisfy the requirements of long integration time

(larger than 600 s), SZA lower than 90◦ and phase angle lower than 90◦.

Due to the requirement on SZA, the coverage is poor at the winter polar latitudes.

5.4.1 Analysis

For each of the 264 limb scanning sequences extracted, a set of vibrational tempera-

tures for the main levels of the 3 molecules have been calculated, specifically for the

latitude, SZA and Sun-Titan distance at the time of the observations. A different

pressure-temperature (p-T) profile has been assumed for each latitude and year and

used in the calculations of vibrational temperatures. The kinetic temperatures have

been derived from the co-located temperature profiles measured by CIRS [Achter-

berg et al., 2011, 2008] and extended upwards with the temperature profile used in

previous studies [Garćıa-Comas et al., 2011; Adriani et al., 2011]. Pressures have

been calculated consistently assuming hydrostatic equilibrium.

The resulting set of vibrational temperatures has been assumed in the inversion

of the measurements. The p-T profiles assumed for the inversions were the same as

those used for the non-LTE calculations.

The emission measured by VIMS has been simulated with the code GBB, de-



5.4. PRELIMINARY RESULTS 99

Table 5.1: List of VIMS cubes used in the analysis. For each cube, the table lists
the cube name, the number of spectra, the year of measurement, the mean phase
angle (Pha) and the covered ranges in latitudes.

# Cube Year Pha Lat range
1 V1477459118 2004 13 70 S - 40 N
2 V1490948671 2005 57 80 S - 30 N
3 V1490955139 2005 57 80 S - 40 N
4 V1530471051 2006 61 80 S - 70 N
5 V1536397418 2006 63 70 S - 40 N
6 V1563524168 2007 60 85 S - 60 S
7 V1563524658 2007 60 80 S - 55 S
8 V1563525149 2007 26 70 S - 45 S
9 V1567269485 2007 26 80 S - 0
10 V1582444145 2008 66 60 S - 40 N
11 V1590707892 2008 89 50 S - 30 N
12 V1590616570 2008 95 50 S - 50 N
13 V1612658738 2009 70 0 - 40 N
14 V1612664166 2009 70 0 - 40 N
15 V1649210753 2010 15 60 S - 60 N
16 V1649227483 2010 18 50 S - 60 N
17 V1654449711 2010 31 50 S - 80 N
18 V1676803273 2011 31 70 S - 60 N
19 V1681937300 2011 16 50 S - 80 N
20 V1704257066 2012 58 70 S - 60 N
21 V1706671551 2012 22 20 S - 80 N

scribed in Section 1.4. As in Garćıa-Comas et al. [2011] and Adriani et al. [2011],

the atmosphere is assumed horizontally homogeneous and all atmospheric quantities

refer to the geolocation of the tangent points and to the SZA at the tangent point.

More discussion on this approximation and on its influence on the results can be

found in Section 5.5. The simulations include non-LTE emission of CH4,
13CH4,

HCN, C2H2 and LTE emission from C2H6, C2H4 and CH3D. For all these gases,

spectroscopic data are taken from the HITRAN 2012 compilation [Rothman et al.,

2013]. For CH4 additional spectroscopic data relative to the 2ν3 → ν3, ν3+2ν4 → 2ν4

and ν2 + ν3 + ν4 → ν2 + ν4 bands have been considered [Boudon et al., 2003]. For

HCN additional data for the bands 2ν3 → ν3 and ν2 + ν3 → ν2 - not included in

HITRAN - have been considered [Harris et al., 2002].

In order to properly model the narrow line shape at the low pressures of Ti-

tan’s upper atmosphere, the spectra have been simulated on a wavenumber grid of

0.0005 cm−1.

The inversions have been performed with the retrieval module of the GBB code,

performing optimal estimation of atmospheric quantities through a bayesian ap-
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proach. The retrieval procedure minimizes the cost function (χ2) through the

Levenberg-Marquardt iterative procedure (see Section 2.3).

For each observation, two separate inversions were performed for the 2.9-3.1µm

region - including simultaneous retrieval of HCN and C2H2 - and for the 3.2-3.5µm

region with retrieval of CH4. For each molecule, the retrieved quantity is a vertical

profile of the abundance, discretized with a piecewise linear curve on a vertical grid

from 550 to 1050 km for HCN and C2H2 and from 450 km to 1050 km for CH4, at

100 km steps (5 and 6 nodes respectively).

In the inversion of CH4, the spectral region corresponding to the R branch (λ <

3.29µm) has been masked out from the retrievals, due to the interfering signal from

PAHs in the upper atmosphere [López-Puertas et al., 2013]. The inversion procedure

is iterated for each limb scanning sequence until the relative variation of the cost

function between two iterations is less than 1%.

5.4.2 Preliminary results

Average results for HCN and CH4 from non-LTE analysis of VIMS spectra have

already been published and commented in previous works [Adriani et al., 2011;

Garćıa-Comas et al., 2011]. For C2H2, these are the first VMR profiles retrieved

from VIMS spectra and the average retrieved profile is shown in Figure 5.12. A

comparison can be made with the retrieval of C2H2 performed by UVIS [Koskinen

et al., 2011]: our value at 950 and 1050 km is consistent with the value retrieved by

them at 1000 km of 4 × 10−4 which retrieves a similar value (about 5 × 10−4); also

the VMR retrieved at 750 and 850 km is consistent with their value, while at 550 km

and 650 km our retrieved VMR is about 3 and 2 times smaller (respectively) than

their retrieved VMR at these altitudes. This discrepancy might be due to the low

sensitivity of our retrieval at the lowest altitudes.

The CH4, HCN and C2H2 retrieved VMR profiles for the 264 sequences have

been averaged in 20◦ latitudinal bins from pole to pole, dividing the measurements

made during northern winter - from 2004 to 2009 (included) - and those made during

the early northern spring, from 2010 to 2012. The latitude-altitude contour maps

for the the retrieved HCN, C2H2 and CH4 are shown in Figures 5.15, 5.13 and 5.14.

Left and right panels represent respectively the average VMR maps in the northern

winter season and in the early spring.

The interpretation of the results is complicated due to the high variability of the

retrieved profiles and the poor coverage in key regions. We first comment on the
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Figure 5.12: Global average of the retrieved C2H2 profiles for all sequences.

figures and then consider the significance of the observed patterns on the basis of

the variability and coverage. Very interesting features can be noted in the figures:

HCN: in Figure 5.13, a positive trend towards the north pole can be noted at all

altitudes during winter (left panel). This seems to suggest that the middle at-

mosphere circulation that is driving polar enhancement of HCN below 500 km

[Vinatier et al., 2015; Teanby et al., 2008, 2009, 2012] extends up to higher

altitudes. This is further intriguingly suggested by the map of HCN VMR dur-

ing the spring season, which shows a symmetrical pattern with a pronounced

enhancement both at the north and south pole up to 800 km. This may be

interpreted as a signature of the circulation reversal, with subsidence taking

place at the (autumn) south pole and enrichment in the polar upper meso-

sphere and lower thermosphere and yet with a remaining enrichment due to

the winter season at the north.

C2H2: Figure 5.14 shows a similar pattern for C2H2 during spring, with strong en-

hancements at both poles up to 800 km. On the other side, the winter map

shows no significant latitudinal variations. A pattern similar to that of HCN

would have strengthen the suggestion of polar enrichment up to these alti-

tudes. Also Vinatier et al. [2015] observed differences in the response of the

two molecules to the subsidence and enrichment processes, but this would be

expected to be more evident in a situation of seasonal change (then in the

spring panels) rather than at the end of the winter season.

CH4: The pattern for CH4 is different, as expected. No significant latitudinal trend

is seen in Figure 5.15 up to about 750 km, both in winter and spring. This
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Figure 5.13: Latitude-altitude maps of the retrieved HCN VMR abundance. Left
panel refers to the northern winter, right panel to early spring. The scale of the left
and right panels are different, to highlight latitudinal variations.
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Figure 5.14: Latitude-altitude maps of the retrieved C2H2VMR abundance. Left
panel refers to the northern winter, right panel to early spring. The scale of the left
and right panels are different, to highlight latitudinal variations.

is in agreement with the photochemical models, since CH4 is expected to be

well mixed up to its homopause that is situated at about 800 km [Koskinen

et al., 2011]. An unexpected feature is instead seen at higher altitudes: an

enhancement at north pole during winter and a weaker enhancement at both

poles during spring at altitudes above 800 km. This seems to be correlated

with the (noisy) behaviour of HCN at the highest altitudes, which also shows

peak abundances at the north pole during winter and at the south during

spring.

5.4.3 Discussion

Figure 5.16 shows the number of retrieved profiles (left panel) and the average SZA

of the retrieved profiles (right panel) for all latitudinal bins and for the two seasons.
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Figure 5.15: Latitude-altitude maps of the retrieved CH4 VMR abundance. Left
panel refers to the northern winter, right panel to early spring. The scale of the left
and right panels are different, to highlight latitudinal variations.
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Figure 5.16: Number of retrieved profiles for the two seasons (left panel) and mean
SZA of the observations (right panel) for each latitudinal bin.

As shown in the left panels, the partial dataset used has a very poor coverage at the

north pole during the winter season - only one inversion above 70◦N and 3 between

50◦ and 70◦ N - and the South pole during the spring, with 2 inversions south of

70◦S and 3 between 50◦ and 70◦ S. Moreover, these same regions happen to have

the largest average SZA, with almost 90◦ at the poles. Of course, this is an obvious

geometrical implication of the seasons considered and requiring SZA smaller than

90◦ significantly limits the coverage in these key regions.

To further discuss on the results, it is worth separating the discussion about the

lower and upper altitude regions:

• the lower region - from 550 km up to CH4 homopause situated at 800 km - is

most probably influenced by the global circulation pattern taking place at lower

altitudes and the question to ask is up to what altitude does this circulation

extend.
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• the upper region - from 800 km upwards - is expected to show some of the vari-

ability seen in the upper thermosphere above 950 km by INMS. The question

here is whether the are latitudinal and seasonal variations or these are hidden

by the extreme variability of the region.

Teanby et al. [2012] pointed out that the top of the middle atmosphere circulation

has to extend up to 600 km or more, in order to explain the observed enhancements

in trace gases and the adiabatic heating seen at the polar mesosphere. This pre-

liminary analysis of the VIMS dataset seems to suggest an extension of the middle

atmospheric cell up to 750-800 km, well above the 500 km level. This is a strong

implication for Titan’s middle atmosphere circulation and has to be tested carefully.

Figure 5.17 shows the latitudinal averages of HCN and C2H2 VMR at 650 km,

with the standard error of the mean µ calculated as ε =
√∑

i(xi − µ)2/
√
n(n− 1).

For the retrieved VMR at the north pole during winter, since only one retrieved

profile is available, the retrieval error is used instead. The observed latitudinal

trend for HCN is significant for the spring season, while the peak at the north pole

for the winter season would be also consistent with no enrichment inside 2σ. The

C2H2 trend is weaker and is around the 2σ level for the spring season, while it is

not seen at all during winter. Similar behaviours are observed at 750 km, while at

550 km the retrieval errors are generally larger and the latitudinal variations less

evident (figures are not shown). In order to validate the hypothesis of extension of

the middle atmosphere circulation up to these altitudes, a larger statistics is needed

especially for the northern polar and subpolar latitudes during winter and for the

southern polar and subpolar during spring.

80 60 40 20 0 20 40 60 80
Latitude

0.0000

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0.0007

VM
R

HCN VMR at  650 km
winter
spring

80 60 40 20 0 20 40 60 80
Latitude

0.00000

0.00002

0.00004

0.00006

0.00008

0.00010

0.00012

VM
R

C2H2 VMR at  650 km
winter
spring

Figure 5.17: Average retrieved VMR at 650 km in each latitudinal bin for HCN (left
panel) and C2H2 (right panel). The errorbars represent standard error, apart for the
point at 80◦ in the winter season, where it represents retrieval error.
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Figure 5.18: Average retrieved VMR at 1050 km in each latitudinal bin for HCN
(left panel) and CH4 (right panel). The errorbars represent standard error, apart
for the point at 80◦ in the winter season, where it represents retrieval error.

Yelle et al. [2006] and Müller-Wodarg et al. [2008] found interesting latitudinal

patterns in their empirical model of Titan’s upper atmosphere, which exploits a

preliminary analysis of INMS measurements taken before 2007. In particular, the

strong winds predicted by the empirical model in the winter thermosphere and the

pronounced oblateness of the atmosphere (with lower pressures at the poles at the

same altitude) would produce an accumulation of CH4 and HCN at the winter pole

[Müller-Wodarg et al., 2008]. Figure 5.18 shows the latitudinal averages of HCN and

CH4 VMR at 1050 km, with the errors calculated as for Figure 5.17. The patterns

observed for HCN and CH4 are unexpectedly rather similar and this fact requires

explanation. The trend at the north pole during winter appears to be significant

despite the low statistics both for HCN and CH4. The spring pattern is instead

noisier and does not reach the 2σ level. The enhancement at the winter pole would

be in line with the prediction of the empirical model in Müller-Wodarg et al. [2008].

However, the analysis in Müller-Wodarg et al. [2008] has been questioned by a

subsequent reanalysis of a more complete INMS dataset by Snowden et al. [2013],

which found no clear correlation of their retrieved temperatures with latitude or

SZA, pointing out that the most striking feature observed is the extreme variability

of the thermospheric environment due to gravity waves propagating from below.

However, the retrieval of VIMS measurements gets information from signal coming

from different points along the LOS, possibly smoothing the effect of waves, while

INMS data are collected in situ.

If the enhancement at the winter pole is proved to be real with larger statistics,

its cause may lie also in the larger SZA of the winter/autumn pole. For HCN this

has already been noted and associated with the lower photodissociation of HCN due
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to the lower EUV flux at high SZA [Cui et al., 2016; Adriani et al., 2011]. However,

this is in contradiction with the model in Westlake et al. [2014], that predicts larger

HCN for larger EUV flux, due to increased photodissociation of CH4.

5.5 SZA bias and problems at the polar latitudes

The preliminary analysis in the previous section suffers mainly from the poor cover-

age at the polar latitudes, that does not allow an unambiguous determination of the

latitudinal and seasonal trends. The geometry of the Titan-Sun alignment makes

the SZA larger than 90◦ at winter/autumn poles. The worst situation takes place

at the winter solstice with SZA equal to 116◦ for the winter pole and SZA larger

than 96◦ for latitudes above 70 N. For the winter observations and early autumn

that have been considered here, the SZA at the pole varies from 90◦ to about 110◦.

On the other side the signal at high altitudes is still significant also at SZA between

90◦ and 110◦, as shown by the mean spectra in Figure 5.2.

The analysis at high SZA with the GBB code (Section 1.4) suffers of a bias, due

to the approximation of assuming the SZA at the tangent point for the whole line of

sight (tangent SZA approximation). The bias is more important for optically thick

bands, as shown in Section 6.3.
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Figure 5.19: Retrieved CH4 VMR at 650 km (left panel) and 850 km (right panel)
in function of the tangent SZA of the measurement.

This bias is one of the causes of the correlation of retrieved CH4 VMRs with

SZA shown in Figure 5.19. The figure shows all retrieved CH4 VMR at 650 km (left

panel) and 850 km (right panel) in function of SZA. In the right panel there is no

apparent dependence on SZA below about 60◦ but then a correlation is evident,

with systematically larger VMRs obtained for larger SZAs. No correlation is seen at
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650 km (left panel). Some real dependence on SZA of the retrieved VMR should be

excluded globally, since the timescale for CH4 enrichment due to diminished EUV

photodissociation is estimated to be about 3 years at 1000 km (see Westlake et al.

[2014]). Only the winter pole may satisfy the condition.

Since all analyzed measurements have phase angles lower than 90◦, the sun is

always found on the spacecraft side of the line of sight (LOS), and the part of

the LOS closer to the observer corresponds to lower SZA and higher excitation.

Assuming the tangent SZA in the simulation underestimates the actual emission

and leads to overestimation of the CH4 VMR in the inversion. The effect is larger

for larger SZA and thus produces a bias that correlates with SZA. The wish to

explain the observed bias and to analyze measurements at large SZA has brought

to the development of a new code - SpectRobot, presented in the next chapter -

that is able to perform radiative transfer simulations resolving the 3D geometrical

configuration of the observation. A detailed and quantitative study of the bias, with

a comparison with the 3D case, is reported in Section 6.3.

5.6 Conclusions

VIMS measurements of non-LTE emission from CH4, HCN and C2H2 represent a

dataset with unique coverage to study Titan’s upper atmosphere in the altitude

region that extends from 500 to 1000 km. This region is the key to a better under-

standing of the middle atmosphere circulation and the assessment of the latitudinal

and seasonal variation in the distribution of HCN and C2H2 could give important

hints, complementary to CIRS observations below 500 km. The inversion of CH4

and HCN at the highest altitudes could help in the understanding of the complex

environment observed by INMS above 1000 km.

A preliminary analysis has been carried on a subset constituted by 264 limb

scanning sequences measured by VIMS between years 2004 and 2012. Non-LTE

vibrational temperatures have been calculated for the three molecules in Titan’s

atmosphere by the group of planetary atmospheres at the IAA of Granada (Spain).

These temperatures have been used in the modeling of the non-LTE emission for

the inversion of the CH4, HCN and C2H2 VMR with the GBB code. The results

of the inversion have been averaged in latitudinal bins and in two seasons: winter

(2004-2009) and early spring (2010-2012). The HCN VMR shows an enhancement

at the North pole during winter at all altitudes and at both the North and South
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poles during spring below 800 km. Also the average C2H2 abundance is larger at

both poles during spring below 800 km, while no significant variation is seen for

C2H2 during winter. For CH4 enhancements above 800 km are seen at the North

pole during winter and at both poles during spring.

These results have to be considered preliminary due to the small coverage at the

polar latitudes, which affects the significance of the results. Moreover a correlation

is observed between the retrieved CH4 abundance at high altitudes and the SZA of

the observation. The cause of the bias resides in the tangent SZA approximation in

the GBB forward model, thoroughly analyzed in Section 5.5 and 6.3.

The will to explain the observed bias and to analyze measurements at large

SZA has brought to the development of a new code - SpectRobot, presented in the

next chapter - that is able to perform radiative transfer simulations resolving the

3D geometrical configuration of the observation. A new analysis on a larger VIMS

dataset is currently going on with the new code developed. If the patterns observed

in the preliminary results are confirmed with larger significance, these would imply

that the middle atmosphere circulation on Titan does effectively extend well above

the 500 km level, as expected in previous analysis [Teanby et al., 2012], but yet not

observed due to lack of suitable data. At the same time, the seasonal variation in

the CH4 VMR at high altitudes, if confirmed, would give insight in the very complex

upper atmospheric environment.



Chapter 6

SpectRobot: a Python framework

for radiative transfer modeling

and retrieval

This chapter concerns the development of SpectRobot, a Python framework for 3D

radiative transfer and retrieval in planetary atmospheres. The radiative transfer

module uses a line-by-line strategy suited for calculations in the infrared, that pro-

duces high resolution spectra. The code may take in input non-LTE temperatures

for the molecular vibrational levels and provides the possibility of computing Look-

up tables, both for LTE and non-LTE, to speed up the calculations. The ray-tracing

is performed in 3D geometry and the retrieval parameters may be in a 1-, 2- or

3-dimensional space.

6.0.1 Motivation

The need for a new code arose during the study of non-LTE emission of CO and

CH4 in Titan’s atmosphere, as described in Section 5.5. The non-LTE problem

is indeed intrinsically three-dimensional because the molecular excitation usually

depends quite strongly on SZA, which varies along the line of sight of an observation.

This effect is more important for planets in which the ratio between the ”thickness”

of the atmosphere1 and the planetary radius is particularly large - as it is on Titan.

Moreover, also the variation of latitude along the line of sight can be important if one

is interested in studying the latitudinal variation of the atmospheric composition.

Figure 6.1 shows qualitatively the situation. The GBB code, described in Section 1.4

1To be more quantitative, we should speak in terms of the pressure scale height.
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Figure 6.1: Graphical explanation of the SZA variation along the line of sight for a
Titan-like planet. The left end of the line of sight is located at SZA = 0, that is here
the incoming sunlight is exactly at the zenith. At the right end the SZA is instead
much larger, as shown.

and used for the analyses in Chapter 4 and Chapter 5, considers a two-dimensional

atmosphere with fixed SZA along the line of sight. This approximation had not yet

been properly quantified for the case of Titan and is the most likely cause of the

observed bias in the retrieved CH4 at high altitudes, as described in Section 5.5.

6.0.2 Code philosophy

SpectRobot has been developed mostly in Python. Only some specific CPU-intensive

functions are written in Fortran. In developing SpectRobot, I aimed at creating

a flexible tool, easily adaptable to different planets and observing situations, and

different problems. The choice of the Python language is motivated by the search

of a flexible, readable and modular structure, with an object-oriented strategy. The

objects make the code more readable (to know what it’s doing) and allow to build

new scripts suited for different problems with less effort.

Although being less efficient in the calculations with respect to a pure C/Fortran

code, SpectRobot achieves a good efficiency with the use of Python libraries such

as Numpy and Scipy for calculations on arrays and of specific Fortran functions for

intensive tasks.

This Chapter is structured as follows: Section 6.1 describes the main features

of SpectRobot; Section 6.2 shows comparisons with the GBB code and results of

validation tests; Section 6.3 is dedicated to a quantitative study of the 3D SZA bias
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(Section 5.5) through SpectRobot. A detailed description of the code, showing some

examples and code snippets and explaining the usage, can be found in Appendix A.

The full code is freely accessible on GitHub and can be downloaded at https:

//github.com/fedef17/SpectRobot.

6.1 Code structure

The internal structure of SpectRobot is based on a set of objects which represent

the necessary ingredients of all radiative transfer and retrieval codes. Objects are

the basic concept of object-oriented programming: an object contains a set of data

in the form of attributes and has specific methods that work on those data. Each

object is the instantiation of a class, which is the general template for that particular

object.

A more technical description of the classes developed can be found in Appendix

A. Here’s a list of the objects that gives an idea of the framework:

• class Planet represents the planet to be simulated and carries the main geo-

metrical, orbital and stellar characteristics, as well as the information about

the atmospheric structure and gases to include in the simulation (see Sec-

tion A.2.1). The idea is to create a collection of child classes with standard

attributes that define all solar system planets and possibly exoplanets.

• class Coords describes a point in space and provides painless conversions of

coordinates between different reference frames (see Section A.2.2).

• class AtmProfile describes an atmospheric quantity and it is linked to an

AtmGrid object that describes the atmospheric grid used. The flexibility of

the AtmProfile and AtmGrid objects allows to describe different situations,

like one- and three-dimensional problems, with the same classes and functions

(see Section A.2.3).

• class Molec, IsoMolec and Level describe molecules, isotopologue and levels

respectively and are used in the definition of the gases to be simulated. Class

Level is necessary in the case of non-LTE simulations (see Section A.2.4).

• class LineOfSight is the fundamental class used in all radiative transfer rou-

tines, it contains all information about the line of sight (LOS) that has to
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be simulated and on the value of the relevant quantities along the LOS (see

Section A.2.7).

• class SpectLine represents a radiative transition. It is defined through a

spectroscopic database and contains all methods necessary to calculate the

LTE and non-LTE line strength, the Einstein coefficients and the line shape

(see Section A.2.5).

• class SpectralObject represents a spectral distribution and is linked to a

SpectralGrid object (Section A.2.6). These class allows to easily perform

conversions, convolutions and operations between spectra and make visualiza-

tion easier.

• class LookUpTable (Section A.2.8) contains the tabulated absorption/emis-

sion coefficients for a certain molecule. The non-LTE version contains level-

specific coefficients as described in Section 1.3.5.

• classes BayesSet, RetSet and RetParam represent the full state vector of

the bayesian inversion problem, a single retrieved profile and a single retrieved

parameter respectively (see Section A.2.9).

The framework is the basis for the radiative transfer module and retrieval module

of SpectRobot described in the next sections. At the same time it allows handling

of atmospheric profiles and results of radiative transfer simulations and inversions

for subsequent calculations, statistical analyses and visualization.

6.1.1 Radiative transfer (forward model)

The forward model of SpectRobot is a line-by-line radiative transfer routine that

can work with arbitrary orientation in 3D geometry, taking into account the posi-

tion of the Sun. The spectrum is simulated on a high resolution wavenumber grid

(default is 5× 10−4 cm−1) and then convolved with the instrumental spectral shape.

The radiative transfer calculation works both in LTE and non-LTE, as long as vi-

brational temperatures are provided as input. The calculation of Look-Up tables is

implemented both for LTE and non-LTE calculations.

3D ray tracing

In SpectRobot, the ray tracing is performed in 3D geometry. The line of sight (LOS)

is represented by a LineOfSight object, described in detail in Section A.2.7. The
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LineOfSight object is defined through its geometrical configuration, for which two

points are required: a starting point, which is usually the spacecraft position (or

generally, the observer’s) and a second point, which is usually the tangent point for

limb measurements and the intersection with the surface for nadir ones. From this

two points, known from the instrument pointing, the LOS vector is defined, which

is then used to advance along the LOS.

The calculation of the steps for the radiative transfer is performed in two subse-

quent operations:

A: subsequent points of the LOS are calculated at fixed length steps (default is 1

km) in a cartesian reference frame centered on the planet. This produces a set

of points through which the LOS passes; at each of these points the atmospheric

quantities are calculated (see Section A.2.7 for more details). Refraction has

not yet been implemented but it is planned to, updating the LOS vector at

each step.

B: the small steps calculated above are put together to build optimal radiative

transfer steps according to user-defined thresholds, which can be of four types:

maximum temperature difference in the step (default is 5 K), maximum log

pressure difference (default is 1.0), maximum vibrational temperature differ-

ence (default is 5 K) and maximum optical depth (default: no threshold).

When one of the thresholds is exceeded, a suitable average of the atmospheric

quantities on the radiative transfer step is calculated, following the Curtis-

Godson approach (defined in Equation 1.31).

The calculation of the Solar Zenith Angle (SZA) along the LOS is calculated,

provided that the Sub Solar Point (SSP) at the time of the observation is known. Let

us call r̂SSP the normalized vector representing the direction of the SSP in the carte-

sian reference frame and r̂P the normalized vector representing the direction of the

point considered along the LOS. The SZA is defined as the angle between the Sun’s

direction - given by vector r̂SSP - and the Zenith direction. In the approximation

that the Zenith direction is parallel to r̂P , the SZA is simply the angle between r̂SSP

and r̂P, given by: SZA = arccos r̂SSP · r̂P. This approximation is perfectly suited to

Titan, given that its shape is almost perfectly spherical.

In Figure 6.2, the calculation of latitude/altitude and solar zenith angle/altitude

coordinates of points along the LOS are shown, for a set of VIMS test LOSs in

Titan’s upper atmosphere. As expected, the solar zenith angle varies considerably

along the line of sight, as shown in the sketch in Figure 6.1.



114 CHAPTER 6. SPECTROBOT

25 30 35 40 45 50 55
Latitude (deg)

600

800

1000

1200

1400

Al
tit

ud
e 

(k
m

)

LOS01
LOS04
LOS07
LOS10
LOS13
LOS16
LOS19

55 60 65 70 75 80 85 90
Solar Zenith Angle

600

800

1000

1200

1400

Al
tit

ud
e 

(k
m

)

LOS01
LOS04
LOS07
LOS10
LOS13
LOS16
LOS19

Figure 6.2: Variation of latitude (upper panel) and solar zenith angle (lower panel)
for a set of limb LOSs in the upper atmosphere of Titan.
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A different approach is used in the GBB code, described in Section 1.4. The ray

tracing is performed there considering the intersections of the LOS with a fixed 2D

atmospheric grid where atmospheric quantities are defined. In this way the number

of steps in the LOS is determined by the intersections with the atmospheric grid.

This same set of steps is then used in the radiative transfer, after calculation of the

Curtis-Godson averages.

Figure 6.3 shows a comparison between the result of the ray tracing at fixed steps

of 1 km and the CG equivalent quantities calculated at each one of the radtran steps

for two different temperature thresholds.

Radiative transfer

The output of the ray tracing is a set of steps to use for the radiative transfer calcu-

lation. At each step, the emission and absorption coefficients are calculated for each

molecule using the CG temperature, pressure and possibly vibrational temperatures

of the step. The absorption and emission coefficients are calculated according to Eq.

1.26 and 1.27 respectively. For the non-LTE case the actual procedure is described

in Section 1.3.5: level-specific coefficients are calculated first and then the overall

coefficients through Eq. 1.30. The source function is calculated as the ratio of

the emission to the absorption coefficient; the LTE limit correctly gives the Planck

function (Eq. 1.3). No scattering contribution is taken into account in the current

version of SpectRobot.

The integration of the radiative transfer equation along the LOS makes use of

the standard numerical formula in Equation 1.13 (see Section 1.1.3 for more details).

Calculation of Look-Up Tables

For intensive calculations with many LOS, the absorption and emission coefficients

for each gas are calculated multiple times at the same pressure and temperature.

In order to shorten the computation time, a common approach is to tabulate the

absorption and emission coefficients in Look-Up Tables (LUTs) and then interpolate

the stored coefficients to the desired pressure and temperature.

The default setting in SpectRobot is to calculate LUTs for all the molecules

considered at user-defined temperature and pressure resolution; the

LookUpTable objects (see Section A.2.8) produced are stored in a dedicated folder

with standard names that are recognized by the code at the next run. If some of the

LUTs are missing or have incomplete P-T coverage, the calculation of the missing
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Lower panel: the same but for the number density of CH4.
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part is performed before the radiative transfer.

The calculation of LUTs is performed also in the non-LTE case, with the calcu-

lation of the level-specific coefficients (see Section 1.3.5) for each P-T couple needed.

Simulation of a set of observations

The forward model has been optimized for the simultaneous simulation of a set of

observations. The optimal configuration assumes use of LUTs for all gases considered

and parallel computing on a set of n CPUs. Given that the spectra are calculated

at high resolution, the amount of memory (RAM) used by the spectral quantities

is considerable. Also reading the LUTs is a time-consuming task for hard drives.

The common solution to this problem consists in the calculation of the spectrum

on a small wavenumber range (microwindow) at a time. SpectRobot splits the

wavenumber range in a number of subranges in order to optimize the use of RAM

and CPUs. For a machine with 64 Gb RAM and 8 CPUs a dimension of 100 cm−1

for the subranges assures full use of all CPUs with about 80% maximum memory

usage. However, this depends on the number of molecules included and P-T couples

needed in the calculation.

The results of the high resolution simulations are then convolved with the in-

strumental spectral response and interpolated to obtain the integrated signal over

the Field of View (FOV) of the observation.

6.1.2 Inversion (retrieval module)

The inversion routine in SpectRobot follows a bayesian approach with optimal esti-

mation of atmospheric quantities, as described in Section 2, and adopts a Levenberg-

Marquardt iterative procedure (Section 2.3).

The state vector describing the atmospheric parameters that one wants to invert

is represented by a BayesSet object (see Section A.2.9). In the current version of

SpectRobot only inversion of gas abundances has been implemented and more gases

may be inverted simultaneously. The Jacobian K is calculated analytically. The

set of inversion parameters for each gas may be one-dimensional - VMR values at

a set of fixed altitudes - or two-dimensional - VMR values at a set of altitudes

and latitudes. The type of the inversion parameters and the information needed

to calculate the Jacobian are fully contained inside the RetParam objects (Section

A.2.9): further inversion strategies, such as 3D set of inversion parameters (latitude,



118 CHAPTER 6. SPECTROBOT

altitude, longitude), are planned to be implemented by creating new RetParam

objects. This is particularly interesting for the problem described in Chapter 8.

6.2 Validation of forward model and inversion mod-

ule

The forward model and the inversion module of SpectRobot (SR) have been val-

idated by comparison with the GBB code (Section 1.4). The following tests have

been performed:

• comparison of the spectrum and the derivatives calculated by the two codes

with a uniform atmosphere and without LUTs;

• comparison of the spectrum calculated by the GBB code and by a modified SR

code which assumes the radiative transfer steps and C-G quantities calculated

by the GBB code;

• comparison of the spectrum and line formation for the SR and modified SR

code;

• test inversion of CH4 with GBB and SR on a set of observations used in Section

5.4.

6.2.1 Test with uniform atmosphere

The first test focuses on the simulation of the CO spectrum between 2050 and

2250 cm−1 assuming vertically and horizontally uniform temperature, vibrational

temperatures and pressure in the whole atmosphere. This is done to avoid differences

due to the interpolation and C-G calculations. The GBB code and the SR code have

been run in the same conditions and the result is shown in Figure 6.4. The difference

in the high-resolution (5 × 10−4cm−1) spectra has been multiplied by a factor 100

and the largest differences are of the order of 10−3. Since the accuracy of the line

parameters for most lines is at the 10−4 order, a slight difference in the line shape

or in the total column of CO can explain such differences.

With the same test setting, also the derivatives of the spectrum with respect to

an inversion parameter have been performed. The derivatives shown in Figures 6.5

and 6.6 are relative to the CO VMR parameter at 500 km altitude. Figure 6.5 shows
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Figure 6.4: Validation: spectrum with homogeneous atmosphere. The difference has
been multiplied by a factor 100.
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Figure 6.5: Validation: high-resolution derivative with respect of one inversion pa-
rameter.

the comparison between the high-resolution derivatives calculated with the GBB

and SR codes and the difference has been multiplied by a factor 100. As for the

spectrum, the largest differences are of the order of 10−3. Figure 6.6 shows instead a

comparison between the analytical derivative calculated with SR and the numerical

version of the same derivative.In this case the differences are even smaller, proving

that the analytical derivatives are correct.
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Figure 6.6: Validation: numerical and analytical derivatives

6.2.2 Test of the SR radiative transfer core with non-LTE

LUTs for vertically inhomogeneous atmosphere

This test focuses on the simulation of the CH4 spectrum between 2800 and 3200 cm−1

for a model Titan atmosphere which is actually used in one of the inversions of

Chapter 5 and for a limb LOS tangent at 434 km. The CH4 emission is assumed in

non-LTE with a set of vibrational temperatures used in the inversion in Chapter 5.

Since the aim of this test is to assure that the SR radiative transfer core is working

properly, every possible difference in the ray tracing has been avoided. So the results

of the GBB ray tracing in terms of arrays of the relevant quantities along the line

of sight have been assumed and the same radiative transfer steps have been used in

the two codes. There are two differences with the previous test:

• use of a vertically inhomogeneous atmosphere;

• use of pre-calculated non-LTE LUTs for the CH4 spectrum calculation. Since

the CH4 has many lines in this region (about 30 thousands lines only in the

HITRAN database), the calculation of LUTs improves dramatically the com-

puting time;

• no difference in ray tracing.

This modified SR run is called ”SR los gbb” in Figures 6.7, 6.8 and 6.9 below.

Figure 6.7 shows the comparison of the two high resolution spectra, Figure 6.8 is
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Figure 6.7: Comparison of the spectrum when assuming GBB radtran steps.

a zoom-in to better show the differences in the line shapes and Figure 6.9 is a low

resolution (5 cm−1) convolution of the spectrum. In all figures the spectral differences

have been multiplied by a factor 100. Apart from one line, the largest differences are

again of the order of 10−3, which is satisfying if considering that the absorption and

emission coefficients are calculated in the LUTs at 5 K and 1.0 log(hPa) steps and

then interpolated. Figure 6.9 shows that for the low resolution spectrum differences

are smaller and concentrated in the Q branch.

6.2.3 Test of the SR ray tracing for inhomogeneous atmo-

sphere

This test is produced for the same input atmosphere of the one above and compares

the spectrum produced by SR with two different ray tracing results: the run named

”SR los SR” in figures uses the nominal ray tracing of SR, while ”SR los gbb”

stands for the modified run with GBB ray tracing described in the previous section.

In Figure 6.10 the C-G equivalent temperature and CH4 number density for the two

runs are shown. The total columns of CH4 for the two runs have been checked and

their relative difference is about 10−4.

The simulations shown are for the worst case, the LOS tangent at 434 km, which

is the lower LOS in the test. Since the LOS is longer and crosses more atmospheric

layers, the differences in the ray tracing are amplified here with respect to higher

LOSs. In Figures 6.11 and 6.12 below, the high and low resolution spectra compar-
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Figure 6.8: Comparison of the spectrum when assuming GBB radtran steps. ZOOM.
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Figure 6.9: Comparison of the spectrum when assuming GBB radtran steps. Low
resolution spectrum.
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Figure 6.10: C-G equivalent temperature and CH4 number density steps for SR and
GBB ray tracing, compared with the temperature along the LOS.
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Figure 6.11: Comparison of the spectrum simulated with SR ray tracing (”SR los
SR”) and with GBB ray tracing (”SR los gbb”).

ison are shown. Note that in those figures the differences are not multiplied by the

factor 100 and are quite large, even reaching ten percent of the spectral intensity on

some lines.

The differences are larger for the more excited bands of CH4, and particularly for

the ν3 + ν4 → ν4 band. The ν3 + ν4 level is highly excited in the whole atmosphere

but its emission is seen mainly below 700 km (see Section 5.3). Figure 6.13 shows

the line formation for a transition in the band ν3 + ν4 → ν4, for GBB and SR

runs, normalized to the final value of the line peak in the GBB run. Two runs

with different number of steps (”SR los” and ”SR los2”) are shown for SR, but the

final value of the line intensity is the same for the two runs within 10−4. The line

intensities using the GBB LOS are instead systematically larger than the SR ones.

The source of these differences has been identified in the different interpolation

scheme used for the vibrational temperatures in GBB and SR ray tracing. The GBB

code converts the vibrational temperatures in non-LTE ratios on a fixed atmospheric

grid and calculates the equivalent C-G average of the non-LTE ratio at each step.

The SR ray tracing calculates instead equivalent C-G averages of the vibrational

temperatures at each step which differ from the GBB ones by some degree for the

most excited levels.

Figure 6.15 shows the differences in the intensity increment at each step for the

two runs and the difference in the effective vibrational temperature of level ν3 + ν4

at each step. The two patterns are similar, giving a convincing hint for the cause of
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Figure 6.12: Comparison of the spectrum simulated with SR ray tracing (”SR los
SR”) and with GBB ray tracing (”SR los gbb”). Low resolution spectrum.
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Figure 6.14: Effective vibrational temperature used for level ν3 + ν4 at each step by
SR and GBB code.

the difference in the line formation.

6.2.4 Test of the inversion procedure

A test of the full inversion procedure has been done for a set of spectra also used

for the analysis in Section 5.4. Given the many possible causes of differences, in the

test only the first isotopologue of CH4 has been included and only lines in the 2012

HITRAN database. The test consisted in a complete inversion with the GBB and

SR codes, with retrieval of the CH4 VMR profile, assuming horizontal homogeneity.

Due to the fact that only the first isotopologue of CH4 has been considered in the

forward model, the fit is not perfect and the χ2 of the simulations is large. The

result of the two inversions is shown in Figure 6.16. The two retrieved profiles

are consistent within the errorbars but show some differences, especially at the two

lowermost points. This fact can be explained by the observed differences in the ray

tracing, which produces systematically larger intensities in the GBB code compared

with the SR code.

6.3 Study of the 3D SZA bias

The SZA bias discussed in Section 5.5 provided the motivation to develop the new

code with 3D geometry. This section presents a test made to assess whether the

3D bias makes some significant change in the retrievals of CH4, HCN and C2H2 in
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Chapter 5. Before the inversion test on two extreme cases with SZA = 30◦ and SZA

= 80◦, a study on the line formation for the two main CH4 bands in the 3D case has

been performed.

6.3.1 Study of line formation for two CH4 bands in the 3D

case

The set of real VIMS LOSs considered in this section is the same used for the

validation tests, with tangent SZA around 65◦. In Figure 6.17 the variation of
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latitude and SZA for this set of LOSs is shown. The SZA along the LOS varies from

about 55◦ on the inbound leg of the LOS - the region closer to the spacecraft - to

80-90◦ on the outbound leg. This situation is typical of an observation with phase

angle lower than 90◦: since the sun is situated behind the spacecraft, the inbound

leg of the LOS has lower SZA and molecular levels are more excited there than on

the outbound leg. For phase angles larger that 90◦ the situation reverses.
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Figure 6.17: Variation of latitude (left panel) and solar zenith angle (right panel)
for the set of limb LOSs.

In the following we will refer to the case with tangent SZA approximation as the

1D case and the one that calculates the change of SZA along the line of sight as the

3D case. The main levels contributing to CH4 emission are the ν3 and ν3 + ν4 levels.

A significant change in the emission between the 1D and 3D case is observed if the

vibrational temperature of the main levels differ substantially in the line forming part

of the LOS. Figure 6.18 show the difference between the vibrational temperatures

calculated in the 3D case and those in the 1D case at each point along the LOSs.

LOS paths ”enter” the image on the top right and ”exit” on the top left. Left panel

shows the differences for the ν3 level of CH4: in the first part of the LOS the level

is more excited in the 3D case than assumed in the 1D case, while it is much less

excited in the second part. Peak differences are observed at 750-800 km. The right

panel of Figure 6.18 shows the vibrational temperature differences for the ν3 + ν4

level. The differences are much smaller in this case and significant only around

600 km. This is due to the fact that the hot ν3 +ν4 → ν4 band is optically thin from

600 km upwards and the absorption of solar radiation does not vary steeply with

SZA (see Section 5.2).

Major differences in the simulated emission are expected for the lowest LOS in

the test set. The LOS path is shown in Figure 6.19 with a color scale that maps the
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Figure 6.18: Differences of vibrational temperature for the case with and without
SZA variation along the line of sight for CH4 level ν3 and ν3 + ν4 along a test set of
LOSs.

steps done by the radiative transfer routine to the point along the path. A study of

the line formation for a line in band ν3 → 0 and a line in the band ν3 + ν4 → ν3 has

been performed, the results are shown respectively in Figures 6.20 and 6.21. The

left panels show the intensity at a given step of the radtran routine, indicated in a

color scale as a fraction of the total number of steps. The right panels show instead

the increments in the line intensities at each step with respect to the previous one

in logarithmic scale. For band ν3 → 0 the line core is formed soon saturating at

about 25% of the los path, corresponding to an altitude of about 750-800 km. The

remaining part of the LOS changes just the sides of the line shape and the wings.

Small contributions come from the tangent point - about two orders of magnitude

smaller than the top value - and almost none from the second part of the LOS (3 to

4 orders of magnitude smaller). For the hot band ν3 + ν4 → ν4 instead all the LOS

contributes in a quasi-symmetric way and the main contribution - at least one order

of magnitude larger - comes from the part of the LOS closest to the tangent point.

These are the typical behaviours of an optically thick and optically thin regime

respectively. The main changes from the 3D to the 1D case are then expected for

the thick ν3 → 0 band, whose line forming region is situated quite far from the

tangent point.

6.3.2 Inversion test of 3D SZA bias

The inversion of CH4, HCN and C2H2 has been run for two extreme test cases:

• a set of LOS at SZA between 80◦ and 90◦, for which the effects of the 3D SZA

bias were expected to be significant;
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Figure 6.19: Image showing the path of the LOS at 434 km used as test case for
the line formation. The color of each segment of the line gives information on the
altitude at which the lines shown in Figures 6.20 and 6.21 are formed.
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Figure 6.20: Line formation for a line of CH4 band ν3 → 0 along the test LOS at
434 km. Left panel: line intensity at different steps along the LOS. Right panel:
increments in the line intensity at different steps.
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Figure 6.21: Line formation for a line of CH4 band ν3 + ν4 → ν3 along the test LOS
at 434 km. Left panel: line intensity at different steps along the LOS. Right panel:
increments in the line intensity at different steps.



6.3. STUDY OF THE 3D SZA BIAS 131

• a set of LOS at SZA around 30◦, for which only minor changes are expected.

The set of measurements considered belong to VIMS cube V1536397418 in year

2006, which is one of the cubes used in the analysis in Section 5.4. The phase angle

of the cube is 63◦, meaning that the SZA decreases in the 3D case moving from the

tangent point towards the spacecraft.

Three cases have been considered for both set of LOSs:

• inversion of the measurements assuming no variation of SZA in the forward

model, resembling the 1D case (no sza var in the panels below);

• inversion considering the real variation of SZA in the forward model (sza var

in the panels below);

• inversion considering the variation of SZA but using the LOS in the inverse

direction, simulating the case of complementary phase angle (inverse los in

the panels below).

Simulated emission

A comparison of the spectra simulated for tangent SZA = 80◦ and the three cases of

sza variation, no sza variation and inverse LOS is shown in Figure 6.22. The scheme

of the panels in the figure is as follows: panels in the first row show the simulated

emission in the fundamental ν3 → 0 band, the second row refers to ν3 + ν4 → ν4

band and the third to the overall CH4 spectrum; the three columns refer to the three

LOSs closer to 400, 600 and 800 km tangent altitude respectively. Figure 6.23 show

the same comparison for the SZA = 30◦ case.

As expected, main differences are seen in the SZA = 80◦ case and for the thick

ν3 → 0 band. Differences are larger for the lowest tangent altitudes, since the signal

in this case is formed further from the tangent point, as discussed in Section 6.3.1.

The differences are much smaller for the optically thin ν3+ν4 → ν4 band, which gives

the major contribution to the overall CH4 spectrum below 700 km. The simulations

made in the no sza var configuration correspond to the approximation made within

the GBB of assuming the tangent SZA for all the points in the LOS. Depending on

the actual orientation of the LOS with respect to the Sun, the simulation considering

the variation of the SZA along the LOS may fall in the sza var case (phase angle =

63◦, corresponding to the real observations) or in the inverse LOS case (phase angle

= 117◦).
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The difference between the blue and green lines shows the maximum potential

error when not considering the correct orientation of the LOS with respect to the

Sun.

The SZA = 30◦ case shows only minor differences and is shown for comparison.
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Figure 6.22: Simulated spectra for tangent SZA = 80, and the three cases: sza
variation along the LOS (blue line), no sza variation along the LOS (orange line) and
LOS seen from the opposite direction (green line). Legend of the panels. Columns:
LOS at 399, 599 and 799 km respectively. Rows: ν3 → 0 band (first), ν3 + ν4 → ν4
band (second) and overall CH4 emission (third).

Results

Figures 6.24 show the results for the case at SZA = 30◦ (left column) and SZA =

80◦ (right column). For the SZA = 30◦ case, almost no variation is seen in the HCN

and C2H2 retrievals. For the CH4 retrieval the sza var and no sza var cases show no

significant variations, while the inverse LOS case does show a significant difference

at least at 750 km, where a larger VMR is retrieved due to the smaller excitation

in the first part of the LOS. The SZA = 80◦ case is more interesting. Differences

are seen for HCN and C2H2 but are generally small and inside the retrieval errors.

The CH4 retrieval shows instead a significant variation at 850 km: for the true
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Figure 6.23: Same as Figure 6.22, for SZA = 30.

LOSs (sza var) a smaller VMR is retrieved, since the first part of the LOS is more

excited with varying SZA; for the inverse LOSs (inverse los) a significantly larger

VMR is retrieved instead. Although this test has been done on a single set of

measurements, the observed changes go in the direction of explaining the observed

correlation between CH4 VMR and SZA observed at high altitudes in Section 5.5,

whilst no correlation is seen at lower altitudes. An important point to be considered

is that all observations analyzed in Section 5.4 were obtained at phase angles lower

than 90◦, thus the VMR retrieved under the tangent SZA approximation always

overestimated the actual abundance at high altitudes for large SZA.

6.4 Conclusions

SpectRobot, a new code for radiative transfer modeling and inversion of atmospheric

quantities has been developed. Written mostly in Python and partly in Fortran,

SpectRobot is composed of a set of classes useful for further calculation, statistical

analysis and visualization of the results. The ray tracing works in 3D geometry

and takes into account the actual position of the Sun with respect to the line of
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Figure 6.24: Results of the tests on the 3D sza variation. Left panels: SZA = 30◦.
Right panels: SZA = 80◦.
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sight. The radiative transfer core is a line-by-line code that can accept as input

vibrational temperatures for non-LTE simulations; calculation of LUTs has been

implemented both for the LTE and non-LTE case. The inversion routine exploits a

bayesian inversion with optimal estimation technique, using Levenberg-Marquardt

numerical procedure. The inversion parameters are flexible objects, that can be

easily generalized to more complex, problem-specific configurations.

The forward model and the inversion module of SpectRobot have been validated

by comparison with the GBB code. The code has then been used to quantify the error

made in the inversion of CH4, HCN and C2H2 abundances from VIMS measurements

of non-LTE emission in Titan’s atmosphere. The simulations show a significant

difference for the thick ν3 → 0 band of CH4, especially at the lowest altitudes, while

no significant difference is seen for the thin ν3 + ν4 → ν4 band. In the test case,

the error of the retrieved VMR is found to be significant for CH4 at least at large

SZA (80◦) at 750 and 850 km. The variation observed in the retrieved VMR goes

in the right direction to explain the observed bias in the retrieved CH4 VMR at

the highest altitudes for large SZA discussed in Section 5.5. A new analysis of the

measurements in Chapter 5 is going on and is performed with SpectRobot.

Another possible application for the code developed is discussed briefly at the

end of Chapter 8 and aims to the 3D inversion of H+
3 abundance in Jupiter auroras.
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Part II

Jupiter’s aurorae
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Chapter 7

Introduction: Jupiter and its

magnetosphere

Jupiter is the largest planet in the solar system and orbits the Sun at an average

distance of 5.2 AU. Its mass is about one thousandth of the Sun’s mass and larger

than all the other planets together. Jupiter’s mean radius is 71492 km (RJ), about

one tenth that of the Sun. The planet rotates very fast, with a period of about

10 hours, and it’s rotation axis is almost perfectly aligned with the normal to the

ecliptic, with an inclination of 3◦.

Jupiter is made mainly by hydrogen and helium, but a large uncertainty exists

about its heavier components, which may constitute between 3 and 13% of its mass.

The actual fraction of heavy components could distinguish between different scenar-

ios of solar system formation and is currently one of the main questions regarding the

planet. Jupiter’s atmospheric composition is better known and is made up mainly

by molecular hydrogen (∼ 0.86 in volume) and helium (∼ 0.136), with trace amounts

of CH4 (2×10−3), NH3 (7×10−4) and H2O (5×10−4). Other constituents are found

in concentrations of the order of 10−7 and less [Taylor et al., 2004; Bagenal et al.,

2006].

Jupiter has always attracted attention for its atmospheric dynamics characterized

by fast and very stable alternating jet streams and clearly observable cyclones and

anticyclones, the most famous of which is the Great Red Spot, that has been known

for centuries.

139
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7.1 Jupiter’s magnetosphere

Jupiter’s magnetic field is the strongest in the solar system and has a dipole moment

about 20 thousand times that of the Earth’s. The field is generated by currents in

the outer core of the planet, composed by liquid metallic hydrogen.

The outer atmospheric layer of the sun, the solar corona, expands in the inter-

planetary space, filling it with a magnetized hot and low density plasma called the

solar wind. The solar wind plasma travels at supersonic speeds relative to the sun,

reaching the outer edge of the solar system. The magnetic field is said to be frozen

in the plasma flow because we are in the approximation of ideal Magnetohydrody-

namics (MHD); the ideal Ohm’s law E + v×B = 0, which descends from the limit

of infinite conductivity σ →∞, implies that the flux of the magnetic field through a

material path is conserved and so the magnetic field lines are in some sense moving

with the fluid. This characteristic of the magnetized plasma gives rise to a particular

configuration for the interplanetary magnetic field, the so called Parker spiral. The

sun rotates with a period of about 25 days and the roots of the magnetic field lines

are connected to the sun, but the magnetic field is then embedded in the radially

outflowing solar wind, so that the lines have to bend in a spiral.

Jupiter’s magnetic field - as for all magnetized planets - spreads into the in-

terplanetary space, giving rise to a region called the magnetosphere that screens

the planet from the solar wind plasma flow. Figure 7.1 shows the configuration of

Jupiter’s magnetosphere.

Figure 7.1: Sketch of the configuration of Jupiter’s magnetosphere. After Khurana
et al. [2004].

The magnetosphere is defined as the region inside which the motion of a charged

particle is governed by the planetary magnetic field; seen in a large perspective, it is

like a bubble in the solar wind, with a long tail in the direction opposite to the sun.
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A bow shock is formed in the Sun’s direction: after the shock, the supersonic

flow of the plasma is converted in a subsonic flow and the plasma is heated up and

compressed. The shocked gas flows around the magnetosphere in a region called the

magnetosheath. Therefore it is not directly the solar wind plasma which constitutes

the boundary of the magnetosphere but the strongly heated and compressed plasma

behind the bow shock. The boundary between the plasma in the magnetosheath and

the actual magnetosphere is called the magnetopause. It is a closed curved surface

in the direction of the sun, because of the compression performed by the solar wind,

and has a long tail in the opposite direction, that extends for many planetary radii.

Jupiter’s magnetosphere is huge, reaching a distance of 50 to 100 planetary radii

in the Sun’s direction. Unlike the Earth’s magnetosphere, which is driven by the

solar wind, Jupiter’s magnetosphere gains its energy from the planetary rotation

itself and most of the plasma from the satellite Io.

7.2 The engine of Jupiter’s aurora

The most evident manifestation of magnetospheric phenomena are Jupiter’s aurorae,

which light up the polar regions of the planet in the UV and IR images. Both the

UV and IR emission patterns, shown in Figure 7.2, are characterized by a main

emission feature, which is remarkably stable in position and rotates with the planet,

called the main oval [Radioti et al., 2013; Mauk and Bagenal, 2013; Grodent, 2003;

Clarke et al., 2004; Clarke, 2012].

Figure 7.2: UV image of Jupiter northern aurora taken by Hubble Space Telescope.
The main oval, the polar emission and the satellite footprints are indicated. After
Clarke et al. [2004].

The main oval is the signature of a system of Birkeland-like magnetospheric cur-

rents. The current circuit connects a middle magnetosphere region of the equatorial

plasma sheet (at about 30 RJ) with the polar ionosphere, then flows equatorward in
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the ionosphere and closes again in the equatorial plasma sheet at a distance of about

20-25 RJ . A sketch of the circuit is shown in Figures 7.3: the left panel shows the

result obtained with a simple dipole model of the magnetic field [Hill, 1979, 2001];

the right panel is a more realistic empirical model [Cowley and Bunce, 2001].

The currents that link Jupiter atmosphere to the equatorial plasma sheet in the

magnetosphere follow the magnetic field lines. Hence a mapping exists between the

observed auroral phenomena and the equatorial plasma sheet in the magnetosphere:

the closer to the pole the current is situated, the further it links to the equatorial

plasma sheet. The peak upward current in the ionosphere drives the precipitation

of energetic electrons that are responsible for the main oval emission. The main oval

is situated at about 74◦ magnetic latitude and maps to the middle magnetosphere

Cowley and Bunce [2001].

Figure 7.3: Sketch of the configuration of Jupiter’s Birkeland current system in Hill’s
dipole model (left, after Hill [2001]) and an empirical model by Cowley et al. (right,
after Cowley and Bunce [2001]).

Apart from the stable main oval, bright auroral emissions are seen at the magnetic

footprints of the jovian satellites, that are situated equatorward of the main oval

since they map to the satellite positions. Io’s is the brightest footprint. Inside the

oval, in the polar cap, a diffuse and highly variable emission is seen. The polar

region is also the set of strong polar flares [Grodent, 2003; Bonfond et al., 2016],

often accompanied by X-ray emission [Gladstone et al., 2002; Elsner, 2005].

The energetic electrons drive dissociation and ionization of H2 in the upper

atmosphere, which are responsible for the UV emissions. The H+
2 molecules so

produced may experience dissociative recombination in the collision with an ambient

electron or react with a neutral H2 molecule to produce H+
3 [Miller et al., 2000, 2013].
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H2 + e− →H+
2 + 2e−

H+
2 +H2 →H+

3 +H
(7.1)

H+
3 is then destroyed in dissociative recombination with an ambient electron (in

the upper atmosphere) or in reaction with CH4, C2H2 or other hydrocarbons in the

lower atmosphere.

H+
3 + e− →H2 +H (3H)

H+
3 + CH4 →CH+

5 +H2

(7.2)

The typical lifetime for H+
3 is estimated to be between 4 and 40 s in Jupiter’s

upper atmosphere considering model estimates of the electron density [Radioti et al.,

2013]. H+
3 is expected to be close to photochemical equilibrium in this region of the

atmosphere and it’s therefore a great tracer for electron precipitation in Jupiter’s

auroras [Connerney and Satoh, 2000; Satoh and Connerney, 1999; Stallard et al.,

2015; Altieri et al., 2016].

Figure 7.4: Ionization rate per electron in function of the electron energy in the
model of Hiraki and Tao [2008].

Figure 7.4 shows the ionization rate per electron in function of the initial energy,

in the model by Hiraki and Tao [2008]. The energy of the incoming electrons de-

termines the altitude of the peak ionization in the auroral atmosphere and then the

shape of the H+
3 abundance profile [Tao et al., 2012].

H+
3 is a strong IR emitter in the 3-5µm region and is of primary importance

for the cooling of Jupiter’s upper atmosphere [Miller et al., 2013]. Since the peak

emission of H+
3 is situated above the hydrocarbon layer, it is not absorbed by the
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abundant CH4 and can be observed. Moreover, in the 3-4µm region the solar radia-

tion reflected by the lower atmospheric layers is absorbed by the CH4 before reaching

the upper atmosphere, thus preventing the contamination of the H+
3 signal.



Chapter 8

H+
3 and CH4 abundance in

Jupiter’s auroral regions

This part of the work focuses on the upper atmosphere in the auroral region of

Jupiter. JIRAM measurements analyzed in this Chapter represent a situation of

chemical non-equilibrium: the H+
3 is produced and destroyed in the auroral upper

atmosphere in a time span of some tens of seconds and its local density depends both

on the energy and flux of precipitating electrons. The composition of the auroral

atmosphere is modified by the forcing of particle precipitation, producing a state

close to photochemical equilibrium.

The work done on the Jupiter aurora through the analysis of JIRAM measure-

ments has brought to the publication of three articles:

• B.M. Dinelli, F. Fabiano, A. Adriani, F. Altieri and 24 more (2017) - Pre-

liminary JIRAM results from Juno polar observations: 1. Methodology and

analysis applied to the Jovian northern polar region, Geophysical Research

Letters, Wiley Online Library, 2017, 44, 4625-4632;

• A. Adriani, A. Mura, M. Moriconi, B.M. Dinelli, F. Fabiano and 23 more

(2017) - Preliminary JIRAM results from Juno polar observations: 2. Analysis

of the Jupiter southern H+
3 emissions and comparison with the north aurora,

Geophysical Research Letters, Wiley Online Library, 2017, 44, 4633-4640;

• M.L. Moriconi, A. Adriani, B.M. Dinelli, F. Fabiano and 24 more (2017) -

Preliminary JIRAM results from Juno polar observations: 3. Evidence of

diffuse methane presence in the Jupiter auroral regions, Geophysical Research

Letters, Wiley Online Library, 2017, 44, 4641-4648.

145
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This chapter follows closely the publications, describing the method used and

reporting the main results. My contribution has been focused on the data analysis

and on the statistical analysis and visualization of the results.

8.1 Juno and JIRAM

Juno is a scientific space probe to planet Jupiter that was launched in 2011 and

reached Jupiter in July 2016. Juno carries instruments to study the planet’s com-

position and atmospheric dynamics, as well as its gravity field, magnetic field, mag-

netosphere and plasma environment [Bolton, 2010].

JIRAM (Jovian InfraRed Auroral Mapper) is an imager/spectrometer onboard

Juno, designed to study Jupiter’s aurorae, as well as the planet’s atmospheric struc-

ture, dynamics and composition [Adriani et al., 2017a]. It is composed of two IR

imager channels - the M channel centered at 4.78 µm and the L channel centered

at 3.45 µm - and by a spectrometer. The spectrometer sensor consists of a row of

256 pixels, with a total field of view of 3.5◦. Each pixel has an instantaneous field of

view of 0.25 × 0.25 mrad. The spectrum is sampled in 336 spectral channels in the

2–5 µm range with a mean spectral resolution of about 9 nm. Since Juno rotates on

its axis in a 30 s period, JIRAM is equipped with a despinning mirror that is able to

keep a stable pointing on the planet. Due to the rotation, the maximum integration

time is 1 s. The geometric information on the measurements is obtained by using

ad hoc algorithms based on the NAIF-SPICE tool [Acton, 1996]. JIRAM raw data

are radiometrically calibrated as described by Adriani et al. [2017a]. In this work

we focus on the spectrometer data in the 3–4 µm range.

8.2 JIRAM measurements from the first Juno or-

bit around Jupiter

The first JIRAM observations of Jupiter aurorae were acquired on 27 August 2016.

Due to the particular polar orbit of Juno, the north aurora was observed first,

between 8 and 12 UTC, with the spacecraft getting closer to the planet. The south

aurora was then observed during the outbound leg of the orbit, from 15 to 19:45

UTC, when Juno was moving away from Jupiter.

Two typical spectra acquired by Jiram are shown in Figure 8.1, one corresponding

to the dayside region and the other to the nightside. The left panel shows the entire
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range of the instrument, the right panel is a zoom in the 3-4.5µm region, where the

emission from H+
3 is clearly identified.
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Figure 8.1: Typical spectra acquired by Jiram in the auroral region, for the day and
night sides, for the full JIRAM spectral range (left panel) and the 3.0-4.5µm region
(right panel).

The region below 3.2µm is affected by solar scattering from deeper layers of

the atmosphere and above 4.0µm both solar scattering and thermal emission from

the lower atmosphere affect the H+
3 signal. The apparent feature at 3.8µm is an

instrumental effect. In the 3.2-3.8µm region the signal from the lower atmosphere

is absorbed by the abundant CH4, thus allowing to observe the faint signal from

H+
3 , that forms in the upper atmosphere. In the analysis we focused on this spectral

region, since the method described in Section 8.3 is not suited to model the more

complex features observed at smaller and larger wavelengths (no solar scattering has

been included).

8.2.1 Selected measurements for the North and South au-

rora

During the first Juno orbit, JIRAM acquired more than 100000 spectra when ob-

serving the North and South Polar regions of Jupiter. Those spectra were acquired

at different times and at different distances with respect to the planet. Both the

emission angle and the pixel size at Jupiter span a wide variety of values. Given the

limits of the forward model - that simulates a single emission layer (see Section 8.3)

- and to properly map the emission on Jupiter disk, only spectra with an emission

angle smaller than 75◦ have been considered in the analysis.

Some of the spectra acquired over the polar regions were affected by strong spikes

or showed an H+
3 signal too weak to produce a reliable retrieval. Given the large
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number of measured spectra, an automatic procedure has been designed to perform

a pre-filtering of the measurements. The first step of this procedure consists in the

identification of the spikes produced by energetic particles on the detector. For each

spectrum, we have evaluated the maximum intensity recorded at the wavelengths

of the H+
3 lines. All the spectral points outside the H+

3 lines whose intensity was

larger than 1.5 times the maximum intensity were flagged as spikes and masked out

from the retrieval. Spectra with 3 or more spikes were completely discarded. The

second step, applied after the spike removal, consists in the identification of spectra

where the H+
3 integrated signal is below the detection limit. All the spectra where

the integrated signal in the 3.2-3.8µm region was below 0.0001 W m−2 sr−1 were

discarded.

The final set of measurements that passed the pre-filtering consisted of 14131

spectra for the northern aurora and 32089 for the southern aurora.

Figures 8.2 and 8.3 show some information regarding all the analyzed measure-

ments of the two auroral regions. The measurements are shown in orthographic

projection on Jupiter North and South poles, using the planetocentric coordinates

of the intercept of the Line Of Sight (LOS) of each measurement with the surface

located 500 km above Jupiter 1 bar surface. The choice of the 500 km surface is

motivated by the fact that the main emission of H+
3 is expected from this altitude

layer. The color of each dot indicates the value of the represented quantity, while

the size of the spot represents the real projection of the instrument FOV on the

500 km surface.

The top left panel in the two Figures shows the emission angle of the measure-

ments, that is the angle made by the LOS with the vertical to the 500 km altitude

surface. As can be seen in the figures, the size of the pixel projections tends to

increase with larger emission angle. This produces two effects: the first is that with

larger emission angle the measurements average over a larger region, hiding finer

structures; the second is that at large emission angle the mapping is poor and ob-

served structures may appear shifted with respect to their real position (the vertical

structure of the aurora has not been measured yet). The cut-off at 75◦ was chosen

to avoid large errors in the mapping and in the retrieved quantities (see Section

8.4). In some regions measurements at very different emission angles and acquired

at different times superimpose. The upper right panels show the solar incidence

angle or Solar Zenith Angle (SZA) at the 500 km surface. Measurements of both

the dark and illuminated regions are available.
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Figure 8.2: Orthographic map of Jupiter North Pole with superimposed spots at the
geo-location of JIRAM observations. The longitude is indicated and dashed circles
have been drawn every 10◦ of latitude. The color of each dot indicates the value of
the represented quantity, while the size of the spot represents its spatial resolution.
The black lines represent the position of the aurora from models (dashed line) and
from previous observations (solid line).

Lower left panels show the integrated intensities of the analyzed measurements

over the 3.35-3.75 µm spectral region, where most of H+
3 emission is located and no

interferences with other molecules are present. The integrated intensities have been

corrected for the slant perspective by multiplying the integral by the cosine of the

emission angle. This correction is suited for a plane-parallel atmosphere, thus an

error is committed at large emission angles.

The orthographic surface shown in the panels has been divided in squared bins,

obtained dividing each axis in regular intervals. The single intensities have been

averaged over each bin, and bins containing less than 3 measurements have not been

included in the final dataset. The dimension of the bins is different for the two
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Figure 8.3: Same as Figure 8.2 but for the observations at Jupiter South Pole.

auroral regions, due to the different coverage. The side of the bins is about 2350 km

for the North polar maps and 1460 km for the South polar maps, in the projection

coordinates.

The lower right panels of Figures 8.2 and 8.3 represent the contour plot of the

binned distribution. In all panels, the dashed line represents the geolocation of the

aurora oval from existing models [Connerney et al., 1998] and the solid line is the a

statistical geolocation of the aurora produced from previous observations [Bagenal

et al., 2014].

In the bottom panels of Figures 8.2 and 8.3 we can identify some structures with

strong H+
3 emission that fall close to the auroral ovals.
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8.3 Retrieval Code

The code used for the analysis is an update of the code previously developed for the

analysis of Galileo/NIMS spectra [Altieri et al., 2016].

The code is divided into two modules, the Forward Model and the Retrieval

Module. In order to analyze the large set of measurements acquired by JIRAM

individually, the forward model is simpler and faster than the GBB forward model

(see Section 1.4). In particular, the forward model makes the following assumptions:

• it assumes that the emission of H+
3 in the auroral region is optically thin, which

has been usually assumed in previous studies based on ground measurements;

• the pressure broadening of the spectral lines is neglected, which is justified by

the fact that the linewidth is much smaller than the instrumental resolution

and the re-absorption of emitted radiation is not taken into account;

• no atmospheric layering is used, but a single emission layer at an effective

temperature Te.

Moreover, the population of the vibrational levels is assumed to be in LTE or

at least in Quasi-Thermal Equilibrium [Miller et al., 1991], meaning that the same

temperature can be used to represent all vibrations. This assumption is justified by

the fact that most of the auroral emission originates at altitudes where vibrational

LTE can be assumed and may produce a maximum error of 5% in the simulated

radiance [Melin et al., 2005].

The spectrum is simulated by first computing the intensity of each transition

of the gases considered and then convolving the intensity with the instrumental

spectral response. Since part of the JIRAM data were acquired on the dayside and

show a residual solar signal also in the 3-4µm region due to scattering from the

highest layers in the atmosphere, we have introduced in the FM the possibility to

add a radiometric offset to the simulated spectra. The forward model also includes

the possibility to evaluate analytically the derivatives of the spectra with respect to

temperature and column density of each gas.

The retrieval module is based on a Bayesian approach, that exploits the Gauss-

Newton technique, as described in Section 2.3. The parameters that can be retrieved

are the column density ncol along the instrument LOS and the effective temperature

Te of each considered gas. Moreover, to account for spectral calibration problems, we

can also retrieve a wavelength shift, the width of the instrumental response function,
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and a radiometric offset. At each iteration, the reduced χ2 is evaluated and the loop

is stopped when two consecutive iterations do not yield values that differ for more

than 1% percent.

8.4 Analysis of the measurements from the first

Juno orbit

Each spectrum in the final set of measurements described in Section 8.2.1 has been

analysed with the retrieval code described in section 8.3. The measurement error

has been evaluated computing the variance of a large set of deep space spectra

acquired by JIRAM, giving a value of 1.5x10−7 W/(m2 nm sr). Our main targets

in the analysis of JIRAM measurements are the effective temperature of H+
3 and its

column density along the LOS of each observation. Since in recent studies Altieri

et al. [2016] methane emission has been detected in the auroral region, along with

the H+
3 data we simultaneously retrieved an effective column density of methane

along the LOS.

H+
3 transitions and spectral properties have been downloaded from the web site

http://www.tampa.phys.ucl.ac.uk/ftp/astrodata/H3+/ [Neale et al., 1996] and

the partition function has been computed using the expression of Miller et al. [2013].

CH4 spectroscopic data have been taken from the HITRAN 2012 database [Rothman

et al., 2013]. JIRAM instrumental response function is assumed to be a Gaussian

function whose width has been evaluated during the on-ground calibration campaign

Adriani et al. [2017a].

In the first run we considered the following retrieval parameters with the indi-

cated a-priori errors: H+
3 effective temperature (a-priori error: 500 K), H+

3 column

density (a-priori error: 2.0 × 1013 cm−2), a wavelength shift (a-priori error: 5 nm)

and an offset value (a-priori error: 10−3 W m−2 µm−1 sr−1) for each spectrum. The

results of this first run showed high χ2 and anomalous H+
3 temperatures on a subset

of the measurements, located mainly in a region inside the auroral oval. An analy-

sis of the average spectrum on this subset showed an anomalous high value for the

intensity of the H+
3 line at 3.32 µm in comparison to other H+

3 lines. Considering

that hot CH4 emission has already been observed in Jupiter auroral region Altieri

et al. [2016] and its ν3 Q-branch lies very close to the position of the 3.32 µm H+
3

line, we added the methane emission to the simulated spectra.

A second run was then performed including the CH4 effective column density
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among the retrieval parameters. The effective temperature of CH4 was estimated

on the basis of the average observed spectrum of CH4, as described in Section 8.6,

and fixed to a value of 500 K for the analysis on the north aurora and 650 K for the

south aurora. For methane the approximations of the forward model described in

the previous chapter may not hold, therefore the retrieved CH4 column density is

just a proxy for the abundance of CH4 and should not be considered as a quantitative

estimate.

Since the wavelength calibration of the measured spectra is expected to be de-

pendent only from the position of the pixel on the spectrometer slit, we used the

retrieved wavelength shifts of this second run to fit a second order polynomial func-

tion to the set of retrieved wavelength shift versus position of the pixel on the slit.

The nominal analysis was then performed keeping fixed the new wavelengths cal-

culated in this way. The final set of inversion parameters is then composed by H+
3

column density, H+
3 temperature, CH4 column density and offset.

8.5 H+
3 column density and effective temperature

Among the results obtained with the procedure described above, many showed a

bad fit of the observed spectrum due to anomalous spikes on the H+
3 lines or just

because of the low signal from H+
3 . So the final results were further filtered keeping

only the retrievals for which the final χ-test was smaller than 20 and the retrieved

H+
3 temperature had a retrieval error lower than 100 K. This filter was chosen in

order to exclude from the final results the retrievals that were poorly representing

the measurements or contained small information. Figure 8.4 shows a scatter plot of

the individual retrieved H+
3 temperatures and column densities for the South aurora,

with the temperature retrieval error shown in color scale and the effect of the cut.

The cut operates primarily on measurements with small H+
3 column densities. The

choice of the cut on the temperature error was made because, even if the column

density maps were not so affected by retrievals with low information (that just

indicate low H+
3 abundance), the corresponding temperature maps were strongly

affected by bad temperature retrievals, often induced by low H+
3 abundance.

The final number of retrievals kept for the analysis is 13198 for the North aurora

and 23064 for the South.

As it can be seen in the upper left panels of Figures 8.2 and 8.3, the emission

angle of the analyzed observations spans a wide range of values. The retrieved H+
3
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Figure 8.4: Scatter plot of the individual results obtained for the South aurora,
showing H+

3 column density (x axis) vs H+
3 temperature (y axis) and retrieval error

on temperature (color scale). The effect of the cut operated for the final results is
shown, only the colored points were retained.

column density are affected by the different viewing geometry and by the effective

length of the optical path. We assumed that, in first approximation, the vertical

columns are obtained multiplying the slant columns by the cosine of the emission

angle. Figures 8.5 show the results of the individual retrievals of H+
3 column density

for the North and South aurora (respectively in the left and right panel), corrected

for the emission angle.

Figure 8.5: Results of H+
3 column density for the North (left panel) and South (right

panel) auroras. The column density have been corrected for the emission angle.

The corrected H+
3 columns have values up to 2.8×1012 cm−2 for the North aurora

and 3.5 × 1012 cm−2 for the South and show regions of evident structures close to

the auroral ovals. One of the most striking features observed is the presence of very

fine structures evidenced by the measurements with better spatial resolution - seen
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in the region around 210◦ longitude for the North aurora and 60◦ and 150◦ for the

South.

Figure 8.6: Zoom on the geographic North pole, from the left panel of Figure 8.5.

Furthermore, certain regions show both temporal and spatial variability. Figure

8.6 shows a zoom on the region of the aurora closer to the geographic North pole,

at latitudes larger than 85◦. As can be seen there is large variability both between

adjacent pixels and between pixels mapping to the same geo-location but taken at

different times (evidenced by the size of the projections).

8.5.1 H+
3 column density and temperature maps for the North

aurora

The picture given by the results is very complex and it appears that they cannot

be explained through a simple model. However, in order to identify patterns and

regularities in the results, we have divided the area in the orthographic projections of

Figures 8.5 into bins and we have averaged all the retrieval results and their errors

inside the bins (see also Section 8.2.1). The results for the North aurora, shown

as contour plots of the average bin quantities, are reported in Figures 8.7 for the

column densities and in Figure 8.8 for the temperatures.

The left panel of Figure 8.7 shows that the peak of H+
3 column densities lays in

part above the model oval (dashed line) and in part closer to the statistical oval (solid

line). On average, the retrieval error on the column densities is below 30% (right

panel). The left panel of Figure 8.8 shows that in general the highest temperatures

are located on the left side of the auroral oval. The highest errors on T are located
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Figure 8.7: Map of the average retrieved H+
3 column density for the North aurora

(left panel) and of the relative retrieval error (right panel).
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Figure 8.8: Map of the average retrieved H+
3 temperature for the North aurora (left

panel) and of the retrieval error (right panel).

in the region inside the auroral oval and in general where the H+
3 signal is lower

(right panel).

Comparing the left panels of Figure 8.7 and 8.8 we have identified 3 regions of

interest, highlighted in Fig. 8.9:

A: Longitudes from 200◦ to 240◦ and latitudes from 90◦ to 65◦N. This region of the

main auroral oval is characterized by high column densities inside (poleward

of) the statistical oval with a peak in the longitude range from 200◦ to 210◦and

67◦N in latitude. The corresponding temperature is about 850 K on average.

However, higher values for the temperatures are retrieved equatorward, in the

region located between the model and the statistical oval. The morphological
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Figure 8.9: Comparison of the distribution of H+
3 column densities (left panel) and

temperature (right panel).

analysis in Mura et al. [2017] made using the imager channel of JIRAM (3.3-3.6

µm) shows that this is a region of broad emission with thin coherent features

(arcs) that are visible from the main oval to 10 degrees inward.

B: Longitudes from 60◦ to 95◦, latitudes from 90◦ to 75◦ N. On the oval arc

crossing the pole, H+
3 column densities show variation between 2 and 2.6x1012

cm−2, with a peak on the North Pole. Temperature shows values between 800

and 850 K, with a peak eastward the North Pole of about 900 K.

C: Longitudes from 90◦ to 160◦, latitudes from 80◦ to 60◦ N. In this region higher

column densities (larger than 2.6x1012 cm−2) are retrieved external to the

statistical oval. Temperatures show high variability between 800 and 950 K,

with peaks on the statistical oval. Moreover this side of the oval appears

narrower than the other side. The shape of the auroral oval in this region,

as seen also in the images reported by Mura et al. [2017], appears extremely

sharp.

H+
3 plays a fundamental role in the cooling of the upper atmosphere of Jupiter. A

thermostat mechanism might be into play, with larger H+
3 abundances leading to fast

cooling of the atmosphere and then to lower temperatures. However, this mechanism

is complicated by the concurrent heating due to the particle precipitation. The

apparent anti-correlation seen for H+
3 column densities and temperatures in the maps

might suggest that this mechanism does effectively play a role in the northern aurora.
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The correlation plot of the individual retrieved H+
3 column densities (corrected) and

temperature is shown in Figure 8.10. The retrieved temperatures at small column

densities show a large spread, reaching up to 1100 K; the larger columns show instead

a systematical lack of temperature values larger than 900 K. However, as shown by

the color scale, the retrieval error on temperature is systematically larger for the

high temperatures and the real situation might be more complex.

Figure 8.10: Scatter plot of the individual results obtained for the North aurora,
showing corrected H+

3 column density (x axis) vs H+
3 temperature (y axis) and

retrieval error on temperature (color scale).

8.5.2 H+
3 column density and temperature maps for the South

aurora

The study of Jupiter’s South aurora through ground-based measurements has been

challenging because of the very slant perspective and different morphology with re-

spect to the North. Indeed the South auroral oval is found closer to the pole and not

tilted towards one side like the North oval. JIRAM has a very favorable orientation

to study the South aurora. The retrieved H+
3 column density and temperature maps

for the South aurora are reported in Figure 8.11 and 8.12 respectively.

The retrieved column densities in Figure 8.11 show a pattern of larger values

that lies close to or inside the model oval (solid) between 310◦ and 30◦ longitude,

and closer to or outside the statistical oval (dashed) for the remaining part. The

section of the oval between 320◦ and 30◦ longitude shows average values constantly

close to 3×1012 cm−2 or larger, while for the remaining part such large values are
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Figure 8.11: Map of the average retrieved H+
3 column density for the South aurora

(left panel) and of the relative retrieval error (right panel).
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Figure 8.12: Map of the average retrieved H+
3 temperature for the North aurora (left

panel) and of the retrieval error (right panel).

seen only in three smaller spots, around 300◦, 240◦ and 150◦ longitude. Significant

densities outside the oval are seen equatorwards in a diffuse region at 90◦ longitude.

The retrieved temperature map in Figure 8.12 shows systematically larger values

than for the North aurora. All points along the oval have average temperatures

larger than 900 K, and many regions show values close to 1000 K or larger. The most

significant region of large temperatures is seen between 240◦ and 270◦ longitude, with

average values of up to 1100 K.
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8.6 Retrieval of CH4 in the auroral regions

8.6.1 Estimation of the CH4 rotational temperature

As explained in Section 8.4, the CH4 emission was introduced in the simulations to

explain anomalous high temperatures found systematically in definite regions inside

the two auroral ovals. For those measurements, the ratio between the intensities

of the 3.32µm and 3.42µm H+
3 lines was much larger than expected, due to the

superimposed emission in the Q branch of the ν3 band of CH4. However, the P

and R branches were below the noise level in the individual spectra, not allowing a

retrieval of the CH4 rotational temperature. Averaging over all measurements that

showed large CH4 interference and at the same time small H+
3 columns, typical CH4

spectra have been extracted, which are shown by the black dots in Figures 8.13

for the North (left panel) and South aurora (right panel) separately. The North

auroral spectrum shows a residual contribution of H+
3 , which is almost not seen in

the South. Assuming LTE, a fit of the two spectra has been performed in order to

find the best estimate for the CH4 temperature. The best fit simulations for the

different temperatures are shown in the top panels of Figure 8.13, while the bottom

panels show the differences with respect to the average observed.

The χ2 values resulting from the fit are shown in Table 8.1. The best estimate

for the CH4 temperature is found to be 650± 100 K for the South polar region and

500 ± 150 K for the North. The χ2 minimum for the North is shallower due to the

H+
3 contamination of the spectrum.

Table 8.1: χ2 values obtained for the simulated CH4 emission at different tempera-
tures.

Temp(K) χ2
North χ2

South

200 K 2.49 17.37
350 K 1.86 9.61
500 K 1.68 4.66
650 K 1.88 2.89
800 K 2.24 3.25

The estimate of the CH4 rotational temperature for the North polar region is in

agreement with the values reported by Kim et al. [2015] for the northern bright spot

at 3.3 µm; for the South, our best fit temperature of 650 K is quite lower than the

value of 850 K obtained by them. Though the JIRAM observing geometry was not

favorable to determine the altitude location and vertical extension of the methane

distribution, we can draw some conclusion from the best-fit temperatures. A kinetic
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Figure 8.13: Average CH4 spectra detected in the North (upper panel) and South
(lower panel) polar regions. The fit with synthetic spectra at different temperatures
is shown in the main panels, differences are shown in the smaller panels at the
bottom.

temperature of 500-600 K corresponds to an altitude range between 400 and 600 km

above the 1 bar level, assuming an auroral-like model atmosphere [Grodent et al.,

2001]. A rotational non-LTE in this range is regarded as unlikely due to the quite

large atmospheric pressure and the best-fit rotational temperatures for the CH4

should represent the local kinetic temperature. The larger CH4 temperature in the

South would then mean either higher emission altitudes or a warmer atmospheric

structure. However, the fit is poorly representing the measurements in the region

of the Q branch close to the 3.35µm spectral point. This could be produced by
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a substantial contribution of the ν3 + ν4 → ν4 hot band of CH4 in a situation of

vibrational non-LTE.

8.6.2 Distribution of hot CH4 in the polar regions

The temperatures found with the procedure described in the previous section were

assumed for CH4 in the simulation of all measurements and in the retrieval of CH4

column densities. Due to the approximations made in the forward model and to the

large error in the fit of the CH4 temperatures, as well as to the probable influence

of vibrational non-LTE processes, the CH4 column densities should not be taken as

absolute values but just compared with respect to each other.

Therefore, to show CH4 spatial distribution, we have normalized the column

densities to the largest value, separately for each polar region. Figure 8.14 reports the

distribution of the normalized column densities for the northern (left) and southern

(right) regions.
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Figure 8.14: Map of the average retrieved column density of CH4 for the North (left
panel) and South (right panel) polar regions. The column densities are normalized
to the peak separately for both maps.

In the Northern polar region, the CH4 peak is located at 160◦-180◦ longitude

and 75◦-85◦ latitude and the CH4 hotspot diffuses also outside the oval, towards

larger longitudes, although with lower abundances. This diffusion may be produced

by atmospheric circulation, as already pointed out by Caldwell et al. [1983]. This

is in agreement with the NIMS results [Altieri et al., 2016], but with a much better

spatial resolution; the location of the CH4 hotspot is also consistent with that of

the C2H2 hotspot seen by CIRS at 13 µm [Sada et al., 2003]. The longitude of

the 3.3µm CH4 hotspot is also in quite good agreement with previous Earth-based

measurements at 3µm [Kim et al., 2015] and 8µm [Caldwell et al., 1983; Drossart
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et al., 1993], although the latitudes observed previously were lower than the one

reported here. Some misplacement in Earth-based observations may be due to the

very slant geometry; moreover, few JIRAM data are available to date below 70◦

latitude, which may hide some CH4 enhancement as well.

As for the South, unfortunately the coverage of the measurements misses much of

the region poleward 80◦ latitude and most locations between 150◦ and 240◦ longitude.

The Southern CH4 hotspot appears much broader than the Northern one, although

we are seeing just the borders of it in this first set of JIRAM data and are probably

missing the peak. Most of the hotspot appears to be located inside the 80◦ latitude

circle, shifted by some degrees towards East and we expect the peak to be well inside

the auroral oval. Part of the emission seems to extend well outside the oval between

180◦ and 240◦ longitude, although no coverage is available there for now and further

measurements during next JUNO orbits will clarify this specific issue.

The location of the two methane hotspot peaks well inside the auroral oval and

at fixed longitudes suggests that the CH4 excitation leading to infrared emission

could be linked to the auroral ion precipitation in the polar caps [Gladstone et al.,

2002; Cravens, 2003; Hui et al., 2009; Ozak et al., 2013]. The region inside the

auroral oval - where the CH4 infrared hotspot is observed along with a peak in the

X-ray emission as measured by Chandra [Cravens, 2003] – maps magnetically to

the outer jovian magnetosphere. As already pointed out by Gladstone et al. [2002],

the same energy source may explain both X-ray, UV and IR emissions in the polar

caps. Unlike the main oval, the exact mechanism and the current system behind the

particle precipitation in the polar caps is still unclear. Many authors proposed that

heavy positive ions coming from the outer jovian magnetosphere – mainly Oq+, Sq+

[Hui et al., 2009] – precipitate well inside jovian atmosphere ionizing the local gas

and giving rise to charge exchange reactions that emit X-ray photons. These same

energetic ions precipitate deeper than the electrons that give rise to H+
3 molecules

and may ionize or excite the CH4 molecules, leading to vibrational non-LTE and

consequent enhanced emission in the IR. JIRAM measurements give us a picture

with unprecedented detail of the two hotspots and may help understanding the

actual mechanism at work in the ion aurora.
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8.7 Conclusions

In this work we studied the H+
3 abundance and effective temperature in the auroral

regions of Jupiter, through analysis of the JIRAM measurements from the first

Juno orbit around Jupiter. The set of observations covers most part of the North

and South auroral ovals with observations of unprecedented spatial resolution. The

measured spectra have been simulated through a radiative transfer code that assumes

a single emission layer in optically thin conditions. H+
3 column density and effective

temperature, as well as CH4 column density have been retrieved using a bayesian

approach with optimal estimation method.

The results show an extreme variability in the H+
3 abundance and temperature,

with very thin spatial structures. Maps of average H+
3 column density, emission

temperature and CH4 column density have been produced for the two auroral re-

gions. The retrieved H+
3 columns for the North aurora, corrected for the emission

angle, have values up to 2.8×1012 cm−2 and temperatures along the main oval are in

the range between 825 and 900 K. An apparent anti-correlation of temperature and

column density in the map might be a signature of the H+
3 thermostat mechanism.

For the South aurora, corrected column densities reach values up to 3.5×1012 cm−2.

The retrieved temperatures show systematically larger values than for the North au-

rora, with average temperatures along the oval larger than 900 K, up to 1000-1100 K

in some regions. The presence of methane in two hotspots inside the auroral ovals

has been detected. Methane rotational temperature is found to be about 500 K for

the North hotspot and 650 K for the South. Methane emission might be due to

vibrational excitation produced by auroral ion precipitation in the polar caps.

To date, more JIRAM data are available and would allow a study of the variabil-

ity of the auroral environment. The inversion of a vertical profile of H+
3 and CH4 in

the auroral region is challenging due to the very complex environment but could be

tried through a 3D retrieval technique, as the one described in Chapter 6.
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Conclusions

The work done during my PhD regarded the inversion of infrared measurements

taken by two instruments aboard space missions, VIMS on Cassini and JIRAM on

Juno. Beside the analysis of the measurements, I spent considerable effort and time

on the development of SpectRobot, a new 3D code for radiative transfer modeling

and retrieval.

The work described in Chapter 4 and 8 has lead to the following publications in

peer-reviewed journals:

• F. Fabiano, M. López Puertas, A. Adriani, M.L. Moriconi, E. D’Aversa, B. Funke,

M.A. López-Valverde, M. Ridolfi, B.M. Dinelli, CO concentration in the upper strato-

sphere and mesosphere of Titan from VIMS dayside limb observations at 4.7µm, In

Icarus, Volume 293 (2017), 119-131

• B. M. Dinelli, F. Fabiano, A. Adriani, F. Altieri, M.L. Moriconi, A. Mura, G.

Sindoni, G. Filacchione, F. Tosi, A. Migliorini, D. Grassi, G. Piccioni, R. Noschese,

A. Cicchetti, S. J. Bolton, J. E. P. Connerney, S. K. Atreya, F. Bagenal, G. R.

Gladstone, C. J. Hansen, W. S. Kurth, S. M. Levin, B. H. Mauk, D. J. McComas,

J.-C. Gèrard, D. Turrini, S. Stefani, M. Amoroso, A. Olivieri, Preliminary JIRAM

results from Juno polar observations: 1. Methodology and analysis applied to the

Jovian northern polar region, In Geophysical Research Letters, Volume 44, number

10 (2017), 4625-4632

• A. Adriani, A. Mura, M. L. Moriconi, B. M. Dinelli, F. Fabiano, F. Altieri, G.

Sindoni, S. J. Bolton, J. E. P. Connerney, S. K. Atreya, F. Bagenal, J.-C. M. C.

Gérard, G. Filacchione, F. Tosi, A. Migliorini, D. Grassi, G. Piccioni, R. Noschese,

A. Cicchetti, G. R. Gladstone, C. Hansen, W. S. Kurth, S. M. Levin, B. H. Mauk,

D. J. McComas, A. Olivieri, D. Turrini, S. Stefani, M. Amoroso, Preliminary JI-

RAM results from Juno polar observations: 2. Analysis of the Jupiter southern H+
3
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emissions and comparison with the north aurora, In Geophysical Research Letters,

Volume 44, number 10 (2017), 4633-4640

• M. L. Moriconi, A. Adriani, B. M. Dinelli, F. Fabiano, F. Altieri, F. Tosi, G.

Filacchione, A. Migliorini, J. C. Gérard, A. Mura, D. Grassi, G. Sindoni, G. Piccioni,

R. Noschese, A. Cicchetti, S. J. Bolton, J. E. P. Connerney, S. K. Atreya, F. Bagenal,

G. R. Gladstone, C. Hansen, W. S. Kurth, S. M. Levin, B. H. Mauk, D. J. McComas,

D. Turrini, S. Stefani, A. Olivieri, M. Amoroso, Preliminary JIRAM results from

Juno polar observations: 3. Evidence of diffuse methane presence in the Jupiter

auroral regions, In Geophysical Research Letters, Volume 44, number 10 (2017),

4641-4648

I report here the main results of the different works in Chapters 4 to 8, with

some perspective for future evolutions.

Chapters 4 and 5 report the analysis of day-side VIMS limb measurements of non-

LTE molecular emissions in Titan’s middle and upper atmosphere. For all molecules

studied, non-LTE populations were calculated with the Generic RAdiative traNsfer

AnD non-LTE population Algorithm (GRANADA) Funke et al. [2012] by the group

of planetary atmospheres at the IAA of Granada (Spain). The results of the non-

LTE modeling were used in the simulation of the observed spectra with Geofit Broad

Band (GBB) radiative transfer and retrieval code.

In Chapter 4 the CO concentration in the upper stratosphere and mesosphere

of Titan has been determined from the inversion of a set of day-side VIMS limb

measurements around 4.7µm in years 2006 and 2007. The atmospheric emission in

this spectral region comes mainly from the fundamental and first hot bands of CO,

which are in strong non-LTE conditions during day-time. The average retrieved CO

VMR between 200 and 500 km represents the first measurement of the CO VMR

profile in the upper stratosphere and mesosphere of Titan. The result at 200 km is

compatible with previous results in the lower stratosphere Maltagliati et al. [2015];

Teanby et al. [2010]. We tried to assess whether the CO profile is uniform with

altitude or not. The CO profile was found to be compatible with a uniform VMR

with altitude, consistent with current photochemical models prediction Wong et al.

[2002]; Wilson and Atreya [2004]; Hörst et al. [2008]. However, a slight increase

of the CO VMR from 50 ppmv at 200-250 km to 60 ppmv at 500 km, -right at the

uncertainty level- can be appreciated in our results, with a mean gradient of about

0.05 ppm/km in the middle atmosphere. In case this is confirmed, it would require

a new unknown destruction pathway for CO around 300 km in Titan’s atmosphere.
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In Chapter 5 the latitudinal and seasonal variations in the distribution of CH4,

HCN and C2H2 in the upper atmosphere of Titan between 500 and 1000 km were

studied from VIMS measurements in the 2.8-3.5µm region. A preliminary analysis

has been carried on a set of VIMS measurements between years 2004 and 2012. The

results of the inversion have been averaged in latitudinal bins and in two seasons:

winter (2004-2009) and early spring (2010-2012). The HCN VMR shows an enhance-

ment at the North pole during winter at all altitudes and at both the North and

South poles during spring below 800 km. Also the average C2H2 abundance is larger

at both poles during spring below 800 km, while no significant variation is seen for

C2H2 during winter. For CH4, enhancements above 800 km are seen at the North

pole during winter and at both poles during spring. However, these results have to

be considered preliminary due to the small coverage at the polar latitudes and the

observed correlation between the retrieved CH4 VMR and SZA at high altitudes.

The wish to explain the observed bias and to build a full 3D inversion scheme has

brought to the development of SpectRobot (SR), a new code for radiative transfer

modeling and inversion of atmospheric quantities (Chapter 6). The ray tracing of

SR works in 3D geometry and takes into account the actual position of the Sun with

respect to the line of sight. The radiative transfer core is a line-by-line code that

can accept as input vibrational temperatures for non-LTE simulations; calculation

of LUTs has been implemented both for the LTE and non-LTE cases. The inver-

sion routine exploits a bayesian inversion with optimal estimation technique, using

Levenberg-Marquardt numerical procedure. The forward model and the inversion

module of SpectRobot have been validated by comparison with the GBB code. The

code has then been used to quantify the error made in the retrieval of CH4 per-

formed in Chapter 5. In the test case, the error of the retrieved VMR is found to

be significant for CH4 at least at large SZA (80) at 750 and 850 km. The variation

observed in the retrieved VMR goes in the right direction to explain the observed

bias in the retrieved CH4 VMR at the highest altitudes for large SZA.

A new analysis of CH4, HCN and C2H2 abundances on a larger VIMS dataset is

currently going on with the new code. If the patterns observed in the preliminary

results are confirmed with larger significance, these would imply that the middle

atmosphere circulation on Titan does effectively extend well above the 500 km level,

as expected in previous analysis Teanby et al. [2012], but yet not observed due to lack

of suitable data. At the same time, the seasonal variation in the CH4 VMR at high

altitudes, if confirmed, would give insight in the very complex upper atmospheric
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environment.

Chapter 8 reports the main results obtained from the analysis of the first JIRAM

measurements at Jupiter. The observations have been calibrated and geo-referenced

by the JIRAM team at IAPS-INAF in Rome. The spectra have been simulated

through a radiative transfer code that assumes a single emission layer in optically

thin conditions. H+
3 column density and effective temperature, as well as CH4 col-

umn density have been retrieved using a bayesian approach with optimal estimation

method. Maps of average H+
3 column density, emission temperature and CH4 column

density have been produced for the two auroral regions. The retrieved H+
3 columns

for the North aurora have values up to 2.8× 1012 cm−2 and temperatures along the

main oval are in the range between 825 and 900 K. An apparent anti-correlation

of temperature and column density in the map might be a signature of the H+
3

thermostat mechanism. For the South aurora, column densities reach values up to

3.5× 1012 cm−2. The retrieved temperatures show systematically larger values than

for the North aurora, with average temperatures along the oval larger than 900 K,

up to 1000-1100 K in some regions. The presence of methane in two hotspots inside

the auroral ovals has been detected. Methane rotational temperature is found to

be about 500 K for the North hotspot and 650 K for the South. Methane emission

might be due to vibrational excitation produced by auroral ion precipitation in the

polar caps.

To date, more JIRAM data are available and would allow a study of the vari-

ability of the auroral environment. The inversion of a vertical profile of H+
3 and

CH4 in the auroral region is challenging due to the complex and extremely variable

environment but could be tried through the 3D retrieval technique implemented in

SpectRobot.
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SpectRobot: code description

This appendix is dedicated to a more detailed description of SpectRobot (SR), al-

ready introduced in Chapter 6. Although I hope the description gives some insight

in the code, this is still far from a complete code manual.

A.1 Download and preliminaries

The full code is freely accessible on GitHub and can be downloaded at https:

//github.com/fedef17/SpectRobot. If git is installed on the computer, the git

clone command can be used:

git clone https://github.com/fedef17/SpectRobot my-git-folder

SpectRobot has been developed and tested under Python 2.7.12, but should work

with 3.x Python versions as well, although it has not been tested.

The following Python modules are needed: matplotlib (2.0.0), multiprocessing

(0.70), numpy (1.12.1), scipy (0.19.0), cPickle (1.71). They can be installed through

the python-pip package, giving in a terminal:

pip install --user "module name".

Since some key routines of the code are written in Fortran rather than in Python,

the program f2py is needed to convert them into Python modules. These three

commands have to be executed:

f2py -c -m fparts_mod fparts_mod.f

f2py -c -m lineshape lineshape.f

f2py -c -m curgods curgods.f

They produce a Python executable version of the Fortran routines, that can be called

from inside SR.
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To write a Python script using the SR framework, these import statements are

suggested:

import numpy as np

import spect_base_module as sbm

import spect_main_module as smm

import spect_classes as spcl

A.2 Code structure: classes and methods

In order to explain how the code works, it’s worth first introduce the objects that

build up the framework of SR. Objects are the basic concept of object-oriented

programming: an object contains a set of data in the form of attributes and has

specific methods that work on those data. Each object is the instantiation of a

class, which is the general template for that particular object. In this section I will

describe briefly the classes developed, showing some code snippet and usage.

A.2.1 class Planet

This class describes the planet that one wants to simulate. Attributes of class

planet include important data regarding the geometry - planetary radii, altitude

of TOA, star-to-planet distance - as well as other characteristics of the planet like

orbital period, planetary type, stellar type and others.. The idea is to create a

collection of child classes with standard attributes that define all solar system planets

and possibly exoplanets. Up to now only two subclasses have been created: class

Titan(Planet) and class Jupiter(Planet).

Apart from the fixed attributes, the planet object contains information regard-

ing the particular atmosphere that one wants to simulate. In particular two at-

tributes of the planet class are fundamental inputs for the radiative transfer routine:

planet.atmosphere, which is an AtmProfile object describing the temperature/pres-

sure structure of the atmosphere, and planet.gases, which is a Python dictionary

containing Molec objects which represent all the gases to be included in the simula-

tion.

Usage
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import spect_base_module as sbm

print(’Loading planet...’)

### I’m creating a Titan planet object with TOA at 1500 km.

planet = sbm.Titan(1500.)

### This adds the attribute "atmosphere" to planet. Atm is an AtmProfile

object

planet.add_atmosphere(Atm)

### This adds gas ch4 to planet gases. ch4 is a Molec object

planet.add_gas(ch4)

A.2.2 class Coords

This class describes a point in space. The main reason for this class is to have

painless conversions of coordinates between different reference frames: a cartesian

reference frame, with its origin at the center of the planet, z axis parallel the planet

rotation axis and x axis pointing in the direction of the zero meridian; a pure spher-

ical frame described by (R,θ,φ); a modified spherical coordinate frame described by

the triad (latitude, longitude, altitude). The cartesian frame is used for the calcu-

lation of the line of sight path, while the modified spherical is used to describe the

atmospheric quantities. Default units for the cartesian coordinates and the altitude

are kilometers, for latitudes and longitudes degrees are used.

Usage

import spect_base_module as sbm

### I’m creating a Coords object. I need to specify the radius of the

planet to convert to the modified spherical frame.

point = sbm.Coords([0., 2360., 1362.5], s_ref=’Cartesian’, R =

planet.radius)

### Converting to the modified spherical coordinates:

sph_coords = point.Spherical()
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-> array([30., 90., 150.])

### Converting to the cartesian coordinates:

cart_coords = point.Cartesian()

-> array([0., 2360., 1362.5])

### I define a second point. The distance between the two points is given

by method "distance" (in units of "km" or "cm"):

point2 = sbm.Coords([20., 120., 300.], s_ref=’Spherical’, R =

planet.radius)

dist = point.distance(point2, units = ’km’)

-> 1403.1672..

A.2.3 classes AtmProfile and AtmGrid

Class AtmProfile represents an atmospheric quantity and its dependence from the

position in the atmosphere. The quantity is user-defined and can be the temperature,

the pressure, the abundance of a gas or something else.

There is no fixed dimension for an AtmProfile object, which may depend on al-

titude, latitude, solar zenith angle, longitude or a subset of these coordinates. The

information about the dimensions of the profile and the set of grid points used to

define an AtmProfile object is stored in the grid attribute, which is an AtmGrid ob-

ject. Class AtmGrid represents the coordinate grid used to define the atmospheric

profiles. The main purpose of this class is to keep the information regarding the

atmospheric grid used to define some atmospheric profile. Each dimension is acces-

sible through a key like ’alt’, ’lat’ or ’sza’. The flexibility of the AtmProfile and

AtmGrid objects allows to describe many different situations with the same classes

and functions.

For example, if one wants to define a temperature profile which is the same for all

latitudes, a one-dimensional AtmProfile object with just an altitude dimension suits

the problem. To define a temperature field which varies with latitude and altitude,

a two-dimensional AtmProfile object is needed. A three-dimensional AtmProfile

object may be used for example to define a vibrational temperature profile, which

varies with altitude, latitude and solar zenith angle. Some examples are shown in

the box below.

The main methods of class AtmProfile are:
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• method AtmProfile.calc(point, sza): gives the interpolated value of a

profile at the required point. Point is a Coords object that defines the position

in the atmosphere; sza is needed if the AtmProfile depends on solar zenith

angle. The interpolation on each dimension can be of three types: linear

(’lin’), logarithmic (’exp’) or assume the nearest value (’box’).

• method AtmProfile.plot(): allows to visualize the profile that is being used.

• algebraic operations: two AtmProfile objects can be summed, subtracted, mul-

tiplied, divided.. Useful to construct a profile starting from components.

Usage

### I’m creating a 1-D AtmGrid object to construct an altitude grid

ranging from 0 to 1500 in 10 km steps.

n_alts = 151

alt_array = np.linspace(0., 1500, n_alts)

alt_grid = sbm.AtmGrid(’alt’, alt_array)

### Now define a simple temperature profile, let’s say a linear one,

using the alt_grid defined above.

## Set the profile name to ’temp’ and assume linear interpolation of the

profile (’lin’).

temp_array = np.linspace(200., 250., 151)

Temp_profile = sbm.AtmProfile(alt_grid, temp_array, ’temp’, ’lin’)

### I add a latitude grid from -90 to 90 in 20 degrees steps. I can merge

the two grids to create a 2D grid.

n_lats = 10

lat_array = np.linspace(-90., 90, n_lats)

lat_grid = sbm.AtmGrid(’lat’, lat_array)

grid_2D = alt_grid.merge(lat_grid)

### I define a 2D temperature array. The dimension of the array has to be

(n_lats*n_alts). From this I create the 2D Temp_profile object,

setting the interpolation in latitudes to ’box’ and in altitudes to

’lin’.

temp_array_2D = np.vstack([temp_array+i for i in range(n_lats)])
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Temp_profile_2D = sbm.AtmProfile(grid_2D, temp_array_2D, ’temp’,

[’box’,’lin’])

### I can plot the profiles to see what I’ve done.

pl.ion()

pl.figure(7)

Temp_profile_2D.plot()

pl.legend()

### For an arbitrary point in the atmosphere, the AtmProfile objects now

tell the value of the interpolated temperature at point:

point = sbm.Coords([20., 120., 300.], s_ref=’Spherical’, R =

planet.radius)

temp1_at_point = Temp_profile.calc(point)

-> 210.0

temp2_at_point = Temp_profile_2D.calc(point)

-> 215.5

A.2.4 classes Molec, IsoMolec and Level

Class Molec and class IsoMolec represent a molecule (regardless of the isotopologues)

and a particular isotopologue respectively. The purpose of class Molec is just to

store together the isotopologues corresponding to the same molecule - which are

accessible through the attributes

Molec.iso 1, Molec.iso 2, .. - and to set quantities that regard all isotopologues.

An abundance profile (an AtmProfile object) of the molecule can be set through the

method Molec.add clim(), which is than used in the radiative transfer routines.

Class IsoMolec can be defined both for LTE and non-LTE calculations: the switch

between the two is stored in IsoMolec.is in LTE attribute. When defined for LTE,

an IsoMolec object contains as attributes just the isotopic ratio, the molecular mass

(MM) and isotope number. When defined for non-LTE, the IsoMolec object contains

Level objects which represent all the vibrational levels that will be used for that

isotopologue. Level objects are accessible through the attributes IsoMolec.lev 00,

IsoMolec.lev 01,..

Class Level represents a particular vibrational level of a molecule and its main

attributes are: molecule and isotope number (Level.mol and Level.iso), the level
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energy (Level.energy), the level string in HITRAN format (Level.lev string)

and the vibrational temperature of the level, which is an AtmProfile object.

Since the level string of a specific vibrational level can appear in HITRAN

database with different nuclear symmetries (see for example the case of CH4), The

level class contains a specific method (

Level.equiv()) to identify if the vibrational level of a line matches that of the

level. The nuclear symmetry can either be considered or ignored. The method is

consistent with HITRAN vibrational level strings of all molecules Rothman et al.

[2013]. For example, if nuclear symmetry is ignored, the 0 0 1 0 1F2 and 0 0 1 0

2E HITRAN strings for CH4 are automatically linked to the ν3 level.

A.2.5 class SpectLine

Class SpectLine represents a single line of the spectroscopic database. It stores

all the information contained in the database using the HITRAN format. Ad-

ditional formats may be specified. The following list of attributes is set for a

HITRAN line with complete information, taking the value of the corresponding

fields in HITRAN database: Mol, Iso, Freq, Strength, A coeff, Air broad,

Self broad, E lower, T dep broad, P shift, Up lev str, Lo lev str, Q num up,

Q num lo, others, g up, g lo.

Apart from storing line data consistently, the SpectLine class provides methods

to calculate line-specific quantities. The main methods are:

• method SpectLine.CalcStrength(): calculates the line strength at the given

temperature for LTE conditions, using equation 1.19.

• methods SpectLine.CalcStrength from Einstein() and

SpectLine.CalcStrength from Strength(): both methods calculate the line

strength in non-LTE conditions given the temperature and vibrational temper-

atures, the first starting from the Einstein A-coefficient (using equation 1.17),

the other from the line strength at reference temperature (using equation 1.20).

• method

SpectLine.MakeShapeLine(): calculates the line shape at given temperature

and pressure. Output is a SpectralObject object.

• method SpectLine.LinkToMolec(): identifies the correct lower and upper

levels in the IsoMolec object that match the transition levels of line. This sets
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additional attributes to line: Lo lev id and Up lev id which are the labels

of the two vibrational levels in IsoMolec; E vib lo and E vib up that are the

two vibrational energies.

• method SpectLine.Calc Gcoeffs(): calculates the G-coefficients of the line

as defined in equation 1.28. Before calculating the two coefficients, the line

has to be correctly assigned to a couple of vibrational levels.

A.2.6 class SpectralGrid and SpectralObject

The idea regarding these two classes is to bind the spectrum to its spectral grid so

as to be able to easily perform conversions, convolutions and operations between

spectra and visualization of the spectrum.

Class SpectralGrid represents the spectral grid and contains only two attributes:

attribute SpectralGrid.grid contains the vector with all spectral points, attribute

SpectralGrid.units is a string that specifies the units used. For now, the values

allowed for units are ’nm’, ’cm 1’ (cm−1), ’mum’ (µm), ’hz’. Methods for conversion

to and from these units are available.

Class SpectralObject is the general object to represent a spectral distribution

and contains the attributes SpectralObject.grid, which is a SpectralGrid object,

and SpectralObject.spectrum, which is the spectrum array. Main methods of

class SpectralObject are:

• algebraic operations between SpectralObjects, valid also between objects with

different spectral grids. Restriction to a subset of the full spectral grid.

• method SpectraObject.convolve to grid(): convolves to a grid with lower

sampling frequency.

• method SpectraObject.integrate(): integrates the full spectrum or a sub-

set specified by a wavenumber range.

• method SpectraObject.plot(): plots the spectrum.

• method SpectraObject.convert grid to(): performs a conversion of both

grid and spectrum according to new grid units. One can pass for example from

a wavenumber spectrum to a wavelength one.

• method SpectraObject.add lines to spectrum(): adds a large number of

line-shapes at different wavenumbers to the spectrum using a Fortran routine.
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Two subclasses of class SpectralObject are available:

• class SpectralIntensity, which has the additional information of units (’ergscm2’

(erg s−1 cm−2), ’nWcm2’ (nW cm−2), ’Wm2’ (W m−2)) and conversion meth-

ods between these units.

• class SpectralGcoeff, which represent the level specific coefficients defined in

equation 1.29 and contains the information about the molecule, the isotopo-

logue, the level considered and the type of coefficient (’absorption’, ’ind emission’,

’sp emission’). Since these coefficients are used for the look-up tables, it also

contains as attributes the temperature and pressure at which it has been cal-

culated and possesses a method to interpolate between two coefficients at dif-

ferent pressure and temperature.

A.2.7 class LineOfSight

Class LineOfSight is the fundamental class used in all radiative transfer routines,

which contains all information about the line of sight (LOS) that one wants to sim-

ulate. The LineOfSight object is defined through its geometrical configuration, for

which two points are required: a starting point, which is usually the spacecraft po-

sition (or generally, the observer’s) and a second point, which is usually the tangent

point for limb measurements and the intersection with the surface for nadir ones.

Once defined the LOS vector, a planet object is needed for the calculation of the

path of the LOS and of all quantities needed in the radiative transfer along the LOS.

A more detailed explanation of the ray tracing is done in Section 6.1.1. Here is

a list of the main methods of the class and a brief description:

• method LineOfSight.calc LOS vector(): using the starting point and the

second point given in the initialization, the method calculates the normalized

vector direction of the LOS used in the ray tracing.

• methods LineOfSight.intersect shell(),

LineOfSight.move along LOS(): these methods are used for the calculation

of the intersections with any spherical surface (like the top of the atmosphere

(TOA) or the surface), the movement along the LOS by a pre-determined step

(default is 1 km).

• method LineOfSight.calc atm intersections(): using the methods above,

this method calculates all points inside the atmosphere at the pre-determined
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step. The output is a list of Coords objects which is saved in the attribute

LineOfSight.intersections.

• methods LineOfSight.calc along LOS() and

LineOfSight.calc abundance(): the first method calculates the values of an

AtmProfile object at each point in LineOfSight.intersections, using the

method AtmProfile.calc(). The second method is used in the calculation of

the number density of a molecule in Planet.gases along the LOS.

• method

LineOfSight.calc SZA along los(): calculates the solar zenith angle at each

point along the LOS, given the position of the sub solar point (SSP). The SSP

is also given in NASA PDS datasets.

• method LineOfSight.calc radtran steps(): builds up the steps for radia-

tive transfer, calculating the Curtis-Godson averages of all quantities needed.

More details in Section 6.1.1.

• methods LineOfSight.radtran fast(), LineOfSight.radtran(),

LineOfSight.radtran single(): the first two methods are the routines for

radiative transfer calculation along the LOS and just use a different strat-

egy on performance. LineOfSight.radtran fast() is much faster but works

only with LUTs and splits the spectral range to optimize CPU and RAM us-

age. LineOfSight.radtran single() is the implementation of the radiative

transfer equation, given the set of absorption and emission coefficient along

the LOS.

A.2.8 classes LookUpTable and LutSet

Class LookUpTable is used to store the look-up tables of a molecule (a specific

isotopologue). The LookUpTable object is stored in a file with standard name format

and contains information about the spectral grid used in the LUTs calculations, the

original IsoMolec object and the pressure-temperature couples (PT couples) at which

the absorption and emission coefficient have been calculated. The

LookUpTable.sets attribute is a list of LutSet objects that effectively contain the

tabulated coefficients.

LookUpTable objects can be of two types, LTE or non-LTE. When defined for

non-LTE, each LutSet object is related to a single molecular level and contains the
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level G-coefficients in equation 1.29 for all PT couples in form of SpectralGcoeff ob-

jects (see Subsection A.2.6 above). For the LTE case, there is no distinction of levels

and the overall molecular absorption, induced emission and spontaneous emission

coefficients are stored for each PT couples, always in the form of SpectralGcoeff

objects.

There is a specific routine in module spect main module that creates and stores

in memory a LookUpTable object given an IsoMolec object, a set of lines and a

set of PT couples. Classes LookUpTable and LutSet possess methods to read from

memory the stored values.

A.2.9 classes BayesSet, RetSet and RetParam

Class BayesSet represents the full state vector of the inverse problem (see Chapter 2),

class RetParam represents a single component of the state vector and class RetSet

is a collection of RetParam objects related to the same quantity. For example, to

retrieve 7 altitude points for each of three gas abundance profiles, we need three

RetSet objects made of 7 RetParam objects each: the resulting BayesSet is made

of the three RetSet objects and 21 RetParam objects so defined. To put this in a

scheme:

• state vector x → class BayesSet

• retrieved VMR/temperature/.. profile → class RetSet

• single component of the retrieved profile → class RetParam

Subclasses of RetSet may be defined for different problems. To date, two sub-

classes of RetSet have been defined: LinearProfile 1D and LinearProfile 2D.

The first one is suited to retrieve a one-dimensional VMR profile, dependent only on

altitude. The second one is built for two-dimensional problems, like a vertical VMR

profile with different latitudinal bands. In the first case, the VMR Xg of a molecule

is decomposed in a set of triangular functions centered at the fixed altitudes zi of

the retrieval grid:

Xg(z) =
∑
i

αiTi(z) Ti(z) =
|z − zi|
|zi+1 − zi|

if zi ≤ z ≤ zi+1

=
|z − zi|
|zi − zi−1|

if zi−1 ≤ z ≤ zi

= 0 otherwise

(A.1)
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The first and last Ti(z) functions are actually defined differently, since they have

just one adjacent grid point:

T1(z) =
|z − z1|
|z2 − z1|

if z1 ≤ z ≤ z2

= 1 if z ≤ z1

= 0 otherwise

Tm(z) =
|z − zm|
|zm − zm−1|

if zm−1 ≤ z ≤ zm

= 1 if z ≥ zm

= 0 otherwise

The Ti(z) are defined here for the 1D case but can be generalized to higher

dimensions. A RetParam object contains both the mask profile Ti(z), which is an

AtmGridMask object, and the corresponding value of the parameter αi, which is

updated at each iteration of the retrieval procedure.

The partial derivatives ∂f/∂αi are stored at the attribute of

RetParam.derivatives. The complete Jacobian is stored in the BayesSet object

and used for subsequent calculation.

A.3 Code structure: main routines

In order to perform a radiative transfer simulation using SR, a number of preliminary

steps is necessary:

• reading of the spectral database, building a set of SpectLine objects (see Sec-

tion A.2.5);

• construction of the Planet object, with specification of the planet characteris-

tics - or loading of a pre-defined Planet, like Titan() or Jupiter() - and setting

the thermal structure (see Sections A.2.1 and A.2.3);

• construction of the set of Molec objects to be included in the radiative transfer,

setting the vibrational temperatures for the Level objects in case of non-LTE

(see Section A.2.4);
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• construction of the set of LineOfSight objects to be simulated (see Section

A.2.7). For non-LTE computations, the position of the Sub Solar Point on the

planet is needed as well.

A.3.1 Calculation of Look-Up Tables

Given the long time required for the line-by-line calculations, it is highly recom-

mended to perform first a calculation of the look-up tables (LUTs) for the possible

P-T configurations in the atmosphere and the relevant molecules. This is done by the

smm.check and build allluts() function, which takes as inputs the list of molecules

and the atmospheric structure. Some parameters may be defined that set the de-

sired steps in temperature (default = 5 K) and pressure (default = 0.2 logP) and the

minimum pressure after which the pressure broadening is neglected. The LUTs are

stored in the location set on the hard drive, with standard names. A choice between

LTE and non-LTE calculations can be set. In case of non-LTE, separate files are

produced for each level.

A.3.2 Radiative transfer routine

Given the line of sight (LineOfSight object), the planet and the atmospheric struc-

ture (stored in the Planet object) the radiative transfer routine calculates the high

resolution spectrum in the given spectral range. The radiative transfer routine is

called through the LOS.radtran fast() method of the LineOfSight object, which re-

quires in input the planet object, the spectral grid and possibly the LUT objects for

the molecules considered.

To perform more radiative transfer calculations on a set of LOSs, the smm.radtrans()

routine is suggested, which works in parallel computing - optimizing the use of CPU

and RAM - and minimizes the number of read/write operations on the hard drive.

A.3.3 Main - Inversion routine

The main routine in SR is the smm.inversion() routine, which makes use of all the

other stuff inside SR. The inversion routine takes as inputs the planet to be simu-

lated, the spectral lines and the location of the LUTs folder, the set of measurements

to be simulated and the bayesian set of parameters that one wants to obtain from

the inversion.
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The construction of the BayesSet object is the most critical passage and requires

a proper choice of the altitude steps for the parameter profiles in order to gain most

information from the measurements. A faster routine, optimized for the study of

a set of limb measurements, is the smm.inversion fast limb() routine, which adopts

some approximation in the Field of View (FOV) interpolation.
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Funke, B., M. López-Puertas, , D. Bermejo-Pantaleón, T. von Clarmann, G. P.
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