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Abstract

The study of complex biological processes has significantly benefited
from recent technological advancements and the increasing integration
between experimental and computational approaches.

In the following this combined approach will be applied to the study
of gene expression and specifically to the identification of transcrip-
tional determinants in a phenotypic regulation process.

In particular Chapter 1 introduces the biological phenomenon used
as case study, an example of cell fate determination referred to as Ep-
ithelial to Mesenchymal transition (EMT) and reviews the computa-
tional approaches already used to describe this process.

Chapters 2 and 3, on the other hand, detail the EMT model here
presented. The former describes the technical aspects of its devel-
opment, the analysis that was conducted and its results. The latter
presents its validation, that is a comparative analysis of the model’s
results with in-vitro experiments describing the same process.

After the computational study of this complex biological process
involved in cell fate determination, a series of software tools are pre-
sented. They can be used to analyse experimental data and either
inform a computational representation of a process of interest (e.g. pa-
rameters identification) or improve the accuracy and reliability of a
number of widely used in-vitro techniques.

In Chapter 4 the focus is on gene expression quantification at single-
cell level, from images acquired with an optical microscope. Two alter-
native experimental protocols are presented and used to determine the
expression of proteins of interest. The ability of these instruments to
identify the signal emitted by single-cells makes them able to identify
the parameters of the computational model describing the process of
interest.

Another set of tools presented in the following (Chapter 5), analyses
one of the major consequences of EMT induction in a cell population,
i.e. an augmented invasiveness. Two different experimental assays
widely used to quantify this characteristic are considered and software
tools that improve their reliability and accuracy are developed and
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characterized.

Finally in Chapter 6 some conclusive remarks are presented, to-
gether with possible future developments of the presented work.

Overall this thesis contributes to the increasingly applied approach
that integrates in-vitro and in-silico techniques when studying biolog-
ical processes. Indeed it includes a computational representation of a
significant example of a phenotype regulation process, built entirely
from freely available data and a collection of tools that could be used
to analyse experimental data and reliably quantify their results.



Chapter 1

Introduction

Cell decision making is a fundamental mechanism in biology, that is
critical for the development of organisms from microbes to mammals
and a key element for optimal resource utilization and survival in chang-
ing environments [1]. This phenomenon relies on a number of com-
plex regulatory networks featuring nested feedback loops [2, 3, 4], and
bistable dynamics, blended with gene expression intrinsic noise, i.e.
the variability due to stochastic events affecting the limited number of
molecules within a single cell [5].

Phenotypic decision making, specifically, is related to the evolution
of different sets of observable characteristics and behaviours from ge-
netically identical cells. While being fundamental in embryogenesis and
the development of multicellular organisms, this phenomenon is widely
exploited: spore forming bacteria use it to survive unfavourable envi-
ronments, while stoloniferous plants were shown to implement ramet
specialization to take advantage of heterogeneous environments [6].

The study of these exceedingly complex biological processes requires
the development of innovative approaches, able to measure experimen-
tally the quantities of interest with high precision and at the single-cell
level.

One increasingly favoured approach consists in integrating the ex-
perimental activity with computational models that are extremely help-
ful when testing hypotheses regarding the studied phenomenon, since
they give access to variables not otherwise quantifiable. Furthermore
the wn-silico analysis can be used to drive the experimental analysis,
determining which assays are the most likely to be the most informa-
tive.

The interpretation of the experimental data, moreover, could be
aided and supported by a more extensive use of computational tools.
Indeed they would promote the standardization of protocols and anal-
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10 CHAPTER 1. INTRODUCTION

yses, easing the comparison among results obtained by different lab-
oratories. Furthermore they could be used to integrate information
from different sources to develop a more complete representation of
the process of interest.

In the following the Epithelial to Mesenchymal transition (EMT)
will be used as case study. This is a phenotypic transformation that
occurs in mammalian cells and lately has been the object of extensive
research being both easy to be induced in-vitro and important in a
number of pathological processes like cancer progression and fibrosis.

1.1 Epithelial-to-Mesenchymal Transition

The EMT is a complex biological process that was firstly observed
in the primitive streak of chicken embryos by Elizabeth Hay in the
early 1980s. It consists in the transdifferentiation of epithelial cells in
mesenchymal ones and is essential in physiological processes like de-
velopment, wound healing and stem cells differentiation behaviour [7].
Pathological conditions like fibrosis and cancer, exploit this process
to their advantage, since fibrogenesis, inflammation and increased cell
motility are hallmarks of the EMT [8].
Furthermore it has generally been linked to stemness as it is a funda-
mental process in the generation of the mesoderm during gastrulation
[9], and this association extends to carcinogenesis too, where EMT is
involved in the generation of cancer stem cells (CSC), that have self-
renewing and tumour-initiating capabilities and are associated with
tumour relapse and poor clinical outcome. Even though most of CSC
express markers of the mesenchymal phenotype and transcription fac-
tors involved in EMT, it has recently been proposed that CSC develop-
ment and EMT may occur in parallel rather than being causally related
[8]. This is partly because CSC are able to repress the transcription
factors typical of EMT and undergo a mesenchymal to epithelial tran-
sition (MET) upon reaching their suitable metastatic niche [10].
Metastasis formation and cancer dissemination however are key steps in
tumorigenesis that have been strictly linked to EMT as it allows cells to
dissociate from the primary tumour and intravasate into blood vessels
[11]. Yet the role of this phenomenon in cancer progression and patient
survival is still debated, due to the complexity of EMT. Indeed this
isn’t a one-step phenomenon in which epithelial cells suddenly assume
the mesenchymal phenotype, but a gradual transformation, composed
of many sequential stages, some of them giving origin to intermediate
stable phenotypes (Figure 1.1).

Epithelial cells are an important component of many tissues, they
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Figure 1.1: Representation of the EMT as a process composed of a number
of sequential steps. Figure reproduced from [8].

exhibit apical-basal polarity and interact extensively with each other
through specialized cell-cell contact structures such as tight junctions,
adherens junctions and desmosomes [12]. These structures dissolve
during EMT leading to cells with front-rear polarity, a reorganized cy-
toskeletal architecture and a modified cell shape (see Figure 1.2 for an
example of cells expressing an epithelial, panel a. and mesenchymal,
panel b., phenotype). These changes reflect also at the molecular level
with the downregulation of proteins associated with the epithelial phe-
notype and the activation of markers associated with the main charac-
teristics of the mesenchymal phenotype: increased cell protrusion and
motility, invasive behaviour, ability to degrade the extracellular ma-
trix, resistance to senescence and apoptosis [7] (Figure 1.3).

This process has also gathered significant clinical interest, since
EMT has been demonstrated to confer resistance to chemotherapy
[15, 16] and immunotherapy [17].

Furthermore MET induction and re-differentiation of mesenchymal
cancer cells is an attractive therapeutic option [10, 18, 19, 20] as it
provides a way to reuse current therapies reducing both the cost and
the time required to get to the clinical application [21]. However several
aspects still need to be addressed. One of them is the identification
of the phenotype that would grant metastasis abolition and maximal
drug sensitivity. There are evidences that a complete EMT reversal
might not be ideal and the optimal shift is probably context-dependent
and based on the different EMT patterns specific of each cancer [8].
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Figure 1.2: Examples of epithelial (a.) and mesenchymal (b.) phenotypes.
Images reproduced from [13].
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Figure 1.3: Representation of the EMT and of the main markers that char-
acterize its most extreme phenotypes. Figure reproduced from [14].
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Furthermore, the induction of EMT reversal might have the side effect
of inducing the establishment of secondary metastases, by triggering
MET in disseminated cancer cells [10]. Finally most of the markers
expressed in the mesenchymal state are implicated in other processes
that are fundamental for cell survival, like glucose metabolism and cell
cycle, that would be influenced by the therapy in possibly unpredictable
ways. As a consequence therapeutic agents that specifically target
EMT are not yet available and the role of this phenomenon in both
physiological and pathological processes is still debated.

An integrated in-vitro/in-silico study of the EMT could be ex-
tremely beneficial as it would aid the interpretation of this phenomenon
within the multiple contexts in which it manifests, integrating it with
other cellular processes, like metabolic changes, that influence or are
influenced by this transformation [22, 23, 24, 25].

1.2 n-silico Studies of EMT

While there are several examples of in-silico representation of EMT,
differences in their aim make it necessary to distinguish between com-
putational models and tools for the descriptive analysis of this phe-
nomenon. While the former aim to reproduce the EMT and infer the
system’s behaviour in untested conditions, the latter focus on the anal-
ysis of experimental data and have generally a very specific purpose,
like the development of a clinically relevant EMT signature.

1.2.1 Descriptive Analysis

A recently published example of descriptive computational analysis of
the EMT, aims to identify a pan-cancer signature of the mesenchymal
phenotype, that could be used in the clinical setting to identify the
tumour’s phenotype independently of its type [26]. The authors anal-
ysed RNAseq data from the online database TCGA [27], to determine
which genes had a mRNA level correlated to that of four established
EMT markers, called “the seeds”. The resulting set of 77 genes was
used to evaluate the EMT effect on DNA mutations, gene expression
and drug sensitivity. One of the most consequential results of this
analysis is the evidence of a strong relation between EMT and immune
activation, and especially the direct correlation between mesenchymal
scores and increased activation of immune checkpoints, leading to the
identification of possible therapeutic targets for mesenchymal tumours,
independently of their type.

Other models sought to aid the interpretation of biological data
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acquired through the so-called omics technologies. These are experi-
mental techniques recently developed that are characterized by a very
high throughput that allows them to analyse the phenomenon of inter-
est on a significantly larger scale. For example they make it possible to
quantify the level of expression (either mRNA or protein) of thousands
of genes. As one of the main challenges associated with this type of
data is their interpretation, a number of computational tools have been
developed specifically for this aim. In [28] is presented a model that
enables the integration of different omics studies in hybrid interactome
networks that allow to identify aberrations in regulatory pathways due
to the development of a disease or other physical conditions. As case
study, they explore EMT in triple-negative, i.e. lacking estrogen, pro-
gesteron and epidermal growth factor receptors, breast cancer cell lines,
using both protein expression and phosphorylation data to compare the
epithelial and the mesenchymal phenotype. As a result they identify a
number of disregulated modules of the network, whose functionality is
strictly connected to focal adhesion and migration.

A similar objective is pursued in [29] where a mixed-effects model is
used to study the rewiring of phospho-protein signaling networks due
to EMT. They used different combinations of 8 ligands and 5 kinase
inhibitors to reveal hidden connections of the network. In this case the
results were generated experimentally using ELISA. This work high-
lighted a significant rewiring of the network due to EMT and identified
potential therapeutic targets, that could reverse this transition and
restore the epithelial phenotype.

1.2.2 Computational Models

Computational models of the EMT, on the other hand, are developed
to reproduce the system’s behaviour and possibly make inference about
it. As an example in [30] a minimalist network composed of 9 genes,
is used to represent the induction of EMT with TGFS. The authors
used birth-death processes governed by the chemical master equation
as mathematical formalism and simulated the model using the Gillespie
algorithm [31]. This analysis led the identification of a biphasic EMT
dynamic, caused by the sequential action of two bistable switches and
regulated by the intensity and duration of the TGFf stimulation.

A more complex EMT representation is described in [32, 33] where
the crosstalk between three important EMT pathways (TGFS5, SHH,
and WNT) is studied. In this case the aim was to evaluate if it was
possible to block this transition by removing one or more nodes of the
network. This was tested both computationally, identifying the stable
motifs that allow to maintain the epithelial phenotype, and experimen-
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tally, knocking out up to four nodes at the same time and determining
if the combinations suggested by the model were able to abolish EMT
completely. This integrated approach reinforced the representation of
the studied transition as a multistep process and highlighted how block-
ing the TGF( pathway alone is not sufficient to suppress EMT.

In [22] the metabolic alteration due to EMT is evaluated, through a
stoichiometric model of the epidermal growth factor (EGF)-dependent
signaling network. This is a scarcely studied, yet important aspect of
EMT and metastasis formation, as the profound change in gene expres-
sion has significant effects on the metabolism of the cells, that in turn
influence gene expression. The framework developed by the authors
was able to predict in-silico the metabolic phenotype of the consid-
ered cells, using gene expression data of the EGF signaling pathway.
Specifically they determined that epithelial cells show an higher gly-
colitic activity, due to the increased flux through the AKT pathway.
The most interesting aspect of this work, however, is its generality, as
the same approach could be applied to other cell lines, even though the
authors point out that the accuracy of the result might be influenced
by differences between the experimental models.

Another interesting aspect of EMT is considered in [34], where an
agent-based model is used to explore the mechanical changes that occur
in the cells during EMT. It was used to describe the interaction forces
between different cells and with the extracellular matrix (ECM) during
the disruption of the epithelium. Their results show how the repres-
sion of one of the main epithelial markers (Cadherin) is fundamental
for EMT initiation as it is required for cell-cell junctions dissolution.
Furthermore they highlight the importance of the ECM and of the cells
spatial distribution for the study of the EMT. Specifically ECM’s fiber
composition and orientation has been demonstrated to influence cell
migration, even though EMT hasn’t been specifically analysed. Fur-
thermore the spatial distribution of the cells has a significant effect on
their paracrine communication and on the signals that each member of
the population receives from the environment. This model would thus
be able to explicitly evaluate these aspects and contribute significantly
to the study of EMT.

The wide array of formalisms used to describe this process demon-
strates its complexity and their minimalist approach the difficulty of
realizing a comprehensive yet meaningful computational model. This is
because while being able to reproduce the behaviour of interest, these
representations generally feature a large number of parameters, that
are not easily identifiable as they might not be directly connected to
measurable quantities.
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Since this level of detail does not allow for a significant expansion
of the model, this exploration of the EMT is particularly useful only
in the context of specific biological processes such as morphogenesis in
early heart development [35] or the progression of pathologies of the
eye like proliferative vitreoretinopathy [36].

To address this limitation the EMT is here described using a boolean
network. The simplicity of this representation makes it possible to in-
clude a large number of functional blocks and study their crosstalk.
Furthermore this model does not require the instantiation of any pa-
rameter, beside the definition of the network structure and of the up-
date rules.

Another characteristic of the EMT is the significant integration be-
tween the behaviour of single cells and that of the population. To
include this aspect the boolean network representing single cells was
associated with a Markov chain [37], a framework widely used to detail
the behaviour of a population.



Chapter 2

Model Description

2.1 General structure of the model

A tight connection between the behaviour of single cells and that of
the population is an important characteristic of the Epithelial to Mes-
enchymal transition (EMT). Indeed the induction of this phenomenon
starts with the transformation of a small number of cells that then con-
tribute to the stimulation of this process in the rest of the population
8].

Explicitly representing this relation is thus both biologically accu-
rate and a relevant aspect when studying EMT induction and progres-
sion. In order to be able to integrate all the most important processes
involved in the EMT, the single-cell level model is here represented as
a boolean network.

This extremely simplified description does not impose strict limi-
tations on the network dimensions and requires only the definition of
the network’s structure and of the update rules. As a consequence,
even processes not entirely characterized experimentally can be con-
sidered, since only a minimum amount of information is necessary for
the definition of the model.

The population-level model, on the other hand, was represented us-
ing a Markov chain. This formalism is widely used for the dynamic
simulation of biological processes and can be defined as a network in
which each node represents a possible configuration of the system, while
edges correspond to the possibility of transitioning between two states.
Each connection is characterized by a rate that represents the proba-
bility of the corresponding transition. The tight connection between
the elements of the model and the quantities that can be measured ex-
perimentally have significantly contributed to the success and diffusion
of this formalism, that shows a remarkable accuracy even when used

17
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Figure 2.1: Schematic representation of the EMT model. It is composed of
a boolean network, describing the behaviour of single cells, coupled with a
Markov chain that describes the process of interest at the population level.

to represent complex processes [38].

The integration between the two levels is realized considering that
each node of the Markov chain corresponds to a possible phenotype for
the cells of the simulated population and that these configurations can
be determined as the stable states of the boolean model (Figure 2.1).

Since the boolean network here described was characterized by a
large number of fixed point, a signature of genes particularly important
for the considered process, was used to combine the attractors and
identify the states of the Markov chain.

A similar procedure, further described in the following sections, can
be applied to determine the edges and their parameters, thus allowing
to completely identify the population level model.

Once built, the model must be validated, that is it must be able
to describe the EMT in tested conditions. This step is described on
the left end side of Figure 2.2 (red background), where the simulation
of the Markov chain in known conditions is compared to experimental
data representing the same process.

The validated model could be used to test hypotheses regarding
the EMT, simulating its induction in untested conditions or evaluat-
ing different mechanisms that might underlie it. These concepts are
exemplified in the right end side of Figure 2.2, in the region with the
yellow background. The expected behaviour of the system, under the
considered assumption, is obtained in-silico and then compared to ex-
perimental results or integrated with knowledge about the biological
process that allows to either determine the hypothesis to be true, or to
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Figure 2.2: Flowchart detailing the validation and the use of the EMT model
described in the following.

reject it for its inability to reproduce the behaviour of interest.

2.2 Boolean model

A boolean model is a network of fixed topology in which each node
represents a protein, or a functional group of proteins, i.e. a complex,
while the edges describe the interaction between two nodes. The state
of a boolean network comprising n nodes can be described with a vec-
tor, like the one in Equation 2.1, where z; represents the value of the
i-th node.

V:{[L’l,"' ,$n},$i S {0,1} (21)

Since each protein or complex is simply described as either being present
or absent, each node can only assume binary values.

Beside the network’s structure, the definition of a boolean model
requires the identification, for each node, of an update function (Equa-
tion 2.2), that can be used to determine which value to assign to the

- experimental verification
of the computational results
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current node, given its inputs.

xi(t + 1) = fi(xil(t)v Ii?@)? T ’xiki<t>)’ {ih T 7iki} g {17 T ’n}
(2.2)

These functions are applied during the simulation to determine the
evolution of the system, described as the set of values assumed by the
nodes of the network at each time point, starting from a defined initial
condition.

In a boolean network the nodes can be updated either synchronously
or asynchronously. In the former case the value of every node is changed
at the same time. This protocol makes the network deterministic, since
the next state is completely determined by the current one. While being
simple to implement this update strategy corresponds to assuming that
all the modelled biological processes have comparable dynamics. This
assumption is widely accepted as unreasonable for biological processes,
that can feature dynamics spanning several orders of magnitude [39,
40, 41, 42, 43].

Thus boolean networks representing gene circuits are generally up-
dated asynchronously. This strategy consists in allowing only one node
to change value at every time step. In this case the boolean network
becomes a stochastic model, since the next state is determined both by
the current one and by the order with which the nodes are updated.

All these aspects will be further detailed in the following, where the
computational model describing the EMT is presented.

2.2.1 The model

The starting point for the construction of the boolean model was a list
of genes widely regarded as involved in EMT initiation and progression.
It was obtained from a commercial kit for the study of this process,
[44] that, being part of a profiler PCR array, was developed to include
markers of all the main processes involved in the EMT (Table 2.1). Be-
side genes known to be up-regulated or down-regulated during EMT,
this list includes genes involved in the production and maintenance of
the extracellular matrix and the regulation of the cytoskeleton, that are
significantly modified in the first phases of EMT, during the dissolu-
tion of the cell-cell contact structures. As a consequence migration and
motility markers can be used in the description of the later stages of
the studied process, together with genes involved in cell morphogenesis
or cell growth and proliferation. Markers of differentiation and devel-
opment are considered for the importance of the EMT in physiological
processes like embryogenesis. A number of transcription factors and
genes involved in different signal transduction pathways complete the
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list that, in this case, was used to determine the pathways with the
highest involvement in the EMT.

The aim of this analysis was to define the structure of the boolean
model through the determination of the signaling pathways more rel-
evant for the considered process. In this regard, the online database
Kegg (Kyoto Encyclopedia of Genes and Genomes [45]), that integrates
genomic and high-order functional information [46] was consulted. At
present (23/03/2017) it collects the graphical representations of 509
signal tranduction pathways and information on almost 22 -10° genes
[47], beside almost 2000 disease specific pathways.

A total of 24 pathways, containing at least 6 EMT markers, were
isolated (Table 2.2). Most of them are cancer specific or related to
the processes mentioned earlier as important for the initiation and
progression of the EMT, like focal adhesion and regulation of actin
cytoskeleton. Others, like the Hepatitis B pathway, were more surpris-
ingly included, but demonstrate the extension of the changes induced
in the human cells by this process.

All the representations of the selected pathways were downloaded
from the Kegg website and integrated within a single network in which
the interaction attributed to the same gene in different pathways were
combined.

As previously described, beside the definition of the network’s struc-
ture, a boolean model requires an update function for every node.
These relations describe the interaction between each node and the
ones connected to it, and are thus responsible for the behaviour of the
model. In the following three main kinds of relation were considered:

1. activation
2. inhibition
3. complex formation

The first corresponds to a direct proportionality between the expres-
sions of the connected nodes, i.e. when the upstream node is on, it
induces the activation of the downstream ones. The inhibiting rela-
tion has similar characteristics, but in this case the proportionality is
inverse thus the activation of the upstream node cause its targets to
switch off.

While these relations focus on the regulation of the gene’s activity,
the third one describes the functional association of multiple proteins
within a complex. For this reason it was modelled with a logical AND
(Figure 2.3), that well represents the main requirement for the forma-
tion of a complex: the presence of all the proteins that compose it.
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Since the same node can be both activated and inhibited these two
relations were modelled with the same logical rule, the majority func-
tion (Figure 2.4), that states that a node is active if most of its inputs
promote its switching on.

The final network, composed of 895 nodes, was analysed to deter-
mine the connected components. These can be defined as subgraphs,
in which there exists a path that connects each node to every other of
the same connected component, while nodes of other subnetworks are
unreachable. As an example in Figure 2.5 is reported a network com-
posed of 2 connected components. This step is of great importance,
especially for networks of large size, since each subnetwork can be anal-
ysed independently due to their complete separation. The connected
component analysis of the boolean network describing the EMT iden-
tified 171 independent subnetworks whose characteristics are detailed
in Table 2.3. Given the substantial difference between the connected

Pathways Number of EMT markers
Proteoglycans in cancer 24

Pathways in cancer 23

Focal Adhesion 16

PI3K-AKT Signaling Pathway, 14

Hippo Signaling Pathway

HTLV-I infection 12

Signaling Pathway Regulating 10

Pluripotency of Stem Cells
Regulation of Actin Cytoskeleton,
Bacterial Invasion of Epithelial Cells, 9
Leukocytes transendotelial migration,
Colorectal cancer

Adherens Junctions, Amoebiasis, 8
Pancreatic Cancer

WNT signaling pathway, RAP1
signaling pathway, MAPK 7
signaling pathway, FoxO
signaling pathway

Hepatitis B, Chagas Disease,
Endometrial cancer, Basal cell
carcinoma, Toxoplasmosis, TGFg3 6
signaling pathway

Table 2.2: Pathways determined to be significantly involved in the EMT,
that were used to build the boolean network.
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Protein A Protein B Complex AB

Protein A — 0 0 0
Protein B —| Complex AB 0 1 0

1 0 0

1 1 1

Figure 2.3: The formation of a complex is represented with a logical AND. In
this example only two proteins are considered and the update rule (the truth
table) states that they both need to be present in order for the Complex AB
to form.

Gene A | Gene B | Gene C | Gene D
0 0 0 0
0 0 1 0
Gene A —>» 0 l 0 l
Gene B — Maj —> Gene D 0 1 1 0
Gene C — ] 0 0 ]
1 0 1 0
1 1 0 1
1 1 1 1

Figure 2.4: Induction and inhibition were both modelled with the majority
function. According to this rule a node is on if most of its inputs (at least
two in the proposed example) promote its activation.

\

Connected Components:

a={1,2,3}
b={4,5)

Figure 2.5: Example of network with multiple (2) connected components.
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Number of Nodes | Number of Connected Component
1 160
2 3
3 4
4 2
9 1
700 1

Table 2.3: Result of the connected components analysis performed on the
boolean network describing the EMT.

Figure 2.6: A common example used to represent stable states is the poten-
tial energy landscape in which the minima represent the attractors of the
System.

component with the largest number of nodes, or major component, and
the other ones, in the following only the subnetwork composed of 700
nodes will be considered.

2.2.2 Attractors’ determination

The analysis of the boolean network proceeded with the determination
of its steady states. These can be defined as configurations of the
system that, once assumed, become permanent, unless a perturbation
of sufficient amplitude is applied. A useful metaphor that aids the
comprehension of this process consists in representing the state space as
a potential landscape (Figure 2.6), where the stable states correspond
to the minima. A perturbation able to bring the system beyond a
metastable configuration (state 2 in Figure 2.7) leads to the transition
between two stable states, identified with the numbers 1 and 3 in Figure
2.7.

While several methods have been developed to determine the at-
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N
X/

Figure 2.7: Representation of the transition between two stable states (1
and 3). A perturbation of sufficient amplitude forces the system to a config-
uration associated with a higher potential energy (metastable state 2) and
then to a new minimum. Figure reproduced from [48].

tractors of a network [49, 50, 51, 52, 53] the one that is best suited for
large systems is its simulation starting from an appropriate number of
initial conditions.

The algorithm used in the presented model, simulates the network
starting from a random assignment, until all clauses are satisfied, that
is all the nodes assume the value determined by their update functions.
While unable to identify all the attractors, the repetition of the simula-
tion for an appropriate number of times, starting from different initial
conditions, effectively identifies the major stable states of the network,
the ones with the largest basin of attraction.

The total number of stable states determined with is analysis is
about 38 -10°. The large number of stable configurations, in part
caused by the non-negligible number of inputs in the network, that
remain constant during the simulation, prevent their use as states of
the Markov chain.

2.2.3 Network simplification

As the dimension of the network and the numerosity of the determined
stable states prevents a meaningful analysis of the behaviour of the
system, a reduction of the boolean model was operated. A subset of
nodes that could recapitulate the main steps of the EMT was deter-
mined and then the attractors were condensed, according to the values
assumed by these markers.

The EMT signature was identified analysing the boolean network
and specifically computing 4 indicators (Table 2.4) that are widely used
to determine the importance of each node for the system’s functionality.

The number of connections of each node, separated according to



2.2. BOOLEAN MODEL 27

InDeg Number of inward connections
for each node.
OutDeg Number of outward connections
for each node.
Eccentricity Wn}’ath)
Eigenvalues Amaz

Table 2.4: Indicators used to identify the EMT signature. Here minPath
represents the minimum distance between each pair of nodes of the network.

their direction, describes the degree of regulation of the corresponding
gene (inward connections) and its regulatory power (outward connec-
tions). Nodes with high inDeg and/or outDeg are the ones most likely
to be included in the signature, since they exhibit an interesting and
non-trivial behaviour.

The parameter named eccentricity is defined as the inverse of the
longest, shortest path between the considered node and every other
one in the network. It gives a measure of the distance between each
node and the one that is the most distant in the studied model. Again
an high eccentricity is a desirable characteristics as it indicates that
the current node is effectively connected to every other element of the
network.

The eigenvalues, on the other hand, measure the importance of a
node taking into account also the connections of its neighbours. This
parameter is thus likely to identify regions of the network that have
important regulatory functions.

These 4 indicators were condensed in a score that was used to sum-
marize the importance of each node of the network and determine which
ones to include in the signature. To this end, the genes were sorted in
decreasing order according to the results of each index. This step was
introduced to ensure the equal contribution of the 4 parameters, since
the considered measures can assume values that span multiple orders
of magnitude and thus indicators with higher numerical values would
have been favoured by the simple combination of the results obtained in
the previous step. Subsequently the score of each node was calculated
as the sum of its rankings.

The nodes with a score below the threshold in Equation 2.3 were
considered as part of the signature.

th = mean(scores) — 3 - std(scores) (2.3)

This choice is justified by Figure 2.8 where the distribution of the
scores is reported. Since it is approximately Gaussian, the threshold of
Equation 2.3 identifies the 0.01% most significant nodes.
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200 T T

CHAPTER 2. MODEL DESCRIPTION

20 40 60 80

100 120 200

Score

140

160 180

Figure 2.8: Distribution of the scores. Since it is approximately Gaussian
the choice of the threshold in Equation 2.3 is justified.

This procedure led to the identification of the genes reported in Ta-
ble 2.5 that were used to condense the attractors determined through
the simulation of the boolean network. This step, exemplified in Fig-
ure 2.9, consists in associating the attractors according to the values
assumed by nodes that are part of the signature.

Gene Gene Name Description

Symbol

PCK1 phosphoenolpyruvate Main control point for the regulation of gluconeogenesis.
carboxykinase 1

SAV1 salvador family WW do- Involved in the regulation of protein degradation, transcription,
main containing protein | and RNA splicing.
1

BRK1 BRICK1, SCAR/WAVE | -
actin nucleating com-
plex subunit

PTK2B protein tyrosine kinase 2 | Involved in calcium-induced regulation of ion channels and ac-
beta tivation of the map kinase signaling pathway.

ARAF A-Raf proto-oncogene, | Involved in cell growth and development.
serine/threonine kinase

C18995 P13 protein Human T-lymphotropic virus 1.

IKBKE inhibitor of nuclear fac- | Overexpressed in over 30% of breast carcinomas and breast can-
tor kappa B kinase sub- | cer cell lines.
unit epsilon
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ARHGEF4| Rho guanine nucleotide | Plays a fundamental role in numerous cellular processes that are
exchange factor 4 initiated by extracellular stimuli that work through G protein
coupled receptors.
complex- cullinl and ring-box 1 | Complex involved in cell cycle progression.
CUL1- and S-phase kinase asso-
RBX1- ciated protein 1
SKP1
KLK3 kallikrein related pepti- | Implicated in carcinogenesis.
dase 3
SSH1 slingshot protein phos- | Involved in regulation of actin filament dynamics.
phatase 1
FN1 Fibronectin 1 Involved in cell adhesion and migration processes including em-
bryogenesis, wound healing, blood coagulation, host defense,
and metastasis.
ELK1 ETS transcription factor | Nuclear target for the ras-raf-MAPK signaling cascade.
ACTB actinf Protein involved in cell motility, structure, and integrity.
C03917 Dihydrotestosterone -

Table 2.5: Signature of genes identified to summarize the EMT. The de-

scriptions here reported were extracted from [54].

The final number of attractors, that were used as states for the
Markov chain, was 10639, corresponding to a 97 % reduction with
respect to the ones initially determined.

2.2.4 Edges’ determination

The determination of the edges of the Markov chain followed a pro-
cedure similar to the identification of its nodes. The boolean network
was simulated to determine its fixed points, the only difference being
in the definition of the initial condition. The attractors determined
with the previous analysis were used as starting configurations, after
the application of a perturbation, consisting in the random flip of each
node of the network with a defined probability.

Initially a 5 % perturbation was applied and the network was sim-
ulated as previously described. If the resulting attractor was equal to
the starting configuration a perturbation of larger entity was applied,
until either a new attractor was reached or the entire configuration was
reversed.

The probability of each transition was determined as its frequency,
in relation to the total number of transitions exiting the same state.
Since the contemporary activation/inhibition of a large number of genes
is unlikely, a correction was applied to the values obtained with the fre-
quentist approach. It consists in dividing the transitions probabilities
by the distance between the two connected configurations. Thus tran-
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Gene 1 Gene 2 Gene 3 Gene 4 Gene 5
Attractor 1 0 0 0 0 0
Attractor 2 1 0 0 1 1
Attractor 3 0 1 1 1 1
Attractor 4 1 1 1 0 0
Attractor 5 0 1 0 0 0
Attractor 6 0 1 1 1 1
Gene 1 Gene 4 Gene 5
Attractor 1/5 0 0 0
Attractor 2 1 1 1
Attractor 3/6 0 1 1
Attractor 4 1 0 0

Figure 2.9: Exemplification of the attractors condensation step. In this case
the signature is composed of Genes 1, 4 and 5 and causes a reduction of
about 30 % in the number of attractors.

sitions between similar expression patterns will be favoured, without
having to set a defined threshold on the maximum number of nodes
that can change at the same time.

2.3 Markov model

A Markov chain, is a stochastic model that describes the temporal evo-
lution of a system as the probability of each one of its configurations at
every time point. These configurations, or states, are finite in number
and are identified by the values assumed by the variables of the sys-
tem. Another important characteristic of Markov models is that the
future state depends only on the current one or, in other terms, the
configuration of the system at time t summarizes the entire simulation
up to that point (Equation 2.4).

p<X‘r+l = leO = anXl =T, ‘X, = -T) = P(XT+1 = y‘Xn = I)
(2.4)
This property is verified by a number of systems, provided that all
the variables important for the studied behaviour are included in the
model, and significantly improves the usability of this framework, by
simplifying the simulation.

The definition of a Markov chain consists in identifying the two main
elements of the model: the set of its states and the transition matrix.
As previously mentioned the states of the model (S = {s1,s2,--5,})
describe the possible configurations of the system. In the present case,
each state represents a phenotype or a pattern of expression of the
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genes in the signature of the EMT.

The transition matrix describes how the different states are con-
nected and the probability of each interaction. In the Markov chain
formalism the relations between the system’s configurations do not
change, meaning that this matrix remains constant over time. In the
presented approach it was determined using the data obtained with
the modified simulation algorithm that allowed the determination of
the edges.

In order to simulate the Markov chain, the initial condition, that
is the probability of occupancy of each state at t=0, must be defined.
While randomly assigned configurations can be useful to evaluate the
range of dynamic behaviours of the model, biologically relevant config-
urations can be used to test hypotheses regarding the studied system
and predict its behaviour in untested conditions.

The initial condition for the EMT model here presented was de-
termined from data retrieved from the Human Protein Atlas [55], an
online database that collects information on the expression and local-
ization of most human protein-coding genes products, both at mRNA
and protein level. Specifically it contains the characterization of 56 cell
lines using deep RNAseq, a technique able to quantify the average level
of expression within the population of all human genes. These data are
presented in terms of fragments per kilobase of transcript per million
mapped reads (FPKM), that is the frequency of a certain sequence,
with respect to the total number of recorded fragments, normalized by
the length of the corresponding gene. The application of this correction
compensates the bias introduced by the presence of coding sequences of
different lengths and avoids an overestimation of the level of expression
of longer genes.

Beside this quantification, the Human Protein Atlas reports also a
qualitative indication of the level of expression of each gene in terms of
abundance. This parameter can only assume the 4 values Not Detected,
Low, Medium and High, that in the presented model were associated
with different ranges of activation of the corresponding gene within the
population (Table 2.6). The specific percentage of cells expressing every
gene of the EMT signature was then randomly determined respecting
the FPKM order, for every level of abundance.

This procedure allows to evaluate the EMT evolution in any one
of the cell lines characterized in the Human Protein Atlas. In the
following a human lung adenocarcinoma cell line will be be considered.
This experimental model, denominated A549, is widely considered to

show an epithelial phenotype (Figure 2.10) and used as an experimental
model for the EMT.
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Abundance | Expression within
the population [%]
Not Detected 0
Low (0,25]
Medium (25,75]
High (75, 100]

Table 2.6: Abundance levels used to summarize the levels of expression in the
Human Protein Atlas and the corresponding ranges of activation considered
in the presented model.

Figure 2.10: Picture of a culture of A549 cells. Their tendency of growing
in clusters of tightly connected cells is typical of the epithelial phenotype.

The simulation of an adequate number of in-silico cell populations
will produce a series of data representing their temporal evolution.
The analysis of these data will reveal the most frequently visited states
and how their distribution changes over time. Furthermore this frame-
work well adapts to the study of the effect of external inducers, like
TGFpB. These simulated experiments, can be used to determine the
main effector of a specific behaviour of interest that can then be tested
experimentally.

2.3.1 Simulation of the model

Multiple simulations of the Markov chain were executed, studying the
system’s behaviour throughout the entire transition. The results ob-
tained with each simulation, were then combined, leading to an equiva-
lent population of half a million cells, that accurately characterizes the
EMT in the considered cell line. This operation, summarized in Figure
2.11, consists in combining the distributions obtained from each simu-
lation, by summing, for each time point, the numbers of cells exhibiting
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Simulation 1 - F F F ses h

: : : :
: : : :
Simulation N = % : ) ? -
—— — = e

Joint )
Distribution h ee
1 1 1 1

(I) i ; l(I)O Timc’
Figure 2.11: Exemplification of the analysis of the results of the Markov
model. Each simulation provides a distribution of the possible phenotypes
at every time point. The characterization of the EMT, for the tested cell
line, is obtained combining the results of all the individual simulations.

the same phenotype.

2.3.2 Results

The analysis described in the previous section highlighted the pres-
ence both of configurations with high prevalence (> 10° cells) and of
uncommon patterns of expression (< 10 cells). As a consequence, a
representation of the entire phenotype distribution would have masked
the more subtle changes in population’s composition. This could pre-
vent the correct identification of the first phases of the EMT, that have
been demonstrated to occur in only a small number of cells [8].

Thus three different phenotypes distributions were considered, each
combining configurations with comparable prevalence. This was achieved
considering the highest number of cells recorded during the simulation,
for each pattern of expression, and dividing them in three classes:

e High prevalence (over 10° cells),
e Medium prevalence (between 10 and 10% cells),
e Low prevalence (below 10 cells).

Furthermore after the first 10 iterations only one distribution every
20 iterations is reported. This is because this experiment was charac-
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terized by a fast dynamic, that limited all the changes in population
composition within the first few iterations. This is probably deter-
mined by the structure of the boolean network in which the flow of
information is mainly unidirectional. This characteristic, typical of the
signal transduction pathways representations, limits the dynamic of the
corresponding network and thus of the Markov chain. This considera-
tion is supported by the distribution of the most prevalent phenotypes
(> 103 cells), that does not change significantly during the simulation
(Figure 2.12).

One notable exception is phenotype 0 that decreases from its initial
value. In this pattern of expression the complex-CUL1-RBX1-SKP1 is
set to 1. This functional group of proteins is able to repress SMAD2
one of the main regulators of the TGF/ induced EMT. Thus a decrease
in prevalence of the phenotypes expressing this maker is coherent with
the induction of the process of interest.

Tt

~ . _
S -2 -
Number of cells

n’""ﬂf:nos 5'
Figure 2.12: Evolution of the most prevalent phenotypes.

On the other hand, phenotypes characterized by a medium number
of cells (between 10 and 10%) show a more interesting behaviour (Figure
2.13). The majority of these configurations (about 70%) increases in
prevalence during the simulation, supporting the connection between
an increased phenotypic variability and the induction of EMT.

Within the medium prevalence configurations, two other behaviours
have been recorded.

Phenotype 829, that in the initial condition is assumed by over 600
cells, rapidly drops to 0. The corresponding configuration, highlighted
in red, differs from all the others in Figure 2.13 b., for the expression
of the complex-CUL1-RBX1-SKP1. As already remarked the switch-
off of this marker is coherent with the first phases of induction of the
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TGFB-induced EMT.

Phenotype 44, whose configuration is shown in orange in Figure
2.13 b., is characterized by a non-monotonic behaviour. Specifically it
is not present in the initial configuration, it appears in the distribution
recorded at iteration 1 and then drops again to 0. This oscillation is
typical of metastable configurations, in which a small perturbation is
sufficient to bring the system to a different state.

. ——
bl S @ = - —
Numb, oE

umber of cells =

2

‘1‘_-!——.'——1'——1—_,.
-

o

ARHGEF | complex-CULL- | KLK ssH1 | Fn1 | ELK1

PCKI1 | SAV1 | BRK1 | PTK2B | ARAF | C18995 | IKBKE 1 RBX L-SKP1 3

ACTB

o397

1 1 1 1 0 0 o 0 o 1] 1 0 1} 1]

1

18 1 1 1 1 0 o 0 o 1] 1 0 1} 1]

I8 1 1 1 1 0 0 0 1 1] 1 0 i} 1]

42 1 1 1 1 0 0 0 o 1] 1 0 1 1]

1 1 1 1 0 0 0 o 1] 1 0 i} 1]

529 1 1 1 1 0 0 1 1 | 0 1 1} |

549 1 1 1 1 0 0 1 1 1] 0 0 i} 1]

Figure 2.13: a. Evolution of the phenotypes associated with a number of
cells between 10 and 103. b. Table showing the phenotypes corresponding
to the distribution in a.. Green identifies the configurations that have an
increase in prevalence, while red highlight the one that has an opposite
behaviour. The configuration that is characterized by a transient behaviour
is shown in orange.

The phenotypes with a low prevalence (< 10 cells) are the most
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numerous (Figure 2.14). Furthermore their distribution experiences a
significant increase in standard deviation, since at the beginning of the
simulation only one phenotype has been classified in this group.

Number of cells

0|l i
| \IllHlll\mI

w i
| {I 1luu|||| N

e

—
..

Figure 2.14: Evolution of the phenotypes associated to a number of cells
< 10.

Since the configurations of this group are too numerous to be con-
sidered independently, only the ones that, at some point during the
simulation, had at least 2 cells, were evaluated in detail. These 35 phe-
notypes, shown in Table 2.7, are mostly characterized by an increase
in prevalence. Six configurations, on the other hand, show a transi-
tory behaviour and one, whose interpretation is not straightforward, a
decrease in prevalence. All the phenotypes, however share some char-
acteristics. Indeed three markers that should decrease in expression
during EMT (complex-CUL1-RBX1-SKP1, SSH1, ELK1) are set to 0,
hinting to the possibility that these low prevalence phenotypes might
be representative of the patterns of expressions of the sub-population
of cells that initiates EMT.

Since the increase in phenotypic variability is an important feature
emerging from this analysis, it was further evaluated through the study
of the phenotypes with the most pronounced changes in prevalence
(over 1% of the corresponding initial value). Indeed a significantly
larger number of phenotypes (84) increased in prevalence during the
simulation, while only three phenotypes decreased.



2.4. DISCUSSION 37

The patterns of expression of these 87 phenotypes, were character-
ized by four markers that were alternatively present in either condition.
Specifically ELK1, SSH1 and the complex formed by CUL1, RBX1
and SKP1 were expressed in all the phenotypes that decreased dur-
ing the simulation. ARAF was set to 0 in all these configurations and
was active in about 15 % of the phenotypes that showed an increased
prevalence. This behaviour is consistent with the biological function of
these markers. ARAF is part of the signal transduction chain that leads
to increased cell proliferation, motility and survival, all characteristics
typical of mesenchymal cells. SSH1 induces actin stabilization, while
ELKT1 is implicated in biological processes that induce cell differentia-
tion and apoptosis through the p53 pathway. The decreased expression
of both these markers is thus associated with a loss of epithelial charac-
teristics. Furthermore the complex formed by CUL1, RBX1 and SKP1
is a known inhibitor of SMAD2, a transcription factor widely asso-
ciated with the induction of EMT through TGFS. A reduction in its
expression can thus be associated with an increased activity of SMAD?2
and the progression of the phenotypic transition.

2.4 Discussion

In this chapter a computational representation of a complex biological
phenomenon involved in cell decision making is described. This pro-
cess, called EMT, occurs in epithelial cells and causes them to acquire
invasive and migratory capabilities that led to the association between
this transformation and metastasis formation [11].

Another important characteristic of EMT is that it encompasses
multiple scales. While it occurs at single-cell level, where it is asso-
ciated to a profound change in both phenotype and behaviour, it has
significant repercussions at the population level, as it causes the disso-
lution of the cell-cell interaction and adhesion structures.

To the author’s best knowledge, the model here presented is the
first one that describes explicitly this aspect of EMT and has thus the
potential to highlight characteristics of this process masked by other
representations that focus on a single level of detail or limit their anal-
ysis to particular processes within this phenomenon.

EMT in individual cells was modelled with a boolean network de-
scribing the signal transduction pathways that were determined to be
important for the studied phenomenon. This process, completely au-
tomated and operator-independent, was developed to exploit the infor-
mation collected in freely available databases to extract the represen-
tations of the pathways mainly involved in EMT, interpret them and
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Table 2.7: Table showing the phenotypes with al least 2 cells extracted from Figure 2.14. Green identifies the configurations
characterized by an increase in prevalence while the ones in orange show a transitory behaviour. Red marks the phenotype
that decreases in prevalence during the simulation.
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produce the corresponding boolean network. The simplicity of this rep-
resentation does not limit significantly the size of the graph that can
be analysed and allows to study scarcely known processes, for which
kinetic parameters are not available. On the downside, this framework
describes each protein as either present or absent, significantly simpli-
fying the representation of gene expression. This might reflect on the
model’s behaviour and its ability to reproduce in-vitro data.

The boolean model describing EMT at single-cell level was simu-
lated, from a large number of randomly determined initial conditions,
to determine its main fixed points. These configurations of the network
have been linked to the phenotypes that the considered cells can as-
sume and thus the states of a Markov chain describing the phenomenon
of interest at population level. Since the configurations retrieved with
this approach were too numerous to be used effectively to describe the
EMT, they were reduced according to the pattern of expression of a
small number of markers, that have been identified as determinant for
the behaviour of the boolean network. The connections between these
states, and their probability, were then determined, through a proce-
dure similar to the identification of the states of the Markov chain.
The only difference was in the definition of the initial condition, that
was set to a configuration corresponding to a slightly perturbed stable
state for the boolean network. These simulations allowed to determine
which fixed points were connected and the frequency of each transition,
thus completing the definition of the Markov chain.

The population level model was then simulated, starting from a
distribution of phenotypes coherent with a population of lung adeno-
carcinoma cells, to determine its behaviour during a TGFf induced
EMT. Even though the dynamic behavior obtained in-silico was faster
and less articulate than expected. the results presented in this chapter
were coherent with the anticipated ones. Indeed a significant increase in
phenotypic variability was recorded, especially when considering phe-
notypes with low prevalence (< 10 cells). This is concordant with
experimental evidences showing that EMT initially occurs in a small
number of cells that successively contributes to the induction of this
process in the rest of the population [8]. Even the analysis of the phe-
notypes that experienced the largest variation highlighted signs of the
changes induced by EMT at molecular level. Indeed markers associated
with actin stabilization, differentiation and apoptosis showed a signif-
icant decrease, while a transduction pathway connected to augmented
cell proliferation, motility and survival increased in activity. Finally
the number of cells expressing a functional complex directly connected
to the repression of EMT in the TGF S pathway decreased significantly



40 CHAPTER 2. MODEL DESCRIPTION

during the simulation.

In conclusion the presented model, while showing limited dynamic
behaviour, was able to recapitulate some important characteristics of
the EMT and, once validated, it might prove useful to study how the
molecular changes that occur at single-cell level during the induction
of this process influence the behaviour of the population they belong
to.

2.5 Materials and Methods

2.5.1 Boolean model
Network Definition

The formalism of the boolean model was used to represent the EMT at
the single-cell level. It involves the definition of a graph describing the
signal transduction network that regulates the process of interest. Each
gene is represented as either being active (node value 1) or switched-off
(node value 0) and the relations between different nodes are described
with boolean functions.

In the presented model the pathways involved in the EMT were
downloaded from the Kegg database [45] and they were chosen for the
significant superimposition between the genes that compose them and
a list of 84 markers, part of an EMT profiler PCR array [44].

The html files containing the description of the Kegg signal trans-
duction pathways were read using a custom made Python script and
combined in a single network, as systematized in Figure 2.15, where two
independently downloaded pathways (A and B) share two elements,
gene; shown in red and geney represented in green. The combined net-
work maintains all the connections of pathway A but also integrates
the additional elements of pathway B: genes and geneg and their con-
nections.

In the presented model, three main relations were considered:

e activation,
e inhibition,
e complex formation.

The first two interactions were described with the majority function,
in which a node is considered to be active if most of its inputs deter-
mine it to be active. This choice makes it possible to combine directly
activating and inhibiting relations interesting the same gene.
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Figure 2.15: Exemplification of the procedure used to combine the path-
ways downloaded from the Kegg website. When the same gene was present
in more than one pathway all its connections were integrated in the final
network. In the proposed example the combined pathway integrates all the
genes represented in the two networks on the left and their connections.

The formation of a complex, on the other hand, was modelled as a
logical AND, to integrate the necessity of the presence of all the nodes
that compose it, in order to obtain full functionality.

Successively the connected components were analysed, applying the
procedure detailed in Figure 2.16. After selecting a node on the undi-
rected version of the considered graph, a list was created, containing
that node and all its neighbours. Successively every node of the list
was considered and its neighbours were added to the list. This step
was repeated until all the element of that connected component were
part of the list. This operation, repeated for all the nodes not included
in the already determined subnetworks, allows the determination of
all the connected components (Table 2.3). Since the major connected
component, the one containing the most elements, is significantly larger
than all the other, it will be the only one considered in the following.

Attractors Determination

The network determined in the previous step was used to compute the
stable states of the graph, that correspond to the phenotypes that the
modeled cells can assume.

The local search method applied in this phase (Algorithm 1) con-
sists in assigning a random configuration to the nodes of the network
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Figure 2.16: Flowchart describing how the connected components of the
network were determined. The starting point is highlighted in green. L, odes
represents the list of all the nodes of the network, while Loc is a variable
containing the nodes in the current connected component.
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and then updating their values, according to the relations between the
nodes defined in the previous step. To improve the accuracy of this
representation and model the presence of phenomena with different
dynamics, the network is updated asynchronously. Specifically at each
iteration, the values of the network’s nodes were changed according to
a different randomly determined order. The inputs of the graph, nodes
that have no incoming connections, will maintain the same value for
the entire simulation.

Algorithm 1 Stable States Determination Algorithm

1. procedure SSD(Network, PercActiveNodes, maxIter)
2: nodes <— number of nodes in the network

3 initialCondition «— definelnitialCondition(nodes, PercActiveNodes)
4 change «— 1 > flag used to track changes in the nodes configuration
5: iter «— 0 > index that keeps track of the number of iterations
6 currentState «— initialCond

7 while change == iter < maxlter do

8 currentState2 +— currentState

9

: updateOrder «— defineUpdateOrder(nodes)
10: for o in updateOrder do

11: currentState «— updateNode(currentState,o)

12: end for

13: iter «+— iter+1

14: if currentState==currentState2 then > The configuration
hasn’t changed

15: change +—0

16: end if

17: end while

18: return currentState

19: end procedure

If the result of an iteration is the same sequence obtained in the
previous step, the current nodes assignment is considered to be an
attractor and saved for further analysis.

This procedure was repeated 38-10* times, starting from randomly
determined initial conditions, beside the configurations of network com-
pletely active and switched off. Each starting configuration was char-
acterized by a defined probability of activation of the nodes of the
network, that was varied between 5% and 95 % with 5% increments.
Specifically for each element of the graph a random integer between 0
and 100 was generated and if it was below the activation probability,
the corresponding node was set to 1. For each condition 2-10* initial
conditions were tested and the simulation continued until either a sta-
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ble state or the maximum number of iterations (1-10°) was reached
(Table 2.8).

Nodes of the Network 700
Initial Conditions 380002
Percentage of Activation | 0:5:100

Table 2.8: Characteristics of the simulation of the boolean network and
resulting number of attractors.

EMT Signature Determination

Since the attractors determined in the previous step are too numer-
ous to allow a meaningful analysis of the corresponding Markov chain,
they were condensed according the pattern of expression exhibited by
a subset of nodes determined to be important for the EMT.

This signature was determined considering 4 indicators (Table 2.4)
commonly used in network analysis to determine the most important
elements of the graph.

Beside the incoming and outcoming connections of each node, the
eccentricity was computed. This parameter, defined as the inverse of
the longest shortest distance between two nodes, requires the compu-
tation of the shortest path between each combination of nodes in the
network. In the presented model, the Dijkstra algorithm was applied
(Algorithm 2).

It consists in: visiting all the nodes of the graph starting from the
current one, and determine which paths connect each pair of nodes
more efficiently. In this case the distance between each node and its
neighbours is set 1. While this procedure is unable to identify all the
shortest paths connecting two nodes, the information obtained with
this algorithm, their length, is sufficient to compute the eccentricity.

The last indicator used in this phase are the eigenvalues of the ad-
jacency matrix, that is a matrix describing which nodes of the network
are connected. The weights of all the connections was set to 1, and the
eigenvalues were computed using the numpy package of the Python
language, and specifically its linear algebra section.

These 4 parameters were combined in a score that was computed
ordering each node according to the values assumed by the 4 indicators,
and then summing the resulting rankings. This choice ensures the equal
contribution of each indicator to the final result, as it is independent
on the specific range of values assumed by the parameters.

The EMT signature was determined selecting those nodes with a
score below a threshold defined as in Equation 2.3. The result of this
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Algorithm 2 Dijkstra algorithm [56]

1: procedure DIKINSTRA(Graph, source)
2 create vertex set Q
3: for each vertex v € Graph: do > Initialization
4 dist[v] «— o0 > Unknown distance from source to v
5 prev[v] «— unde fined > Previous node in optimal path to
source
6: add v to Q
7: end for
8: dist[source] <— 0 > distance from Source to Source
9: while Q # ) do > While the queue is not empty
10: u <— nodes in Q with min dist[u] > Nodes with the least
distance will be selected first
11: remove u from Q
12: for each neighbor v of u do > where v is still in Q
13: alt «— dist[u] + length(u,v)
14: if alt < dist[v] then > A shorter path for v has been found
15: dist[v] <— alt
16: previv] «— u
17: end if
18: end for
19: end while
20: return dist[ |, prev] |

21: end procedure
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analysis is reported in Table 2.5, where the 15 selected nodes are de-
tailed, together with a short description of their functionalities.

This information, combined with the attractors and the edges pre-
viously determined, were used to define a Markov model describing the
EMT at population level.

Edges Determination

The determination of the connections between the attractors of the net-
work was obtained with a modified version (Algorithm 3) of the algo-
rithm described in the previous section. The most important difference
is in the definition of the initial condition. Each attractor determined
in the previous step was perturbed and then used as starting configu-
ration (10 simulation for every stable state). Initially each node of the
stable configuration was flipped with a 5% probability, and then simu-
lated as previously described. If the final configuration is equal to the
starting attractor an increased perturbation is applied. This process
was applied, increasing the node flipping probability of 5% at each iter-
ation, until either a new attractor is reached or the entire configuration
is modified.

These coupled configurations are saved in .txt files that have been
used to determine the transition matrix of the Markov chain.

2.5.2 Markov model

A Markov chain is identified by a set of states and a transition ma-
trix. They were determined from the results of the boolean network,
in particular the set of states was obtained condensing the attractors
according to the pattern of expression of the nodes composing the sig-
nature, as exemplified in Figure 2.9.

The transition matrix, on the other hand, was obtained determining
which states are connected according to the data obtained with the
modified boolean network simulation (Algorithm 3). The probability
of each transition was quantified using the frequentist approach, that
is the number of times a certain transition was recorded, normalized
by the total number of transitions exiting from the current state.

The strategy used to compute the attractors does not limit the
number of nodes that can be modified at the same time. This is to
avoid having to set a defined threshold on this parameter without any
specific biological knowledge. However the higher the perturbation,
the lower the probability of the corresponding transition. To reflect
this consideration, a correction factor was applied to the transition
probabilities defined with the frequentist approach. It was defined as
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Algorithm 3 Modified Stable States Determination Algorithm

1:
2
3:
4
5

IS

10:
11:
12:
13:
14:

procedure SSD2(Network, attractors, initialPerturbation, maxIter)
nodes «— number of nodes in the network
for a in attractors do
perturbation <— initialPerturbation
repeat +— 1 > flag used to track of the perturbation of the
nodes configuration

while repeat==1 do
: initialCondition <— perturbAttractor(attractors[a], pertur-

bation)

change +— 1 > flag used to track changes in the nodes
configuration

iter +— 0 > index that keeps track of the number of
iterations

currentState «— initialCond

while change == 1 iter < maxIter do

Simulate the Network as described in Algorithm 1
end while
if currentState==currentState3 then > The configuration

15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:

hasn’t changed
if currentState # attractors[a] then
repeat=0
return currentState
else
if perturbation < 100 % then
perturbation=perturbation + 5%
else
repeat=0
end if
end if
else
if perturbation < 100 % then
perturbation=perturbation + 5%
else
repeat=0
end if
end if
end while
end for
end procedure
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the inverse of the distance between the two configurations and thus
favours relations between nodes with similar expression patterns.

This procedure leads to the determination of two fundamental ele-
ments for the simulation of a Markov chain, that consists in solving, for
every time point, the system of equations in 2.5, where s;(t) refers to
the fraction of the population exhibiting phenotype i at time t, while
Pi; is the probability of transitioning from state k to state j.

si(t+1) P11 P12 P13 --- DPin s1(t)
s2(t .+ 1) _ |P21 P22 P23 --- P 52.(’5) (2.5)
Sn(t —+ 1) Pn1 Pn2 Pn3 ... Dnn Sn<t)

The initial condition is the third element required for the simulation
of the Markov model, as the system in Equation 2.5 is generally solved
using the formulation in 2.6, in which the starting configuration is
explicitly shown.

si(t+1) P11 P12 P13 ... DPin " [51(0)
s2(t :+ 1) _ |P2t P22 P23 - P 82$0) (2.6)
Sn<t + 1) Pn1 Pn2 Pn3 .-+ DPnn Sn<0)

In the present application the initial condition was determined from the
experimental data collected in the Human Protein Atlas [55]. In this
database the level of expression of all the protein-coding sequences of
56 cell lines were quantified using both the FPKM value obtained from
RNAseq data and the level of abundance. The latter is a qualitative
evaluation of the expression of a specific gene within the population
that can only assume 4 values (Not Detected, Low, Medium and High).

For the analysis of the EMT, the lung adenocarcinoma A549 epithe-
lial cell line was considered. The phenotypes initially present within
the population were determined assuming the correspondence between
the different levels of abundance and the fraction of cells expressing
that specific gene (Table 2.6).

The number of cells expressing a certain gene was determined ac-
cording to the corresponding FPKM value. Specifically, for every abun-
dance level a set of random integers was generated, of the same cardi-
nality as the genes in that expression level. These values were sorted
and then assigned to the corresponding element of the signature, ac-
cording to the corresponding FPKM value.

The expression patterns determined with this analysis were com-
pared to the phenotypes determined with the condensation of the at-
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tractors, thus determining the initial prevalence of each state in the
Markov chain.

This operation was repeated for the 10 simulations that were exe-
cuted. The cardinality of every population was 50 - 103 cells and the
simulation was interrupted after 100 iterations (Table 2.9).

Initial Population 50 - 103 cells
Iterations 100
Total Number of Cells 5-10°

Table 2.9: Specifications of the simulation of the Markov chain.

Since each simulation is independent from the other, all the results
were combined to produce a population of 5-10° individuals. This op-
eration, exemplified in Figure 2.11, consists in assigning to each pheno-
type the prevalence obtained summing those recorded for the individual
simulations. For example a phenotype that, at iteration T, is expressed
as detailed in Table 2.10 will be assigned a prevalence of 416.

Simulation | number of cells
1 10
32
25
71
56
64
0
100
31
10 27
Total 416

OO0 || T = W[ N

Table 2.10: Example of determination the prevalence of a phenotype (at
iteration t). The number of cells expressing each phenotype in the single
simulations is summed to obtain the total prevalence.

The combined population was considered to be a more precise rep-
resentation of the behaviour of interest but the phenotypes were di-
vided according the order of magnitude of their prevalence. This step,
executed dividing the considered configurations in three groups accord-
ing to their maximum number of cells within the simulations, allowed
to study with the same accuracy the evolution of phenotypes with
significantly different probabilities. Specifically configurations with a
maximum prevalence of over 10® were considered part of the high prob-
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ability phenotypes (Figure 2.12), while configurations with at most 10
cells formed the low prevalence group (Figure 2.14). Finally phenotypes
with a maximum prevalence between 10 and 103 formed the third class
(Figure 2.13).

The temporal evolution of these configurations was analysed deter-
mining which ones were associated to a significant change and linking
their pattern of expression to the corresponding biological phenomena.
Since in all the considered cases the dynamic behaviour was limited
to the first 10 iterations, these were the only ones reported entirely.
For all the iterations after the number 9 only one step every 20 was
represented.

Successively the phenotypes with the largest percentage variation
(> 1%), with respect to the initial value were studied. This operation
isolated 87 phenotypes, most of which (84) were associated with an
increase in the number of cells expressing them.

The patterns of expression associated with these phenotypes were
then considered, to identify possible links between the probability of
a phenotype and the induction/progression of the EMT. The fraction
of configurations expressing each marker was determined and the phe-
notypes that experienced an increase of probability were compared to
those associated to the opposite behaviour (Table 2.11).

Increased Prevalence | Decreased Prevalence
PCK1 81 % 100 %
FN1 18 % 33 %
ARHGEF4 51 % 67 %
C03917 83 % 100 %
SAV1 75 % 67 %
BRK1 86 % 67 %
PTK2B 64 % 100 %
KLK3 55 % 67 %
ARAF 15 % -
C18995 24 % 33 %
IKBKE 2 % 67 %
ACTB 81 % 100 %
complex-CUL1-RBX1-SKP1 - 100 %
ELK1 - 100 %
SSH1 - 100 %

Table 2.11: Percentage expression of each marker among the phenotypes
that were determined to undergo a significant change in prevalence.

Four of the considered markers were expressed exclusively in one of
the two groups and they were determined to have functions associated
with the induction of EMT with TGFg.
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Model Validation

3.1 Introduction

The accuracy and the reliability of a computational model are eval-
uated via a validation step. This is a comparative analysis between
the results of the computational model and those of relevant in-vitro
experiments. The agreement between the data obtained with the two
methods demonstrates the accuracy of the in-silico analysis and the
reliability of the corresponding results.

The validation process requires the experimental data to be quan-
titative and at least at the same level of detail as the in-silico ones.
Specifically a model describing the behaviour of single cells must be
compared to experimental data detailed enough to isolate the contri-
bution of each cell to the recorded signal. This is because there exist
infinite distributions with the same average and standard deviation,
thus population level data could only provide a partial validation.

On the contrary, single-cell level in-vitro data could be used to
validate population level models, since it is always possible to determine
their average value. In this case, however, population data are generally
preferred, since they are easier to obtain.

The model validation is generally executed directly comparing the
results of the simulations with the experimental ones. In this regard
the computational model must be able to quantitatively reproduce the
in-vitro data. As the output of a large number of experimental assays is
in arbitrary units (AU), the analysis is generally conducted comparing
the variations from a specific condition, considered as a reference and
used to normalize all the available data. This strategy is also applied
when the measurement units of the in-vitro and in-silico datasets differ.

When single-cell level precision is used, probability distributions are
often compared, thus allowing to infer information on the stochastic

o1
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process that generated the data, through the analysis of the distribu-
tion’s shape. A simpler framework consists in comparing the moments
of the distribution, generally average and standard deviation, regard-
less of its shape. This approach is commonly used for population level
models, but it also applies to single-cell level ones even though it grants
only a partial validation, if the data are affected by a high level of mea-
surement noise or if only population level results are available.

When a fully quantitative experimental evaluation of the studied
phenomenon is unavailable, the model could be considered to be par-
tially validated if it is able to reproduce qualitatively the trend reg-
istered wn-vitro. This sub-optimal condition can be considered as an
intermediate step to guide its further development.

Here, the results obtained simulating the Markov chain were com-
pared to the ones presented in [57], where a population of A549 cells
was induced with TGFf for 72 hours and the level of expression of a
large number of mRNAs was recorded, through Affimetrix microarrays,
at 10 time points during the experiment. These data, released through
the NCBI’s database Gene Expression Omnibus [58] (accession number
GSE17708) contain the quantification of the average level of expression
of a large number of genes involved in Epithelial to Mesenchymal tran-
sition (EMT) induction.

3.1.1 n-vitro data

The experimental data used to validate the computational model of
EMT here described were obtained with an in-vitro microarray tech-
nique, that allows the quantification of the average level of expression
of a large number of genes within the tested population.

These expression levels, available at [58] (accession number GSE17708),
were recorded by Sartor et al [57] to test their newly developed map-
ping tool for gene set enrichment and gene set relation. This system,
named ConceptGene, aims to aid the interpretation of high through-
put gene expression data determining the functions connected to a list
of markers (e.g. differentially expressed genes between two conditions)
and identifying connections between Concept types such as biological
functions, microRNA target lists, chromosomal regions, or drug target
lists.

This analysis allowed them to map the EMT (Figure 3.1) through
the determination of the biological processes connected to the changes
in gene expression.

While being extremely useful to analyse high throughput data and
integrate them with the large base of available knowledge, Concept-
Gene is not a computational model of biological processes, as it would
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SMAD; JUN; TGFbeta
TGFbI interactions; cell adhe-
sion; extracellular matrix

Bone; SMADs

Metallothioneins; TGFb2&3:
cell movement; Neovasculariza-
tion

Collagens; Cytochrome P450s;
fibronectin

Neoplasms

Thrombosis; RHO/RAC inter-
actions; cell adhesion

Cell proliferation; Neoplasm
metastasis; Integrin; growth
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Figure 3.1: Heatmap of enriched Concept profiles throughout TGF-3-
induced EMT transition in the A549 cell line. All concepts with g-value
< 0.05 for > 1 time point were clustered using -logio(p-values) to create a
“bird’s eye view” of which processes were turning on and off throughout the
time course. Figure reproduced from [57].
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not be able to infer changes in the EMT induction process caused by
untested experimental conditions.

Within the frame of this thesis, the in-vitro data presented in [57]
were further analysed, to integrate all the probes referring to the same
gene. This operation was necessary to allow to compare the in-vitro
data with the in-silico results, that are reported as the fraction of cells
expressing each of the tested markers.

Since the measurement unit in which the model results are expressed
differs from that of the experimental data, the validation was executed
considering all the data normalized with respect to their value at time
0. This operation makes it possible to compare the results of the com-
putational model and the ones preented in [57], assuming that there
exists a linear relations between the number of cells expressing a defined
marker and its average expression within the population.

3.1.2 in-silico data

The simulation of the Markov chain describes the EMT results in a set
of data displaying the prevalence of each phenotype at every time step.
As shown in Figure 2.11 this gives rise to a distribution that evolves
over time and can be combined with the ones obtained with the other
simulations to generate a complete description of the phenomenon of
interest.

While this description allows to determine the most probable EMT
induction path and thus the determination of its key steps, the valida-
tion of this computational model requires the results to be expressed
as average mRNA level for each marker within the population. This
transformation was obtained determining the number of cells express-
ing each gene and assuming a relation of proportionality between this
value and the corresponding mean expression.

3.2 Steady State Analysis

In the following a partial validation of the presented model will be
detailed. In this analysis two elements (C03917 and C18995) will be
excluded from the previously determined signature. They correspond,
respectively, to dihydrotestosterone and human T-lymphotropic virus
1, that weren’t evaluated during the in-vitro experiment. This differ-
ence, while preventing the complete validation of the model, does not
influence the results and the conclusions obtained from the study of
the other markers.
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The steady state analysis here described consists in two successive
comparisons, the first one considers the sign of the variation of each
marker with respect to the initial condition, while the second one stud-
ies the corresponding amplitude. During the initial analysis, beside
the direction of the changes induced by EMT in gene expression, the
expected behaviour of each marker was determined, researching the
literature and identifying the functionality of each marker within the
process of interest.

3.2.1 Analysis of the Expected Behaviour

This test was devised to ensure the coherence between the experimental
data, the model’s results and the expected behaviour. Specifically the
difference between the level of expression of each marker at the end of
the simulation (or of the experiment) was compared to the one at time
0, determining the sign of the variation. The coherence of this result
with the expected behaviour of the network and the literature data

was then determined (Table 3.1).

In approximately half of the cases

Marker Sign Variation | Sign Variation | Biological Process
in-vitro in-silico
SSH1 stabilizes the actin filaments.
PCK1 - regulates glycolysis.
complex-CUL1 + represses SMAD2.
-RBX1-SKP1
FN1 + + increases cell proliferation and motility.
ELK1 - involved in cell differentiation and apoptosis.
ARHGEF4 - regulates cell-cell adhesion.
IKBKE - involved in immune response.
SAV1 - regulates apoptosis.
BRK1 + increases cell motility.
PTK2B + required for apoptosis.
KLK3 + - induces cell proliferation.
ARAF - + induces angiogenesis, cell proliferation and growth.
+ - maintains adherens junctions and is involved in invasion.

Table 3.1: Sign of the variation of the level of expression of the signature’s
markers at steady state and comparison with the expected behaviour. The
latter is color coded, were green is associated with an expected increase in
expression while red marks the proteins anticipated to decrease in concentra-
tion during the EMT. Orange was used to identify one gene whose expected
behaviour was not univocally determined.

(46%) the three methods are concordant. In particular SSH1, a protein
involved in the process of actin stabilization [59], is determined to de-
crease during the EMT. This is coherent with the dissolution of cell-cell
interaction structures and the reorganization of the cytoskeleton.
Similarly the level of PCK1 at the end of the simulation, results
lower than the initial one. This enzyme is involved in the regulation of
glycolysis that in [22] is demonstrated to be higher for epithelial cells.
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Fibronectin (FN1), on the other hand, increases in both the sim-
ulated and the experimental data. This is coherent with the function
of this protein that is involved in the regulation of focal adhesion such
that its specific expression increases cell proliferation and motility [60].

ELK1, a protein involved in cell differentiation and apoptosis through
the p53 pathway [61], is another marker coherently determined to de-
crease.

The same behaviour is recorded for ARHGEF4, an important ele-
ment of the cadherin mediated cell-cell adhesion [62].

SAV1, a tumour suppressor involved in apoptosis induction [63], is
determined to decrease by all the considered methods.

The complex formed by CUL1, RBX1 and SKP1, on the other hand,
is determined to decrease in-silico, while a mild increase was recorded
in-vitro. This complex is known to repress SMAD2 one of the main
transcription factors that drive EMT [64] and thus it should be ex-
pected to decrease, as predicted by the model. This inconsistency
might be caused by the method used to determine the level of expres-
sion of the complex from that of the single genes. In the experimental
data used in this analysis, each component of the complex was mea-
sured independently and the lowest concentration was considered to be
representative of the one of the complex, to reflect the impossibility of
forming the functional group if one or more elements are missing. This
might lead to an over-estimation of the complex’ s level, as it assumes
that all the proteins of the lowest expressed gene are bound to the other
elements of this functional group.

IKBKE is a kinase that has been demonstrated to be involved in
immune response in breast cancer [65]. Since an activation of the im-
mune system is tightly connected to cancer progression, this marker is
supposed to increase, while both the simulations and the in-vitro data
register its decrease. This might be caused by differences in the exper-
imental model. Indeed EMT might follow alternative paths in breast
and lung cancer, thus accounting for this discrepancy.

BRKI1 induction is associated with an increase in cell motility [66]
and thus its expression is expected to increase during EMT. The com-
putational model is unable to reproduce this result, probably due to
the effect of additional regulation of this marker not included in the
in-silico representation.

PTK2B is a tyrosine kinase required for apoptosis [67] that is thus
expected to decrease, as it happens with the computational model. The
otherwise increased expression recorded in-vitro can be attributed to
the involvement of this marker in cell invasion [68], or to alternative
splicing that leads to the different isoforms of this protein that might
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not be recognized with the same efficiency experimentally.

KLK3 has been demonstrated to induce cell proliferation [69], thus
EMT induction should promote its expression. The microarray experi-
ment is able to capture this behaviour while the model displays a slight
decrease in the number of cells that produce this protein. This might
be caused, as already remarked for BRK1, by additional regulatory
pathways acting on this gene but out of the knowledge included by the
model.

ARAF is a member of the signal pathway that leads to angiogenesis
and augmented cell proliferation and growth [70]. It is thus expected to
increase, as shown by the computational model. However alternative
splicing variants of these protein have been recorded, that might be
associated with a higher variability between the probes evaluating the
expression of this marker and thus to a lower precision of their combined
value.

Finally actin-8 (ACTB) is expected to decrease, for its involvement
in the maintenance of adherens junctions [71], but other sources de-
termine it to increase [72]. These contrasting evidences suggest that
the behaviour of this marker, often used as a housekeeping gene, might
be more complex than normally considered. This might be associated
with an obsolete version of the signalling pathway in the Kegg database
that would, in turn, influence the in-silico results.

3.2.2 Study of the Variation of each Marker

In addition to the study of the sign of the variation of each marker
its amplitude was also considered. Overall, the magnitude of the vari-
ation was comparable between the two methods in 54% of the cases.
Specifically the differences between the level of expression at the end
of the experiment/simulation and its starting value was computed for
each marker and ranked in decreasing order. In seven out of thirteen
cases (Table 3.2) the same gene was ranked similarly with both meth-
ods (rank difference less than the average). The mean difference was
determined to be 4.69 + 2.84 and it was approximated to the nearest
integer (5) for the definition of the threshold used to isolate the markers
ranked similarly in-silico and in-vitro.

These results determined the steady-state analysis to be inconclu-
sive. Indeed both the percentage of markers that were determined
to vary in the same direction and those whose variation was ranked
similarly, were close to 50% (that is the result to be expected when
comparing two independent variables). This outcome might be caused
by an erroneous assumption regarding the equivalence between the re-
sults at the end of the simulation and those obtained wn-vitro after 72
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Marker in-vitro Ranking | in-silico Ranking | Difference
FN1 1 5 4
PCK1 2 9 7
ARAF 3 10 7
SSH1 4 1 3
PTK2B 5 3 2
ARHGEF4 6 2 4
ELK1 7 1 6
SAV1 8 7 1
ACTB 9 4 5
IKBKE 10 11 1
KLK3 11 6 5
BRK1 12 8 4
complex-CUL1-RBX1-SKP1 13 1 12

Table 3.2: Rankings of markers variations.

hours of induction with TGFS. Indeed, while both the simulation and
the expression level of the considered markers had reached a plateau
at the end of the respective experiments, a conversion factor between
iterations and hours was not determined.

3.3 Best Time Point Analysis

To test the plausibility of this hypothesis and draw a meaningful com-
parison between the in-silico results and the in-vitro data, a correlation
analysis was performed. The aim of this procedure was to match the
phenotypes distribution at the end of the simulation to the experimen-
tal results that shows the best agreement.

For each marker it consisted in comparing the variation from the
starting condition obtained at the end of the simulation with the same
quantity evaluated at all the timepoints tested experimentally. The
result of this analysis, reported in Table 3.3, determined that the results
obtained with the computational model show the best agreement with
the experimental values obtained 30 minutes after the beginning of the
induction with TGFf.

This result, combined with the limited and fast dynamic observed in
Figures 2.12, 2.13, 2.14 suggests that an important regulatory element
for EMT progression might not be represented in the model. This
omission, in turn, causes this transition to stall and prevent it from
proceeding beyond its first phases.

To test if the higher correlation registered with the experimental
data at T=0.5 h reflects in a better concordance between the experi-
mental data and the simulation’s results, the analysis of the expected
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Time [h] | r
0.5 0.75
1 0.48
2 0.66
4 0.51
8 0.48
16 0.58
24 0.56
72 0.56

Table 3.3: Correlation between the steady state variation, with respect to
the initial condition, of the simulated data and the experimental results at
the different time points tested.

behaviour and that of the percentage variation of each marker were
repeated, considering the experimental data recorded 30 minutes after
the induction with TGFf.

3.3.1 Analysis of the Expected Behaviour

This analysis was conducted as described in the previous section. The
sign of the variation between the number of cells expressing each marker
at steady state and at the beginning of the simulation was compared
to the same quantity computed on the data recorded in-vitro after 30
minutes of induction with TGFf.

The results, reported in Table 3.4, show a remarkable improvement
with respect to the ones in Table 3.1. Now the agreement between

Marker Sign Variation | Sign Variation | Biological Process
in-vitro in-silico
SSH1 - - stabilizes the actin filaments.
PCK1 - - regulates glycolysis.
complex-CUL1 - - represses SMAD2.
-RBX1-SKP1
FN1 + + increases cell proliferation and motility.
ELK1 - - involved in cell differentiation and apoptosis.
ARHGEF4 - - regulates cell-cell adhesion.
IKBKE - - involved in immune response.
SAV1 - - regulates apoptosis.
BRK1 + - increases cell motility.
PTK2B - - required for apoptosis.
KLK3 + - induces cell proliferation.
ARAF + + induces angiogenesis, cell proliferation and growth.
- - maintains adherens junctions and is involved in invasion.

Table 3.4: Expected behaviour analysis obtained using the microarray data
recorded 30 minutes after induction. Green is associated with an expected
increase in expression while red marks the proteins anticipated to decrease
in concentration during the EMT. Orange was used to identify one gene
whose expected behaviour was not univocally determined.
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in-vitro data, simulation results and expected behaviour is achieved
77 % of the times. Only three markers, IKBKE, BRK1 and KLK3,
show alternative behaviours. Specifically both KLK3 and BRK1 are
determined to decrease by the model, while their experimental and
expected behaviour show an increase. This discrepancy, recorded also
during the steady state analysis, supports the idea that an important
regulatory element of the TGFf-induced EMT might not have been
included in the model, causing both the transition to stall and these
markers to decrease.

IKBKE, on the other hand, showed a decrease both in-silico and
in-vitro, while it was expected to increase due to its connection to the
immune response that activates during breast cancer. As for the pre-
vious analysis, this inconsistency might be attributed to differences in
the experimental model that might cause the EMT to proceed alterna-
tively in breast and lung cancer. Under this hypothesis, the percentage
of the marker whose behaviours is correctly reproduced in-silico rises
to 85 %.

3.3.2 Percentage Variation of each Marker

The analysis proceeded with the evaluation of the amplitude variations.
The difference between the number of cells expressing each marker at
the end of the simulation and the corresponding value set in the initial
condition, was computed and ranked in decreasing order. The same
procedure was applied to the in-vitro data recorded 30 minutes after
the beginning of the TGF/f induction.

In this case, 10 out of 13 markers had a difference in ranking below
5, with an improvement of over 20% with respect to the steady state
analysis. These data, reported in Table 3.5 and Figure 3.2, show a bet-
ter agreement between the experimental data and the in-silico results,
with a decrease in the mean ranking difference from 4.69 4+ 2.84 to 3.5
4 2.06. In particular their graphical representation highlights a very
good agreement on most of the data, with only three markers deviating
significantly from the trend identified by the linear fitting (Figure 3.2
a., r=0.64). Indeed the exclusion of these three points, corresponding
to PCK1, BRK1 and ARAF leads to an improvement in correlation of
about 30% (Figure 3.2 b., r=0.88).

Furthermore the two ranking most frequently assigned, 2 and 4,
were both below the threshold defined during the steady state analysis
and less or equal to the average ranking difference obtained for T=0.5
h (approximated to the nearest integer).
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Marker in-vitro Ranking | in-silico Ranking | Difference

PCK1 1 8 7
ELK1 2 1 1
complex-CUL1-RBX1-SKP1 3 1 2
ARHGEF4 4 2 2
SSH1 5 1 4
BRK1 6 8 2
PTK2B 7 3 4
FN1 8 5 3
ARAF 9 10 1
SAV1 10 7 3
KLK3 11 6 5
ACTB 12 4 8

IKBKE 13 9 4

Table 3.5: Rankings of the markers variations considering the experimental
data recorded 30 minutes after induction with TGF-£.

3.4 Discussion

In this chapter a partial validation of the computational model of EMT
is described. Experimental data acquired using the microarray tech-
nique and describing the induction of the EMT with TGF 3, were com-
pared to the results obtained with the model.

Two main comparisons were drawn, the first one studied the sign of
the variation in the level of expression of each marker. This analysis,
repeated both at steady state and at the time point that was deter-
mined to be associated with the highest correlation between in-silico
and in-vitro results, studied the coherence among the two considered
methods and the expected result.

The second comparison detailed in this chapter, analysed the rel-
ative amplitude of the variation of each marker. This study aimed
to determine if the modifications induced by EMT on the considered
genes were comparable in-silico and in-vitro.

Taken together, these results demonstrate that this EMT model
well represents the first phases of the considered transformation, with
the highest correlation between in-silico and wn-vitro data recorded
at 30 minutes after induction. The simulated transition, however, was
apparently stalling after this initial step, suggesting the possibility that
an important regulator of EMT might have been excluded from the
model.

A more detailed analysis of the function of two elements of the con-
sidered signature (BRK1, KLK3), whose variation was not correctly
reproduced by the model, could aid the identification of the regulation
elements that, once introduced in the in-silico representation, would
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Figure 3.2: Scatter plot showing the correlation between the markers ranking
in-vitro and in-silico. In a. all the markers are considered, while in b. the
rankings of the three outliers were removed.

hopefully allow the computational study of the entire phenotypic tran-
sition.

Despite some limitation, the presented model, due to its novel ap-
proach and the immediate integration with experimental data holds a
significant potential for development and is expected to prove useful
for the study of EMT and cell phenotypic transformations in general.

3.5 Materials and Methods

3.5.1 Experimental data

The experimental data used to validate the EMT model here described
were downloaded from the NCBI GEO database [58]. They were ob-
tained measuring in A549 cells, the average level of expression of 29028
genes during EMT induction with TGFS. The experiment lasted 72
hours and 3 independent replicates were realized for each of the 9 time-
points considered (Table 3.6).

Cell line A549
EMT inducer TGF-p
Independent experiments 3
Timepoints 0,0.5,1, 2,4, 8, 16, 24, 72
Tested genes 29028
Number of probes 54662
Average number of probes/gene 1.88

Table 3.6: Specifications of the microarray experiment [57] used to validate
the EMT model.
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The microarray technique used to acquire these data is summarized
in Figure 3.3. It consists in using a specifically designed chip, on which
a number of short DNA sequences (probes) are immobilized, to detect
the presence of the cDNAs of interest, and quantify their concentration.
This is realized by using probes whose sequence is complementary to
a region of the gene of interest and coupling a fluorescent dye to the
sample. A specific reader scans the chip and quantifies the signal.
Prior to the hybridization step the sample must undergo a series of
procedures aimed to improve its stability and the reliability of the assay.
The mRNA is initially purified from the tested cell culture, successively
it is retro-transcribed to cDNA to prevent its degradation and finally
the cDNA sequences are chemically coupled to a fluorescent dye. The
fluorescent signal must be elaborated to compensate for a number of
possible distortions, that could be associated to an apparent difference
in the recorded signal. Some of them account for variations in the
signal due to the different position of the spots on the chip, while others
evaluate the noise and the background level. Finally, since the recorded
signal is expressed in AU, all the recorded data are normalized with
respect to the value of a set of control probes. These pre-elaborated
data were organized as an excel spreadsheet and loaded on the NCBI
GEO database [58] (accession number GSE17708).

In order to be able to compare these experimental data with the
model’s results, the expression data relative to the genes in the signa-
ture were isolated and a normalization with respect to the initial value
was executed. This was obtained dividing each value for a normalizing
factor computed as the average of all the data available for that gene,
recorded at time 0. Successively all the probes referring to the same
marker were condensed in a single value that was considered representa-
tive of the effect of EMT on that gene. Specifically, for every timepoint,
all the expression data available for each gene were averaged and the
standard deviation was computed to evaluate their variability. These
values were then compared to the ones obtained with the simulation.

3.5.2 in-stlico data

The simulation of the Markov chain results in a description of the phe-
notypes evolution during EMT, that allows to infer the key steps of this
phenomenon and the influence of the initial population on the simu-
lation results. However a computational model requires a validation,
that is a comparative analysis of the in-silico results and in-vitro data
describing the same phenomenon. For this reason the output of the
simulations was analysed to determine the fraction of cells, within the
population, expressing a defined marker, quantity comparable to the
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Figure 3.3: Graphical representation of the main steps of a microarray exper-
iment. The mRNA is purified and retrotranscribed, to improve its stability.
The resulting cDNA is coupled to a fluorescent tag and then exposed to
a specifically designed chip on which DNA probes, complementary to the
sequences of interest, are immobilized. The hybridization between the two
complementary sequences will make it possible to quantify the concentration
of the mRNA of interest, that will be proportional to the recorded fluores-
cence intensity. To ensure the accuracy of this assay, a set of control probes
must be included and an appropriate elaboration must be executed.
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average mRNA level determined experimentally through the microar-
ray technique.

Specifically, for every time point, the number of cells expressing each
gene of the signature was determined summing the prevalence of all the
phenotypes in which that marker is set to 1 and then multiplying for
the cardinality of the population (5-10%). As for the experimental data
all the results obtained with this analysis were normalized with respect
to the initial value, leading to a comparison between the variations
from the starting condition.

3.5.3 Validation
Analysis of the Expected Behaviour

This initial step of the validation of the computational model was per-
formed comparing the sign of the variation, with respect to the initial
condition, to the expected behaviour obtained researching the litera-
ture.

Specifically the number of cells expressing each marker at the end of
the simulation was subtracted to the value set as initial condition and
the sign of the variation was recorded. The same analysis was repeated
for the experimental data, selecting the average level of expression for
each marker at a specific time point.

The expected behaviour of each marker during the EMT was deter-
mined researching the literature and analysing the signal transduction
pathways used to build the boolean network.

Study of the Variation of each Marker

After the determination of the coherence between the directions of
variation, the corresponding amplitude was considered. Specifically,
for each considered dataset, the differences with respect to the initial
condition were ranked in decreasing order and the ranks of each marker
were compared.

The L1 norm was used to compute the distance between the varia-
tions of the same gene measured in-silico and in-vitro (Eq. 3.1).

g — |9 _ 9
L1 = ‘rvit'r‘o rsilico|

(3.1)

This value characterizes the differences between the rankings indepen-
dently of their sign and is thus unable to identify the presence of any
bias that might result in consistently higher values for one method.
Analysing the results in Tables 3.2 and 3.5, however, the presence of a
definite trend is not evident.
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The similarity between the rankings was determined counting the
number of genes with a distance lower than the average (computed at
steady state) and analysing the variations of the average score with the
time point.

When the best time point was considered, the coherence between
the rankings obtained with the two datasets was also represented as
a scatter plot in which a linear fitting, computed through the least
square method and using bisquare weights, was used to highlight the
correlation between the in-silico and in-vitro results.

Identification of the Best Time Point

This analysis was essential to identify which time point was associated
with the best correspondence with the results obtained simulating the
computational model for 100 iterations.

It consisted in the computation of the correlation between the varia-
tion of each marker with respect to the initial condition, obtained with
either method. Specifically the difference between the number of cells
expressing each gene at the end of the simulation and the correspond-
ing initial value, was computed and correlated to the corresponding
values obtained for every time point of the in-vitro experiment.

The highest correlation coefficient (r=0.75) was determined to be
associated with the best conversion factor between the measurement
units used in the two experiments to track time.



Chapter 4

Quantification of Protein
Markers in Single cells using
Optical Microscopy

This chapter describes two experimental protocols that were developed
to quantify the fluorescent signal emitted by single cells from images
acquired with an optical microscope. These instruments, publicly avail-
able, can be used to evaluate the concentration of proteins of interest,
relying only on general purpose instrumentation that is available in
most laboratories.

While serving the same purpose, these softwares differ in their targets.
One of them was developed to analyse the behaviour of synthetic gene
circuits transformed in E. coli cells, through the quantification of one
of the most common fluorescent reporters, the green fluorescent pro-
tein (GFP), while the other was developed to analyse images acquired
during immunofluorescence assays. These experiments are generally
executed on human cancer cells, and use specific antibodies to target
proteins of interest and quantify their concentration.

4.1 Fluorescence Quantification in Single Bacte-
rial Cells

4.1.1 Background

The functionality of synthetic gene circuits is often verified using fluo-
rescent reporters [73, 74], as they allow for a precise and non-invasive
quantification of the molecules of interest.

The general workflow of these experiments involves associating a fluo-
rescent tag to the studied mRNA or protein and then illuminating the

67
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Figure 4.1: Schematic representation of the physical phenomenon that un-
derlies the emission of a fluorescent signal. The absorption of light at a
specific wavelength allows the fluorophore to reach an excited state. The
excess energy is then released producing a luminous signal at a longer wave-
length. Picture reproduced with modifications from [75].

live cell culture with light at a specific wavelength. This stimulation
induces in the fluorophore the release of another luminous signal, at a
longer wavelength (Figure 4.1), that will be proportional to the con-
centration of the fluorescent tag and thus to that of the molecule of
interest.

A range of photon counting instruments can be employed to record the
emitted signal; in synthetic biology the most common are the fluorimet-
ric multiple wavelength plate reader and the flow cytometer. The for-
mer is a completely enclosed system that both allows for high through-
put results and dynamic measurements of the fluorescence emitted by
the same population of cells over time. The latter, on the other hand,
features a complex fluidic system that makes it possible to register the
fluorescent signal emitted by single cells, but, once measured, the sam-
ples are discarded, thus precluding the possibility of executing dynamic
experiments on the same cells.

In recent year, flow cytometers have become more and more prevalent,
due to the growing body of evidence showing that gene expression
noise, i.e. phenotypic variability within an isogenic cell population, is
a fundamental component of every biological process [1, 76] granting
them robustness in changing environments [77].

However the impossibility, with the flow cytometer, of recording the flu-
orescent signal emitted by the same cells over time, has led to the devel-
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opment of microscopy set-ups that can address this limitation through
the use of microfluidic devices and incubation chambers [78, 79, 80].
This approach has the potential of greatly expanding the study of bio-
logical noise and its effects on cellular processes, since fluorescent mi-
croscopes are general purpose instruments that are available in most
laboratories. However to reliably quantify the fluorescent signal these
set-ups require a careful and precise calibration, and they also need
to be coupled with specific software able to extract and elaborate the
signal from the images acquired during the experiment.

In the following will be described an experimental protocol and a soft-
ware library coded in Matlab [81] and Python [82] that allow to quantify
the fluorescence emitted by a bacterial population at single-cell level.
The results obtained applying this method to the optical microscopy
set-up of the ICM Laboratory in Cesena, were used to validate the
protocol, though a comparison with data acquired with a plate reader
and a flow cytometer [83, 84].

4.1.2 Set-up Calibration

As previously mentioned, the correct and reliable quantification of the
fluorescent signal emitted with an optical microscope, relies on a pre-
cise calibration of the set-up and on the use of specific software to
compensate the major distortions that affect the recorded signal.

In the following the three major artifacts that affect microscopy set-ups,
i) vignetting, ii) photobleaching, and iii) non-linearities in signal digi-
talization, together with other iv) minor distortions, will be described
and the strategies exploited to compensate them will be detailed.

Vignetting

Vignetting consists in a reduced brightness at the image edges caused
by imperfections in the lenses system (Figure 4.2). The correct com-
pensation of this phenomenon is important to avoid underestimating
the signal emitted from cells that are at the edges of the image.

This aberration can be corrected through the pixel-wise addition of
each image to a vignetting one acquired with the same set-up. A vi-
gnetting image is created acquiring a picture of a uniformly emitting
field and inverting any recorded intensity variation (Figure 4.3). This
strategy is simple and widely applicable, since it does not make any
assumption on the distortion introduced by the specific set-up. Fur-
thermore the vignetting image doesn’t need to be acquired before every
experiment, since modifications in the lenses system that could affect
this distortion are rare.
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Figure 4.2: Example of image affected by vignetting (left panel) and result
of the correction of this distortion (right panel). Picture courtesy of Andrea
Samoré.

Image w/ Vignetting Vignetting Image Image w/o Vignetting

Figure 4.3: Exemplification of the standard procedure for vignetting cor-
rection. A vignetting image is obtained complementing an image of an
uniformly emitting field acquired with the same set-up used for the experi-
ments. Any intensity variation in this image will be the opposite (but with
the same intensity) of those caused by the vignetting. Thus the pixel-wise
addition of the vignetting image to any picture acquired with the same set-
up will correct any vignetting distortion.
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Figure 4.4: Representation of the photobleaching effect. Six different images
of the same subject are acquired, with 2 minutes intervals, highlighting
the signal’s decay over time and the photobleaching’s dependency on the
fluorophore (the three dyes fade with different dynamics). Image reproduced
from [85].

(d)

In the presented protocol [84] the vignetting correction is implemented
as part of the images pre-elaboration and it expects the vignetting
image to be provided by the user as a text file containing the corre-
sponding pixel intensities.

Photobleaching

Photobleaching is an aberration specific to fluorescence that can be de-
fined as the dimming of the signal over time, due to the photochemical
destruction of the fluorophore by the excitation light (Figure 4.4). The
significance of this phenomenon is proportional to the exposure time,
thus photobleaching compensation is an important step in the analysis
of the fluorescent signal acquired with a microscopy set-up. However it
is generally omitted in the analysis of flow cytometry data since, with
this set-up, every cells is exposed to the excitation light for a very short
time. The standard approach for correcting the photobleaching’s effect
involves measuring the fluorescence decay over time and then fitting
the experimental points with an exponential function. This method is
described in [86] and allows to identify a function that compensates the
photobleaching effect corresponding to a defined exposure time (Figure
4.5).

This method is conceptually straightforward, however timelapse ex-
periments executed with the microscope of the ICM lab highlighted a
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Figure 4.5: Schematic representation of the photobleaching correction de-
scribed in [86]. The decay of the fluorescence intensity over time was fitted
with an exponential curve, that is then used to determine the appropriate
correction factor, corresponding to a given exposure time. Picture repro-
duced from [86].

dependency of the exponential function on a number of parameters,
like exposure time, and growth phase, that made the complete charac-
terization of photobleaching demanding and error prone. Furthermore,
as shown in Figure 4.4, each fluorophore decades differently, making it
necessary to identify a different function for each one employed.

For these reasons the presented protocol [84] uses a different approach
to compensate photobleaching. This empirical method consists in set-
ting the maximum number of images that can be acquired from a single
slide within a suitable time limit under the continuous exposure to the
excitation light. These thresholds can be determined comparing the
average fluorescence intensities of the first and last third of images ac-
quired from the same slide and determining which values grant a neg-
ligible signal’s decay and allow the acquisition of a meaningful amount
of data in a reasonable time.

For the set-up used to acquire the data here presented these threshold
were set to 15 image/slide and 2 minutes.

Non-linearity in signal digitalization

The camera response function (CRF) describes the transformation of
the scene radiance in the raw images’ gray levels. Non-linearities in
this analytical relation introduce a distortion in the recorded signal,
thereby leading to an erroneous reconstruction of its empirical distri-
bution. The standard calibration technique for the CRF is the radio-
metric self-calibration method [87, 88] that consists in fitting with a
polynomial function the variation of intensity assessed in multiple im-
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Figure 4.6: Schematic representation of the radiometric self-calibration. Ac-
quiring multiple images of the same scene at different exposure times allows
to identify the Intensity Mapping Functions. These relations describe the
variation in pixels’ intensity between consecutive images and, compared to
the ratios between the corresponding exposure times, lead to the identifica-
tion of the CRF. Image reproduced from [89].

ages of the same field, acquired at different exposure times. Since the
radiance of the scene is constant, this relation describes how the lu-
minous signal is modified by the camera as a function of the exposure
time (Figure 4.6). Since the CRF depends only on the camera and not
on the recorded sample, this aspect of the protocol was developed using
bright field images of fixed eukaryotic cells, acquired at four exposure
times ranging from 1 to 4 ms. The analysis of these images led to
the identification of a third degree polynomial that was inverted with
the Cardano’s method. During the parameters identification process,
the Tikhonov regularization method, as implemented in the Matlab
toolbox regtools [90], was used with a threshold automatically selected
using the L-plot.

Figure 4.7 summarizes this process, in a. is reported one of the sets
of images used to determine the intensity mapping functions. These
functions compare the gray level variation in the pixels of two consecu-
tive images and the corresponding change in exposure time. Since the
radiance of the scene does not change, any difference in these quantities
can be attributed to the CRF effect and contribute to its identification.
In b. the polynomial function that represents the CRF of the camera
mounted in the microscopy set-up of the ICM lab is reported (Equation
(4.1), where IB is the image brightness and SR the scene radiance and
in blue in Figure 4.7) together with the experimental data that were
used to identify it.

IB = —0.066SR> + 0.146SR? + 0.9155R + 0.005 (4.1)
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Figure 4.7: Summary of a radiometric self calibration experiment. a. Set
of images acquired for the CRF calibration. The imaged cells are the same,
but the exposure time increases (from 1 ms to 4 ms) from left to right. b.
Comparagram representing how modifying the exposure time changes the
pixels’ intensities (dots). The result of the experiment, Equation 4.1, is also
reported (blue line).

Since this function can be assumed to be constant, for a given set-up,
this characterization needs only to be completed once and the result
can be applied to any experiment executed with the same hardware.
In the presented method [84] the CRF compensation is carried out in
the pre-elaboration phase and was implemented to be fast and efficient.
Instead of using the CRF equation, the user is required to provide a text
file containing the radiances corresponding to each possible gray level
of the image. This allows the program to automatically substitute to
each pixel’s intensity the corresponding corrected value, without having
to compute it every time.

Minor Distortions

Images acquired with a fluorescence microscope are affected by other
minor distortions (e.g. progressive dimming of the arc lamp, temper-
ature fluctuations). As these factors are very difficult to isolate and
characterize, and might unpredictably interact, the use of an internal
calibrator sample is part of the presented protocol [84]. Therefore, a
sample is adopted as a reference throughout all the experiments. Since
the calibrator undergoes the same distortions of any other target sam-
ple, it provides an implicit correction factor. In addition, the use of a
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calibrator allows the meaningful comparison of experiments performed
in different days, data acquired with alternative instruments, or sam-
ples with divergent fluorescence intensities. In the following maximally
induced samples were used as a calibrators, being the ones with the
most intense signal.

4.1.3 Set-up Validation
Description of the protocol

The quantification of the fluorescent signal emitted by single bacterial
cells is obtained through the segmentation of the images acquired with
an optical microscope and the evaluation of the average gray level of
the pixels belonging to each cell. Figure 4.8 summarizes the major
steps of the presented protocol; the raw images undergo an initial pre-
elaboration that compensates the distortions of the signal, that were
described in the previous section. Successively a segmentation routine
automatically separates the foreground (the cells) from the background.
The heart of this procedure is the zero crossing edge detection algo-
rithm, which is based on the estimate of the null points of the second
derivative of the image [91].

To eliminate the spurious edges and identify the ones that more

likely represent the outline of a cell, the zero-crossing algorithm is pre-
ceded by a smoothing of the image with a Gaussian filter. Once the
boundaries of the bacteria have been identified, the algorithm applies
a hole filling procedure and then the segmentation is completed by a
morphological erosion of the resulting image (Figures 4.8, 4.9). Subse-
quently, the fluorescence intensity of each cell is computed by averaging
the value of all the pixels belonging to a certain cell (identified with a
labeling routine on the segmented image).
At the end of the elaboration the output files are saved. A pdf file
containing the images at different stages of elaboration and two text
files respectively comprising i) the fluorescence intensity of each cell
and ii) the density of bacterial cells in each image. To validate the
presented protocol [84] a series of experiments were executed, aiming
to compare the results of this novel technique to those obtained with
the gold standard methods currently employed to evaluate the fluores-
cence intensity at single-cell level (flow cytometry assay [83]) and the
culture’s density (optical density measurements).



76 CHAPTER 4.

Dose
Response
ov?

..
B

, CV)

Data Analysis:
the Fluorescence distribution

with a Gamma pdf

Variables (mean,
e Determination and fitting of

o Computation of Statistical

|

* XU

Images

aveCellsNumber_’

Data Adjustments:

o Number of cells Equalization
nation

e Biological Replicates Combi-

o Normalization

o ZeroCross Edge Detection
Fluorescence Quanti

Segmentation:
e Gaussian Smoothing
e Labeling and Single Cel

|

PreElaboration:

e Camera Response Function
Adjustment

* Vignetting Correction

Raw Images

Figure 4.8: Flowchart representing the major steps of the presented protocol
[84]. The yellow box identifies the first segment of the analysis in which the
images are segmented and the fluorescent signal is quantified. The blue
box, on the other hand, describes the steps of the protocol that analyse the
fluorescence intensity data and lead to the production of the output graphs.
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Figure 4.9: Representation of the major steps of the segmentation process.
The leftmost image is the one that is acquired during the experiment. The
image in the middle is the result of the zero-crossing algorithm [91], where
only the edges of the cells are identified as foreground. Finally a hole filling
procedure and a double BW-Erosion complete the segmentation.

Fluorescence intensity quantification at single-cell level.

The single-cell fluorescence intensities were measured in engineered
E.coli cells where the signal can be transcriptionally induced via ex-
ogenous Isopropyl -D-1-thiogalactopyranoside (IPTG) (Figure 4.10).

This choice is particularly convenient since a modification of the in-
ducer concentration produces a change in the statistical moments of the
distribution, allowing the set-up validation over a wide range of signal’s
intensities using a single gene circuit, thus avoiding biases introduced
by different topologies or environmental conditions. In the following,
data will be expressed as average value £ standard error (SE). The
squared coefficient of variation (C'V?) was used to quantify biological
noise, since it is a measure of the signal’s dispersion around its average
value. Both the datasets were normalized with respect to the average
fluorescence intensity of the tested circuit at the highest level of induc-
tion. The same number of cells (~ 12-10%) was used for the acquisition
of each induced fluorescence level with the microscopy set-up, in order
to facilitate the comparison among different experimental conditions
without distortions introduced by the different cardinality of the pop-
ulations. This number of cells was above the minimum value required
to obtain a stable relation with flow cytometry measurements (Fig-
ure 4.11). This graph was obtained dividing the total number of cells
acquired with the microscopy set-up in smaller groups of equal cardi-
nality and computing the Pearson’s correlation coefficient between the
average fluorescence and the C'V? of these sub-populations and those
computed on the complete dataset obtained with the flow cytometer.
Populations of just few hundreds cells are able to correctly and reliably
capture both the average fluorescent signal and its dispersion around
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Figure 4.10: Schematic representation of the synthetic gene circuit exploited
to compare the single-cell level fluorescence intensities obtained with the
presented protocol to those evaluated with a flow cytometer [83]. It exerts
a simple transcriptional control through the operator O; that, when bound
to a Lacl tetramer, prevents the transcription of the reporter gene (GFP).
The E. coli strain used during these experiments (TOP10F’) naturally over-
expresses Lacl, thus the gene circuit is normally switched off. The addition
of IPTG to the culture media removes this block in a dose response manner
by binding to Lacl tetramers and preventing them from operating their
repressive function. This Figure was kindly realized by Lucia Bandiera PhD.

the mean.

The core of this method’s validation consisted in reproducing the dose-
response curve and the relation between C'V? and induction level ob-
tained with a flow cytometer and presented in [83].

Figure 4.12 a. shows a dose response curve as obtained with both the
flow cytometer (blue dots) and the microscope (red triangles). Similar
results are provided by the two approaches, with almost superimposed
experimental values. The application of the Mann-Whitney u test con-
firmed that all the induction levels were distinguishable with statistical
significance (p < 0.01) both with the flow cytometer and the microscopy
setup. Figure 4.12 b. highlights the monotonic second degree relation
(cyan line, MSE= 7.6 - 107°) between the fluorescence intensities ob-
tained with the two instruments. This relation is almost linear (green
line) for values greater than 0.3 a.u. (R? >0.99) and shows comparable
SEs. Nevertheless, at the lowest induction level this function shows a
heavy non-linearity, likely caused by the higher sensitivity of the flow
cytometer.

The CV? is shown in Figure 4.13 a., where its dependency upon in-
ducer concentration can be observed. The microscopy set-up (red tri-
angles) is able to capture the behavior of this variable of interest, with
statistically significant differences in the values associated with distinct
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Figure 4.11: These plots analyse how the agreement between the signal
registered with a flow cytometer and the one extracted with the proposed
protocol [84] changes with the number of cells acquired with the microscopy
set-up. In a. the average fluorescence is considered, the correlation is very
good even for very small populations, however R? can vary significantly
depending on the specific cells used for the comparison. Increasing the
number of cells considered the Pearson’s correlation coefficient increases and
its variability rapidly decreases. In b. the squared coefficient of variation
is evaluated. Here this parameter is used to evaluate the dispersion of the
fluorescent signal around its mean, and consequently the number of cells
used to evaluate it significantly affect the result. However in both cases a
few hundreds cells are sufficient to capture both the average fluorescence
emitted by the population and its dispersion.
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Figure 4.12: Comparison between the fluorescence intensities recorded with
the two instruments. In a. the average signal, recorded for every induction
level and normalized to the value of the maximally induced sample, is re-
ported. The red triangles identify the results obtained with the microscopy
set-up,while the blue squares the ones of the flow cytometer. The agreement
between the two instruments is very good with comparable average values
and SEs. b. Correlation plot between the two fluorescence measurements.
The correlation is very good R? > 0.99, and the relation between the two
quantities is correctly represented by a line on most of the dynamic range
(green line). It shows a non-linear behaviour only for the dimmest signal
considered, due to the higher sensitivity of the flow cytometer (cyan line).
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Figure 4.13: Evaluation of the population’s dispersion around the mean.
The CV? = (%)2 is used to evaluate this aspect. In a. the C'V? computed
for every induction level with both the instruments tested is reported. The
presented protocol [84] is able to reproduce the decreasing trend of this
variable, with the highest difference corresponding to the lowest induction
level. This is also clear in b. where the correlation between the two measures
is explored. The CV?2s are linearly related on most of the tested dynamic
range (green line), only the highest value, corresponding to 10 mM of IPTG,
shows a heavy non-linearity (cyan line).

induction levels of the tested synthetic gene circuit (Mann Whitney u
test, p < 0.01). These results are coherent with the measurements
performed using flow cytometry (blue dots in Figure 4.13 a.), as high-
lighted by the correlation graph in Figure 4.13 b. As already remarked
for the dose-response curve (Figure 4.12 b.), the second-degree relation
between C'V? extracted with the two approaches is linear on most of
the dynamic range (R? >0.99) and shows comparable SEs. The lowest
induction level, corresponding to the highest C'V2, is responsible for
the nonlinear behaviour (MSE = 1.8 x 107%) that is associated to a
higher dynamic range of the flow cytometer, which is able to better
capture dimmer fluorescent signals.

Identification of the culture’s density

A complete characterization of a gene circuit requires, beside evaluat-
ing the intensity of the fluorescent signal emitted by individual cells in
a population, an estimate of the culture’s density. This is fundamental
since it has been demonstrated that growth phase and nutrient abun-
dace influence significantly gene expression [92, 93].

Thus an important functionality of the presented method [84] is the

1.4
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Figure 4.14: Comparison between the culture density estimation obtained

with the presented protocol and the corresponding ODggy measurements.

The relation between these variables is linear and R%2=0.996. Figure repro-
duced from [94].

ability of quantifying the population’s density using the same images
from which the fluorescent signal is extracted. It simply counts the
number of segmented cells in each image and relates it to the volume
used to prepare the slide. Correcting the resulting density if the culture
was concentrated/diluted to obtain the optimal image filling, that is
maximize the number of cells in the image while reducing the number
of superimposed bacteria.

This measure shows a very good agreement with the optical density
(ODgyp) measured using a plate reader, that can be considered the
gold standard measure of cell culture density (Figure 4.14). To com-
pare these two measurements the growth curve of the same cell culture,
transformed with the circuit in Figure 4.15, was measured over a pe-
riod of 4 hours both with the plate readers (triplicate measures for
each time-point) and the microscopy set-up (an average of 16 image/-
time point). These cells constitutively express the fluorescent reporter
allowing for the correct quantification of the cell density even at the
beginning of the growth curve. The correlation graph in Figure 4.14
clearly shows the linear relation between the cell density evaluated from
the images and the O Dggy measurements (R?=0.996).

4.2 Fluorescence Quantification in Eukaryotic Cells

4.2.1 Background

The evaluation of gene expression in eukaryotic organisms, especially
human cells, has traditionally focused on population data and the mea-
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Figure 4.15: Schematic representation of the gene circuit used to compare
the OD measurements, obtained with a plate reader, and the cell density
estimated from the microscopy images. It expresses GFP constitutively, thus
producing a constant fluorescent signal that allows the correct identification
of the growth curve.

sure of the average level of mRNA or protein concentrations in a large
number of cells. This approach, while capable of measuring variations
in gene expression that affect a large part of the population, doesn’t
capture more subtle changes that act on a small fraction of the cells
and have been associate to a number of biological processes, like cancer
progression [95, 96, 97, 98], stem cells maintenance [99], embryogenesis
[100] and aging [101].

In recent years experimental techniques able to quantify the concen-
tration of specific mRNAs or proteins at single-cell level have been de-
veloped [99, 102, 103, 104]. Most of these techniques focus on mRNA
quantification and build on the recently developed next generation se-
quencing that ensures high throughput and overcomes the limitations
of RT-PCR methods, that require a rigorous set of controls and have
significant limitations on the number of genes and cells that can be
tested in the same experiment [105].

These techniques, however, are significantly less widespread than more
traditional approaches like RT-PCR and this limits the study of inter-
cellular variability in eukaryotic cells, and especially in human cells.
Building on the experience acquired developing a protocol for the quan-
tification of fluorescent signal emitted by single bacterial cells, a method
for the analysis of images acquired during immunofluorescence assays,
able quantify the concentration of specific proteins in human cancer
cells, was developed. Immunofluorescence assays are a classical micro-
biology technique that exploits antibodies conjugated with fluorescent
dyes to bind specific proteins of interest, thus leading to a direct pro-
portionality between the protein’s concentration and the fluorescent
signal.

Unlike the assay described in the previous section, fixed cells are imaged
during immunofluorescence assays, thus preventing the measurement
over time of the signal emitted by the same cells. Another difference is
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Figure 4.16: Example of an image resulting from an immunofluorescence
assay. The blue dye DAPI is used to mark the cells’ nuclei while the green
and red signals are correlated to the concentration of the proteins of interest.
Beside quantification of the targeted molecule, this assay can also determine
its localization within the cell, information tightly connected to the protein’s
function. Image reproduced from [106].

the use of an additional dye, beside the fluorescent antibody, that can
bind the DNA and identify the cells’ nuclei. This additional informa-
tion allows to easily count the cells in each image and it is fundamental
for the presented segmentation algorithm.

In Figure 4.16 is reported an example of the images resulting from
immunofluorescence assays. The cells’ nuclei are marked in blue (4,6~
Diamidino-2-Phenylindole, Dihydrocloride -DAPI- dye) while the pro-
tein of interest, in this case E-Cadherin (CDH1), is shown in green.
Multiple antibodies, combined with different fluorescent dyes, can be
used at the same time to measure the level of expression of different
proteins in the same cells, only care must be taken in the selection of
the fluorophores, to avoid crosstalk between different signals. Another
information that can be extracted from these images is the proteins’
location within the cell. Unlike bacterial cells, where the fluorescent
signal was distributed uniformly, proteins in human cells have specific
collocations that are tightly connected to their function. In the follow-
ing different approaches will be applied to quantify the signals from
the nuclear or cytoplasmic/membranous compartments, thus allowing
to differentiate the concentrations of the same protein in different com-
partments.
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4.2.2 Algorithm description

In immunofluorescence assays each signal is generally acquired sepa-
rately and then combined to obtain images like the one in Figure 4.16.
This is exploited by the presented protocol that, analysing them sepa-
rately, can apply different procedures to images with different charac-
teristics.

Specifically the DAPI signal, or fluorescent dyes which signal concen-
trates in the nucleus, can be easily identified with a procedure sim-
ilar to the one implemented in the previously described bacterial al-
gorithm [84], in which the cells are identified with an edge detection
algorithm complemented with some morphological operations. On the
other hand, signals that are mainly localized in the cytoplasm or on
the membrane, are better localized by techniques that do not rely on
the presence of a stark contrast between the foreground and the back-
ground. One of such techniques is the Watershed transform [107] that
can be visualized as placing water sources in specific regions of the im-
age (markers in Figure 4.17) and than building watersheds (drawing
edges) where water from two different sources meets. As clearly shown
in Figure 4.17 the number and positioning of the markers is fundamen-
tal for achieving the correct result, using only two markers (Figure 4.17
b., leads to the fusion of the two rightmost basins, that are correctly
segmented in Figure 4.17 a.

Markers positioning in the presented algorithm is achieved by placing
one marker over each cell’s nucleus identified segmenting the images
acquired over the DAPI channel. As previously mentioned the nuclei
of the cells can be identified with an edge detection algorithm, due to
the high contrast between the foreground and the background. Thus
the markers are identified with a modified version of the bacterial al-
gorithm described in [84], in which the parameters have been modified
empirically, to compensate for the difference in dimension between the
bacterial cells and the eukaryotic cells nuclei. This information is then
used to segment the cytoplasm of the cells using the watershed trans-
form.

Once the cells have been segmented, the signal emitted by each cell is
quantified as the average intensity of the signal in the region identified
with the watershed transform, if the protein is localized in the cyto-
plasm or on the membrane. For nuclear proteins the signal is extracted
from the area segmented with the modified version of the bacterial al-
gorithm. As detailed in the previous section, the correct quantification
of fluorescent signals with an optical microscope is dependent on the
compensation of the distortions introduced by the acquisition system.
All the calibration strategies previously described are also implemented
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Figure 4.17: Graphical representation of the Watershed transform, each
foreground object is identified with a marker, that acts as a water source
that fills the neighbouring region. The algorithm builds watersheds (edges)
on the lines where water from adjacent basins connects. In a. the positioning
of three markers leads to the correct identification of all the minima, while
in b. only the leftmost region is correctly segmented due to an incorrect
positioning of the markers.
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Figure 4.18: Image in Figure 4.16 segmented with the presented method.
The software automatically combines the segmented images acquired over
the different channels and produces the output of a classic immunofluores-
cence assay.

in this protocol, thus ensuring the accurate detection of the signal and
full compatibility between the two methods.

4.2.3 Results

The protocol for the quantification of fluorescent signals in eukaryotic
cells has been used to test the changes in the expression of CDH1
induced in MCF7 cells by TGFfS, a potent inducer of Epithelial to
Mesenchymal transition (EMT) in-vitro. MCFEF7 are human breast ade-
nocarcinoma cells, isolated in 1970 from the breast tissue of a 69 year
old Caucasian woman, that exhibit an epithelial phenotype [108]. Thus
the addition of TGFf is expected, over time, to reduce the expression
of CDH1, an hallmark of the epithelial phenotype, as the cells undergo
EMT.
In Figure 4.18 one of the segmented images obtained with the pre-
sented protocol is reported. The software automatically combines the
segmented images acquired over the different channels to produce the
combined image that is generally considered the output of immunofluo-
rescence assays. Additionally a series of text files is produced, in which
the fluorescence intensities emitted by each cell and the corresponding
number of cells are reported. These data are organized so that different
conditions and different time points are clearly distinguishable.
Figures 4.19 and 4.20 report the results of this experiment. The
former shows the change in average cellular density and mean fluores-
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Figure 4.19: Bar graph showing the changes in cellular density and average
fluorescent intensity over 24 hours. In blue is represented the control, while
green identifies the population treated with TGFS. Since both the popula-
tions derive from the same cell culture only the control condition was tested
at T=0 h and it is used as a normalizer in the subsequent analysis. a. The
cellular density doesn’t vary significantly during the experiment, with only a
reduced variability at T=24 h and the confirmation that TGF S doesn’t have
a significant effect on the growth rate, within the tested conditions. b. The
fluorescence intensity of the control increases between the two time-points,
this is probably caused by the formation of a more complex cell-cell adhe-
sion structure that requires an higher level of CDH1. The treatment with
TGFg, induces EMT in part of the population, thus leading to an average
signal comparable to the one recorded at T=0 h, but with higher standard
deviation.
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Figure 4.20: Distribution of the fluorescent signal at T=24 h. a. In the
control condition, CDH1 is more uniformly distributed, with most of the
cells emitting a signal about twice as bright as the control at T=0 and a
maximum recorded intensity about 5 times higher than the normalizer. b.
The cells treated with TGF/S, on the other hand, are more diverse, with a
CDHI1 range of over 10 folds, even if most cells express low levels of CDHI1.
This result show that EMT, at least in these first phases of its induction, is
a process that interests only part of the treated population.

cence intensity after 24 hours of induction with TGFf3. Blue and green
represent the control and the treated conditions, respectively and since
the cells were seeded from the same population, only the control con-
dition was tested at T=0 h and used as normalizer in the subsequent
analysis.

The cellular density doesn’t change between T=0 and T=24 h, but its
variability decreases, hinting to a possible bias in the selection of the
fields imaged at the first time point that led to an overestimation of
the cell density. But probably the most important aspect of the left
panel of Figure 4.19 is that it shows that TGF S has no effect on the
growth rate of the MCF7 cells at 24 h.

The average fluorescence intensity of the control increases during
the experiment as CDH1 is a calcium-dependent cell-cell adhesion pro-
tein and the additional 24 hours of culture give the cells enough time to
build a denser network, that requires an increased CDH1 expression.
Supplementing the media with TGFS prevents this from happening,
thus leading to a CDH1 level similar to the one recorded at T=0 h,
but with an higher variability, showing how EMT, at least in the first
phases of its induction, is a phenomenon that influence only a sub-
population of the cells treated with TGFf (right panel Figure 4.19).
Figure 4.20 analyses more in detail this aspect, showing the distri-
bution of the fluorescent signal at 24 hours in both conditions. In the
control, represented in blue, the cells show a more uniform fluorescence
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distribution, with a maximum intensity of about six fold higher than
the average fluorescence at T=0 and a median fold increase of two.
The treated condition, on the other hand, has a maximum recorded
signal that is over 10 times the one recorded 24 hours before, but most
of the cells emit an almost undetectable signal, remarking how EMT
is a phenomenon that, at least in its first phases, occurs in only a
sub-population, the one that shows a reduced expression of CDH1.

4.3 Discussion

The computational tools presented in this chapter contribute to the de-
velopment of accurate methods and techniques to extract quantitative
information from biological systems. Specifically they aim to quan-
tify the concentration of proteins of interest at single-cell level, thus
allowing the evaluation of phenotypic variability within an isogenic
population. This aspect is of great importance both for prokaryotes,
where it is associate to robustness in changing environments [77] and
eukaryotes, being involved in cancer progression [95, 96, 97, 98], stem
cells maintenance [99], embryogenesis [100] and aging [101].

Both methods have been developed using image analysis techniques
to segment the cells in pictures acquired with an optical microscope
and quantify the signal emitted by each element of the population.
This approach, while being less efficient than other techniques (e.g.
flow cytometry) in terms of throughput and speed of the analysis, is
decisively less expensive and doesn’t require specific instrumentation.
As a consequence the presented tools have the potential to significantly
expand the study of cellular noise and phenotypic variability, making
it accessible to small laboratories that generally have limited resources.

The algorithm developed for bacterial cells, described in [84], has
been completely validated and its performances were determined to be
equivalent to those of a flow cytometer on a large dynamic range. This
tool, freely available at [109] and released under the GNU public li-
cence (GPL v2), could be used by synthetic biologists to functionally
characterize their newly developed circuits or to study naturally occur-
ring phenomena over time, since this method allows for the continuous
monitoring of the same bacterial population over time.

The tool developed for human cells, on the other hand, was only
tested on a limited number of images. This preliminary validation,
however, was able to determine a change in the average recorded in-
tensity and in the signal’s distribution. Both these results are coherent
with the expected ones, suggesting that this algorithm, once thoroughly
tested, could be used to study phenotypic variability in a cancer cell
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line population, addressing one of the most important limitation of the
techniques most widely used, their inability to distinguish the signal
emitted by each cell.

Another important result of this chapter is the definition of a stan-
dard protocol for the calibration of optical microscopes. This pro-
cess, described in detail and adaptable to any set-up, is required for
the generation of quantitatively accurate data and can be applied, in-
dependently of the segmentation tools here presented, to correct the
aberrations introduced by these acquisition systems.

Altogether this chapter demonstrates how general purpose instru-
mentation, commonly available in most laboratories, can be coupled
with ad-hoc acquisition protocols and specific image and data analy-
sis tools to produce accurate and quantitative results that have been
demonstrated to be equivalent to those of instruments specifically de-
signed to quantify gene expression at single-cell level.

4.4 Material and Methods

4.4.1 Set-up calibration

As described in the previous section the signal acquired through mi-
croscopy set-ups is affected by three main aberrations: vignetting, pho-
tobleaching and non-linearities in signal’s digitalization. All these fac-
tors were considered when developing the presented protocols and cor-
rection strategies were integrated within the analysis.

Vignetting

This distortion was corrected by subtracting to each image the com-
plement of a vignetting image acquired with the same set-up (Figure
4.3). This picture was obtained imaging a green fluorescent reference
slide, that, being saturated with the fluorophore, grants the uniformity
of the recorded signal. As mentioned previously, the set-up used to
acquire the data analysed with the bacterial protocol was determined
to have a negligible vignetting, but the protocol and the correspond-
ing software was developed so as to be fully adaptable to microscopy
set-ups requiring the correction for this aberration.
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Photobleaching

Photobleaching is generally compensated through a calibration func-
tion, that describes how that particular fluorophore degrades with time
as it is exposed to the excitation light (Figure 4.5, [86]). Although
pretty straightforward, this strategy was unable, in our set-up, to
isolate the photobleaching effect from other confounding factors like
growth phase of the culture or exposure time. Furthermore each flu-
orophore decays with a different characteristic, thus requiring to be
characterized independently. To overcome these limitations in the pre-
sented protocols this aberration is corrected empirically by setting two
thresholds, one on the maximum number of images that can be acquired
from the same slide and the other on the longest time of exposure of
the same cells to the excitation light. This approach was demonstrated
to be associated with a negligible decay of the fluorescent signal. The
comparison of the average fluorescence intensity recorded in the first
third of images, acquired from the same slide, and that extracted from
the last third, lead to the identification of 15 images/slide and 2 min-
utes as suitable values for the aforementioned thresholds. As shown
in the results section these values also allows for the acquisition of a
significant number of cells within a reasonable time.

Non linearities in signal digitalization

This distortion refers to any modification of the signal introduced by
the system used to acquire it and can be compensated through the
identification of the CRF. This is a function that describes how the
radiance of the scene is transformed in the gray levels of the image
and is specific of the utilized camera. In the presented protocol this
effect is compensated applying the radiometric self calibration [87, 88].
As shown in Figure 4.6 it consists in acquiring different images of the
same scene at increasing exposure times, and then comparing the ra-
tio between the gray levels of the same pixel in adjacent images to
the corresponding increase in shutter speed. Any difference between
these values, is an effect introduced by the camera, since the signal
emitted by the scene doesn’t change, and it can be used to identify
a polynomial function that, once inverted, allows the compensation of
the CRF. Since the grade of this polynomial is not known a-priori, in
[87] it is suggested to repeat the analysis with functions of different
grade and then computing an error function to determine the one that
best approximates the transformation introduced by the camera. This
strategy was implemented, using the same set of images to identify 10
functions, with grade ranging from 1 to 10, and an error function, re-
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ported in Equation (4.2), is used to select the one that best reproduces
the distortion introduced by the camera.

CRF,(p 17,
By = Z Z ‘C’RF i+l Tei;-pl <4'2)

This equation, where p is an index that varies over all the image’s pix-
els, i identifies the current image and g is the grade of CRF, determined
that the third degree polynomial was the one with the lowest error, for
the set-up used to acquire the results presented in the previous section.
For this experiment were used images of fixed eukaryotic cells, since the
CRF does not depend on the acquired signal, but only on the utilized
hardware. Furthermore care was taken in the selection of the expo-
sure times, to avoid saturation, since in the radiometric self calibration
pixels that are saturated or exhibit a non monotonic relation with the
exposure time are excluded from the analysis. All these distortions are
compensated in the preProcess function of the presented softwares
that, executed before segmenting the images (Figure 4.8), ensures the
correct determination of the signal emitted by each cell. This function
also applies a background correction, aimed to increase the uniformity
of the cell-free regions, thus reducing the detection of spurious gradi-
ents by the segmentation routine. The applied procedure is described
in [110] and consists in subtracting to each image its morphological
opening, obtained using a structuring element of the same size or big-
ger than the foreground objects. In the bacterial protocol a square
structuring element of size 80 pixels was shown to effectively remove
the background in all the tested images. Another advantage of this
technique is the lack of hypothesis on the background’s effect on the
image, thus making it applicable to any microscope set-up.

4.4.2 Fluorescence Quantification in Single Bacterial Cells
Inputs and outputs

All the functions that are necessary for the segmentation of fluorescent
bacterial images with the presented protocol are collected in the class
microscopeassay coded in Python 2.7.11 and released under the Gnu
Public Licence (GPL v2). The constructor of this class has as only one
mandatory argument, that is the absolute path of the folder containing
the images to analyse. It has also other three arguments (replicates,
imageDims and volumePerSlide), that need to be provided only if they
differ from the default values, 2, 1024x1280 and 3 uL, respectively.

In order for the system to load and properly elaborate the images,
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they need to be stored in 8-bit tiff format and coded in the RGB color
space. Furthermore, they need to be organized in a folder structure
that separates them according to biological replicate, circuit, level of
induction and acquisition time point.
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In particular, each folder name needs to be encoded by following
the scheme [_d_c,tP_iC _bioR_expT _cF |, where:

e d is the experiment date,

¢ is the identification string of the gene circuit and
e tP identifies the acquisition time point.

e iC represents the inducer concentration,

e bioR identifies the biological replicate,

e expT indicates the shutter speed,

e cF is the factor by which the volume of the culture was reduced
before acquisition.

This allows for the automatic identification of the main characteristics
of the experiment, the correct association between data and experimen-
tal condition, the determination of culture density and the application
of the appropriate correction for different exposure times.

The outputs of the segmentation algorithm are three files, a pdf and
two txt documents. The former displays the analysed images at dif-
ferent stages of elaboration, while the latter report, respectively, the
fluorescent signal emitted by each tested cell, and the number of cells
identified in each image. These files are the input of the microscope-
dataanalysis class, this set of functions is responsible for the analysis
of the collected data and the production of the final graphs. As they
may vary considerably between different experiments, this class might
not comprise all the necessary functionalities, but it has functions that
compute the most common statistical moments (average, standard de-
viation, skewness and kurtosis) and that quantify the noise of the pop-
ulation, through the evaluation of the CV and the CV?2. This class
is fully compatible with the most common Python graphical library,
matplotlib, allowing for a flexible albeit rigorous analysis of the data.

Segmentation algorithm

As described in the previous sections, the bacterial cells are segmented
applying the Zero Crossing edge detection method [91], that places the
edges where the second derivative of the gradient of the image is zero.
This strategy is exemplified in Figure 4.21 where it is shown how the
differential operator affects the intensity profile of an edge in which
the foreground is lighter than the background. The intensity profile, in



96 CHAPTER 4.

blue, increases in the transition between the background and the fore-
ground and decreases when shifting from foreground to background.
The first derivative would identify these changes in intensity as a max-
imum and a minimum, respectively, while in the second derivative (in
red) they all correspond to the points in which the function crosses the
zero. This algorithm is preceded by the filtering of the image with a
Gaussian kernel with standard deviation of 2 pixels, this step smooths
the image, thus reducing the detection of spurious edges.

The segmentation is completed by a hole filling procedure and a double
black and white erosion, that is necessary to equalize the pre and post
segmented cell size. Successively, the images are labelled, this proce-
dure assigns a unique identifying number to each segmented region and
is instrumental to the quantification of the fluorescent signal, since it
allows to easily extract the pixels belonging to each cell, whose average
value is one of the outputs of the presented protocol.

Data analysis

The analysis of the fluorescent data is achieved through the functions
of the microscopedataanalysis class. This part of the protocol is less
structured than the segmentation of the images, to make it adaptable
to different set-ups and experiments. However it implements a number
of general purpose functions that can be combined to obtain the final
results of the experiment.

The constructor of this class requires two arguments: the absolute path
of the folder containing the text files produced during the segmentation
of the images and a list containing the dates of the experiments that
the user wants to analyse. The execution of this function loads the data
from the text files and organize them in a format that is recognized by
the other functions of the class.

A meaningful comparison between different conditions and/or instru-
ments requires the data to be adjusted for a number of confounding
factors, like the population’s cardinality and the minor distortions that
affect microscopy set-ups and are detailed in the calibration section.
For this reason the class microscopedataanalysis includes the func-
tion standard Analysis that executes three main functions:

e [t normalizes the data, with respect to the average intensity recorded
for the gene circuit and the condition identified by the user as nor-
malizers.

e [t equalizes the cardinality of the population, to the largest pos-
sible value given the data or to the one provided by the user.
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Figure 4.21: Common edge detection techniques apply the differential oper-
ator to the image, since edges are characterized by sharp intensity variations.
The first row of this figure presents an example of edge in which the fore-
ground has a higher intensity, when compared to the background. This is
also exemplified in the intensity profiles, shown in blue. The last row repre-
sents the effects on the intensity profiles of the second derivative. The edges
of the image are identified as the points in which the function crosses the
zero line.



98 CHAPTER 4.

e [t combines all the data acquired for the same gene circuit and in
the same condition.

All these functions can also be executed independently or combined
differently depending on the requirements of the specific experiment.
Other two very important functions that are coded in the microscope-
dataanalysis class are computeStatistics and ComputeCV that
computes some of the most common statistical parameters for the ac-
quired data. The former determines average value, standard deviation,
skewness and kurtosis, while the latter calculates CV and C'V?2.
These functions were used to analyse the data presented in the Result
section (Figure 4.12, 4.13, 4.11), while the flow cytometry results were
extracted from [83].

Culture density estimation

The determination of the cellular density is an important aspect in
the study of biological processes as, together with the growth phase,
it affects the system’s functionality. The presented protocol estimates
the culture density by relating the number of cells segmented in each
image, to the volume of culture used to prepare the slide. These values
have been demonstrated (Figure 4.14) to be equivalent to the measure-
ment of the optical density. The latter is an absorbance measure that
consists in illuminating the sample with light at a specific wavelength,
that is absorbed by the cell membrane, and quantifying the radiation
that passes through the sample (Figure 4.22). The more cells are in
the culture, the less intense will I; be, thus making the ODggg value
proportional to the cellular density.

To evaluate the equivalence between ODggg and the cellular density
extracted from the microscopy images, a comparison experiment was
set up. It consisted in following the growth curve of two bacterial E. coli
populations over a period of 4 hours. The tested cells were transformed
with the gene circuit in Figure 4.15, that constitutively expresses GFP
and the two populations differed only for the promoter’s strength. Af-
ter diluting the over-night cultures to an ODggg of 0.05 the growth of
both populations was monitored every 30 minutes both taking pictures
of the cells (an average of 16 images for each time point and condition)
and measuring the ODggo (in triplicates) with a plate reader. The im-
ages were then segmented and the average cell count, divided by the
volume used to prepare the slide, corrected for any dilution/concentra-
tion factor applied to the culture, was compared to the corresponding
O Dgop measurements, showing a very good correlation (R?=0.996).
This experiment demonstrated how the presented protocol is able to
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Figure 4.22: Exemplification of the functioning principle of the O Dgpg mea-
sure. The sample is illuminated with light at a wavelength of 600 nm (lp),
that is absorbed by the cell membrane. Thus the transmitted light (I;) will
be inversely proportional to the number of cells in the sample. This signal
is measured and then related to the intensity of the incident light. The log-
arithmic scale is used to improve the comparison of signals that have large
dynamic range.

correctly estimate the density of the bacterial culture, through the
evaluation of the average number of cells segmented for each condition,
divided by the volume used to prepare the slide.

Experimental protocol

e Experimental model: The data presented in this chapter were
obtained testing synthetic gene circuits composed of standard bi-
ological parts in the BioBrick format. Gene circuits conformed to
the Standard Assembly 10, and were transformed in TOP10F’ E.
coli cells. These were cultured in M9 medium complemented with
the antibiotic ampicillin and glucose as a major carbon source.
The circuit used to quantify single-cell fluorescence level, previ-
ously characterized in [83], includes a reporter fluorescent signal
(GFP) downstream of an operator site for the lactose repressor,
and consequently it can be transcriptionally induced via exoge-
nous IPTG (Figure 4.10). Before measuring the fluorescence lev-
els each culture was diluted to an ODgyy = 0.05 and grown under
orbital shaking for 3 hours, to reach the mid-exponential phase
of growth, at 37°C' in 5 ml of M9 medium in the presence of the
appropriate concentration of IPTG. Cell fluorescence signal was
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subsequently measured with: a) a fluorescence microscope and
b) a cytofluorimeter. Three biological replicates were considered
for each tested condition. To compensate the bias introduced by
the time lag between the testing of the first and last sample, the
acquisition order was varied among the biological replicates. The
sequences were determined so that the sum of the rankings of each
sample over the biological replicates was equal. To further limit
the deviation from the desired condition, after the beginning of
the acquisition the cultures were stored at 4°C'.

e Microscopy set-up: An inverted Eclipse TE2000-U (Nikon) mi-
croscope equipped with a DS-QilMc (Nikon) (Table 4.1) monochrome
digital cooled camera was used to collect brightfield or fluorescent
images of culture samples through an S-Fluor 40x 0.9 NA oil/wa-
ter (Nikon) objective. The proprietary Nis Elements Documen-
tation v 4.20 software (Nikon) was used for image acquisition.

e Image acquisition: To prepare the sample for image acquisi-
tion, 500 pL from each cell liquid culture sample were spun down
and resuspendend in 100 ulL of sterile PBS to reduce the back-
ground autofluorescence and to maximize the cardinality of the
sampled population while preserving an optimal field of view cov-
erage. A volume of 3 pL of this cell suspension was dispensed
over a glass slide and sealed with a coverslip. A minimum of
70 images out of 6 distinct slides were acquired for each sam-
ple. During image acquisition, the shutter speed is heuristically
defined to distinguish clearly the cells while avoiding loss of in-
formation due to saturation. When cells with different average
fluorescence are acquired, this parameter needs to be modified
in order to correctly capture both the minimal and the maximal
fluorescence intensity values, which may hamper the comparison
among samples acquired with different exposure times. Having
characterized the camera response function, however, permits to
express the fluorescence values in terms of normalized irradiance
rather than pixels intensities. This allows to reliably compare
samples acquired with a different shutter speed simply dividing
the normalized irradiance by the exposure time set during the ac-
quisitions, thus restoring the right relationship between different
samples.
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Image Pickup device 2/3-inch square pixel, 1.5 megapixel interline CCD
Color/Monochrome Monochrome
Number of recording pixels - 2 1280x1024
Quantization 12 bits
Sensitivity Equivalent to ISO 800

Table 4.1: Technical specifications of the DS-QilMc camera that was used
to acquire the images within the microscopy set-up.

Experiment folder

DAPI
time0Z»FITC

] TRITC
—»condition 1 ——)—tlme24

——»control

timeT

-—»condition N

Figure 4.23: Folders structure required by the presented protocol for the
correct analysis of the images. The parent folder represents the experiment
and it contains one folder for each tested condition. Each one of these
directories contains a number of folders equal to the time points tested
for that condition. Each time point directory contains one folder for each
fluorophore that contain the corresponding images.

4.4.3 Fluorescence Quantification in Eukaryotic Cells
Inputs and outputs

As already described for the algorithm developed for the bacteria, also
the one for eukaryotic cells requires the input images to be organized
according to a precise scheme, that allows the program to automatically
extract important information about the experiment and correctly as-
sociate each image to the corresponding sample and experimental con-
dition. Specifically the images acquired within the same experiment
must be divided according to experimental condition, time point and
fluorophore, as exemplified in Figure 4.23.

After segmenting the images, the signal emitted by each cell is quan-
tified, together with the cell density of each image and a number of
output files are produced:

e images.pdf, that shows the segmented images in which all the
channels have been combined.

e graphs.pdf, in which the changes in average cellular density and
average fluorescent signals intensity, are shown over time, for all
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the tested conditions. In this file are also plotted the fluorescence
distributions for the tested fluorophores and their variation in
time and with the experimental conditions.

e ncells.txt, in which are saved the numbers of cells segmented in
each image divided by experimental condition and time point.

e fluo*.txt, these files, one for each tested fluorophore, reports the
recorded fluorescent intensities at single-cell level. Again values
obtained for different conditions and time points are easily iden-
tifiable.

Segmentation algorithm

As already described, the presented protocol takes advantage of the
separate acquisition of the signal emitted by the different fluorophores
to apply different elaborations to images with diverse characteristics.
However it also makes use of the work-flow developed with the algo-
rithm for bacterial cells both to compensate the distortions that affect
a microscopy set-up and to correct the background of the acquired
images. The former won’t be discussed again as all the strategies pre-
viously described are integrated in this protocol without modifications.
The latter, on the other hand, was adjusted to take into account the
different size of the human cancer cells, with respect to the bacterial
ones and different characteristics of the tested images. The background
correction technique applied in both protocols is described in [110], it
consists in subtracting each image to its gray-scale opening, obtained
with a structuring element of the same size or bigger than the fore-
ground objects. For images in which the signal is mostly in the cells’
nuclei the kernel is square with a side of 100 pixels, while for proteins
that localize in the cytoplasm or on the membrane the kernel’s size
is 150 pixels. Additionally, due to an higher autofluorescence of these
images, the average intensity of the raw image is also subtracted.

The actual segmentation process is completely separate for images with
different characteristics; the DAPI channel is segmented using a very
similar procedure to the one developed for the bacterial images. The
Zero Crossing edge detection method [91] is used to determine the nu-
clei edges and then the segmentation is completed by a hole filling pro-
cedure and some morphological operations. In this case to the detected
edges is applied a binary closing, to prevent small gaps in the edges
to interfere with the determination of the foreground objects, and only
one binary erosion is executed on the resulting image. Furthermore
the nuclei with an area smaller than 100 pixels are excluded from the
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final image. Again, the identification of spurious edges is limited by
filtering the images, prior to the segmentation, with a Gaussian kernel
with standard deviation equal to 2.

Images in which the signal is mainly in the cytoplasm or on the mem-
brane are segmented with the watershed algorithm, using as markers
the nuclei segmented from the DAPI channel. This procedure is par-
ticularly effective in images where the foreground objects are not com-
pletely separate and can be exemplified as in Figure 4.17, where each
marker is considered to be a water source, and edges are drawn when
water from different water sources mix.

For proteins that are localized in the cell’s nucleus the segmentation is
not necessary, since the regions of interest have already been identified
when the DAPI images were analysed. The signal emitted by each cell
is simply quantified as the average intensity of the pixels in the regions
segmented with the modified algorithm for bacterial cells.

Data analysis

As previously described, fluorescent signals acquired with an optical
microscope require two main adjustments: the data need to be nor-
malized, to compensate for any confounding factor not considered dur-
ing the calibration phase, and the number of cells considered for each
condition must be equalized, to avoid introducing biases due to the
different population’s cardinalities.

In the analysis of the data presented in this section (Figures 4.19, 4.20)
both these corrections were applied, using as a normalizer the average
fluorescence intensity measured in the control condition at T=0 h, and
considering, for each condition, the largest possible population (~ 70
cells). When a larger number of cells was available the ones used for
the analysis were randomly selected.

Experimental Protocol

The protocol for the analysis of gene expression in eukaryotic cells was
developed to elaborate images obtained with immunofluorescence as-
says. These experiments allow the detection of specific proteins through
the use antibodies tagged with fluorescent molecules. The main steps
of this protocol involve testing the experimental conditions of interest
on cells seeded on coverslips and then fixing them with paraformalde-
hyde (3% in PBS), a chemical compound able to form covalent bonds
between proteins in tissues, thus creating a snapshot of the all the
cellular processes at a given point in time. Successively the cells are
treated with ethanol 100%, to induce the formation of pores in their
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membranes and allow the entrance of the antibodies. These are then
incubated with the cells for 30-45 mins, taking care to minimize the
samples exposition to the light, due to the photo-sensitivity of the flu-
orophores. The same procedure is repeated for the DAPI dye and then
the coverslips are mounted on a microscope slide and imaged.

In the specific experiment used to test the presented protocol two con-
ditions were considered: in the treated one, TGF was added to the
culture media 24 hours after seeding, to give the cells enough time to
adhere to the coverslips, while cells in the control condition were just
monitored over time. The experiment lasted a total of two days and in
the previous sections T=0 h refers to the day after the seeding, when
TGF was administered to the cells.



Chapter 5

Cell 1invasiveness
Quantification

5.1 Cell-Invasiv-O-meter

5.1.1 Assay description and aim

Two of the hallmarks of cancer are an augmented invasiveness and an
increase in the migratory capabilities of the cells. Thus assays that are
able to quantify these characteristics are common tests to evaluate the
efficacy of anti-cancer treatments or, in general, to compare different
experimental conditions or cell lines.

One of the simplest frameworks to evaluates cell invasion is the so-called
scratch wound healing assay [111]. Tt consists in creating a wound in
a confluent cell culture, either by removing the cells in a specific area
(using a pipette tip) or by preventing the culture from covering the
entire plate using silicone inserts and then monitoring over time the
cells” growth through bright field microscopy (Figure 5.1). This assay
is very convenient, being easy to implement and not requiring specific
equipment however, as highlighted in [112], it lacks standardization
and thus its results are scarcely reproducible. There are several rea-
sons behind this concern, but one of them is the rather simplistic way
of quantifying the result of these experiments. The two main strate-
gies involve either measuring the time required to completely close the
wound or evaluating the gap’s width at specific time points. The sec-
ond method is generally preferred since it allows to directly compare
different experimental conditions and associate the invasivness of a cell
population to other variables measured at the same time points (e.g.
the level of expression of specific genes). The major problem with this
technique is that the gap width varies considerably along the wound
and thus taking a single measurement in a randomly chosen point is

105
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T=36h

Figure 5.1: Exemplification of a scratch wound healing assay. A wound is
created in a confluent cell culture and then the rate of closing of the gap is
monitored with an optical microscope.

very unlikely to be representative.

A more appropriate strategy involves quantifying the gap area, but this
can be difficult to achieve with standard image processing softwares,
like ImageJ [113] or Photoshop, in which the area selection tool is a
regular polygon that is ill suited to capture the irregularities of the
wound.

To address these limitations in 2009 was presented TScratch [114], a
semi-automated tool that uses an edge detection algorithm based on
the discrete curvelet transform to segment the wound and quantify
its area. This software is freely available and has a simple graphical
user interface (GUI) that allows the user to revise the processed im-
ages and to change the algorithm’s parameters to ensure the correct
identification of the cell free area. Despite being user friendly and well
documented TScratch hasn’t become the standard for the analysis of
scratch wound healing assays, probably in part due to the complexity
of the curvelet transform and the unintuitive connection between the
value of the parameters and their effect on the images.

In the following, Cell-Invasiv-O-Meter will be presented, it is a tool de-
veloped for the analysis of scratch wound healing assays, that segments
the wound, evaluating the local entropy of the images, then quantifies
the cell free area and produces a bar graph representing the results
normalized to the values of the provided control. The fully automatic
process make this software ideal for analysing a large number of images,
furthermore the immediate connection between the tunable parameters
and their effect on the result improves its usability.
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T=0h

T Entropy

T=36h

Figure 5.2: Local entropy images associated to the images of Figure 5.1

5.1.2 Algorithm development

Cell-invasiv-o-meter is a function implemented in Matlab R2012a [81]
that identifies the cell free regions of the image computing the local
entropy (Equation 5.1), where M is the number of gray levels of the
image (256 for 8 bits images) and py, is the probability of gray level k.

M-1
H=— Z Prloga(pr) (5.1)
k=0

Entropy was introduced in the field of Information Theory by Shannon
in 1948 [115]. It quantifies the information encoded in a message as
related to the probability of receiving it. Thus messages or events that
are very likely to be received/occur, like getting head flipping Two-
Face’s coin, will carry little information and thus will have low entropy
(zero in the proposed example). On the other hand unexpected events
or messages will be associated to a high entropy due to their low prob-
ability.

Computing the local entropy of an image corresponds to creating an-
other image, of the same size, in which the value of each pixel is the
entropy computed over the neighbourhood of the pixel itself. Thus
highly homogeneous regions, like the cell free areas, will have low en-
tropy, while the parts of the image containing the cells will be associ-
ated to a much higher entropy. This is exemplified in Figure 5.2, where
dark shades are associated to low entropy, while lighter colors identify
regions with high values of this parameter. This transformation clearly
isolates the cell free area, even excluding the small cell isles left behind
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Figure 5.3: Segmentation’s results showing in red the area recognized as the
wound by Cell-Invasiv-O-Meter.

when creating the wound.

The next step of the analysis involves segmenting the local entropy im-
age using a global threshold identified with the Otsu’s method [116].
In Figure 5.3 the result of the segmentation is presented, the wound
(identified in red) is correctly captured even at T=36 h where the cell
free area is highly irregular and the channel is effectively divided in two
regions by a small group of cells that have completely bridged the gap.
The cell free area is quantified in Cell-Invasiv-O-Meter as the number
of pixels belonging to the wound (the red region in Figure 5.3). Even
though it would be possible to convert it to uM?, knowing the mag-
nification of the objective used to acquire the pictures, it didn’t seem
necessary since the results of scratch wound healing assay are generally
presented as relative to an appropriate control, thus making them in-
dependent on the unit of measure. Furthermore, since the conversion
would be between number of pixels and pM | it would be necessary to
assign a regular shape to the wound and compute the equivalent area,
to obtain a surface measure.

The results of the elaboration are saved by Cell-Invasiv-O-Meter in a
.mat file that can be read by another function, named compare-Cell-
Invasive-O-Measures that computes the area decrease for each condi-
tion and time point with the respect to the initial wound area, averages
the replicates and relates it to the values obtained for the provided con-
trol. At the end of the analysis this function produces a histogram that
summarizes the experiment’s results (Figure 5.4).
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Figure 5.4: Results of the scratch wound healing assay analysed with Cell-
Invasiv-O-Meter. The cell culture supplemented with TGF 3, represented in
red, is decisively more invasive than the control (reported in blue), covering
more than 60% of the wound in 36 h.

5.1.3 Results

Cell-Invasiv-O-Meter was used to analyse a simple scratch wound heal-
ing assay in which a cell population whose media was supplemented
with TGF/ was compared to an untreated control over a time period
of 36 hours. The presence of TGF/ is expected to increase cellular in-
vasion, being one the most effective inducers of Epithelial to Mesenchy-
mal transition (EMT) in-vitro. In Figure 5.4 are reported the results
of this experiment. The control population, represented in blue, is sig-
nificantly less invasive, with a decrease in cell free area at 36 h that is
below 20% with respect to the initial wound area. Adding TGFf to
the culture media significantly enhances the invasive capabilities of the
cells that, in the same time, are able to cover more than 60% of the
original cell free region.
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Figure 5.5: Schematic representation of a transwell assay. Cells are seeded
on a Matrigel coated membrane in the transwell insert. A chemoattractant
induces the migration of the cells toward the bottom of the membrane. The
number of cells that will be able to degrade the Matrigel and cross the
membrane is proportional to the invasiveness of the population.

5.2 I-AbACUS (Invasion-Assay Assisted cell CoUnt-
ing Sofware)

5.2.1 Assay description and aim

While being simple and inexpensive the scratch-wound healing assay is
a very simplified representation of the conditions in which the cancer
cells migrate and invade in-vivo. Cells are seeded on Petri dishes that,
being made of polystyrene, create an environment that is considerably
different from a biological tissue. Furthermore scratch wound healing
assays model migration and invasion as 2D processes. Beside being far
from reality this simplification introduces an important confounding
factor, that is the cells’ growth rate. Indeed the invasive capabilities of
cells that have a short duplication time will be overestimated, as it is
not possible to differentiate between the decrease in cell-free area due
to migration of the cells or due to the population’s growth.

For these reasons migration and invasion are generally quantified in-
vitro using transwell assays (Figure 5.5). In these experiments a defined
number of cells is seeded on the upper layer of a cell permeable mem-
brane that, when studying invasion, is coated with Matrigel, a polymer
that simulates the extracellular matrix. A chemoattractant, generally
a higher nutrients concentration, attracts the cells toward the bottom
of the membrane and induces their migration.

The invasiveness of a population is quantified as the number of cells
that are able to cross the membrane within a specified time frame.
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This result is generally obtained counting manually the cells, either
from images acquired with an optical microscope, using image pro-
cessing software with object counting functionalities [117, 118], or di-
rectly from the instrument, with the help of a mechanical cell counter
[119, 120, 121, 122]. This introduces a strong dependence on the user’s
ability to correctly identify the cells, task that might be quite complex
when each field contains a significant amount of cells and/or they can
assume a range of phenotypes. Furthermore the experimental proto-
col can vary significantly in the number of fields considered for each
membrane, in the magnification of the objective used to image the cells
and in the initial cell density. All these factors limit the accuracy and
reproducibility of the results.

To address these limitations I-AbACUS was developed; it is a custom
made software that guides the analysis of images acquired during tran-
swell migration/invasion assays. By applying the same procedure to
every image, it improves the results’ reproducibility and by segment-
ing and automatically classifying the cells it reduces the dependence
on the operator and its experience with the assay.

5.2.2 Description of I-AbACUS

[FAbACUS was developed to integrate all the steps of the analysis of
transwell assays, through its simple and intuitive graphical user in-
terface (GUI). However its main features are the segmentation of the
images and the identification of the cells through the classification of
the foreground regions. This second step can be executed either using
a filter empirically determined (EF) or with a trained Support Vector
Machine (SVM). They both consider three characteristics for each fore-
ground region: (i) its area, that allows the exclusion of debris and small
irregularities, (ii) the interquartile range of the saturation of its pixels,
that is a measure of dispersion of the pixel’s values and can be used
to prevent out of focus cells to be recognized and (iii) its circularity,
computed as in Equation 5.2 where A and P represent, respectively the
area and the perimeter of the object.
4T A

This last parameter allows to exclude from the analysis the membrane’s
pores by comparing the circularity of the segmented region to that of
a circle.

When the EF is used, a foreground region is classified as a cell if at
least two of the previously mentioned characteristics have values within
predefined ranges. This method is versatile and generally applicable to
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cell lines with different phenotypes, but the classification of a specific
type of cells can be improved through the use of a SVM, a supervised
learning method that, provided an adequate training set, identifies a
classifier able to distinguish between cells and non-cells using the three
morphological characteristics previously described. The training set,
required to train the SVM, can be produced analysing images of the
specific kind of cells with the EF, as the program will automatically
save a text file containing the morphological characteristics of the seg-
mented objects and their classification.

In I-AbACUS cells are segmented applying the marker-controlled wa-
tershed transform to the saturation channel of the images coded in the
HSV colorspace. This algorithm [123] is particularly effective when the
foreground regions are contiguous and consists in placing metaphor-
ical water sources on the local minima of the gradient of the image
and drawing edges when water from two adjacent basins meets (Figure
4.17). To avoid the segmentation of spurious minima the watershed
procedure is preceded by the marking of each foreground and back-
ground region. In I-AbACUS the foreground markers are obtained
through an opening by reconstruction and a closing by reconstruction,
followed by a procedure that removes the smallest markers. Figure 5.6
exemplifies this process using a black and white image for simplicity.
The erosion of the original image (Figure 5.6 d.) identifies all those
foreground regions that match the employed structuring element and
its subsequent reconstruction, using the original image (Figure 5.6 a.)
as a mask (Figure 5.6 e.) leads to an image in which only the letters t
and f are present. This is due to the fact that only those letters con-
tain the pattern defined in the structuring element, a disk of radius 2
pixels. The reconstructed image is then dilated, using the same struc-
turing element and complemented (Figure 5.6 b.); this image is then
reconstructed, using as a mask the complemented version of Figure 5.6
e. obtaining the complement of the final result (Figure 5.6 c.). This
procedure removes small imperfections in the image while maintaining
the original shape of the cells, furthermore it creates a flat maxima
within each region allowing the identification of the foreground mark-
ers through the computation of the regional maxima.

The background markers are identified applying a coarse segmentation
to the reconstructed image and computing the skeleton by influence
zone of the background. This procedure ensures a good separation be-
tween foreground and background markers through the identification
of the ridge lines of the watershed transform computed on the distance
transform of the segmented image. Figure 5.7 shows the result of this
step applied to the black and white image used in Figure 5.6. The ridge
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ment to obtain the final result.
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Figure 5.6: Schematic representation of the procedure implemented in I-
AbACUS to determine the foreground markers. a. The original image, in
this example for simplicity a black and white one is used. d. Result of
the morphological erosion of the original image using as a kernel a disk of
radius 2 pixels. e. Reconstruction of the eroded image using the original
image as a mask. In this example only ts and fs contain the pattern chosen
as structuring element and thus are the only ones that remain after the
erosion. b. Dilation and complementation of the reconstructed image. f.
Result of the complementation of the reconstructed image. c. Final image
on which the foreground markers are computed, as the regional maxima. It
is obtained complementing the reconstruction of the image in b. using the
image in f. as mask.
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Figure 5.7: Result of the Skeleton by influence zone that leads to the defini-
tion of the background markers. The ridge lines identify 10 different regions,
one for each foreground marker.

lines divide the image in 10 sectors, one for each foreground marker,
thus ensuring their spatial separation.

Prior to image segmentation, the background of the images is uni-
formed, by masking the current image with its coarse segmentation
obtained applying the Otsu’s method [116].

After the automatic analysis of each image, the user can modify the
proposed cell count by selecting sequentially each area not correctly
segmented /classified and either selecting one of the four possible al-
ternatives proposed by I-AbACUS or directly providing the number
of cells in the specified region. Each alternative is produced using a
different dimension for the kernel used during the opening and closing
by reconstruction, leading to the recognition of either smaller or larger
cells. To minimize the elaboration time and eliminate any delay in
this phase of the analysis, the five alternative segmentations are imple-
mented as a parallel process.

The cell count is automatically updated by the program and at the
end of the analysis the results can be visualized, in tabular form and
as in histogram in which the average and standard deviation of the cell
count for each replicate and condition is reported. Finally they can be
saved as an excel file for further elaboration.

5.2.3 Use of the learning algorithm

SVMs are linear classifiers that identify the hyperplane that classifies
the provided data with the largest margin (Figure 5.8). Formally it
consists in the constrained minimization of Equation 5.3 where 372+ 3,
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Figure 5.8: Exemplification of the classification strategy used by SVMs. It
consists in identifying the equation of the hyperplane that maximizes the
distance between the samples belonging to different classes. In this example
only two characteristics are considered, thus the hyperplane is a line, but
this strategy is applicable to arbitrary large parameter spaces. The only
condition is that the two classes must be linearly separable, if this condition
is not satisfied the kernel method must be applied.

is the hyperplane, § a weight vector, [y is the bias.

win L(5) = 5|61 subject to (i + o) > 1LYi (53)
»P0
The imposed constrains require the hyperplane to correctly classify
each training example (z;), since y; represent the label associated to
each sample.

To make this approach generally applicable, even to non-linearly
separable classes, [FAbACUS implements the kernel method. It con-
sists in using a polynomial kernel (¢) to map the original input space
in a feature space of higher dimensionality in which the data are lin-
early separable and then computing the maximum margin hyperplane
(Figure 5.9).

Being supervised learning algorithm, SVMs require the user to pro-
vide a set of examples to identify the hyperplane. In I-AbACUS it
can be built by using the EF to analyse images of the specific kind of
cells that the user wants the trained SVM to recognize. Indeed the
program automatically saves a .mat file, in a folder named Results in
the same path as the code, containing the morphological characteristic
(area, circularity, saturation’s IQR) of each segmented region and their
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Feature Space
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Figure 5.9: Graphical representation of the kernel method used to make
SVMs applicable to non-linearly separable datasets. A polynomial kernel
(¢) is used to transform the input space in the feature space. The latter
has an higher dimensionality, than the input space and allows for the linear
separation of the two classes.

classification as cells (1) or not-cells (0).

These files can be used as input in the learning algorithm tab of I-
AbACUS, that is responsible for running the function that minimizes
Equation 5.3. Once the model has been identified it is saved in a .mat
file, that can then be used, while analysing an invasion assay with
I-AbACUS, to improve the classification of a specific type of cells.

5.2.4 Results

[-AbACUS was validated through a series of experiments that com-
pared its results to the ones obtained with the traditional technique
(manual count of the cells using ImageJ). Beside demonstrating the
equivalence of the two methods over a wide dynamic range, some of
the most important limitations of the standard analysis technique of
invasion assays, were evaluated to determine if the use of -AbACUS
could address them. In the following the results of this analysis are
presented.

Equivalence between I-AbACUS and the traditional analysis

To demonstrate that I-AbACUS’s results are equivalent to those ob-
tained manually counting the cells with the aid of ImageJ [113], the
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Figure 5.10: Comparison between the cell counts measured with I-AbACUS
and the ones obtained manually. a. Average cell count for every initial cell
density. The results of the manual count are reported in blue, while red
identifies the ones obtained with I-AbACUS. b. Correlation plot between
the counts obtained with both instruments on single images (R? = 0.992).
c. Percentage difference between the manual and I-AbACUS’s cell counts
as a function of the initial cell density.

same images (180) were analysed with both methods by the same ex-
pert operator. For this comparison a cell line named OVCAR4 was
used, it is an high grade ovarian serous adenocarcinoma that shows
high morphological variability and is widely used in the study of ovar-
ian cancer. To obtain images with different cell densities, five distinct
initial concentrations of OVCARA4 cells were seeded in the Matrigel
coated transwells and invasion was determined after 48 h, both in terms
of cell counts and counting times.

The cell counts show a very good agreement both considering the av-
erage cell count for each condition (Figure 5.10 a.) and single images
(Figure 5.10 b.), where the Pearson’s correlation coefficient between
the manual and the I-AbACUS counts is 0.992. The errorbars in Fig-
ure 5.10 a., that represent the standard deviation of the cell counts for
the corresponding condition have comparable amplitudes for the two
methods. The percentage difference, computed considering the man-
ual count as the theoretical value, doesn’t considerably change between
the tested conditions, thus demonstrating the equivalence of the two
methods on a wide range of cellular densities (Figure 5.10 c.).

In Figure 5.11 a. the average counting time is reported as a function
of the initial cell density. The analysis with I-~AbACUS (reported in
red) takes consistently longer than the manual one, partly due to the
fact that the time required by the program to elaborate the images
is included in the measure, thus introducing a non-negligible offset.
This is also represented in Figure 5.11 b. where the dependence of
the counting time on the number of cells in the image is considered.
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Figure 5.11: Comparison between the counting times recorded with a stop-
watch while collecting the data reported in Figure 5.10. a. Average counting
time as a function of the initial cell density. The blue bar represents the
manual counting time while the red one the [L-AbACUS result. b. Relation
between counting time and the corresponding cell count on single images.
The red dots, representing the I-AbACUS results, show a lower dependence
on the image density (R?=0.861), while the number of cells counted manu-
ally for each time unit is approximately constant (R2=0.972). c. Percentage
difference between the counting times, as a function of the initial cell density.

The traditional analysis shows a very good correlation between these
two variables (R?*=0.972, blue dots), showing how the number of cells
counted per time unit was almost independent on the total number
of cells in the image. On the other hand the I-AbACUS counting
times showed a lower dependence on the image density (R*=0.861, red
markers) and an offset of about 120 s. The exclusion of the elaboration
time, however, would have reduced the accuracy and the correctness
of the comparison, since the image’s elaboration is an integral part of
the I-AbACUS workflow. Figure 5.11 c. reports the percentage differ-
ence between the counting times recorded with the two methods. It
markedly decreases with the initial cell density (almost 10 fold com-
paring 1x10° and 9x10° cells/mL), showing how the inconvenience of
a non-negligible elaboration time can be compensated, exploiting the
lower dependence of the I-AbACUS counting times on the cell den-
sity. Since the percentage difference on the cell count does not depend
on the initial cell density (Figure 5.10 c.), considering images with an
higher number of cells would increase the efficiency of the analysis,
reducing the incidence of the elaboration phase on the total counting
time, while increasing the robustness of the results, due to the increase
in population size.
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Figure 5.12: Evaluation of the inter-operator variability. a. Results of the
Naive operators reported as the difference between their cell counts and
the ones obtained by an expert operator. All the data are normalized with
respect to the results of the F-AbACUS expert. b. Difference between the
results of the Medium experience operators and that of the expert as a
function of the initial cell density. Again all the cell counts are normalized
with respect to the corresponding cell counts of the -AbACUS expert.

Inter-Operator Variability

One of the most critical aspects of the traditional analysis of transwell
assays is the high inter-operator variability, that is the results are sig-
nificantly dependent on the operator’s ability to correctly identify the
cells.
To test if the use of IFAbACUS could address this limitation five ad-
ditional operators were asked to count two sets of 22 and 23 images
respectively, extracted from the one used for the previous comparisons
and covering all the tested initial cell densities. One operator for every
level of experience was assigned to the first dataset while the other
naive and medium experienced operators counted the second group of
images. They were asked to count the cells in the provided images
both with - AbACUS using the EF and with the traditional approach.
Furthermore to eliminate any possible confounding factor all the users
were given the same set of instructions on how to count cells, both
manually and with - AbACUS. Figure 5.12 shows the results of this
test as difference between the average cell counts obtained by the naive
and medium operators and that of the expert (Figure 5.12 a. and b.
respectively). All the data were normalized with respect to the values
obtained by the I-AbACUS expert operator, that produced the results
of the previous comparisons.

The use of IF-AbACUS reduces, in most cases, the difference between
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the counts obtained by the expert operator and those of less skilled
users, showing how being provided with a suggested result reduces
the inter-operator variability and the dependence of the results on the
user’s experience. This is particularly evident when looking at an initial
cell density of 5x10° and 7x10°cells/mL, that can be considered to be
the target cellular density for transwell invasion assays with OVCAR4
cells. The error of the experienced operator will be minimum, since
this is the type of images on which she has more training, while the
other operators will find them challenging due to the increased number
of cells.

Intra-operator Variability

Intra-operator variability refers to the difference in the number of cell
counted by the same operator, when repeating the analysis of an image.
Low intra-operator variability is a desirable characteristics as it is asso-
ciated to the assay’s repeatability and the robustness of the results. To
evaluate if the use of LAbACUS improve this aspect, one operator for
each level of experience counted again a subset of images (9) from the
ones used in the inter-operator variability test. In this case only three
initial cell densities were considered (1x10°, 5x10°, 9x10° cells/mL) and
the operators were asked to execute the analysis as in the previous test.

Figure 5.13 reports the results of this test as a scatter plot in which
the percentage difference between the two counts obtained for the same
images are reported. The use of [IAbACUS significantly reduces the
intra-operator variability, measured as the median percentage differ-
ence between the two counts (Table 5.1). In this test the Naive opera-

Manual Count | I-AbACUS Count Marker
Naive Operator 11.1% 0% cyan circle
Medium Operator —49.3% 25% magenta square
Expert Operator —2.9% 1.3% yellow triangle

Table 5.1: Median intra-operator variability measured for each user and
counting method.

tor did not modify the cell count proposed by I-AbACUS thus leading
to exactly the same result for every image. Furthermore the intra-
operator variability seems to have a lower dependance on the level of
experience of the operator, since the results of the medium experience
operator are less robust than the ones of the Naive user.
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Figure 5.13: Analysis of the intra-operator variability. The percentage differ-
ences between two consecutive counts of the same images with both methods
are reported. Each symbol represents a different user, the cyan circles cor-
respond to the Naive user, the magenta squares to the Medium experience
user and the yellow triangles to the Expert.

Versatility

To test the ability of LAbACUS to analyse images containing cells other
than OVCARA4, a dataset of 16 images was acquired using A2780 cells,
another ovarian cancer cell line that shows a less diverse phenotype
and cells that are smaller and rounder, when compared to OVCAR4s
(Figure 5.14). For this test only the optimal initial cell density of
5x10° cells/mL was used and the same experienced user counted the
all images both with the traditional approach (in blue in Figure 5.15
a., and 5.15 c.) and with I-AbACUS, using the EF as classification
method.

Figure 5.15 reports the results of this analysis that closely mirror the
ones in Figures 5.10 and 5.11, the average cell counts are equivalent
(Figure 5.15 a. percentage error 20%) and the correlation between the
results obtained on the single images is very high, R?*=0.975 (Figure
5.15 a.).

The counting time is still significantly lower when the images are
analysed manually but again its dependance on the image density is
lower with -AbACUS (Figure 5.15 ¢., R? 4, 1c0s=0.862 and R%, ~ =0.980)
hinting to the possibility of incrementing the initial cellular density to
increase the efficiency of the test and the robustness of the results, as
shown for the OVCARA4 data.
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Figure 5.14: Comparison between some of the different cell densities and
phenotypes used for the validation of F-AbACUS. Panels A,B and C. repre-
sent OVCARA4 cells at three different initial cell densities (1x10°, 5x10° and
9x10° cells/mL), while in panel D. a representative image of A2780 cells
(initial cell density 5x10° cells/mL) is reported. Figure kindly realized by
Claire Henry PhD.

Being able to elaborate, using the same parameters, images featur-
ing cells with different morphologies, greatly expands the I-AbACUS
applicability, not only to different cell lines but also to the analysis of
invasion assay that use treatments that modify the morphology of the
cells.

Comparison between EF and SVM

To compare the two cell classification methods implemented in - AbACUS
the same dataset used to demonstrate the equivalence with the manual
count was analysed again by the same operator, using a SVM trained
on a completely independent set of images. The training set was com-
posed of 160 images, 48 of which were acquired from membranes on
which A2780 cells were seeded, while the others were obtained from
experiments involving OVCAR4. All the images were counted both
manually and with I-AbACUS obtaining a normally distributed per-
centage difference, that was less than 35% in 90% of the images (Figure
5.16). The relation between the two cell counts is shown in Figure 5.17,
it is linear and the correlation coefficient is 0.980.

Figure 5.18 reports the results of the comparison between EF and
SVM as the percentage difference between the results obtained with
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Figure 5.15: Analysis of the experiment with the A2780 cells, aimed to eval-
uate [F-AbACUS’s ability to analyse cells with different morphologies. a.
Comparison between the average cell counts (and the corresponding stan-
dard deviations). In blue is reported the value obtained with the manual
count while red identifies the I-AbACUS result. b. Correlation plot com-
paring the results obtained on single images (R? = 0.975). ¢. Comparison of
the average counting time measured when obtaining the results shown in a..
d. Relation between counting time and corresponding cell count (R%/hmu al=

0.980, R?_,, 4crs=0.862).
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Figure 5.18: Comparison between the two cell selection methods imple-

mented in I-AbACUS. a.

Percentage difference between the cell counts

obtained with the EF and the manual count as a function of the initial cell
density (average difference 0.065). b. Relation between the percentage dif-
ference of the cell counts obtained using the SVM and the manual count
as a function of the initial cell density (mean error= 0.061). c. Percentage
difference between the counting times obtained when obtaining the data in
a.. d. Same as in c. but using the counting times measured when using the

SVM.
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[FAbACUS and the manual count. The use of the SVM doesn’t sig-
nificantly affect the counting time (Figure 5.18 c.,d.) or the average
cell count (Figure 5.18 a.,b.), however it increases the reliability of
the count reducing the number of outliers and their distance from the
population.

5.3 Discussion

The two softwares presented in this chapter were developed to analyse
the results of the two most commonly used techniques for the in-vitro
evaluation of cell migration and invasiveness.

The first one considered the scratch wound healing assay, a 2D
test has the advantages of being simple to implement and not requir-
ing specific instrumentation. In this case local entropy and a simple
thresholding procedure were used to automatically separate the regions
of the image containing the cells from the empty one. The quantifica-
tion of the latter provided an accurate measure of the rate at which
the considered population was filling the gap artificially created in a
confluent culture. Preliminary tests, executed using this tool, showed
its ability to distinguish between alternative experimental conditions
and improve the reliability and accuracy of the results (manuscript in
preparation).

Despite the accuracy of this test, the bidimensional environment
represents a significant simplification of cell migration, since it is not
able to compensate for cell doubling and does not include the interac-
tion between the cells and their environment. Transwell assays are able
to address these limitations, studying cell migration in a 3D environ-
ment that includes a polymeric layer designed to simulate extracellular
matrix. The images acquired during this in-vitro assay can be analysed
using the second tool presented in this chapter. - AbACUS was exten-
sively tested and its equivalence with the standard analysis technique
for this experiment was demonstrated. Furthermore the software-aided
analysis was shown to be less dependent on the operator’s experience
and more repeatable, leading to an improvement of the quality of the
result.

The evaluation of cell migration and invasiveness fundamental for
the characterization of cancer cell lines and determining the effective-
ness of potential treatments. Despite their importance their evaluation
is often qualitative or semi-quantitative, leading to results that lack
accuracy and might be affected by significant biases. The two compu-
tational tools here described contribute to addressing these limitations,
introducing standard protocols for the analysis of the images acquired
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during the considered assays and suggesting guidelines for improving
the experiment’s repeatability.

5.4 Materials and Methods

5.4.1 Cell-Invasiv-O-meter
Scratch Wound Healing assay

The scratch wound healing assay is an in-vitro experiment designed to
evaluate the invasiveness of a cell culture in a simplified 2D setting. It
consists in creating a scratch in a monolayer of cells and quantifying
the closing rate of the wound.

The results presented in the previous section were obtained by Alice
Pasini PhD. from an experiment in which an untreated control was
compared to the treatment with TGF-£, using the A549 a lung cancer
cell line. This treatment is expected to increase the invasiveness of the
cells by inducing the EMT.

A pipette tip was used to create the wound, and two thin lines were
drawn, perpendicularly to the wound with a permanent marker (Fig-
ure 5.19). These marks on the bottom of the plate allows to univocally
identify four regions of the wound, shown as shaded squares in Figure
5.19 that were monitored every 6 hours for a period of 36 hours. The
plates were incubated at 37°C' and 5% CO, and, at each considered
time point, images of the four regions of the wound adjacent to the
marks were acquired with an optical microscope. The 48 images ob-
tained during this experiment were analysed with Cell-Invasiv-o-meter
and the results are presented in Figure 5.4.

Segmentation of the Wound and Cell Free Area Quantification

Cell-Invasiv-O-Meter is a freeware function downloadable at [124], that
was developed in Matlab R2012a [81]. It requires the Image process-
ing toolbox and the function Imoverlay, developed by Matt Smith and
freely available at [125].

To identify the cell free area this algorithm exploits the local entropy
(Equation 5.1), a measure of the information stored within the neigh-
bourhood of each pixel. The wound, being approximately uniform in
color, will have a significantly lower entropy, than the rest of the image
(Figure 5.2), allowing its identification with a simple global threshold-
ing procedure (Otsu’s algorithm [116]).

This algorithm divides the pixels of the image in two classes minimiz-
ing the intraclass variance or, equivalently, maximizing the inter-class
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Figure 5.19: Representation of the scratch wound healing assay that was
used to compare the effect of the treatment with TGFS on the invasiveness
of A549 cells. A pipette tip is used to create a wound (in yellow) in a
confluent culture (in green). Two marks, drawn with a permanent marker
(red and blue line) were used to identify univocally four regions of the wound
(red and blue shaded areas) that were monitored over time to determine the
closing rate of the wound.
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Figure 5.20: The histogram of the local entropy image is clearly bimodal,
making the Otsu’s method an ideal strategy to segment the wound.

spread. Despite being very simple, this method is very effective in the
current application due to the shape of the distribution of the local en-
tropy in scratch wound healing assay images (Figure 5.20). Its definite
bimodality allows to easily and correctly identify the two classes.

As detailed in [124] there are four possible invocations for Cell-Invasiv-
O-Meter, that differ for the number and the kind of arguments required.

[file ,path]=CelllnvasivOMeter(folderlmages)
This is the simplest options, in which all the parameters are left to
their default values.

[file ,path]=CelllnvasivOMeter (folderlmages , kernelDim)
In this version of Cell-Invasiv-O-Meter invocation the user modifies
the size of the neighbourhood used to compute the local entropy. The
default value for this parameter is 45 and it is inversely proportional
to the resolution of the entropy image (the bigger the kernel, the lower
the resolution).
[file ,path]=CelllnvasivOMeter(folderlmages ,woundPrevalence)

In this third option the second argument is a number between 0 and 1
(default 0.7) that represents the fraction of cell free area that is part
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of the wound. Changing this parameter can be useful when the cell
culture has a low confluence and thus there are a number of “holes”
that don’t belong to the wound and must be excluded.

[file ,path]=CelllnvasivOMeter(folderImages , kernelDim ,
woundPrevalence)

This alternative combines the two previous versions of the function’s
invocation.

At the end of the elaboration a dialog window will appear and the user
will be able to provide a name and a location for the .mat file in which
the results will be saved.

Data Analysis

The analysis of the results and the production of the final graphs is ex-
ecuted by another function named compare-Cell-Invasive-o-Measures
(freely available at [124]).

It loads the .mat file produced by Cell-Invasiv-o-meter and computes
the average cell free area for every time point and condition. As ex-
plained in the previous section the wound area is measured in pixels
rather than M2 to make this function independent of the set-up used
and specifically of the objective’s magnification and to avoid having to
assign a regular shape to the wound to compute the equivalent area.
Furthermore the results of these assays are generally reported as a rela-
tive measure, thus removing any dependence on the measurement unit.
Successively compare-Cell-Invasive-o-Measures normalizes each area with
respect to the value measured for the control at T=0, to remove any
bias in the result due to differences in the initial wound size and com-
putes the rate of closing of the wound as the percentage difference
between the normalized area measured at each time point and the one
obtained at T=0 for the same condition.

Finally it plots the results as a bar graph (Figure 5.3) that shows the
cell free area computed for each condition and time point.

5.4.2 I-AbACUS
Transwell assay

This in-vitro assay allows to quantify the invasiveness of a cellular cul-
ture in a more realistic setting. It involves in seeding a defined amount
of cells in a Matrigel (Corning Life Sciences, Tewksbury, MA, USA)
coated transwell insert (Figure 5.5) and using a gradient in the nu-
trient’s concentration to induce cell migration across the membrane.
To obtain the results described in the previous section two ovarian
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cancer cell lines, OVCAR4 and A2780, were used. The former was
a kind gift of Dr. Michelle Henderson (Children’s Cancer Institute,
UNSW, Sydney, Australia), while the latter was generously provided
by Dr. Elizabeth Roundhill (Children’s Cancer Institute, UNSW, Syd-
ney, Australia). They were both cultured in RPMI-1640 media, sup-
plemented with 10 % foetal bovine serum, penicillin/streptomycin and
GlutaMAX (Life Technologies, Carlsbad, CA, USA). Cells were grown
at 37°C in 5% C' O, and were routinely tested negative for mycoplasma
contamination.

Each transwell was coated with 50 uL of Matrigel at concentration of
1 mg/mL and at least 4 hours were allowed for the polymerization to
occur at 37°C' in 5% CO,.

Cells were harvested with trypsin and the culture’s density was auto-
matically determined (Countess, Thermo Fisher, Waltham, Massachus-
sets, USA) to improve seeding’s precision.

Migration was evaluated at 5 initial densities for OVCARA4 cells (1 x
10°, 3 x 10°, 5 x 10°, 7 x 10°, 9 x 10° cells/mL) and at 5 x 10° cells/mL
for A2780s.

Cells were seeded in the transwell and after 48 hours of incubation were
fixed with Methanol 100 % and stained with crystal violet. The mem-
branes were removed from the transwell and mounted on a microscope
slide. Representative images from different cell densities are shown in
Figure 5.14.

Images of 4 different fields were acquired for each membrane with an
optical microscope using a 20x magnification.

Each one of the 3 independent OVCAR4 experiments was repeated
in triplicates while, for A2780 cells, 2 independent experiment were
conducted, each one consisting of 2 replicates.

Manual counting

The multi-point tool of ImageJ [113] was used to manually count the
cells. Out of focus regions and cells overlapping the left and bottom
edge of the images were excluded from the analysis. The time required
to count the cells in each image was manually recorded with a stop-
watch.

I-AbACUS counting

I-AbACUS is a custom made program developed in Matlab R2016a [81]
that was compiled and is freely available at www.marilisacortesi.com
either as a standalone application or as source code.

The program’s GUI guided the analysis of the data here presented that
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were obtained with the default segmentation parameters (15, 9, 11, 17,
19). The scale factor, however, was varied depending on the technical
specifications of the computer.

The counting time was measured with a stopwatch and includes both
the time required by the program to analyse the images and that used
to adjust the cell count.

Figure 5.21 summarizes the main steps of the analysis of transwell as-
say images using I-AbACUS.

After adjusting the settings, the user is asked to provide the details of
the experiment as the name and the number of conditions and repli-
cates and the location of the images to analyse. To ensure the correct
association between the images, and thus the cell counts, and the cor-
responding condition and replicate, - AbACUS requires the images to
be organized in a specific folder structure. Specifically the user must
create a directory for every tested condition, each containing one folder
for every replicate that, in turn, comprise the corresponding images.
Furthermore the replicate folders must have a name that ends with
“_replicateNumber” where replicateNumber is an integer representing
the index of the corresponding replicate.

Once the experiment structure has been outlined the analysis proceeds
with the segmentation of the images and the classification of the fore-
ground objects. The result of this operation is shown in panel 4 of
Figure 5.21, where object recognized as cells are shown in green, while
excluded regions are in red. Selecting an area non correctly segment-
ed/classified leads to the opening of a window like the one in panel 5
(Figure 5.21), where the four alternative segmentation for that specific
region are presented. If none of them is correct the user can directly
input the number of cells. The cell count is automatically updated af-
ter each modification and retained within I-AbACUS for the duration
of the analysis.

After all the images have been segmented the user is given the option
of visualizing the results, both as a table and as an histogram (panel 8
Figure 5.21), and save the results as an excel file (panel 9 Figure 5.21).

Image Elaboration and Segmentation

In I-AbACUS images are segmented applying the marker controlled
watershed [123] to the saturation channel of images coded in the HSV
colour space. This algorithm consists in placing metaphorical water
sources in the local minima of the gradient image and draw edges
when water from different basins meets. To improve segmentation’s
precision, the images are pre-elaborated to remove any gradient min-
imum not associated to a cell. The foreground regions are marked
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Figure 5.21: Flowchart highlighting the main steps of the analysis of tran-
swell assays with I-AbACUS. After revising the settings (panel 1) the user
is required to input the experiment structure, that is specify the number
and name of each experimental condition and replicate and location of the
images (panel 2). Then each image is segmented and the foreground regions
are analysed to determine if they are cells (panel 3). Once all the segmented
regions have been analysed the program opens a window like the one in panel
4. Here the user can select parts of the image non-correctly segmented /clas-
sified and then select one of the possible alternatives or directly provide the
corresponding number of cells. Once all the images have been analysed the
results are shown, both in graphical and tabular form (panel 8), and the
results can be saved as an excel file (panel 9).

Repeat if necessary
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through an opening and closing by reconstruction (Figure 5.6) followed
by the removal of the markers with an area smaller than 100 pixels.
The kernel used for this operation is a disk of radius equal to one
of the segmentation parameters set in the settings panel. This leads
to five alternative foreground marker sets corresponding to regions of
approximately round shape and size proportional to the corresponding
segmentation parameter. The background markers are obtained apply-
ing a coarse segmentation to the reconstructed image and then com-
puting the skeleton by influence zone of the background (Figure 5.7).
This procedure consists in identifying the ridge lines of the watershed
transform computed on the distance transform of the segmented image
and ensures a good separation between the foreground and background
markers. This approach requires the execution of 5 independent seg-
mentations for each image, that are executed as a parallel process to
minimize the elaboration time.

Another procedure applied during the pre-elaboration phase is the
background removal, that is obtained segmenting each image with the
Otsu’s method [116] and assigning to 0 every background pixel.

Cell Classification

I-AbACUS implements two different strategies to distinguish between
cells and non-cells. One is an EF, that was designed to be generally
applicable to different types of cells while the other, a trained SVM,
allows the user to improve the classification of a specific cell line.
Both methods rely on three morphological characteristics of the cells
to make the classification:

e Area: measured in pixels, allows to remove debris and small ir-
regularities.

e Circularity: computed using Equation 5.2 and compared to that
of a circle (1). It can prevent pores from being recognized.

e IQR: evaluated on the values of the pixels that belong to each
foreground region. Being a measure of dispersion allows to remove
debris and out of focus cells.

When the EF is used a foreground region is recognized as a cell if at
least 2 of the previously mentioned characteristics assume values within
predefined ranges. Specifically the area must be between 102 and 10°
pixels, the difference between the circularity of the object and that of
a circle must be below 1 and the IQR must be above 20 and below 50.
Alternatively the user can employ a trained SVM, a classifier that has
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been optimized to distinguish a specific kind of cells on the basis of the
above mentioned characteristics.

Learning Algorithm

[FAbACUS integrates a learning algorithm that can be used to train a
SVM, a supervised learning model that provided an adequate training
set, can be used to improve the recognition of a specific type of cells
[126].

The training set used in this study was obtained running the -AbACUS
learning algorithm on a training set composed of 160 images (48 from
A2780 cells and 112 from OVCARA4 cells), completely independent from
the test set used during I-AbACUS’s validation and mostly acquired by
Estelle Llsamosas. These images comprise a significant range of den-
sities and were analysed both with the traditional approach and and
with - AbACUS obtaining an error that follows a gaussian distribution
and is less than 35% in over 90 % of the images (Figures 5.16, 5.17).
This trained SVM was chosen as the one that granted the best classifi-
cation of the OVCARA cells in a subset of 9 images, extracted from the
dataset used to compare I-AbACUS to the traditional analysis strategy
of transwell assays. For this test only the three highest cell densities
were considered (5x10°, 7x10°, 9x10°cells/mL) as they are the most
difficult to correctly identify, due to the significant number of cells in
the image.

The characteristics of the four datasets are presented in Table 5.2, the
one named “All cells” includes all the images that were available, while
in “All cells, no Delay”, were excluded images that were acquired on
a day that was different from the one in which the slide was mounted.
“OVCAR4” and “OVCARA4, no Delay” are obtained from the previous
two datasets removing the images featuring A2780 cells.

The training sets are compared by quantifying the fraction of cells
that are correctly recognized in at least one of the five alternative seg-
mentations; the results of this analysis are shown in Table 5.3 and
Figure 5.22. Combining different cell lines and including images ac-
quired on a day different than the one in which the slide was mounted,
prevents the algorithm from obtaining a classifier that performs better
than the random one, but removing either or both of these factors leads
to the identification of very similar classifiers that are able to correctly
recognize 95 % of the cells, on average.

To obtain the results here presented was used the training set named
“All cells, no Delay”, because, it was the one featuring the smaller per-
centage difference between the - AbACUS and the manual count and
it was also able to correctly classify the highest number of cells in the
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Cells Images | Mean Difference Marker

All cells OVCAR4, A2780 240 0.160 £ 0.282 blue circle

All cells, no Delay | OVCAR4, A2780 160 0.153 = 0.277 red square
OVCAR4 OVCAR4 192 0.174 £+ 0.307 green triangle
OVCAR4 no delay OVCAR4 112 0.173 + 0.312 yellow diamond

Table 5.2: Characteristics of the training sets used in this study. The first
one (“All cells”) comprised all the available images, while in the second one
were removed all the images that were acquired on a day different from the
one in which the corresponding slide was mounted. The third and fourth
training sets were obtained from “All cells” and “All cells, no delay” exclud-
ing the images of A2780 cells. Here mean difference refers to the average
percentage difference between the manual and the ILAbACUS cell counts
and marker identify the symbol used to represent the corresponding dataset
in Figure 5.22. The dataset chosen to be used in the rest of the analysis is
shown in red.

Initial Density | All cells | All cells, no delay | OVCAR4 | OVCARA4, no delay

1 5x10° 0.546 0.911 0.941 0.923

2 5x10° 0.721 0.977 0.891 0.932

3 5x10° 0.581 0.956 0.973 0.974

4 7x10° 0.481 0.946 0.944 0.943

5 7x10° 0.480 0.980 0.981 0.987

[§ 7x10° 0.398 0.955 0.944 0.944

7 9x10° 0.320 0.963 0.953 0.962

8 9x10° 0.391 0.968 0.944 0.971

9 9x10° 0.371 0.991 0.981 0.991
mean 0.478 0.961 0.950 0.959
standard deviation 0.118 0.022 0.026 0.023

Table 5.3: Table reporting the results of the comparison between the four
tested training sets. A subset of 9 images, three for each considered initial
cell density (5x10°, 7x10%, 9x10° cells/mL) was analysed with the trained
SVMs obtained from the corresponding training sets. Here the percentage
of cells that was correctly segmented and classified in at least one of the
alternatives computed by I-AbACUS is reported. The SVM that was used
for the rest of the analysis (reported in red) has the highest percentage of
cells correctly recognized on average.

tested images.

As already remarked in the previous section SVMs are linear classifiers
that identify the maximum margin hyperplane, that is the hyperplane
that maximizes the distance between the two classes (Figure 5.8, Equa-
tion 5.3). To extend the applicability of this strategy to situations in
which the two classes are not linearly separable, -AbACUS implements
the kernel method, that consists in using a kernel (in this case a polyno-
mial one) to transform the input space in one of higher dimensionality
in which the data are linearly separable and then minimizing Equation
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Figure 5.22: Graphical representation of the data shown in Table 5.3. The
training set named “All cells” (blue circles) is unable to achieve a classifica-
tion significantly better than the random one, while the other three training
sets achieve substantially equivalent results. The trained SVM used in the
following is the one denominated “All cells, no delay” whose results are here
shown as red squares.

5.3 in this space (Figure 5.9) .
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Chapter 6

Conclusions and Perspectives

The main focus of this thesis is the computational representation of a
complex biological process involved in phenotypic cell decision making.
This process, known as Epithelial to Mesenchymal transition (EMT), is
fundamental for wound healing, embryogenesis and stem cell behaviour
[7] as it is associated to an increased cell proliferation and augmented
migration capabilities. It also presents a relevance in the context of
cancer progression specifically in relation to metastasis formation and
a poor prognosis.

The framework developed to describe computationally the EMT
was designed to be able to integrate the large number of processes
that regulate this phenomenon and study their crosstalk. This is re-
alized through the use of simplified representations of the underlying
signal transduction networks that do not require a large number of pa-
rameters and an extensive experimental characterization of the stud-
ied process. Furthermore two descriptions of the same phenomenon
at different scales (single cell and population level) are integrated, to
evaluate how the behaviour of single cells and the variability within
isogenic populations influence the macroscopic behaviour.

The complete description of the model and of its realization is re-
ported in detail together with a preliminary validation of this compu-
tational framework, obtained comparing the results of the simulations
to microarray data. This analysis, although needing further charac-
terization, highlighted the ability of the model to reproduce the first
phases of EMT induction and suggested which aspects of this repre-
sentation might benefit from a more detailed study. In particular the
model was unable to reproduce the behaviour recorded in-vitro of two
markers (BRK1 and KLK3) that are involved in cell growth, prolifera-
tion and immune response. A revision of the model’s structure, aimed
to improve the representation of these processes, might allow for a more

139
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comprehensive description of the EMT, that would cover all the major
steps of this transition.

Once validated, this framework might prove useful to study the
EMT in previously untested conditions, to evaluate the effects on this
process of different experimental conditions or alternative induction
stimuli. This analysis might also inform the experimental study of this
process, determining which experiments are the most likely to highlight
a phenomenon of interest or a specific behaviour.

Another important characteristic of the presented model is its gen-
erality, that is the possibility of using the same procedure to study
other biological processes. Indeed most complex phenomena in biology
are characterized by large regulatory networks that drive the behaviour
of single cells, combined with a tight connection between the behaviour
of the population and that of the elements that compose it.

This approach would be very cost-effective. Consider that all the
information required for obtaining the results presented in chapters
2 and 3 is freely available online, from specialized databases. This
approach improves the usability of this framework but, on the other
hand, makes it sensitive to imprecisions and inconsistencies in the data
released through these instruments. This framework could thus be
used to provide a bird’s eye view of the process of interest that would
generate a more comprehensive information than more detailed models
and either guide the experimental analysis or identify which aspects
might require a more detailed representation.

Beside the computational study of EMT, four software tools for the
analysis of biological data are presented in this work.

Two of them, detailed in Chapter 4, allow the quantification of the
concentration of specific proteins of interest at single-cell level from
images acquired with an optical microscope. These protocols were
developed to analyse either bacterial or eukaryotic cells and can be used
to characterize the expression of specific genes in multiple experimental
conditions, both in terms of average protein level and variability within
the population.

The possibility, with these tools, of identifying the signal emitted by
single cells sets them apart from many gene expression quantification
techniques that can only measure population averages. The inability of
these techniques to determine phenotypic noise reduces the reliability
and the sensitivity of their results, in which interesting behaviours and
subtle changes in gene expression might be masked. Thus the presented
tools are better suited to inform a computational model, through the
identification of its parameters, since their results have an higher level
of detail and provide a more accurate representation of the process of
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interest

An important requirement for this analysis is a low level of measure-
ment noise and the possibility of recording a reliable signal. For this
reason the development of the computational tools presented in chap-
ter 4 was associated with a calibration protocol aimed to compensate
for the major aberrations introduced by optical microscopes.

This simple procedure led to the acquisition of data that resulted
equivalent to those obtained with a flow cytometer on a wide dynamic
range, validating the proposed method and opening the study of phe-
notypic noise to a larger base of researchers.

Another aspect analysed in the final chapter is the quantification
of the invasiveness of a cellular population. This is one of the main
macroscopic effects of EMT and a characteristic widely evaluated in
cell biology, both to study the behaviour of a population in different
experimental conditions and to test new pharmacological treatments.
In this regards software tools for the analysis of the data produced
from the two most widely used experimental assay in this field were
developed.

One of them, studies migration and invasion in a simplified 2D
environment, while the other reproduces the phenomenon of interest
in a more realistic 3D setting. Both of them, however, are generally
analysed using extremely simple and scarcely automatized techniques.
This reduces the accuracy of the results and makes the data acquired
by different users scarcely comparable.

The use of the computational tools here presented was shown to
improve the quality of the findings, while increasing the protocol’s
standardization. Indeed for the scratch wound healing assay, a sim-
ple strategy was devised to be able to univocally identify four regions
of the wound and thus remove the uncertainty in the data caused by the
selection, at every time point of random fields. Furthermore the quan-
tification of the cell-free area through an automated procedure based
on image analysis, significantly improved the accuracy and objectivity
of the result.

As for IFAbACUS, the tool developed to analyse transwell assays,
an extensive validation procedure, described in a paper currently sub-
mitted for publication, demonstrated that it is associated to a reduced
intra and inter-operator variability when compared to manual counting
and that its performance is robust to changes in cell morphology and
density. The widespread application of this computational tool could
thus increase the reproducibility and the precision of the resulting data,
promoting a more quantitative and precise evaluation of biological phe-
nomena.
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Overall the work here presented contributes to the increasingly ap-
plied approach that integrates in-vitro and in-silico techniques when
studying biological processes. This increasingly favoured strategy has
the potential to both characterize complex natural behaviours, inte-
grating experimental knowledge with in-silico inference and make in-
vitro analysis more efficient and effective integrating additional knowl-
edge in the trial and error process that often characterizes biological
research. Furthermore the data analysis tools introduced in the previ-
ous chapters promote protocol standardization and transparency, ulti-
mately leading to increased reproducibility and more reliable results.

6.1 Future Developments

Both the mathematical model of EMT and the computational tools for
the analysis of biological data here described are integrated within a
very active research area that aims to provide a more comprehensive
representation of complex biological processes through quantitative ex-
perimental analyses combined with in-silico representations of the same
phenomena. Thus several future developments could be realized to im-
prove the quality and usability of the presented projects.

The computational representation of EMT could be modified so as
it will able to reproduce the entire transition. This could be realized
updating the structure of the regulatory network used to define the
boolean model, so that the behaviour of all the considered markers
will be reproduced correctly. Under the hypothesis that the exclu-
sion of one or more elements connected to the regulation of prolifera-
tion and immune response is responsible for the inability of the model
to proceed with the transition after its first phases, this modification
would produce a system able to accurately and completely reproduce
the transformation of interest.

This improved computational representation of EMT could then un-
dergo a complete validation that would compare its results with in-vitro
data acquired ad-hoc. This would allow for a more effective comparison,
since the experimental conditions could be adjusted to mimic the ones
simulated in-silico. Furthermore the acquisition of single-cell level data
through, for example, immunofluorescence experiments, would make it
possible to compare the distributions of expression of each marker. Be-
side being associated to a more complete validation of the model these
data would provide a more precise characterization of the process of
interest.

Once validated, the EMT model could be used to evaluate the effect
of different experimental conditions on this process. Different cell lines
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could be simulated to investigate the modulations of this phenomenon
in alternative experimental models and thus determine which one is the
most suited for a specific study. This analysis would be particularly
helpful when investigating the potential therapeutic effect of EMT re-
versal and its combination with currently available therapies. Indeed a
preliminary in-silico screening could significantly reduce the complex-
ity of this study and the time required to complete it, through the
identification of the most promising treatments for every experimental
model.

Furthermore alternative induction strategies, beside the addition of
TGFS, could be tested, both singularly and in combination, to study
their effect on the main steps of EMT. Indeed mechanical stimuli, like
compression, or an hypoxic environment have been associated to EMT
induction [127, 128] and are widely regarded as better representations of
its initiation sn-vivo. The presented model could thus be used to study
the induction of EMT in realistic conditions, that might uncover new
and more effective strategies for modulating this transformation, beside
expanding the knowledge about this phenomenon in rarely considered
conditions.

As for the computational tool presented in Chapter 4, that aims to
quantify the level of expression of specific proteins in eukaryotic cells
using fluorescent markers, it could be further developed and validated.
Additional images, featuring both red and green fluorescent signals,
could be tested and these experiment could be executed concurrently
on a flow cytometer, to obtain reliable data that could be used as gold
standard for the validation of this newly developed tool.

Once its equivalence with well established techniques was deter-
mined, this software could be applied to a number of applications in
which the evaluation of phenotypic noise could improve the analysis’s
precision and accuracy. One of such cases is the validation of the
computational model of EMT earlier detailed. Indeed the single-cell
level data obtained with this technique could be compared to the dis-
tributions describing the expression of each marker at different times
during the phenotypic transformation, providing enough information
to determine the model’s ability to describe the considered biological
phenomenon.

Furthermore this tool could potentially be used every time the
level of expression of specific proteins of interest must be evaluated.
While unable to study a large number of markers concurrently, due to
the longer time required to process each sample with respect to high
throughput techniques, the increased precision and level of detail of
the results provided by this method would make it worth using for the
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study of the most relevant regulators of the considered process.

Finally I-AbACUS, the software developed in collaboration with
Dr. Ford at UNSW, could be further extended to include a number of
features that would significantly improve the usability and utility of this
tool. One of the possible developments is the de-identification of the
images, that could remove the bias, connected to the expected result,
that the operator could introduce during the analysis. This upgrade,
simply realized presenting the images in random order to the user and
removing the indication of experimental condition and replicate, would
further improve the objectivity of this analysis method.

Furthermore a framework aimed to facilitate the troubleshooting
phase of transwell invasion /migration assays could be integrated within
[-AbACUS. This tool could be extremely useful to reduce the time re-
quired to identify the most appropriate initial cell density, that gen-
erally requires an extensive trial and error optimization. A standard
protocol for the identification of this parameter would also increase the
assay’s repeatability between different laboratories and facilitate the
planning of these experiments.

Finally I-AbACUS could be updated to include a training program,
able to provide feedbacks and suggestions to inexperienced users. It
would consist in the analysis of a set of images, specifically chosen
to highlight the main difficulties of the interpretation of these experi-
ments, and in the comparison of the trainee’s results with the ones of
an experienced user. This tool would provide new users with clear and
objective classification criteria that would reduce the time required for
the training through an increased efficiency of the learning process.

The development of a structured training framework for the anal-
ysis of transwell assay, could also contribute to the repeatability and
reliability of the results of this technique, reducing the subjectivity of
the classification process and the dependency of the cell counts on the
user’s experience. Ultimately, this could lead to the development of a
fully automated tool for the elaboration of these images, that would
improve the quality of the analysis and reduce the time required to
complete it. Both these characteristics would significantly upgrade
this technique and possibly extend further its use.

In conclusion the presented work is comprised within a very active
and exciting research field, that benefits significantly from the integra-
tion of knowledge developed in multiple disciplines and the cooperation
of researchers with different backgrounds and expertises. Indeed the
innovative approaches developed intersecting technical and biological
know-how could revolutionize the way biological phenomena are stud-
ied, both providing tools for the development of new treatments and
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improving our understanding of the mechanisms that drive cellular pro-
cesses, through accurate, quantitative and reliable data.
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