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Abstract

An emergency scenario is characterized by the unpredictability of the envi-
ronment conditions and by the scarcity of the available communication infrastruc-
tures. After a natural or human disaster, the main public and private infrastructures
are partially damaged or totally destroyed. These infrastructures include roads,
bridges, water supplies, electrical grids, telecommunications and so on. In these
conditions, the first rescue operations executed by the public safety organizations
can be very difficult, due to the unpredictability of the disaster area environment
and the lack in the communications systems.

The aim of this work is to introduce next-generation public safety systems
where the main focus is the use of unmanned vehicles that are able to exploit the
self-organizing characteristics of such autonomous systems. With the proposed
public safety systems, a team of autonomous vehicles will be able to overcome
the hazardous environments of a post disaster scenario by introducing a temporary
dynamic network infrastructure which enables the first responders to cooperate
and to communicate with the victims involved.

Furthermore, given the pervasive penetration of smart end-user devices, the
emergence of spontaneous networks could constitute promising solutions to im-
plement emergency communication systems. With these systems the survivors
will be able to self-organize in a communication network that allows them to send
alerts and information messages towards the rescue teams, even in absence of
communication infrastructures.
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Chapter 1

Introduction

In emergency scenarios, like the aftermath of a natural or human disaster, the
public safety organizations manage groups of rescue teams that act directly on
the field in order to save as many lives as possible. In these situations the first
hours are critical for the outcome of the rescue operations. For this reason, a
fast communication system must be deployed in the disaster area to allow a fast
cooperation among the first responders. Unfortunately, the catastrophic event may
totally destroy, or partially damage, the communication infrastructures that were
present in the area. This event will jeopardize communications and cooperation
among the rescue teams.

In order to help the public safety organizations, a fast and self-organizing sys-
tem should be deployed just after the disaster. This system must be capable of
creating a support network infrastructure to help the communication among the
public safety teams and the survivors.

1.1 Thesis aims

The aim of this thesis is the creation of next-generation public safety com-
munication systems that are able to cope with the hazardous conditions of an
emergency situation where the communication infrastructure are not sufficient to
support the rescue teams. The speed of the intervention by the public safety agen-
cies is of utmost importance for the outcome of the rescue operations. For this
reasons the ambition of this thesis is twofold: i) the analysis and the development
of self-organizing autonomous systems that are capable of rapidly cover the dis-
aster area in order to re-establish the network connectivity; ii) study and design
of autonomous systems that will enable the end-user devices, owned by both the
survivors and the rescue teams, to create spontaneous communication networks
that will facilitate the cooperation during the rescue operations.
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The development of systems able to deal with these kind of problems needs
a complete architecture that will help the analysis and the planning of the future
emergency systems. This thesis, in fact, describes a new architectural design for
the deployment of new devices that will have self-organizing properties and will
be able to self-configure in order to face the difficult on the unknown environment
of a post disaster scenario.
Furthermore, one of the promising technologies for a fast deployment of emer-
gency vehicles envisages the use of a team unmanned autonomous vehicles. This
method, however, brings two main research challenges: i) it needs an adequate
mobility controller that allows the proper movements and positioning of all the ve-
hicles in the emergency scenario; ii) at the same time, the communication and the
cooperation among this vehicles need an enhanced communication system due to
the autonomous mobility that produces a communication network with fast topol-
ogy changes. For this reason, this thesis deeply analyses the research literature in
order to make a general vision of the actual works about these topics and exam-
ines the challenges that arise when working with both mobility controller systems
and communication protocols. The proposed architecture will be then used in the
subsequent Chapters to deal with numerous issues that arise from the creation of
a self-configuring wireless networks, exhibiting its flexibility and potentiality.

After the introduction of the general architecture, this thesis deals with the
problem of network repair systems. In the aftermath of a disaster, in fact, the
communication infrastructures are insufficient to support the rescue operations.
This study proposes a distributed method that considers the use of unmanned ve-
hicles to re-establish the network connectivity in a disaster area in order to speed
up the rescue operations.

One of the main problems of using unmanned vehicles, especially if aerial, is
the battery power management. In fact, for these kind of vehicles the battery drain
is very fast. In this thesis, the energy issue is analysed and a distributed mechanism
is designed that will enable the vehicles to exploit the presence of recharging
stations. The scheduling algorithm will deal with the choice of the right vehicle
that must recharge, while avoiding the interruption of the connectivity service that
the fleet of unmanned vehicles is providing.

Generally, during the rescue operations, the scarcity of communication band-
width is an issue that can make the operations more difficult. Recent studies [1, 2]
proposed the use of dynamic spectrum access for wireless communications to
exploit the channels that are free, on underutilized, in order to increase the com-
munication capabilities. The most promising technology is the deployment of
Cognitive Radio (CR) networks [3] over TV-White Spaces (TVWSs) [4, 5]. These
special frequency bands are now either underutilized or left free after the digital
TV switch over. However, in order to use these frequencies a special geolocation
spectrum database (GLDB) has been developed to make aware the TVWS users
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of the free channels ready to use in a specific geographic area [6, 7]. To exploit
these recent research efforts in wireless technologies, this thesis proposes the use
of Unmanned Aerial Vehicles (UAVs) to increase the accuracy of the geolocation
spectrum database and hence to enable the use of this technology also in areas
where right now are not used due to the actual mathematical prediction models
that are not sufficiently accurate. In this work a scanning method for improv-
ing the geo-located database accuracy without knowing a priori the environment
characteristics will be analysed.

To exploit the pervasiveness of smart devices owned by the end-users, in this
thesis a system is described that enables the spontaneous creation of wireless net-
works among both the rescue teams and the survivors. This fosters the cooperation
and enables the communication between survivors that, otherwise, would be dis-
connected from the main communication network. This work presents a swarm
intelligence technique that is able to deal with the creation of a spontaneous multi-
hop communication network among the battery-powered end-user devices based
on the individual hardware characteristics, like the residual energy.

One of the main method used by the researchers to analyse and to design new
technologies, is the use of simulation tools [8]. However, at present, there are no
tools that enable an in-depth study of systems that run at the same time network
protocols and mobility control methods with sufficient level of details. To analyse
such systems, in fact, the researchers need tools that simulate the mobility con-
trollers for the unmanned vehicles, but at the same time they need to examine the
communication issues derived from the movements and the interaction of multi-
ple vehicles. To fill this void, in the final part of this thesis a new simulation tool
is described. The new simulation tool developed for this thesis work enables the
researchers to simultaneously model and simulate mobility controllers and com-
munication protocols.
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Chapter 2

Public Safety Networks

Public safety sector encompasses a wide range of activities, anti-terrorism,
policing, criminal justice, emergency management, homeland security [9]. The
public safety agencies can generally rapidly respond to the routine events like fire
in residential buildings or car accidents. However, large-scale unexpected events
bring with them challenges that can strain public safety agencies, raising a lot
of issues in organizing the cooperation among all the active organizations and in
creating fast and reliable communication networks.

Public Safety Networks (PSNs) [10] are wireless communication networks es-
tablished by first responders during a public safety operation. The communication
capabilities provided by the PSN should manage all the difficulties originated by
the challenging environment that the first responders face in the disaster area. In
fact, the critical infrastructures like energy and communication stations, are often
degraded or totally destroyed by the catastrophic event. The actual PSNs are un-
fortunately unable to satisfy all the requirements of a public safety operation in an
emergency scenario [11].

2.1 Operational context and requirements
The main functions that a public safety organization should supply are [12]:

• Law enforcement - is the function of enforcement of the law by discovering,
deterring, rehabilitating, or punishing people who violate the active regula-
tions.

• Emergency Medical and Health Services (EMHS) - is the emergency service
dedicated to providing out-of-hospital acute medical care and transport of
patients with illnesses and injuries to a safe and controlled environment, like
hospitals.
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• Border security - is the function of ensuring the security of the national
border, controlling them against intruders, narcotics smuggling and illegal
importation.

• Environment protection - is a practice of protecting the natural environment
by government organizations for the benefit of both the environment and
humans. It consists in monitoring water, and land resources.

• Fire-fighting - is the act of extinguishing fires to protect lives and to prevent
the destruction of property (houses or buildings) and of the natural environ-
ment.

• Search and Rescue - is the research of missing persons and the provision of
first aid and transport to a safe place.

• Emergency crisis - is a general definition of a more complex system that
integrates and manages multiple public safety functions, like search and
rescue and EMHS, in order to deal with a larger crisis scenario.

The public safety systems must take into account different management strate-
gies depending on the specific environment characteristics. The operational do-
mains are typically defined as: border areas, urban and rural environment, ports
and airports. For each domain, in fact, a specific operational task force is special-
ized to operate in that conditions [12].

2.2 Wireless network technologies
The ability of the first responders to communicate in real time is critical to

establish command and control at the scene of an emergency, to maintain event
situational awareness and to operate within a broad range of incidents. Wireless
communications is the most effective way of transmitting and receiving informa-
tion in any emergency situation where the affected area may not have the infras-
tructure in place to serve first responders, or where such infrastructure may have
been destroyed because of the event itself. The main requirements for a PSN are:

• The ability of emergency responders to establish and sustain communica-
tions in support of mission operations. Equipments used at this level in-
cludes portable, mobile and base station radios.

• The ability of emergency responders to communicate among jurisdictions,
disciplines, and levels of government, using a variety of frequency bands, as
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needed and as authorized. Interoperability is achieved by means of equip-
ment standardization, frequency coordination, and by using systems that are
capable of simultaneously cross-connecting different radio networks.

• The ability of emergency response agencies to maintain communications in
the event of damage to or destruction of the primary infrastructure. This
is especially serious when traditional means (i.e. wired telephone systems
and the wireless cell phone networks) are rendered ineffective or taken out
of service.

Given these requirements, the basic services that a public safety communica-
tion network must supply are: voice, video streaming, data connectivity, asyn-
chronous messaging and security services. In the current PSNs, the primarily
functionality is the voice transfer that must be guaranteed in order to enable fast
requests and responses among the public safety responders [12]. Furthermore, an
high level of security is also needed to protect the communications from eaves-
droppers in order to protect the sensitive informations carried out by the PSN
[13, 14].

During the last years, the public safety organizations have shifted from the
legacy wireless technologies based on analogical transmission to digital systems.
The current wireless technologies used by the public safety agencies are:

• TETRA. Terrestrial Trunked Radio (TETRA) [15] is a standard defined by
ETSI (the European Telecommunications Standards Institute) specifically
designed to be used by government agencies, emergency services, (police
forces, fire departments, ambulance) for public safety networks. The main
characteristic is that it allows the interoperability among different commu-
nication equipments owned by the different public safety agencies. The
TETRA infrastructure is based on a cellular radio propagation technology
using the frequency range 380-400 MHz in Europe.

• TEDS: The TETRA Enhanced Data Service (TEDS) [16] standard has been
developed within the Technical Committee TETRA of the European Tele-
communication Standards Institute as an upgrade to the existing narrow-
band ETSI TETRA system to supply professional users with high-speed IP
packet data services over wireless mobile channels. The innovative key fea-
tures introduced by TEDS are multicarrier-based signal modulation, power-
ful payload and header encoding and link adaptation which provide TETRA
users with much higher data speeds. The standard allows up to 691 kb/s, but
limitations in spectrum availability typically give users a net throughput of
around 100 kb/s.
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• APCO Project 25. The APCO project 25 (APCO P25) [17] is a suite of
standards for digital radio communications mainly used in North America
by the public safety organizations to enable them to communicate with other
agencies and mutual aid response teams in emergencies. P25 radio systems
can be used in both simplex mode without infrastructure and with infras-
tructures consisting in fixed and mobile equipments. The P25 Common Air
Interface (CAI) defines the modulation techniques, frame types and phys-
ical layer representations that must be implemented by all P25-compliant
radios.

• Satellite networks. This technology uses satellite radio transmission and
hence it not rely on terrestrial communication infrastructures. This charac-
teristic make it particularly adapt for the public safety agencies [18], espe-
cially to communicate from the emergency field towards the headquarters.

• LTE. The LTE technology is widely deployed as the mobile broadband stan-
dards. This qualifies it as one of the standard in the public safety communi-
cations. The pervasive presence of LTE devices among public safety agen-
cies, other organizations and end-users facilitate the intercommunication
among different entities. Moreover, the LTE system provides useful fea-
tures for the public safety agencies [19, 20] like: Quality of Service (QoS),
reliability, resiliency, roaming and spectrum efficiency. This technology,
however, needs a pre-planning strategy for an efficient deployment of the
base stations [21].
Furthermore, the migration from the actual land mobile radio (LMR) dedi-
cated systems to the LTE technology is a big issue given the high deploy-
ment cost. Moreover, the LTE technology needs some technical adjustment
in order to fulfil all the public safety communication network requirements.
For this reason a possible hybrid solution concerning both legacy public
safety systems and LTE system is proposed [22].
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Chapter 3

Unmanned vehicles aided
emergency systems

3.1 Autonomous vehicles network

After a disaster, it is important for the public safety operators to be able to com-
municate and coordinate in order to fast response to the emergency scenario. The
recent advanced in personal communication technologies like LTE or WiMAX
are, unfortunately, useless for mainly two reasons: (i) most of the public safety
organizations communicate between themselves using their own separate network
[23] and (ii) the communication infrastructure can be partially/totally damaged or
insufficient to supply the needs of the public safety operations [24].

Recently, the use of unmanned vehicles (UV) have gained the attention in pub-
lic safety systems due to the fast deployment and the autonomous mobility that
characterize these kind of vehicles [25]. The IEEE Robotics and Automation So-
ciety’s Technical Committee on Safety Security and Rescue Robotics (TC-SSRR),
in fact, created in 2012 a research a development roadmap to accelerate the adop-
tion of ground, aerial and marine unmanned vehicles by public safety agencies
[26]. In particular the unmanned aerial vehicles (UAVs), like multi-copters or
fixed-wings planes, have gained attention in public safety communications for the
high rapidly deployment and for the communication advantages due to the line-
of-sight link connections among the aerial network [27]. Moreover, the use of
UVs can improve security and emergency response in any high risk security zone
[28] where unmanned systems provide versatility, efficiency, accuracy while re-
ducing drastically the human risks by avoiding the direct participation of human
operators.
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3.1.1 Aerial networks

From the beginning of the years 2010, new advancements in the Unmanned
Aircraft Systems [29] technology research in military and civilian areas have lead
to more efficient and superior UAV classes of all shapes and sizes. In detail, a
tremendous amount of development has been carried out for small-size vehicles.
A robotic research approach has been applied to these Lightweight UAVs to form
conglomerates of Unmanned Aerial Systems (UASs), with their own architectures
and challenges. The research issues on this last topic can be approached from
different standpoints but, namely, the most important ones are Networking and
Robotic Control ones [30, 31, 32, 33]. From a robotic standpoint, the capability
of these vehicles to be either remotely controlled or completely autonomous made
them ideal for a long list of applications, like, for example, public safety, search
and rescue and disaster recovery management. Many more applicative fields could
arise in both near and far future as the Internet of Drones (IoD) paradigm is emerg-
ing [34, 35]. From a networking standpoint instead, the processing, control, stor-
age and networking capabilities of these flying drones are on-par with VANET
nodes.

Due to their high mobility and low cost, UAVs have found a wide range of
applications [36] like, for instance, public safety, search and rescue missions
and disaster recovery systems [37]. Multiple UAVs, in fact, can be utilized to
create self-organizing flying swarms, specially designed for rescue operations
[38, 39, 40, 41, 42]. Aerial ad-hoc networks provide the advantage to be deploy-
able also on critical scenarios where terrestrial mobile devices might not operate,
however their implementation is challenging from the point of view of communi-
cation network protocols, of mobility management and of coverage lifetime. In
this case, an enabling technology for this kind of structural conglomerate, consists
in a set of efficient communication methods supporting control and vice-versa.
Therefore, recently, the domains of Robotic Control and Networking research
have merged in the field of Networked Robotic Systems. Communication networks
for aerial vehicles are recalled in literature as Flying Ad-Hoc Network (FANET)
[43]. These kind of networks differs from the Mobile Ad-hoc Network (MANET)
and the Vehicular Ad-hoc Network (VANET) due to the flying characteristics of
the vehicles. Even though the advance in embedded and mechanics systems for
creating ever more powerful UAVs, the collaboration and the coordination among
multiple small UAV could enable the accomplishment of such missions that are
difficult, or even impossible, to fulfil with a single multi-functional UAV. The
drawback of using multiple UAVs, instead of a single UAV, is that the vehicles
need to coordinate themselves through a communication network that can be dif-
ficult to maintain.

The main differences between the FANETs with respect to the other ad-hoc
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network architecture are:

• High mobility degree: the mean velocity of an aerial vehicle is generally
higher than the terrestrial ones. Moreover, the fixed-wings models have
constrained mobility pattern due to the mobility dynamics.

• Controlled mobility (unmanned vehicles): the networks of unmanned aerial
vehicles have the characteristic of autonomous mobility capabilities. This
brings a lot of opportunities due to the possible topology self-configuration
and self-deployment.

• Rapid topology variation: the high speed in aerial mobility cause a fast
change in the network topology. This characteristic originates many issues,
especially in maintaining stable communication multi-hop paths between
UAVs.

• Energy constraints: the flying networks have more energy issues that the
terrestrial counterparts; the battery operating time, in fact, is very low due
to the energy drain caused by the propeller engines.

• Radio propagation model: generally the UAV networks work in line-of-
sight, especially in outdoor missions. In this case the communication links
are direct and without obstacles, bringing to longer communication links.

• Six degree-of-freedom movements: UAVs are capable to implement a six-
degrees-of-freedom control: three degrees of freedom for the position con-
trol and three for the orientation one. This feature leads to non-negligible
problems for the lowest communication layers of the ISO/OSI stack. In
fact, the vehicles’ movements have direct impact on the main transceiver
antennas’ properties like polarization, orientation and directionality [44].

Furthermore, for an aerial vehicle we can mainly distinguish two kinds of
different communication links: air-to-air (A2A) [45] and air-to-ground (A2G) (or
ground-to-air (G2A)) ones [46]. The former are the direct links between UAVs
generating the multi-hop communication network, while the latter are the links
between UAVs and the ground stations.

3.2 Networked autonomous vehicles
In this Section are reviewed those systems that deal with the problem of net-

worked autonomous vehicles. For these kind of networks can be extracted two
main research field: communication networks and mobility control systems. These
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two fields are, in fact, the two main issues regarding a network of autonomous ve-
hicles. However, as we will see in this Section, the research works present in
literature are split in two sub-categories: mobility-aware communication proto-
cols and communication-aware mobility control systems. The former are those
works whose aim is to design communication protocols that foresee/react to the
vehicles movements and, consequently, to the networks topology dynamics; the
latter are those control systems that actually control the motion of the vehicle
while withstanding to the communication control constraints.

Even though there already exists a lot of research in connectivity support mis-
sions, there are many open research issues. In fact, the micro movements made
by a vehicle influence directly all the indicators of the lower communication lay-
ers indexes of the nearly neighbourhood like Bit-Error-Rate, change of collision
domains, increasing/reducing the hidden nodes problem and so on. On the other
side, changing the communication parameters, like transmission power, coding
schemes, frequency and timing in the channel access, link quality estimation in
packet routing decisions and so on, would directly impact all the constraints in the
vehicle motion allowing more, or less, possibility of movements. It is clear that
a deep work in this joint research field is essential to reach optimal and realistic
results.

3.2.1 Communication networks for unmanned vehicles
Different research lines has been followed in order to develop networking so-

lutions that are able to cope with mobility issues typically found in MANETs.
However, as will be explained in Section 5.2.2, just recently the research com-
munity has began to study communication problems for networks of unmanned
autonomous vehicles [47].
An important characteristic of this kind of networks is the extreme time variability
of their topology. Due to this peculiarity a path routing algorithm should continu-
ously recalculate its routing tables in order to cope with this issue. It is moreover
infeasible to recalculate the entire path end-to-end in a reactive end-to-end way.
A solution could however be found in a local routing tables redefinition. Many
works, in fact, considered the possibility to directly include mobility-aware con-
cepts into the routing algorithms, in order to foresee the topology variations. The
OLSR protocol, for example, is a predictive routing protocol for MANETs that
works upon a link-state index that indicates the host-to-host link quality. This
link-state index can be designed in order to include also the vehicles’ position and
velocity [48]. In this way, when two nodes are moving closer, the communication
link become more advisable; when instead the nodes are moving away from each
other, the link perception worsens. Furthermore, in the estimation of the link-
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state index quality can be integrated not only by instant positions information, but
also with long term link-stability indexes [49]. In this case each node, through
a modified version of the OLSR control messages, disseminates the link stability
and load indexes to the others nodes that are able to coordinate themselves by
choosing communication paths that are more stable than others while balancing
the communication load.
The Ad hoc On-Demand Distance Vector (AODV) is a reactive routing protocol
that uses control messages to setup the source-destination route. The used control
message is called Route Request (RREQ) message that is used to find the destina-
tion node. In order to include the concept of reliable distance in founding a good
solution in unmanned vehicles network, the RREQ message mechanism can be
modified to avoid routes that are not stable and, hence, only the stable paths are
considered in the route creation operation [50].

Unmanned Aerial Vehicles are capable to implement a six-degrees-of-freedom
control: three degrees of freedom for the position control and three for the orien-
tation one. This feature leads to non-negligible problems for the lowest com-
munication layers of the ISO/OSI stack. In fact, the vehicles’ movements have
direct impact on the main transceiver antennas’ properties like polarization, ori-
entation and directionality [44]. For these described peculiarities of autonomous
flying vehicles, spectrum efficiency and spatial reuse (Figure 3.1) are very im-
portant features to be included into both the communication protocols and the
mobility control system [51]. Moreover a deepened study is needed for the de-
sign of a context-aware communication link [52] in order to deal with the actual
environment characteristics where the vehicles are deployed. An opportunity to
increase the system performance for an UAV network is the use of multiple and/or
directional antennas [53] [54] [55]. In order to exploit the possibilities that arise
from the use of multiple and directive antennas, new MAC protocols to access the
channel must be developed. With multiple antennas the control messages and the
data packets can be sent on different channels. In the meantime, the directional-
ity of the antenna can be used to increase the quality of the received signal, the
transmission range and, hence, to improve the spatial efficiency of the transmis-
sions. In order to exploit the directivity of the antennas, the vehicle must be aware
of the destination position to steer the antenna’s main lobe in the right direction.
By using omnidirectional antennas [56] [57] or directional ones [58], the vehi-
cle position is shared among the neighborhood enabling the right calibration of
the directivity of the antenna towards the destination in order to transmit with the
maximum efficiency.
The authors in [59] suggested the use of a switched circularly multi-directional
antenna arrays in a fleet of UAVs where the main actor UAV (the leader) is at the
center of the formation while all the others UAVs are positioned in circle around
the leader. In this way by using the directional beam forming array antenna, the
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Figure 3.1: Example of spatial reuse using directional antennas (on the right),
compared with an omnidirectional antenna (on the left)

proposed MAC protocols are able to implement spatial reuse in order to minimize
communication interferences among the UAVs. Moreover, in order to exploit the
presence of radio diversity resulting from multiple antennas, a network coding
technique is developed in [60] where, without substantial increasing in complex-
ity and overhead, the designed link-layer protocol is able to support high data rate
for ground-to-air links.

In communication network protocols, guaranteeing service differentiation with
Quality of Service (QoS) is of primary importance since it permits multiple kind of
communication flows while enabling the deployment of reliable services. One of
the main issue of UAV networks, is the network connectivity maintenance while
executing the mission task (see Section 3.2.2). However even if that approach
offer a minimum QoS in hop-to-hop communications, we need a more complex
QoS system that is able to guarantee an higher level of quality for end-to-end QoS
that include efficiency and reliability [61].
Services differentiation and QoS should be provided in accordance to the appli-
cation needs that are then mapped in different priority classes. Furthermore, it
can be implemented a resource reservation mechanism in order to guarantee the
availability of the application requested resources. In this case, to manage the
generated data traffic, the protocol is in charge of exchange signalling messages
with the neighbours nodes in order to negotiate the requested level of QoS [62].
If it is possible to reserve the requested services, then the communication flow
is admitted to start and the available resources are decreased. With this method,
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only higher priority traffic will have reserved resources while the lower priority
traffic will experience best effort modality. The QoS requirements can be satisfied
also by introducing a centralized QoS management system that enable to design
a QoS-aware data flow manager that is in charge of deciding the channel access
strategies to use in order to fulfill the quality requirements [63]. These strategies
are then disseminated in the UAVs network by the central entity end, hence, exe-
cuted.
A different approach is given by [64], where a network transport layer is built on
top of a robust routing protocol that is able to guarantee QoS for the communi-
cation flows. More precisely, the routing protocol is designed to provide for each
robot a minimum guaranteed amount of data that it can inject into the network.
To protect the robots to move in position where the QoS requirement are no more
provided, the path planning procedure is made only inside a feasible space of pos-
sible configuration where the network integrity constraints are imposed. Finally
it is proposed a modified version of the TCP protocol that uses the acknowledge-
ment system hop-by-hop instead of end-to-end like the legacy TCP that exploit
the QoS guarantee provided by the lower network layer.

To provide QoS in an unmanned vehicle network with high mobility, an ef-
ficient routing architecture is needed in order to cope with the constant network
topology change issue. Geographical routing is one candidate solution that is able
to define a route path basing the routing decisions on the position of the destination
vehicle [65]. In this method, in fact, there is no need for the network to maintain
route information, end hence is preferable over other routing solutions [66]. An
important problem to consider for this kind of solution, is the accuracy and the
reliability of the positions information, especially in the case of autonomous un-
manned vehicles network where the average speed of the vehicles is, generally,
very high. Furthermore, the knowledge and the management of the vehicles po-
sition is not a trivial problem [67] [68]. To bypass the problem of node locations
management, a reactive routing protocol (like AODV) can be used to discover
the destination node and to exchange location informations. After this step, all
the nodes along the routing path have the knowledge of the destination location.
Then, if the routing path become invalid because of link breakage, the geograph-
ical routing protocol is used as support method to back up the communications
until a new route discover is invoked by the source node [69]. By knowing the
position and velocity of the neighbours vehicles of the source node and of the
destination node, it can be described a link quality index that specify the stabil-
ity of the neighbours communication links compared to the destination position
[70]. This indicator includes positions prediction, link expiration time, distance
and direction of interception that rely on the relations between the source node, its
neighbours and the destination. It hence define a stable routing decision mecha-
nism that provide a reliable communication path for unmanned vehicle with high
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velocity.
An hierarchical routing protocol can be built on top of a geographical one to im-
prove the communication management in an airborne ad-hoc network. With this
technique, in fact, the communication flows follow a routing path that is organized
in multi-layers. In [71], in fact, is developed a two levels hierarchy architecture
where at the higher lever there are the aircraft with a known mobility pattern, while
at lower lever there are node with not predetermined mobility patterns. Obviously
a network connectivity is not guaranteed at each time. The developed algorithm
takes into account this possibility and enables the airborne at the higher layer to
store the information until a path toward the destination is found, or a maximum
time-out expires. Furthermore an expected zone is calculated to estimate the po-
sition of the destination node in order to improve the network routing.
The geographical routing protocols relies on the Greedy Geographic Forwarding
(GGF) method that is in charge of forwarding the messages towards nodes that are
closer to the destination, until reaching the target node. One of the main problem
for this strategy is the so called void node (or routing void), i.e. the situation where
a node, while routing towards the destination, has no neighbour that is closer to the
goal. Different strategies were proposed for MANETs [72] [73], but the character-
istics of an autonomous unmanned vehicles network bring various opportunities
that can be exploited [74]. Given the high vehicles mobility, a strategy for the void
node, could be just hold on the packet for few instants and then retry the GGF pro-
cedure. After the waiting time the probability that the fast topology changing will
bring a neighbour vehicle to be in the direction of the destination, is high. Oth-
erwise, another strategy is to forward the packet to a neighbour that is moving
towards the destination or even send the packet to the further node if there is the
suspect that the void node is into an impasse. Furthermore, since the probability
of getting in the void node problem is dependent from the communication range,
including the two-hop information in the GGF procedure will drop drastically the
probability to end up in this problem [75].

At higher layer, one of the most common application in UAVs mission is the
video streaming; in fact in both surveillance, monitoring and emergency scenar-
ios, targets video streaming is requested to accomplish the mission task and hence
the Quality of Experience (QoE) of the video is very important for the final results
of the entire mission.
In spite of the large number of works that exhibit the video streaming as a use
case, there are very few works that analyse in deep the video streaming aspect
in a group of autonomous unmanned vehicles. Adaptive video streaming tech-
niques are designed to be able to modify the transmitted video quality based on
the transmission quality estimation [76]. This estimation is calculated consider-
ing the number and the delay of acknowledgement received for the video frames
transmission.
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In [77], instead, the authors faced the video transmission issue for FANETs by
working on the routing level. In fact, they proposed a cross-layer protocol that
enhances the the transmission of video flows by using a geographical routing pro-
tocol along with a path quality estimator that enable the protocol to foresee the link
quality deterioration end hence being able to initialize a new path flow creation
before the link expires avoiding video pause during the streaming video.

3.2.2 Team of autonomous vehicles with controlled mobility
If we look at the mobility control systems research area, we see that the main

focus for the community is the problem of guaranteeing network connectivity
while moving the vehicles in order to accomplish the mission task. For this reason,
the designed control systems face the problem of modelling the communication
characteristics in order to develop a control system that is able to deal with the
communication constraints. We can call this kind of approach communication-
aware mobility control system, since it includes, inside the controller, the knowl-
edge of the communication peculiarities.

Figure 3.2: Model of the communication link by using a disk with a constant
radius. The communication link exists only if the two vehicles are in the commu-
nication radios of each other.

The main approach to address this issue is to model the network communi-
cations ability of the unmanned vehicles with a connectivity fixed radius disk
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area and then to create a motion control system including this communication
constraint in the control design (Figure 3.2). With this approach, can be created
motion control systems that are able to provide continuous network connectivity
during the entire mission.
The possible applications for this kind of systems can vary form target visit and
track to surveillance, from map exploration to area coverage. In order to maintain
the connectivity among the vehicles in the network, the controlling input action
range can be restricted to those inputs that guarantee the network connectivity also
after the vehicle movement [78] [79] [80] [81]. In literature was proposed a set
of control-theoretic method for connectivity preservation, ranging from spectral
graph theory and semi-definite programming to maximize the algebraic connec-
tivity of a network, to gradient-descent algorithms and hybrid systems to ensure
topology control in a least restrictive manner [82].
Differently, if a link breakage is detected, recovery strategies can be activated in
order to avoid the disconnection. For example, a leader-follower technique con-
siders that the two vehicles belonging to the breaking link, become one the leader
and the other the follower [83]. In this way the leader will continue with its move-
ments strategy, while the follower stops its own movement and just follows the
leader. Another technique to avoid network disconnection is to check the second
eigenvector (λ2) of the graph Laplacian [84]. This value is indeed an index that
indicate if the communication network graph is connected or not. Furthermore,
the Laplacian matrix can be extended in order to include in its definition not only
the connectivity of the network graph, but also others parameters like desired link
quality, obstacles and collision avoidance indexes and the maximum communica-
tion range [85]. Another way to include serveral properties in a single controller,
is by designing a behavior-based approach that enable to compose a set of prior-
itized task functions, describing the elementary behaviors, in a single controller
[86].

Given the distributed characteristic of the problem, nature-inspired approaches
has the advantage over classical methods to solve computational complex prob-
lems [87]. The use of potential field to create repelling and attractive forces, for
example, enable the design of motion control solutions that are self-organizing
by using only local informations [88]. With this technique, in fact, is possible to
steer the autonomous vehicles in a distance-safe zone where the vehicles are not
too much close each others, to avoid physical collisions, neither too much away,
to avoid network disconnections [89].

To make more realistic the modelling of the communication links, it can be
used effective communication indexes, i.e. link budget, signal-to-noise ratio or
bit-error-ratio, instead of a constant value for the vehicles inter-distances. The
simplest link quality indicator is the Received Signal Strength Indicator (RSSI)
that is the actual power arrived at the receiver. This value can be easly calculated
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at the receiver side and can be used, for exaxmple, for area exploration in a coop-
erative manner [90]. The link budget metric, also called fading margin, measures
the communication reliability, i.e. it indicates when the link is going to break.
This index can be used to model a virtual spring force that steers the vehicles in
order to get the desired link quality while executing the main mission task [25].
Others used signal estimation index to model the communication link are either
the Signal-to-Noise (SNR) or the Signal-to-Noise-and-Interference-Ratio (SNIR)
[91]. These indexes can be used to estimate the channel capacity and hence design
a mobility controller on top of it.

Modifying radio parameters while monitoring a given area, in fact, could be
useful to improve the performance of the system [92]. Tuning in the right way the
radio parameters could be the the ace in the hole for creating reliable functionali-
ties in the local behaviour layer.

In real missions, maintaining the network connectivity among the unmanned
vehicles could be very difficult or even impossible. This is due to the unpre-
dictable events that could happen that are beyond the operational possibilities of
the vehicles, i.e. failure of one or more relaying nodes, unexpected drop in the
communication links quality, the number of unmanned vehicles are not enough to
accomplish the mission, and so on. Furthermore in some kind of applications, full
connectivity is not always necessary and hence a temporary disconnection of the
whole network could be accepted. Therefore the network protocol and the mo-
tion control system musty be aware of this breakage possibility and avoid to stop
the mission if it could be the opportunity to end. The designed systems should
work in sparse connectivity environment where the communications among the
autonomous vehicles happen in smaller time frames whenever connections be-
come available [93]. These kind of systems are called Delay and Disruption Tol-
erant Networks (DDTN).
For spatial exploration mission, for example, a release and return strategy (RRS)
for a fleet of UAVs can be deployed such that the autonomous vehicles can tem-
porary disconnect from the ground base station and than reconnect to it after ful-
filling the mission operations [46]. This strategy is activated only if the fleet of
drones is not able to explore the whole area maintaining the connectivity con-
straint; in fact a communication aware potential field strategy, based on the RSSI
index, is used to maintain the connectivity among the swarm, but when the system
detects that it is no more able to accomplish the task, it releases the swarm from
the ground base station, allowing the UAVs a free exploring of the whole area. At
the end of the mission, the UAVs will return to the base station in order to transmit
the newly acquired data.
If both fixed relay stations and UAVs are deployed for the mission, a communi-
cation-aware path planning can be designed to use the fixed network to relay the
information towards the base station avoiding the UAVs to constantly come back
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to deliver the data [94]. Since the fixed relay stations are used only for mission
support, the UAVs are able to deal with unexpected scenarios, like failures in the
fixed relay network, where the UAVs can autonomously recalculate the path and
hence accomplish the task.

3.3 Unmanned vehicles support for emergency wire-
less networks

Even though there already exists a lot of research in connectivity support mis-
sions, there are many open research issues.
One of the main lack in this field is the absence of a generic architecture for the
design of the next-generation wireless devices that is able to face with an emer-
gency scenario. These devices need to be provided with self-organizing and self-
configuring capability, since they must deal with an emergency scenario that is in
general unknown. Furthermore, an emergency scenario has the characteristic of
shortage in communication infrastructure. For this reason the public safety agen-
cies need a temporary communication network that is capable of fast deployment
with autonomous configuration ability in order to help the rescue operations. The
use of unmanned vehicle is a prominent solution for a fast creation of support
communication networks.
Given the pervasive presence of smart devices among the end-users, the creation
of spontaneous wireless networks is a promising solution to implement an emer-
gency communication network. With this technique is possible to increase the
coverage of the emergency network increasing the possibility to reach discon-
nected survivors in order to coordinate with the rescue teams.

These issues are addressed in this thesis by giving a general architecture, called
STEM-Node, for an unmanned vehicles equipped with configurable wireless net-
work devices. With this general architecture is then proposed a series of solutions
to deal with the numerous problems that arises when tackling with emergency
scenarios: from restoring the wireless network connectivity to the exploiting of
the radio frequency resources, from taking advantage of the presence of smart
devices to the design of energy efficient algorithms to support such emergency
wireless networks.
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Part II

Networked robotic systems for
emergency scenario
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Chapter 4

Emergency scenario peculiarities

In this chapter will be described the main characteristics of an emergency sce-
nario and the communication challenges that must be managed in these particular
environments.

4.1 Main characteristics
In several reports from emergency management agencies, the first 72h after-

math the occurrence of a disaster, also referred as “Golden 72 hours” [95], are
considered the most critical hours to organize first response actions and to save hu-
man lives [96]. Recent man-made or natural disasters (e.g. the Fukushima disaster
in Japan, the Katrina hurricane in USA, the Emilia and the Amatrice earthquakes
in Italy) have demonstrated worldwide the fragility of the cellular infrastructure
and the challenges of coordinating rescue operations among safety organizations
when different communication technologies are used [97, 5].

In this emergency context, a key role is played by the communication network,
that must be fully operative in order to enable rescue teams to coordinate opera-
tions and to keep the population informed [2, 98, 99]. In these disastrous scenario,
in fact, the life of the trapped survivors is strictly dependent on the speed of the
rescue teams. For this reason, the emergency communication network is a life
saving support system that provides emergency facilities to survivors and helps
the support operations to the rescue teams [95, 100].

Unfortunately, this requirement is far to be guaranteed by terrestrial commu-
nication infrastructures, whose fragility has been confirmed by most of recent
(catastrophic) events worldwide.
We can distinguish three main characteristics in a post-disaster scenario [101]:

• Unpredictability: the main disasters such as earthquakes, landslides, erup-
tions and tsunamis are natural calamities that are very difficult to predict,
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especially with a prediction time and accuracy that would enable appropri-
ate countermeasures [102];

• Limited resources in disaster areas: due to the unpredictability of the nat-
ural event and to the collapse of the main connection facilities, it is very
difficult to reach the disaster area to bring the resource needed like food,
water and communication resources [103];

• Dynamic changing of the environment: the situation in a disaster area is dy-
namically changing, including the movement of people, and hard to predict
due to the extraordinary event that happened and the specific peculiarity of
the actual disaster area [103].

Given these communication challenges, there is strong motivation towards the
realization of backup communication systems that are able to quickly self-deploy
in the aftermath of an emergency and ensure temporary network services in the
affected area. One of the possible scenarios can be the one depicted in Figure 4.1
where the rescue teams are connected to the headquarter through either backbone
networks or satellite communications. However, due to the effect of the disaster,
some or all of the network infrastructures can be damaged and hence, this kind of
network structure is not feasible for fast response in emergency scenario.
One big issue is constituted by the occurrence of network partitions caused by
damages to the communication components (e.g. base stations), and by the lack
of adequate self-healing capabilities of devices and of the infrastructure. A dra-
matic evidence of this fact was provided by the Japan earthquake in 2011: the
total number of cellular base stations damaged overcame the 14,000 units, while
fixed network lines out of service reached 1 million units [97, 99]. Network band-
width constitutes also a key issue, since peak traffic demands generated by mobile
devices owned by survivors or by rescue teams are usually observed in the after-
math of a disaster. In fact, in the less destructive scenario (e.g. the earthquakes
in Italy), the cellular infrastructure was not damaged, but its functionalities were
severely compromised by the exceptional traffic load generated by end-users, so
that both conventional and emergency communication services could not be sup-
ported [105, 106].
Since, current 3G/4G cellular networks do not foresee dynamic bandwidth man-
agement schemes, conventional and emergency communication services might
likely be disrupted as a consequence of the excessive traffic demands. On the
other side, in more apocalyptical scenarios (e.g. the Great East Japan earthquake),
the rescue teams faced a chaotic scenario where most of communication infras-
tructures were disrupted, and the wireless network was partitioned into several
islands of connectivity [107, 97, 5]. Furthermore, it took nearly two months to
recover the communication infrastructure after the Great East Japan Earthquake
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Figure 4.1: An actual possible solution of relief operations of a post-disaster sce-
nario [104].

[108]. Moreover, some area can have insufficient presence of cellular base stations
and other traditional communication infrastructure, like in Nepal, where after the
earthquake that had a magnitude of 7.8 and epicentre at Lamjung [109], teams
from all over the world thronged Nepal for offering rescue and relief services, but
they had communications difficulties for the rescue operations due to the intermit-
tent connectivity provided by the actual network infrastructure [110].

4.2 Communication Challenges

To overcome the communication limitations caused by the emergency sce-
nario, most of Protection for Disaster Relief (PPDR) organizations rely on alter-
native mission-critical communication systems (e.g. TETRA and TEDS [16] in
Europe) that support device-to-device and multi-hop communication. However,
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the utilization of such technologies is limited to specific applications (voice com-
munication), and is not suitable to create large-scale emergency networks, due to
the technological limitations in terms of coverage, bandwidth, and interoperabil-
ity with heterogeneous devices. Furthermore, in a post-disaster scenario network
may be intermittently connected, providing separated ”islands” of well-connected
nodes, that are not connected with nodes in other partitions [111, 25]. In fact, dif-
ferent search and rescue teams and groups of survivors can be separated from each
other and, hence, are unable to communicate each other. Moreover, due to the mo-
bility of the rescue teams, the network topology is constantly changing. Starting
from the unique requirements of post-disaster scenarios, and the limitations of ex-
isting technologies, most of researches on wireless systems have investigated how
to deploy wireless networks with self-configuration and self healing capabilities,
in order to guarantee service continuity also in case of failures of specific network
components [112].

The communication networks established during an emergency, also called
Emergency Communication Network (ECN) [101], can be mainly categorized
into two types: infrastructure based and infrastructure-free. The infrastructure
networks are based on the assumption that the communication infrastructure re-
main active also after the disaster, i.e. cellular networks and users local area net-
works [108, 113]. These kind of solutions are, however, difficult to preserve after
a disaster where the communications infrastructure is seriously damaged. The
infrastructure-free approaches have, instead, more flexibility and can restore dam-
aged communication networks where response operations can be established in an
ad-hoc manner [114, 115]. The actual proposed solutions are Mobile Ad Hoc Net-
works (MANETs) [116, 117, 118], Delay Tolerance Networks (DTNs) [119, 120],
Movable Base Stations (MBSs) [107, 121, 122] and more complex system that in-
clude low altitude tethered balloons [123, 124].

However, besides the well-known results from the literature on Multi-hop Ad
Hoc Networks (MANETs) [125, 126, 127, 128] and hibrid cellular-MANET sys-
tems [129], we register an increasing interest on two novel enabling technologies
of self-organizing wireless systems, i.e., (i) emergency networks composed of
wireless devices with dynamic spectrum re-configuration capabilities [113], and
(ii) emergency networks composed of wireless devices with autonomous mobility
[130]. In the first case, emergency wireless networks are deployed through multi-
stack Cognitive Radio (CR) devices [3, 131] which are able to adjust their trans-
mitting parameters at the MAC/PHY layers and to interconnect heterogeneous de-
vices [132, 133]. Several recent studies have proposed novel MAC protocols and
spectrum sharing models enabling the opportunistic utilization of licensed band in
order to support the Quality of Service (QoS) requirements of emergency services
[2, 134, 5, 135, 136, 137, 138]. In the second case, self-organizing emergency
networks are deployed through the utilization of small, inexpensive unmanned ter-

34



restrial and aerial vehicles [98, 139, 140, 130]. To this purpose, several distributed
swarm mobility algorithms have been proposed for coverage and recognition ap-
plications [141].
Given the advantage of using the aerial unmanned vehicles in emergency scenar-
ios, researchers are focusing the attention also on the LTE technology with the
use of Aerial evolved Long Term Evolution Base Stations (AeNBs) [142] in or-
der to increase the capacity of the communication infrastructure [143] and give
robustness to the communication network [144].
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Chapter 5

Architectural design for future
systems

In the previous Chapter 4, it was depicted the peculiarities of a post-disaster
scenario and the communication issues that needs to be addressed in order to speed
up and improve the search and rescue operations.
In order to deal with the challenges introduced before, in this Chapter will be
introduced the architectural perspective for the design and the study of the next-
generation networked robotics systems.

5.1 Self-organizing systems

5.1.1 The STEM-Network idea

In this section will be introduced the concept of the staminal node which
constitutes a novel and effective approach to realize wireless systems with self-
organizing capabilities.

The stem network (STEM-Net) paradigm [145] foresees the realization of a
next generation of wireless devices, called Stem Nodes (SNs), that are capable
of self-configure at multiple layers of the protocols stack on the basis of their
hardware configurations assuming multiple network roles (i.e. gateway, relays,
etc.) and can evolve during its lifetime. These multi-purpose characteristics bring
the SN to match with the biological counterpart. To the well-known properties
of self-configuration and self-organization of distributed systems [146, 147], the
architecture of a SN adds the following novel features [148]: (i) mutation, which
refers to the ability of a SN to self-configure and switch among the supported roles
based on the system and application needs, (ii) cooperation, which refers to the
ability of swarms of SNs to implement system-wide behaviors and (iii) evolution,
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which refers to the ability of a SN to upgrade its own software characteristics and
hence, assume a role it was not initially designed for.

The STEM-Net potentiality will bring multiple advantages compared with
more traditional approaches:

• Evolvability (evolution ability). Stem Nodes can extend their specific skills
by adding new roles and behaviours through information exchange and co-
operation with other devices in the neighbourhood. Technologies out-date
fast. The capability of stem nodes to reconfigure their own software capa-
bilities will face this issue.

• Bridging the heterogeneity and fragmentation of available network tech-
nologies. Given the evolutionary and adaptive nature of a SN, the stem
network will be able to connect heterogeneous devices without the need of
specific devices for each different wireless technology.

• Adaptability. Stem nodes adapt the communication parameters at each layer
in the protocols stack to face the dynamic network conditions. Moreover,
they can also take advantage from their controlled mobility capabilities to
guarantee better QoS or to reduce energy consumption.

• Distributed control. Stem nodes have self-managing and self-configuration
capabilities. They can dynamically adapt their features and behaviours by
taking local decisions and exchanging information with neighbours without
the need of a centralised control. Swarm intelligence philosophy are applied
to make possible simple nodes swarm able to cooperate and accomplish
complex tasks.

• Resilience and fast response. In emergency or anomalous situations, some
mobility-controlled stem nodes provided by network operators can promptly
react in order to restore connectivity and help the first responders.

• High reliability. Stem nodes can use different available communication in-
terfaces and programmable software modules to achieve a high fault toler-
ance level and reliable communications.

5.1.2 The architecture of a single STEM-Node
The described properties of a stem node are accomplished through the com-

position of five capabilities: (intra-stack) protocol reconfiguration, multi-homing
or inter-stack protocol reconfiguration, learning, cooperation with other devices
and controlled mobility. The protocol reconfiguration capability of a stem node
depends on its built-in features (e.g. its hardware) and can be implemented by
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a combination of advanced solutions [such as cognitive radio technologies on
software-defined radios (SDRs)]. These technologies are capable of reconfigu-
ration process and of learning capabilities (e.g. reinforcement learning and swarm
intelligence) that drive and select the reconfiguration process, possibly in cooper-
ation with the other nodes.

Some stem nodes can be equipped with motion capability (e.g. mobile sen-
sors and robots) that can move the node in 2D or 3D. In this case, the controlled
mobility feature can characterise the node with an additional reconfiguration di-
mension. Figure 5.1 illustrates the logical high-level architecture of a stem node.
Without loss of generality, it can be assumed that each stem node is provided with

ROLES and
META-ROLES

NETWORK
ACTUATOR

CONTROL and
DECISION BRAIN

DATABASE
KNOWLEDGE

CONFIGURATIONS

Evolve
(add meta-role)

Decide

Optimize

Move

Reasoner

MOBILITY
ACTUATOR

POLICY
MANAGER

CONTEXT
MANAGER

COOPERATION
MANAGER

Figure 5.1: The architecture of a Stem-Node

a set of M roles R = r1, r2, r3, . . . rM that the node is capable to play. A role
denotes the network capabilities/functionalities that the device can provide. The
set of available roles depend on the node characteristics, such as the hardware fea-
tures and the physical constraints (e.g. the number and the type of available radio
interfaces in a multi-radio stem node). Besides these hardware-specific roles, a
stem node can also play some “meta-roles”. A meta-role identifies a capability
that is not currently available at the stem node and can be learnt through coopera-
tion with other nodes. From the practical point of view, a meta-role is enabled by
a software module, named evolution module, that can be dynamically downloaded
from other stem nodes and locally installed in order to expand the capabilities of
a device. This process can be viewed as an evolution of the stem node, because
it dynamically expands the device’s functionalities. As a result, for example, a
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stem node can dynamically change the routing or transport protocol in use, up-
load the radio interface drivers or offer a new Web Service. Each time a new
software module is transferred to a stem node, a new meta-role is added to the
set of meta-roles MR= m1,m2,m3, . . . ,mM ′ that the node is capable of offering.
During its operation, a stem node can decide the role ri(i = 1..M) or meta-role
mj(j = 1..M ′) to play, on the basis of the environment, the user’s preferences
and the system requirements. The decision process is performed by the Control
and Decision Brain (CDB) module, which implements the cognitive component
of the stem node. The process of role and meta-role switching is a mutation of
the stem node, because it alters the current device’s profile without modifying its
fixed or acquired capabilities.

A stem node can be associated to a set of C = c1, c2, c3, . . . , cN possible con-
figurations. A configuration denotes a combination of parameters at each layer
of the protocol stack, from the physical up to the transport layer. Each role ri or
meta-role mj is mapped to a specific network configuration ck(k = 1..N). More-
over, for each specific role/meta-role, a stem node may modify its configuration
over time for self-optimisation purposes (e.g. switch from ck to ck′).

In the following, a description of each component of Figure 5.1 is provided:

• Context Manager (CM). This component has the task of sensing and acquir-
ing knowledge of the surrounding environment. Here, the concept of con-
text is quite general and includes (i) the network environment (e.g. avail-
able wireless connections); (ii) the state of available resources (e.g. used
frequencies); and (iii) feedbacks and metrics that provide qualitative and
quantitative evaluation of the status of a stem node (e.g. channel quality).

• Database Knowledge (DBK). This module is used by the stem node to store
data about the context and acquire knowledge about the best role, and hence
the configuration, to play in each context in order to meet the policy require-
ments. Stored information can help in recognising similar contexts in the
future and in quickly selecting the role/configuration to play on the basis of
previous experiences.

• Policy Manager (PM). This component contains the current policies of the
stem node, that is, the set of goals and requirements that guide the decision
process and determine the node behaviour. Specifically, data inputs for the
decisions of the PM can be user-specific preferences and needs (e.g. min-
imise costs of network connectivity), application requirements (e.g. band-
width guarantees), network and context requirements (e.g. need to replace
a network component) or other stakeholders’ policies.

• Control and Decision Brain (CDB). This is the decisional component of
the stem node. On the basis of the current context provided by the CM,
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the stored knowledge in the DBK and the policy requirements in the PM,
this component decides the role that the stem node must play in a set of
available roles. Given the current role and configuration and relying on
feedbacks from the CM, the brain determines the configuration adaptation
to best match the requirements of the PM (the “Optimize” arrow in Figure
5.1). In case of a stem node that supports controlled mobility, the brain is
also in charge of deciding and controlling the optimal movements of the
mobile node.

• Network Actuator. This component implements the type of network adap-
tation decided by the CDB, by (i) loading the configuration associated to a
specific role or (ii) performing a configuration adaptation for self-optimisa-
tion.

• Mobility Actuator. This is the component that is in charge of adjusting and
controlling the node’s location, on the basis of the decisions of the brain.

• Cooperation Manager (CoM). This is the component through which the
stem node implements coordinated and collaborative operations with other
stem nodes. The CoM is responsible of (i) managing information sharing
with other nodes; (ii) updating the DBK on the basis of the information
received from other nodes; and (iii) discovering and updating the list of
meta-roles that can be played by the stem node.

Functions and enabling technologies

A lot of research has been conducted on self-configuring distributed systems,
technologies for reconfigurable devices/networks and methods to provide the wire-
less nodes with cognitive and intelligent capabilities. Most of these solutions can
be used for the realisation of the core components of a stem node, as discussed in
the succeeding text.

Knowledge representation A stem node needs a large dataset to control its op-
erations, including information about the environment, the experience from pre-
vious contexts and the feedbacks from other stem nodes. Since data can be made
available by different STEM-Net components, methodologies to represent, share
and access data in a uniform and efficient way must be considered for the design
of a stem node. To this purpose, ontologies have emerged as a powerful tech-
nique to represent semantic knowledge and the relation among concepts in a non-
ambiguous way [149]. Moreover, semantic engines can be implemented on top of
ontologies to perform inference from stored knowledge in order to produce new
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data, which in turn can be used by the brain controller to guide the reconfiguration
process.

Control and decision Control functionalities of the brain are enabled by deci-
sion-making algorithms that guide the reconfiguration process of each stem node.
In the case of a multi-radio stem node, for example, equipped with Wi-Fi and
3G-4G radio interfaces, the brain could determine the time-schedule activation
of the Wi-Fi/3G-4G radios and whether the node should mutate and temporarily
serve as a Wi-Fi router (e.g. to extend the access network coverage). Among
the approaches proposed in the literature, machine learning techniques [150] fit
well the need of a stem node and are useful to determine the optimal configura-
tion/role on the basis of current and previous experiences of the node itself. More
specifically, reinforcement learning (RL) algorithms [151] are suitable decision-
making strategies, because of the explicit representation of state/action pairs and
the adaptiveness to changes in the environment. Moreover, the RL paradigm can
be extended to a cooperative scenario where the stem nodes exchange the infor-
mation learnt and collaborate to the implementation of system-wide policies and
network behaviours. Genetic algorithms is another well-investigated area in self-
organising systems that can be used to drive the selection/discovery of the optimal
configuration of transmitting parameters [151].

Cooperation In nature, cooperation is an effective strategy to implement system-
wide behaviours and enable self-organisation of groups of individuals (e.g. ants
and bees) with limited capabilities [152, 153]. This is also the case of a stem
network composed of heterogeneous devices with limited communication and
computation capabilities, which are able to accomplish complex tasks through
cooperation with other nodes. In STEM-Net, node cooperation techniques are in-
vestigated for the purpose of (i) self-optimisation, that is, stem nodes exchange
information regarding their own characteristics (such as motion capability, chan-
nel quality and residual energy) and context parameters, in order to reduce the un-
certainty about the environment and speed up the role learning process [150] and
(ii) network creation, that is, stem nodes adapt their role on the basis of network-
wide metrics and requirements such as maximise network coverage and increase
reliability.

Evolution A node meta-role and the related behaviour are implemented through
some evolution modules that are dynamically loaded and unloaded by a stem node
and can modify its configuration. For this goal, a stem nodes can transfer the evo-
lution modules to other stem nodes, making them able to acquire new behaviours
and eventually mutate their own operations. To accomplish these goals, three
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main functional issues must be considered: (i) the design of control units that
guide the evolution of single stem nodes and the whole network; (ii) the defi-
nition of cooperative dissemination strategies (e.g. based on flooding, epidemic
routing or publish-subscribe approaches) for distribution of the modules in a stem
network; and (iii) the design of security measures to avoid the propagation of
malware/software threads contained in the modules.

Controlled mobility Controlled mobility represents an optional reconfiguration
dimension for stem nodes equipped with motion capabilities. In STEM-Net, mo-
bility can be considered as a feature to be exploited instead of a challenge to be
faced [154]. The potential of controlled mobility can be exploited in many ways,
for example, (i) to meet the QoS requirements of specific stem nodes (e.g. by mov-
ing them to less-interfered areas); (ii) to improve network performances by adjust-
ing the topology according to system-wide policies implemented through collab-
orative behaviours; (iii) to enable a stem node to accomplish new tasks through
context-based mutation (e.g. possibility for a stem node to add new meta-roles by
moving towards specific nodes/locations); and (iv) to provide the access network
with additional communication resources. Given the importance of the controlled
mobility capability, a more deep analysis of the impact of the autonomous mobil-
ity on the communication network, will be discussed in the next chapters.

Radio device reconfiguration Currently, several technological solutions enable
the deployment of wireless nodes with on-demand reconfiguration capabilities.
Here, we distinguish between the intra-stack protocol reconfiguration capability,
that is, the possibility for a stem node to dynamically adjust some/all of its pa-
rameters at different layers, and the multi-homing or inter-stack reconfiguration
capability, that is, the possibility for a stem node to dynamically switch among dif-
ferent stacks/access technologies (e.g. Wi-Fi/WiMAX). For this latter issue, mul-
tiple stacks can be supported on the same radio interface by using programmable
platforms, such as SDRs. Session persistence during the handover can leverage
the current and future outputs on media independent handover from IEEE 802.21
[155] and more recent improvements [156]. For intra-stack reconfiguration, cog-
nitive radio [3] and dynamic spectrum access constitute promising approaches to
deploy highly reconfigurable stem nodes able to dynamically adjust transmitting
parameters at multiple layers of the stack, including the medium access control
(MAC) and physical layers.
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Figure 5.2: STEM-Net architecture [148]

5.1.3 The main architecture

The architecture of a STEM-Network is depicted in Figure 5.2. It includes
two deployment layers: the access STEM network (ASN) and the backbone STEM
network (BSN) [148].

Basically, the devices belonging to the BSN are based on well-established
wireless technologies such as UMTS, WiMAX, Long Term Evolution and so
on. The roles played by these devices can mutate/evolve from ingress to relay to
egress nodes. An ingress node offers connectivity to the nodes in the ASN, a relay
node participates in data forwarding between ingress and an egress node typically
acts as a gateway to the Internet. The ASN is composed by nodes with controlled
mobility, called Swarm STEM Nodes (S-SNs), and nodes with uncontrolled mo-
bility, called End-User STEM Nodes (EU-SNs). Each S-SN has the ability to
move and coordinate with other S-SNs in order to create a group devoted to a
specific task. An S-SN can be elected to the role of Swarm STEM Transit to relay
data to other nodes, or it can mutate/evolve into a Swarm STEM Sink that com-
municates directly to the BSN. EU-SNs are user-owned wireless devices (such as
smartphones, PDAs, etc.) whose mobility is not controllable because it is user de-
pendent. In analogy to S-SNs, also EU-SNs can work as End-User STEM Transit
nodes and extend the network access beyond the single-hop or as End-User STEM
Sink (EU-SS) nodes with multi-home capability to interface with the BSN.

Figure 5.3 shows examples of the lineage of stem nodes belonging to the ASN
and the BSN. A line corresponds to a different class of stem devices (S-SNs,
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Figure 5.3: Examples of evolution line of a stem node

EU-SNs and fixed nodes). On each line, an evolution step (e.g. evolving from
stub to transit and from transit to sink) occurs each time a novel capability is
acquired by the stem node after the corresponding meta-role is learnt. During
evolution, the old capabilities are not deleted; this implies that a stem node with
sink capabilities can temporarily degrade and mutate to a stub node, on the basis
of the decisions taken by the CDB module and of the policies managed by the PM
module. Of course, the evolution should be supported by the hardware capabilities
of the device (its set of built-in roles), which implies that not all the stem nodes
might be able to complete the full evolution path namely, an EU-SN not equipped
with a BSN interface will not evolve to an EU-SS.

5.1.4 The STEM-Network in a disaster recovery scenario

Environmental disasters could damage the network devices/infrastructures and
prevent city-wide connectivity. The survivors’ devices could be isolated because
of the heterogeneity in the protocol stacks of devices in reciprocal coverage or be-
cause of the lack of the networking infrastructure. As a first reaction, the surviving
devices create a spontaneous communication infrastructure that conveys some ba-
sic information to aid diagnosis or detect dangerous situations. Each S-SN or
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EU-SN can self-reconfigure according to its features/roles in order to establish
connectivity with neighbours and define a routing path towards an access point.
However, there might be cases in which some devices, which have succeeded in
creating network branches, lack of the necessary interconnection with the rest of
the system. In this case, more sophisticated and advanced devices deployed by
the rescue teams, supporting connectivity and controlled mobility capabilities, are
sent to the disaster area with the task of restoring connectivity between the net-
work segments created by S-SNs or EU-SNs in an autonomous and self-organised
way. This is shown in Figure 5.4, where the nodes tagged as recovery devices
represent autonomous nodes with different tasks and specific positions to be filled
within the network.

Figure 5.4: The STEM-Network in action in a disaster recovery scenario [148]

5.2 Networked behaviors

5.2.1 Architectural design for networked behaviors
The use of unmanned aerial vehicles in emergency operation, brings new chal-

lenges in coordination and cooperation in a fleet of drones. The motion control

46



system of a vehicle, in fact, needs a specific algorithms that are able to manage the
vehicle mobility in order to accomplish the actual mission. Furthermore, as ex-
plained in the previous Section 3.1.1, the communication issues that arise working
with a fleet of unmanned aerial vehicles, need new network paradigms in order to
be addressed.

In this case, an enabling technology for this kind of structural conglomerate
consists in a set of efficient communication methods supporting mobility control
and vice-versa. Therefore, recently, the domains of Robotic Control and Network-
ing research have merged in the field of Networked Robotic Systems [33].

However, the actual works present in literature can be mainly categorized
in two main groups: (i) communication-aware mobility control systems and (ii)
mobility-aware communication protocols (see Chapter 3.2). The former includes
the mobility control systems that deal with the communication issues as a con-
straint, while the latter includes the communication protocols that are designed to
work with the mobility peculiarities of a fleet of aerial vehicles. There is, hence,
a lack of research in mixed systems where communication networks and mobility
control are designed together in order to reach more advanced communication-
control systems. For this very reason, innovative solutions need to be used to
approach the discussion of a topic so inherently vast. In this Section is presented a
novel architectural design that is able to interconnect the communication network
systems and mobility control system.

In Figure 5.5 is depicted a propositional general architecture for this represen-
tation. This architecture is composed of two vertical planes and three traversal
planes. In the vertical planes, the two main topics can be visually identified: on
the left lies the communication part, with a classical TCP/IP stack subdivision;
on the right, three levels of mobility control lie instead. These levels are (i) the
micro, (ii) the macro and (iii) the mission-level mobility controls. At a transversal
level, a set of new behavioral planes, that connect the others horizontally, can be
identified: local, global and mission-based subdivisions, referred as networked
behaviors. In the following subsections we will individually describe our pro-
posed compartments.

5.2.2 Communication Protocols
In this section are described very briefly the layering system used in the TCP/IP

communication networks. For further details, the reader can refer to [157].

• Physical - This layer is dedicate to transmit physically the data from the
transmitter to the receiver. Here the main issues are mechanical and electri-
cal that must face with the physical transmission medium, which lies below
the physical layer.
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Figure 5.5: Networked behavioral architecture to interconnect the communication
network protocols and the mobility control systems

• Data Link - The data link layer must hide all the physical problems to the
higher levels. In fact it is in charge of choose the right configuration for the
physical device in order to optimize the transmission performance. Further-
more, among the others issue that this layer must face, it has timing issues
to respect in order to share the common transmission medium among all
the other transmitters. To deal with this problem there is a special sub-layer
called Medium Access Control (MAC).

• Network - Generally the nodes in a network are not all connected directly.
This produce the problem of finding a path through the network that is able
to reach the destination starting from the source through a multi-hop trans-
mission. The network layer is in charge of solving this problem of deter-
mining how packets are routed from source to destination.
Given that the communication networks on which we are focusing our at-
tention are composed by nodes provided with an autonomous high mobility,
we split, in our analysis, this layer into two sub-layers: sub-network and
sup-network.

– Sub-Network - This layer is in charge of taking the next-hop routing
decision using only local informations and, hence, without having the
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knowledge of the full multi-hop path between the informations’ source
and destination. An example of a system for this layer could be the de-
cision engine in a routing protocols that assigns the local next-hops. In
a fast-mobility, highway for VANETS or platooning scenario, systems
implemented at this lever provide the response to the small changes a
node could detect from its neighborhood. Given that the rapid change
of the network topology, leads to continued disruption of the network’s
wireless links, a fast path change should be forecast in this layer to
avoid issues in the communication flow.

– Sup-Network - In the highest part of the network layer, the locality is
decreased and thus, systems implemented at this level reflect the wider
scope of actions. The changes happen at a slower pace compared to
the other part of the Network layer. In fact, the protocols at this level
must have a global knowledge of the network to calculate the commu-
nication flow path from the source to the destination.

• Transport - The main functionality of this layer is to accept data from the
higher levels, split it up if necessary, send them to the lower layer and hence
ensure that all the pieces arrive correctly at the destination. The protocols
that lie in this layer are characterized by a special functionality that they
offers to the higher layers: reliable connections, best effort delivery systems,
flow and congestion control and so on.

• Application - On top of the transport layer is the application layer. It con-
tains all the user-level protocol able to, for example, streaming videos, trans-
ferring files, browsing the Web and so on.

In literature, mobility-aware communication protocols for unmanned vehicles have
been proposed to include mobility considerations into the protocol design as in
[158] [159] [160].

Already from their definition, the protocols belonging to this family incorpo-
rate some knowledge about the mobility of the nodes on where they are run. They,
in detail, try to anticipate the network topology changes and provide positional co-
operation among nodes. This kind of approach has, however, no active control on
the mobility and thus the former has to remain passive.

5.2.3 Mobility Control Systems
The movements logics of an autonomous mobility control system can be cat-

egorized by recalling the behavior-based control paradigm [161], where the key
idea is to develop a set of controllers (i.e. behaviors) and then switch among them
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in response to environmental changes. In this way the over-planning introduced by
one-size-fits-all controllers is avoided. Three different transversal planes can be
selected to classify the various degrees of locality in mobility control, namely: (i)
micro-mobility behavior; (ii) macro-mobility behavior and (iii) mission-mobility
behavior. These three layers represent and can be linked to the different levels of
locality and scope for the mobility control.

• Micro mobility behavior: this layer encompasses all the controllers whose
actions scope can be considered local, reflecting the way the vehicles in-
teract with the surrounding environment. The needed information can be
retrieved just from the neighbourhood. The motions involved can, at the
end, be generally summarized in micro steerings that allow the controller to
complete its task. The decisional choices behind the control of this kind of
mobility lie into the least abstract reasoning and are linked, for instance, to
phenomena directly observable by the nodes.

• Macro mobility behavior: The controllers designed at this level have the
possibility to make their object freely roam the environment and hence plan
movements on a larger scope. In this scenario, the information about the
surrounding environment follows the scope of the controller, enabling, in
this way, long-term time-frames for the vehicle movement strategies. These
action scopes are however concerned with a specific main mission sub-task
and thus deemed as macro-movements.

• Mission mobility behavior: The controllers in this layer have the largest
scope and their objective is to fulfill the main mission goal, enabling the
user-defined applications to be executed. Since these user applications re-
quire, in general, more complex systems, the mission behavior is in charge
of creating new mobility control systems by pooling a set of dedicated sub-
systems.

This kind of layering fosters the creation of hierarchical control structures, a fun-
damental requirement for a system to have to treat high complexity systems. In
[162] it was presented a similar vision for the mobility control system. However,
this proposed methodology is different because:

• is presented a more fine grained classification among the mobility plane,
adding a mission layer;

• the mobility control system is mapped mainly using the locality of the
needed information for the control algorithm.

To have more accurate and meaningful models, the study of mobility control
systems has to take communication aspect into extensive consideration. In fact,
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in most control problems formulations, the unmanned vehicles need to communi-
cate within each other to implement cooperation. An underlying control system
has to model diverse network characteristic to became a communication-aware
control system. The most common approach that is present in literature, however,
takes the communication parameters only to model the environment, without us-
ing them as control inputs.

5.2.4 Networked Behaviors Transversal Planes
To integrate the two different topics of control and communication, is pro-

posed to interconnect transversely the different layers of the two stacks and gen-
erate the networked behavioral planes. The advantage of considering layers across
different research fields in a single logical unit is twofold:

• is useful to better focus the research scope and to give a context to stud-
ies that consider at the same time communication and controlled mobility
issues in a single structure;

• the systems that belong to the two different research fields are strictly cor-
related between each other. Hence, the creation of systems that are both
communication-aware and mobility-aware, will generate a complete net-
worked behavioural systems that will enhance the capabilities of the actual
systems.

Shown in Fig. 5.5 are the three proposed locality-based behaviors: local, global
and mission networked behaviours.

Local Networked Behavior

This layer bounds together the micro mobility and the set of the physical, data-
link and sub-network layers. The main objective of this aggregation is to group
behaviors that deal with local informations and use them for optimizing both the
communication strategies and the micro-mobility control. All the components of
this transversal layer share a locality of scope. From one side, the operating action
range of the network protocols that fall under the umbrella of this behavior is just
within the neighbourhood scope. On the other side, the micro mobility control
systems are subject only to local information. It is, therefore, straightforward to
combine these layers in a single logical plane we call local networked behavior.
Possible application scenarios for these local networked behaviors are:

• Connectivity Support - One among the many problems that regard au-
tonomous unmanned vehicles applications is the “network connectivity main-
tenance ”. In fact, maintaining constant connectivity between vehicles is not
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trivial in and hence a lot of solutions have been developed. The actual defi-
nition of connectivity varies greatly but, generally, to assure it means that in
every moment during the mission lifetime, there should be a communication
path either between each vehicle in the network.

• Dynamic Path Maintenance - The topology of networks of autonomous
vehicles is intrinsically unstable (see Section 3.1.1). Due to this feature,
a hypothetical routing algorithm should continuously recalculate its rout-
ing tables to cope with the ever-changing environment. In this situation,
to use reactive routing protocols that try to keep end-to-end paths could be
an infeasible solution. An example of a system that can be described as
belonging to this class of behaviors is the local redefinition of the routing
tables to fast patch the continuous path disruptions while moving the au-
tonomous vehicle in order to either create new communication links or try
to keep alive some of the actual communication links.

• Multiple and Directional Antennas - UAVs can, among other features,
move in the space with six degrees-of-freedom. This peculiarity lead to
non-negligible problems for the communication layers of the lowest part
of the ISO/OSI stack. In fact, the main properties of node transceiver’s
antennas like polarization, orientation and directionality are strictly related
to the vehicles’ movements and have direct impact on the communication
performances.

Global networked behavior

Covering the macro-mobility and both the sup-network and transport layers,
this networked behavior is functional in creating reliable and adaptable systems.
The informations conveyed in this level have, indeed, a global scope. The net-
worked behaviors at this layer have the knowledge of the global status of the
system, regarding the specific behavior needs, and hence can build a system with
a specific desired service quality by including both movement controls and com-
munication optimizations in the protocol design.

At this layer, the local informations are no more sufficient and, hence, a co-
operation system or a centralized one, is necessary in order to create global net-
worked behaviours.
Example applications that can be mapped to a global networked behavior are:

• Disruption and Delay Tolerant Networks (DDTN) - In real missions,
maintaining the network connectivity among the unmanned vehicles could
be a difficult or even an impossible task. The difficulty is due to events
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that are beyond the operational possibilities of the network: vehicles break-
downs, failures of one or more relaying nodes and unexpected drop in the
communication links quality are some examples. Furthermore, in some kind
of applications, full connectivity is not always necessary and hence a tempo-
rary disconnection of the whole network could be accepted. The networked
behaviours must be aware of the possibility of disruptive event to happen
and be resilient to this kind of events.

• Service differentiation and QoS - Maintaining the network connectivity
while executing the mission task could be not enough for the mission goal.
In some scenarios, guaranteeing a certain Quality of Service (QoS) is of
prime importance, since sometimes the final mission goal is strictly con-
nected to the quality of the offered service. In monitoring tasks or disaster
recover missions, for example, is necessary to maintain a given level of
end-to-end QoS for all the mission duration.

• Geographical Routing - The routing problem for autonomous vehicles net-
work is a complex issue to solve. The main proposed solution is the geo-
graphical routing, where the chosen next-hop, in a multi-hop communica-
tion algorithm, is calculated depending on the actual position of the sender
and the final destination. In this case, a networked behaviour will be able
either to generate new multi-hop path between the sender and the final des-
tination or to maintain actual communication paths in order to keep them
active.

Mission Networked Behavior

The mission networked behavior layer contains all the user application-specific
goals. Here (i) the communication recipients are identified, (ii) the available re-
sources are determined and (iii) the application’s QoS requirements are set. At the
same time, the protocols at this layer can manage all the vehicle movements pro-
viding mission-specific position controls to the user needs. Functional examples
of the mission networked behaviors can be:

• Data streaming - One of the most common application in UAVs mission
is the data streaming, especially for video data. In fact in both surveillance,
monitoring and emergency scenarios, targets video streaming is requested
to accomplish the mission task and hence the Quality of Experience (QoE)
of the video is very important for the final results of the entire mission.

• Coverage - In wireless sensor network (WSN) the main characteristic is the
coverage percentage of the sensing area. The use of unmanned vehicles in
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these kind of application is becoming very common due to the facility of
the deployment and the autonomous mobility of the sensing nodes.

• Network restore - In some application, like emergency in a post disaster
scenarios, the unmanned vehicles have the mission to restore the commu-
nication network that is insufficient to support the rescue operations. Here,
the autonomous vehicles network must be able of guaranteeing the commu-
nication quality while maximizing the network restored area.

5.2.5 Networked behaviours in emergency scenarios
To better explain the described architecture, in this Section is presented one

possible application scenario that could show, in detail, how to use the locality
metrics to classify research issues among communication and mobility control,
and where this two planes are intrinsically connected.

Network restore
Video streaming

Services differentiation

Connectivity support
Dynamic path maintenance

Local
networked 
behaviours

Global
networked 
behaviours

Mission
networked 
behaviours

Figure 5.6: Example of the architecture: network recovery in emergency scenario

In Figure 5.6 is depicted a possible networked behavioral solution for an emer-
gency scenario. A fleet of unmanned vehicles must explore the disaster area to
give relief network services to the population, while the vehicles will also support
rescue teams in their duties. If we look at the mission level, we see that the two
main requests that the system must provide are network restoration and video data
streaming. The former has the goal to give connectivity into the emergency area
where the network infrastructure is destroyed because of the disaster. The latter
helps the recovery team by transmitting real time video streaming of the scenario.
We can notice that both of these functionalities have both communication and mo-
bility control issues. In fact, the network restore module should maintain network
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connectivity while covering the largest possible percentage of the disaster area.
The video streaming needs altogether a continuous flow of data from different
points of interest.

To support the mission requests, a “services differentiation” networked behav-
ior is put at the global level. This module will be able to give different Quality
of Service (QoS) at different data flows. The video streaming flow should have
more priority with respect to asynchronous data that can be transmitted in the net-
work during the rescue operations. For these reasons, it would be desirable to have
both a positioning system able to provide the presence of a multi-hop path through
multiple autonomous vehicles and a communication protocol able to provide strict
QoS guarantees.

Finally, at the bottom layer we have, as local networked behaviors, connectiv-
ity support and dynamic path maintenance. Connectivity support is an essential
feature the vehicles group should have to be able to provide to the upper layer the
services just described above. Due to the fast evolution of the vehicles’ topology
in an emergency scenario, there is the need of a smart dynamic path maintenance
in response to the continuous repositioning.
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Chapter 6

Re-establishing network
connectivity

In this Chapter will be investigated the application of Cognitive Radio (CR)
technology to address the interoperability issues, and to re-establish the network
connectivity in large-scale wireless networks whose functionalities might be com-
promised by the occurrence of a natural calamity. Here, we consider multiple
wireless devices operating on different frequencies/technologies accesses (e.g.
WiFi, WiMAX, etc) that are interconnected together through dedicated infras-
tructure components (e.g. bridges, routers, etc) in a pre-disaster scenario. As ex-
plained in the previous chapters, after the occurrence of a natural calamity, parts
of the original infrastructure might be disrupted, and network partitions (called is-
lands) might be formed on different frequencies/technologies. In these scenarios,
the utilization of dedicated and self-configuring repairing units might dynamically
replace the functionalities of a compromised node or a chain of nodes. Each re-
pairing unit is an highly adaptive self-organizing wireless device combining the
spectrum reconfigurability offered by CR technologies over Software Defined Ra-
dio (SDR) devices, with self-positioning and dynamic routing capabilities.

6.1 Self-organizing autonomous vehicles

In this Section, is introduced the system model and the assumptions adopted.
First, is detailed the characteristics of the scenario, and of the Repairing Unit (RU)
devices. Then, is formulated the problem of optimal RMN deployment, which is
further analysed in Sections 6.2 and 6.3.
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Figure 6.1: Deployment of a Repairing Mesh Network (RMN) in a post-disaster
scenario.

6.1.1 Cognitive Radio technology for emergency scenarios

Research on wireless systems has largely investigated the potentials of ad-hoc
networks with self-organizing properties to re-establish the connectivity in a post-
disaster scenario. However, while most of attention has been focused on reconfig-
urability issues at the network layer [128, 163] and on adaptive routing protocols
[164], few works have addressed the problem of network interoperability [135],
i.e. on how to guarantee seamless communication in scenarios where network
fragments, public safety operators and rescue teams operate on different spectrum
bands and utilize heterogeneous wireless technologies. For this purpose, tech-
nologies for dynamic spectrum reconfigurability like Cognitive Radio (CR) [3]
appear as one of the best candidate solutions for network interoperability.

6.1.2 Disaster recovery scenario modeling

Without loss of generality, let us consider a post-disaster network scenario like
the one showed in Figure 6.1. Before the catastrophic event, the wireless network
is fully connected, and composed of N ′ heterogeneous end-user (EU) devices.
Each EU device (i.e. ui) is mapped to a given operating frequency fi, denoting a
specific wireless access technology. Let us assume a maximum number Nfreq of
different frequencies. The problem of network deployment that this study wants
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to analyse, is general and agnostic of the specific technology in use; hence, will be
no further elaborated the composition and characteristics of theNfreq frequencies.
After the occurrence of a natural calamity, the original infrastructure is disrupted,
and only a fraction N ≤ N ′ of the original EU devices are still working, even
though they might be disconnected one from the others. In order to favour the
localization and discovery by the RUs, is assumed that each EU device ui broad-
casts periodic HELLO messages on frequency fi.

6.1.3 Devices modelling

ROLES and
META-ROLES

NETWORK
ACTUATOR

CONTROL and
DECISION BRAIN

DATABASE
KNOWLEDGE

CONFIGURATIONS

Evolve
(add meta-role)

Decide

Optimize

Move

Reasoner

MOBILITY
ACTUATOR

POLICY
MANAGER

CONTEXT
MANAGER

COOPERATION
MANAGER

Figure 6.2: The used subset of the Stem-Node architecture

The Repairing Units (RUs) are mobile wireless devices which are injected
by public safety agencies into the post-disaster scenario, with the aim of re-
establishing the connectivity among isolated EU devices. Let us use the gen-
eral architecture definition of the STEM-Node described in Chapter 5. In this
scenario, however, it is used a subset of the whole architecture, i.e. without the
evolution module (see Figure 6.2). Let M be the number of RUs injected in the
scenario having as Policy Manager the task of re-establishing the EU connectiv-
ity. Each RU is provided with the Mobility Actuator, i.e. it can autonomously
adjust its position and explore the environment. Furthermore, the Network Actu-
ator of each RU is formed by Nsdr + 1 radio interfaces provided with Software
Defined Radio (SDR) functionalities. The Cooperation Manager use only one
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radio to communicate with the other RUs on a Common Control Channel (CCC)
(whose deployment is out of the scope of this study, interested readers can refer
to [3]), while the remaining Nsdr radios can be used to transmit data on any of the
Nfreq frequencies, opportunely configuring the network stack based on the tech-
nology in use on frequency h, with 1 ≤ h ≤ Nfreq. Each radio with index k (1
≤ k < Nsdr) has a state variable frequency[k], indicating the frequency h
which it is tuned to. In case the RU is not connected to any EU device on radio k,
then frequency[k]=NULL.
Each RUs can assume different Roles: i) router that routes the packets among the
RUs mesh wireless network; ii) gateway that connects the isolated EU devices to
the wireless mesh; iii) scout (described in Section 6.3) that has the task to explore
the scenario. While exploring the scenario the Context Manager of each RUs have
to be aware of the possible EUs present in the neighbourhood in order to choose
the right frequency to use.

6.1.4 Problem Formulation
The objective of this Chapter is to investigate deployment strategies, so that

the RMN is able to maximally connect the EU devices (shown in Figure 6.1).
More formally, let us say that two EU devices u1 and u2 are interconnected if
there exists a connection path inside the RMN from u1 to u2. Let U ′ be the set of
interconnected EU devices within the scenario. The Connectivity Index (CI) is
defined as follows:

CI =
|U ′|
N

(6.1)

The CI metric defines the ability of the RMN to re-establish the connectivity in
a post-disaster scenario. In the next Sections will be addressed the problem of
determining the optimal deployment of the RMN so that the value of CI is max-
imized. The deployment problem can be formulated in determining the optimal
configuration of each RU in terms of: (i) placement within the scenario and (ii)
frequency to utilize on each of the available Nsdr interfaces. This issue is referred
as the Maximum Multi-Channel Connectivity (MCC) problem in the following.

6.2 Centralized Solution for the MCC Problem
In this Section, is analysed the optimal deployment of the RMN deriving an

approximated (centralized) algorithm that is then compared with the distributed
scheme proposed in Section 6.3. To this aim, is first formulated the MCC prob-
lem through graph theory concepts [25].
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Let U = {u1, u2, ..., un} be the set of EU devices in a metric space. Let
F = {1, 2, ..., Nfreq} be the set of available frequencies, and fEU : U → F a
function mapping each ui to the channel fEU(ui) ∈ F in use. The RMN can be
modelled as a graph G(V,E, fRU , covEU) in a metric space, defined as follows:

• V is the set of vertexes of the graph. In this case, V represents the set of
RUs used to build the RMN.

• E = {e(vi, vj)|vi, vj ∈ V } is the set of edges of the graph. There exists an
edge between vi and vj (i.e. e(vi, vj)) whether d(vi, vj) ≤ R, where d(vi, vj)
is the Euclidean distance between the nodes, andR is the transmitting range
of the RU, assumed equal for all. Here, it is assumed that the graph is
connected, and thus a path must exist between each couple of vertexes, i.e.:

∀vi ∈ V, ∀vj ∈ V, i 6= j,∃e∗(vi, vj) (6.2)

• fRU : V × SDR → F ∪ {CCC}, with SDR = {1, 2, ...Nsdr + 1}, is
a function mapping each radio interface j (1 ≤ j ≤ Nsdr + 1) of each
vertex vi ∈ V to a channel f ∈ F ∪ {CCC}. Here, it is assumed that
fRU(vi, Nsdr + 1) = CCC, ∀vi ∈ V and that fRU(vi, sdr) 6= CCC, ∀vi ∈
V, 1 ≤ sdr ≤ Nsdr i.e. each RU has only one dedicated radio tuned on the
common control channel in order to communicate with the other RUs.

• covEU : V → Ucov, with Ucov ⊆ ℘(U), is a function mapping each ver-
tex/RU vi to the set of EU devices covered by it. Here, vi ∈ V cov-
ers uj ∈ U whether d(uj, vi) ≤ R, and ∃k, 1 ≤ k ≤ Nsdr such that
fEU(uj) = fRU(vi, k), i.e. one of the radios of RU vi is tuned to the same
channel used by the EU device uj .

The cost of graphG, i.eC(G), is defined as the number of vertexes (RUs) compos-
ing it, i.e. C(G) = |V |. Similarly, the weight of graph G, i.e. W (G), is the total
number of EU devices connected by the graph. i.e. W (G)=|

⋃
vi∈V covEU(vi)|.

The MCC problem can be formulated as follows:

Definition 1 (MCC Problem). Given U , F , fEU and M (number of available
RUs), we want to determine a graph G(V,E, fRU , covEU) with C(G) ≤ M such
that the number of EU devices connected is maximized, i.e. argmaxG(W (G)).

It is easy to notice that maximizing the W (G) value is equivalent to maximiz-
ing the CI metric of Equation 6.1.
The solution of the MCC problem is NP-hard [25], since it is a generalization
of the connectivity problem addressed in [24]. To tackle the complexity, let us
follow the two-step approach described in [165], i.e.: let’s decompose the MCC
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Figure 6.3: The post-disaster scenarios with EU devices on different channels
(represented by color) is shown in Figure 6.3(a). A covering structure produced
by the MC-GDC algorithm is shown in Figure 6.3(b). The solution provided by
the MVC algorithm over the covering structure previously computed is shown in
Figure 6.3(c).

problem into two sub-problems, and then let’s provide an upper bound to the cost
of the combined solution, compared to the optimal case. First, it is addressed the
coverage issue, namely how to determine the minimum set of RUs (called cover-
ing structure in the following) so that each EU device is covered by at least one
RU. This problem is called Multi Channel Geometric Disk Covering (MC-GDC),
and it is a generalization of the Geometric Disk Cover (GDC) problem [166]. In
this case in fact the nodes to cover can use different communication channels.
Then, it is addressd the connectivity issue, i.e. how to connect the covering struc-
ture, so that the resulting graph maximizes the number of EU devices and with a
constrained number of RUs. This problem is called Maximum Vertex Clustering
(MVC) [24]. The two problems are defined in a formal way as follows:

Definition 2 (Covering structure). Given U , F and fEU , a covering structure is
a tuple κ=< V, fRU , covEU >, where V is a set of RUs in the metric space, fRU
and covEU are the functions previously introduced, and

⋃
vi∈V covEU(vi)=U , i.e.

each EU device of the set U is covered by at least one v ∈ V . In the following the
use the following notations: κ.V , κ.fRU , κ.covEU to indicate the components of
the covering structure κ.

Definition 3 (MC-GDC Problem). Given U , F and fEU , determine the optimal
covering structure minimizing |κ.V |.
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Definition 4 (MVC Problem). Is given κ=< V, fRU , covEU > as the optimal
covering structure. Determine the optimal tree T (V ′ ∪ S,D) in the metric space,
with V ′ ⊆ V , S being an additional set of RUs, and |V ′| + |S| ≤ M , so that
W (T )=|

⋃
vi∈V ′ covEU(vi)| is maximized.

Definition 5 (MCC Problem revised). Let κ=< V, fRU , covEU > be an approx-
imated solution of the MC-GDC problem, and T (V ′ ∪ S,D) an approximated
solution of the MVC algorithm, the graph G(V ′ ∪ S,D,E, fRU , covEU) is an ap-
proximated solution of the MCC problem (bounds provided below).

In Figure 6.3(a), is shown an example of a set of EU devices in a post-disaster
scenario. A coverage structure over the same scenario is shown in Figure 6.3(b).
A possible solution to the MVC problem is drawn in Figure 6.3(c).
Now will be derived the approximation bounds in terms of cost (i.e. number
of RUs) introduced by the optimal MCC solution, and by the two-step solution,
when connecting the same subset of EU devices. Approximation bounds in terms
of weight (i.e. number of EU devices connected) are provided in Section 6.2.3.
Let Gopt(V opt, Eopt, f optRU , cov

opt
EU) be the optimal MCC solution. Let Gapx(V apx,

Eapx, fapxRU , cov
apx
EU ) be the solution of the two-step approach, connecting the same

set of EU devices thanGopt (i.e.
⋃
vi∈V opt cov

opt
EU(vi) =

⋃
vi∈V apx cov

apx
EU (vi)), where

C(Gapx) ≤ M . For easy of disposition, a graph is indicated by omitting its com-
ponents. Through Theorems 1 and 2, we derive the upper bound γ ≥ 1 on the cost
of approximated solution compared to the optimal one:

C(Gapx) ≤ γ · C(Gopt) (6.3)

Theorem 1. If κ is an α-approximated solution for the MC-GDC problem, and T
is a β-approximated solution for the MVC problem, then γ=α + α · β + β.

Proof. Let RUapx the set of RUs used by Gapx. Let us split RUapx into two
subsets, i.e. RUapx

cover and RUapx
relay. The first subset (RUapx

cover) is composed of RUs
used for coverage, i.e. each RU connects to at least one EU device, but RUs might
not form a connected graph. Formally, we have that ∀v ∈ RUapx

cover, covEU(v) 6=
∅. The second subset (RUapx

relay) is composed by RUs used for guaranteeing end-
to-end connectivity among RUapx

cover, without covering any EU device, i.e. ∀v ∈
RUapx

relay, covEU(v) = ∅. Clearly, |RUapx|=|RUapx
cover|+|RU

apx
relay|. Similarly, let

RU opt be the set of RUs used by Gopt, i.e. the solution found by the optimal
algorithm and covering the same set of EU devices than Gapx, but with minimum
number of RUs. Again, we consider two subsets of RU opt, i.e. RU opt

cover and
RU opt

relay, with |RU opt=|RU opt
cover|+|RU

opt
relay|. We can say that:

C(Gapx) = |RUapx
cover|+ |RU

apx
relay| (6.4)

≤ α · |RU opt
cover|+ β · |RU opt

relay(RUapxcover)
| (6.5)
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where RU opt
relay(RUapxcover)

is the set of RUs calculated by the optimal MVC to
connect nodes belonging to RUapx

cover. We observe that the following inequality
holds:

|RU opt
relay(RUapxcover)

| ≤ |RU opt|+ |RUapx
cover| (6.6)

In other words, the entire set of RUs can be used to found by the optimal MCC so-
lution, plus a number of RUs equal to |RUapx

cover|, to connect all the |RUapx
cover| RUs

returned by the approximated coverage algorithm. This holds because: (i) RU opt

is a connected mesh covering the same set of EU devices than RUapx (by con-
struction), (ii) for each EU device uk, the distance between node vapxi ∈ RUapx

cover

and voptj ∈ RU opt
cover covering uk (i.e. uk ∈ covEU(vapxi ) and uk ∈ covEU(voptj )) can

be larger than R, but can not exceed 2 ·R, (iii) at most other |RUapx
cover| nodes must

be used to connect each RU of RUapx
cover to the Gopt graph. Combining Equations

6.4 and 6.6 we get:

C(Gapx) ≤ α · |RU opt
cover|+ β · (|RU opt|+ |RUapx

cover|) (6.7)
≤ α · |RU opt

cover|+ β · (|RU opt|+ α · |RU opt
cover|) (6.8)

= α · |RU opt
cover|+ α · β · |RU opt

cover|+ β · |RU opt| (6.9)
≤ α · |RU opt|+ α · β · |RU opt|+ β · |RU opt| (6.10)
= (α + α · β + β) · |RU opt| (6.11)
= (α + α · β + β) · C(Gopt) (6.12)

Theorem 2 (Corollary). Let κ be an α-approximated solution for the MC-GDC
problem. Let T be a β-approximated solution for the MVC problem. If ∀v ∈
RU opt

cover and ∀u ∈ covEU(v), d(v, u) = r ≤ R
2

, then γ=α + β.

Proof 1. Let us use the same structure of proof 6.2. However, let us refine the
Equation 6.6, since now we need only |RU opt| additional RUs to connect the nodes
belonging to RUapx

cover. Indeed, let uk ∈ U be an EU device. Let vapxi ∈ RUapx
cover

the RU device covering uk in the approximated solution (i.e. uk ∈ covEU(vapxi )),
and voptj the analogous in the optimal solution (i.e. uk ∈ covEU(voptj )). Since
d(vapxi , uk) ≤ R

2
and d(voptj , uk) ≤ R

2
, this implies that d(vapxi , voptj ) ≤ R. In

other words, the Gopt graph can be also used to connect the nodes of RUapx
cover.

Therefore:
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C(Gapx) = |RUapx
cover|+ |RU

apx
relay| (6.13)

≤ α · |RU opt
cover|+ β · |RU opt

relay(RUapxcover)
| (6.14)

≤ α · |RU opt
cover|+ β · |RU opt| (6.15)

≤ α · |RU opt|+ β · |RU opt| (6.16)
= (α + β) · |RU opt| (6.17)
= (α + β) · C(Gopt) (6.18)

6.2.1 The MC-GDC Problem

The Multi-Channel Geometric Disk Cover (MC-GDC) problem [25] is a gen-
eralization of the Geometric Disk Cover (GDC) problem [166] for multi-channel
environments, i.e. where the nodes to cover are mapped on different communi-
cation channels. In [166] the authors propose to split the area into strips of equal
height; coverage is done locally on each strip, and then the global solution is ob-
tained by combining the local solutions. In [165], a 4.5-approximation algorithm
is described. Here, is proposed to extend the algorithm given in [165] for the
multi-channel scenario, obtaining a 6-approximated solution.

Algorithm 1 takes in input the set of EU devices U to cover, the channels list
F , and the channel mapping function fEU and returns the covering structure κ.
The algorithm works as follow: first the area is divided into K strips of height
q = φ · D where D = 2 · R, and φ ≤ 1. Then, for each strip, the leftmost
uncovered EU device is considered, and the function Disk is invoked till all the
EU devices of the current strip are covered. The set Sk represents the covering
RUs allocated for the kth strip. The vertexes of the covering structure (i.e. κ.V )
are obtained by performing the union of the Sk sets, over all strips k.

Algorithm 2 describes the operations of theDisk function. It takes as input an
an EU device uj on strip K and channel c, and places a RU vi to cover it, by also
updating the fRU(vi) and covEU(vi) sets. Then (line 10) the algorithm considers
the leftmost uncovered EU devices next to uj (e.g. ul), and checks whether ul
can also be covered by RU vi. The loop continues till (i) all EU devices of strip
k are covered by vi, or (ii) condition at line 4 becomes false, i.e. vi cannot cover
other EU devices. Then, RU vi is returned by the Disk function, and added to the
current set Sk (at line 7 of Algorithm 1).

Is now provided the approximation ratio for the MC-GDC algorithm. Let us
assume that Nsdr < Nfreq, i.e. the number of radios used by the RUs is less than
available communication channels used by EU devices. In the case of Nsdr ≥
Nfreq the problem become a single channel GDC problem. The approximation
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Figure 6.4: Base cases for the proof of Theorem 3. Base case 1 with (dR1 )x <
(dL2 )x is shown in Figure 6.4(a). Base case 2 with (dR1 )x > (dL2 )x and (dR1 )x −
(dL2 )x ≤

√
1− φ2 ·D is shown in Figure 6.4(b). Base case 3 with (dR1 )x > (dL2 )x

and (dR1 )x − (dL2 )x ≤
√

1− φ2 ·D is shown in Figure 6.4(c).

ratio α is defined in terms of number of RU devices to cover all the |U | EU devices
of the scenario, i.e.:

α =
CAPPROX
COPT

(6.19)

where COPT is the cost of the optimal solution of the MC-GDC problem, and
CAPPROX the cost of Algorithm 1.
To derive the bound α, let us use the following result described in [166]. Let
αSTRIP be the approximation ratio on a single strip. All strips are assumed to
be of equal height q. Then, the following inequation holds between α (i.e. the
approximation ratio over all the strips of the scenario) and αSTRIP :

α ≤
(⌈

D

q

⌉
+ 1

)
· αSTRIP (6.20)

Based on Equation 6.20 we derive αSTRIP and α for the MC-GDC algorithm
through the following theorems.

Theorem 3. If φ ≤
√

5
3

, then αSTRIP ≤ 2, i.e. Algorithm 1 uses at most twice the
RUs than the optimal MC-GDC solution to cover a single strip.

Proof. Let us consider a strip, i.e. strip k. By hypothesis, each strip heigth is equal
to q=φ · D. For easy of disposition of the proof, let us assume that Nfreq · 1

2
<

Nsdr < Nfreq, i.e. the number of radio used by covering nodes is lower than the
number of frequencies used by EU devices, but still greater than the half of this
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Table 6.1: Channel/area coverage table: covering nodes are on the rows, areas
are on the columns. Each cell < i, j > indicates the number of channels still
un-covered on area segment j after step i of the approximated algorithm has been
executed.
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value.
Let Soptk = {d1, d2, . . . , d|Soptk |

} be the optimal set of covering nodes on strip k,
and f optRU(di) be the function mapping each covering node di ∈ Soptk to the list of
channels in use. Similarly, let Sapxk = {a1, a2, . . . , a|Sapxk |} be the approximated
local solution produced by Algorithm 1 and fapxRU (ai) be the function mapping
each covering node ai ∈ Sapxk to the list of channels in use. We assume that the
sets Soptk and Sapxk are ordered based on the x coordinate of the nodes, namely
di ≤ dj if (dLi )x ≤ (dLj )x and ai ≤ aj if (aLi )x ≤ (aLj )x, where (dLi )x and (dRi )x
denote respectively the x coordinate of the leftmost and the rightmost EU covered
by node i.

Following the schema of the proof in [165], and assuming that φ < 1, we prove
by induction that if φ ≤

√
5

3
the approximation ratio is equal to 2, i.e. |Sapxk |=

b|Soptk |
≤ 2 · |Soptk |.

Base case: There are three subcases to consider.

• The first case occurs when (dR1 )x < (dL2 )x, as shown in Figure 6.4(a). It’s
easy to see that a1 coincides with d1, with f optRU(d1) = fapxRU (a1), because
all the EUs covered by the optimal disk d1 can be covered by a single node
placed according to rules of Algorithm 1. Therefore, b1 = 1.

• The second case occurs when (dR1 )x > (dL2 )x and (dR1 )x−(dL2 )x ≤
√

1− φ2·
D, as shown in Figure 6.4(b). In the following, it will be proved that b2 ≤ 4,
i.e. in order to produce the same coverage of 2 nodes of the optimal solution
we need at most 4 nodes of the approximated solution (in the worse case).
Here, we are considering the worst case in terms of channel allocation from
the EU devices, with f optRU(d1) ∩ f optRU(d2) = ∅ and f optRU(d1) 6= fapxRU (a1) and
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Figure 6.5: Inductive cases for the proof of Theorem 3. Subcase 1 with (dRm)x <
(dLm+1)x is shown in Figure 6.5(a). Subcase 2 with (dRm)x > (dLm+1)x is shown in
Figure 6.5(b).

f optRU(d2) 6= fapxRU (a2). Referring to the scenario depicted in Figure 6.4(b), it
can be noticed that all the EUs till (dL2 )x can be covered by a single node
a1, with fapxRU (a1) ⊆ f optRU(d1). In the region between (dL2 )x and (dR1 )x, all
EU devices are mapped on channels in f optRU(d1) ∪ f optRU(d2). Since in a strip
of height φ ·D, the maximum segment covered (on the x−axis) by a single
node is

√
1− φ2 · D, we need at most 2 nodes to cover all the EUs in the

target region: one covering node (a2) is tuned on channels given by f optRU(d1),
and the other (a3) on channels given by f optRU(d1). Finally, in the region
on the right of (dR1 )x, all the EU devices are using channels in f optRU(d2),
hence a single node of the approximated solution (a4) can cover all of them.
Therefore b2 ≤ 4, having that φ ≤ 1.

• The third case occurs when (dR1 )x > (dL2 )x and (dR1 )x− (dL2 )x >
√

1− φ2 ·
D, as shown in Figure 6.4(c). We distinguish six different points in the Fig-
ure, i.e. A, B, C, D, E, F. On Table 6.1 we depict the approximated covering
nodes ai (on the rows), and possible channels still un-covered on each area
region; a cross on cell <i,j> indicates that all channels in target area j have
been covered by node ai. As for the previous case, we consider the worst in
terms of channel allocation from the EU devices, with f optRU(d1) 6= fapxRU (a1)
and f optRU(d2) 6= fapxRU (a2). At each iteration of the MC-GDC algorithm, a
new covering node is added, and the list of un-covered channels on each
area is updated accordingly; after 4 iterations, all the EU devices of the sce-
nario are covered, i.e. b2 ≤ 4. Moreover, the coverage of a3 of the area from
point C to point F is possible only if 2 ·

√
1− φ2 ·D ≥ 2 ·D−

√
1− φ2 ·D.

Solving the inequation in terms of φ, we have that: φ ≤
√

5/3.

Inductive case. By inductive hypothesis, let us assume that the approximated
algorithm uses at most 2m covering nodes instead of m of the optimal solution,
i.e. bm ≤ 2m. At the inductive step, let us suppose that one covering node is
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added to to the optimal solution, i.e. |Soptk |= m + 1, and it must be proved that
|Sapxk |= 2 · (m+ 1). As for the base case, let us distinguish two possible subcases,
based on reciprocal positions of (dRm)x and (dLm+1)x. The first subcase is shown in
Figure 6.5(a) and occurs when (dRm)x < (dLm+1)x. Following the same reasoning
of the subcase base 1, we can see that the approximated algorithm adds only one
covering node to Sapxk , i.e.:

bm+1 = bm + 1 ≤ 2m+ 1 ≤ 2(m+ 1) (6.21)

The second subcase is shown in Figure 6.5(b) and occurs when (dRm)x > (dLm+1)x.
All EU segments in the area region till (dLm+1)x have been covered by inductive
hypothesis. From (dLm+1)x to (dRm+1)x, EU devices can be allocated on channels
f optRU(dm) ∪ fapxRU (dm+1), and hence two more covering nodes of the approximated
solution (a2m+1 and a2m+2) are enough to produce the same coverage, i.e.:

bm+1 ≤ bm + 2 ≤ 2m+ 2 = 2(m+ 1) (6.22)

Theorem 4 (Corollary). If 1
2
≤ φ ≤

√
5

3
, then α ≤ 6, i.e. Algorithm 1 uses at most

six time the number of RUs used by the optimal MC-GDC solution to cover the
full scenario.

Proof 2. Using Equation 6.20 and Theorem 3, we get α ≤
(⌈

D
q

⌉
+ 1
)
· 2. Since

D = 2 · R, q = 2 · R · φ, and φ ≤ 1
2

by assumption, then: α ≤ (2 + 1) · 2 ≤
(2 + 1) · 2 ≤ 6.

Algorithm 1: The MC-GDC Algorithm
Require: U, F, fEU , D = 2 ·R, φ
1: Divide the area into K strips of height q = φ ·D
2: Sk ← ∅, ∀k = 1, . . . ,K
3: for all strips Sk, k = 1, . . . ,K do
4: while there exist uncovered EU devices in Sk do
5: let uj ∈ U be the leftmost uncovered node in Sk using channel c = fEU (j) ∈ F
6: vi ← call Disk(j, c)
7: Sk ← Sk ∪ {vi}
8: end while
9: end for
10: κ.V =

⋃
k

Sk

11: return κ =< V, fRU (V ), covEU (V ) >
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Algorithm 2: The Disk(j, c) function
Require: j, c
1: covEU (vi)← ∅ {set of EU devices covered by vi}
2: fRU (vi, h)← NULL ∀h ∈ 1 . . . Nsdr {set of channels used by vi}
3: loop
4: if (covEU (vi) ∪ {uj} is coverable by a single disk) and (∃h ∈ 1 . . . Nsdr such that (fRU (vi, h) = c or

fRU (vi, h) = NULL)) then
5: fRU (vi, h)← c
6: covEU (vi)← covEU (vi) ∪ {uj}
7: Mark uj as covered
8: Let ul be the leftmost uncovered node next to uj
9: if (|xul − xuj |) ≤ D then
10: Set j ← l, c← fEU (ul)
11: else
12: break loop
13: end if
14: else
15: break loop
16: end if
17: end loop
18: Place vi such that it covers all the EU devices in covEU (vi)
19: return vi
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Figure 6.6: The graph taken as input by the MVC problem is shown in Figure
6.6(a). The graph G′ derived from G after Step 1 of Algorithm 3 is shown in
Figure 6.6(b). The tree returned as output after Step 2 of Algorithm 3 is shown in
Figure 6.6(c).

6.2.2 The MVC Problem

Through Step 1, an approximated covering structure κ =< V, fRU , covEU >
has been determined where each EU u ∈ U has been covered by a RU v ∈ V ,
and |V | is minimized. However, the covering structure is not yet a solution to the
MCC problem, since the corresponding RMN might not be connected. Hence,
in this Step 2, it is proposed an algorithm to connect V (or a subset) through a
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set of additional RUs (S), so that: (i) the number of RUs used for both cover-
ing/connecting is less than or equal to M (i.e. of the number of available RUs),
and (ii) the number of EU devices interconnected by the RMN is maximized.
The Definition 4 of the MVC problem is extended by using the formulation pro-
posed in [24]. Later in this Chapter, will be proved that two definitions are equiv-
alent, and that the tree of Definition 4 can be derived by the solution of the general
MVC problem described below.

Let κ(U, fEU) =< V, fRU , covEU > be a covering structure. Let us construct
a graph G(V,E, c, w) defined as follows:

• V is the set of vertexes, and it is equal to κ.V (i.e. of the RUs used by the
covering structure κ).

• E is the set of edges: e(vi, vj), with vi ∈ V , vj ∈ V . The graph G is fully
connected, i.e. there exists an edge e(vi, vj) ∈ E, ∀ vi ∈ V , vj ∈ V , i 6= j.

• w : V → N is a function assigning a weight to each vertex. In this case,
w(v)=|κ.covEU(v)|, i.e. the weight of vertex v is represented by the number
of EU devices covered by it, according to the covering structure κ computed
at Step1.

• A cost is assigned to each edge of the graph: c : E → N. In our case,
c(e(vi, vj)) is the average number of RUs needed to connect vi and vj . Let
d(vi, vj) be the Euclidean distance between vi and vj , andR the transmitting
range of a RU, then c(e(vi, vj)) can be approximated as follows:

c(e(vi, vj)) =

⌊
d(vi, vj)

R

⌋
(6.23)

Figure 6.6(a) shows the graph G built over the covering structure depicted in Fig-
ure 6.3(b).

Definition 6 (MVC Problem revised). Given G(V,E,w, l), let us determine the
optimal tree TMV C(P,D), where P=T ∪ S, with the terminal points T ⊆ V and S
a set of new points (with w(s) = 0 ∀ s ∈ S), such that the tree weight W (TMVC =∑
v∈P

w(v)) is maximized (i.e. the maximum number of EU devices are connected

by the RUs), while the tree cost C(TMV C) =
∑
e∈E

c(e(vi, vj)) + |P | ≤ M (i.e. the

number of RUs is constrained by M ).

The MVC is similar to the well-known problem of computing the Steiner Mini-
mum Tree (SMT) on a weighted graph in metric space. Given a graphGs={Vs, Es},
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the SMT (Gs) is defined as the tree Ts(Ps, Ds), with Vs ⊆ Ps, such that all ver-
texes are connected and the cost C(TMV C) is minimized [167, 168, 169, 170].
Differently from the classical minimum spanning tree problem, the SMT includes
both vertexes of the graph (called terminal points) and new vertexes p (with p ∈
Ps and p /∈ Vs), called Steiner points. In this case study, the tree TMVC(P,D)
solution of the MVC problem is a Steiner tree but with two additional constraints:
(i) the number of vertexes cannot exceed M (number of available RUs), and (ii)
at each Steiner tree is associated a weight, representing the total number of EU
devices connected.

Unfortunately, the computation of the SMT is known to be an NP-hard prob-
lem. For this reason, is proposed an approximated solution and is derived the
upper bounds to the optimum. The approximation leverages the notion of full
components (or, for short, components) of a SMT , defined as a maximal sub-
tree whose terminals coincide with its leave [169, 170]. A k-restricted SMT is
defined as a Steiner tree whose components contain no more than k terminals
(k-component). For k ≥ 4, computing the k-SMT(G) is a NP-hard problem too.
However, for k = 3, the problem admits polynomial solution through the Melzak
algorithm [168], and it is possible to prove that the approximation ratio ρ provided
by the k-SMT solution is at most equal to 5

3
of the optimum [167], i.e.:

ρ =
C(k-SMT(G))
C(SMT(G))

≤ 5

3
(6.24)

Algorithm 3: The 3-MVC algorithm
Given a graph G={V,E, l, w, c} and M :
Initialize: V ′=V and E′=E.
Step1: Build G′(V ′, E′):
for each (vi, vj , vk) triples, with vi ∈ V , vj ∈ V , vk ∈ V do

Compute Steiner point z through the Melzak algorithm [168].
Set V ′=V ′ ∪ {z}.
Set E′=E′ ∪ {e(z, vi)} ∪ {e(z, vj)} ∪ {e(z, vk)}.

end for
Step2: Compute the approximated MVC:
T3−MVC= MVCSearch(G’,M).
Return T3−MVC .

Based on this result, it is propose the 3-MVC algorithm [25], which works in
two steps. First, the graph G is modified in order to include all possible 3-SMT
structures. Then a solution is searched among the structures in order to compute
the 3-SMT with maximum weight.
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The first Step (described in Algorithm 3) handle the original graph G by: (i)
computing the Steiner point z for each triple of vertexes vi ∈ V , vj ∈ V , vk ∈ V
of G, (ii) adding z to set of vertexes. Here, we assume that z 6= vi, z 6= vj and
z 6= vk, otherwise no adding is done to V ′ and E ′. Then (iii) adding the corre-
sponding edges u(vi, z), u(vj, z), and u(vk, z) to the set of edges. As a result, a
new graph G′(V ′, E ′) is built at the end of Step 1, as shown in Figure 6.6(b). It
is easy to notice that the resulting graph G′ include all possible 3-SMT structures,
since by definition it calculates a Steiner point for each possible connected com-
ponents having three vertexes of V as terminals.
The 3-SMT with maximum weight is computed on G′ through the MVCSearch
algorithm (pseudo-code in Algorithm 4). Here, a TMVC global structure is used
to keep track of the best solution found so far, and is returned at the end of the
algorithm (line 6). For each vertex belonging to G, the MVCSearch invokes the
FindBestTree procedure, which explores all the possible subtrees Tv rooted
at v and saves the one with maximum weight into TMVC . Each iteration of
FindBestTree keeps track of the current vertex vcur visited by the algorithm,
of the previous node vprev, of the frontier Fr, defined as the set of vertexes not yet
visited by the algorithm, and of the current tree Tv. At each iteration, the frontier
Fr is increased by including the neighbors of v (denoted asNeighv at line 13), the
cost C(Tv) is decreased of c(u(vprev, vcur)) (i.e. of the number of RUs needed to
connect the two vertexes) at line 15, and then the algorithm is recursively invoked
on the new frontier and on the graph G \ {vcur} at line 16. When C(Tv) > M ,
i.e. no more nodes can be connected, the optimality the tree is checked at line 22
by comparing its weight W (Tv) with the best value found so far (i.e. W (TMVC)).
In case W (TMVC) is equal to W (Tv), the solution with lower cost (i.e. requiring
less RUs) is preferred.
Figure 6.6(c) shows the tree structure built by the algorithm.

In the following, it is derived the cost approximation ratio of TMVC , i.e. the β
factor introduced in Theorem 1.

Theorem 5. Given a graph G={V,E,w, c}, let T3−MVC(P3m, E3m) be the tree
computed by the 3-MVC algorithm, with terminal nodes V3m ⊆ P3m. Let SMT be
the minimum Steiner Tree connecting all nodes v ∈ V3m. Then, β=C(T3−MVC)

C(SMT )
≤

5
3
, i.e. Algorithm 3 uses at most 5

3
time the number of RUs used by the optimal

solution to connect the same subset of EU devices.

Proof. Let T ∗3−MVC(P ∗3m, E
∗
3m) be the optimal 3-SMT with terminal points V ∗3m ⊆

P ∗3m and V ∗3m = VSMT connecting the same subset of vertex v ∈ V . From Equa-
tion 6.24 we know that

C(T ∗3−MVC)

C(SMT )
≤ 5

3
. The graph G′ = {V ′, E ′, w′, c′} produced

at Step1 of Algorithm 3 contains, by construction, all possible 3-components and
hence also T ∗3−MVC , i.e. P ∗3m ⊆ V ′ and E∗3m ⊆ E ′. Similarly, at Step2, Al-
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Algorithm 4: The MVCSearch algorithm
1: Initialize: TMVC={}.
2: for v ∈ V do
3: Initialize Tv={}.
4: Invoke FindBestTree({v},G,M ,Tv ,NULL).
5: end for
6: Return the tree TMVC .
7:
8: procedure FindBestTree(Fr,G,b,Tv ,vprev)
9: Initialize checkTree=true.
10: for vcur ∈ Fr do
11: if (c(u(vcur, vprev) + 1) ≤ b) and (u(vcur, vprev)) ∈ E′ then
12: Set checkTree = false.
13: Update the frontier Fr=(Fr ∪Neighv)\ {vcur}.
14: Add vertex v and edge u(vcur, vprev) to Tv .
15: Update current cost b′=b− c(u(vcur, vprev))− 1.
16: FindBestTree(Fr ,G \ {vcur},b′,Tv , vcur).
17: Remove vertex v and edge u(vcur, vprev) to Tv .
18: end if
19: end for
20: if checkTree == true then
21: Add |Tv | to C(TMVC)
22: if (W (TMVC) < W (Tv)) or ((W (TMVC) == W (Tv)) and (C(TMVC) > C(Tv))) then
23: Set the new solution TMVC = Tv .
24: end if
25: end if

gorithm 3 explores all the possible subtrees of G′; hence it will find, among
all the others, also T ∗3−MV C . Since the MVCSearch procedure returns the tree
T3−MV C having minimum cost, and T ∗3−MVC is the optimum among all possi-
ble 3-SMT subtrees, we can conclude that C(T3−MVC) = C(T ∗3−MV C) and then
β = C(T3−MVC)

C(SMT )
≤ 5

3
.

Figure 6.6(c) shows the T3−MVC tree returned by the 3-MVC algorithm. Given
T3−MVC(P3m, E3m), building the tree T (V ′

⋃
S,D) of Definition 4 is straightfor-

ward: we simply add new vertexes to P3m, by splitting each edge e ∈ E3m into
sub-edges of length equal to R, and placing a RU in correspondance of each end
point.

6.2.3 Final step
Based on the operations of the MC-GDC and 3-MVC algorithms previously

described, and on α and β bounds on the graph cost defined by Theorems 5 and
6, the two-step solution is elaborated in terms of graph weight, i.e. of number of
EU devices connected by the RMN.

Theorem 6. Let Gopt be the optimal solution of the MCC problem, and Gapx the
solution returned by our two-step approach. Let M be the number of available
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RUs. If C(Gopt) ≥M ·γ, with γ=α+β then W (Gapx)=W (Gopt), i.e. the two-step
approach maximizes the number of EU devices connected.

Before providing the proof of Theorem 6, let us introduce the following lem-
mas.

Theorem 7 (Lemma 1). Let Gopt(V opt, Eopt, f optRU , cov
opt
EU) be the optimal solution

of the MCC problem over the set of EU devices U with C(GOPT ) ≤ M
γ

and let
U cov and U

cov
be the set of covered and uncovered EU devices, respectively, by

Gopt. If C(Gopt) ≤ M
γ

then ∀u ∈ U cov
and ∀u ∈ U cov, d(u, u) > 2 · R, where R

is the transmitting range of the RUs.

Proof. From the hypothesis that C(Gopt) ≤ M
γ

it can be noticed that there are
some RUs that are not utilized in the final solution Gopt. Also, since γ = α +
αβ + β (or γ = α+ β depending whether using Theorem 1 and Theorem 2) with
α ≥ 1 and β ≥ 1, we have that γ ≥ 3. By absurd, let us suppose that there
exist a couple of EU devices u and u, with u ∈ U cov, u ∈ covoptEU(v), v ∈ V opt,
and u ∈ U

cov
, with d(u, u) ≤ 2 · R. Then, u might be covered by a RU v′ not

utilized so far: we also notice that the maximum distance between v′ and v can
not exceed 3 ·R. Since by hypothesis γ ≥ 3, we have still 2 RUs unused, and one
of them (say v′′) can be placed in between v and v′ to connect them together. The
new graph G′(V opt∪{v′, v′′},E ∪{e(v, v′′), e(v′′, v′)},f optRU ∪{f

opt
RU(v′), f optRU(v′′)},

covoptEU ∪ {cov
opt
EU(v′), covoptEU(v′′)}) is thus a solution of the MCC problem, with

W (G′) = W (Gopt) + 1. This is absurd, since it contradicts the hypothesis that
Gopt is the optimal solution with maximum weight. Hence, d(u, u) > 2 · R,
∀u ∈ U cov,∀u ∈ U cov

.

Theorem 8 (Lemma 2). Let κ =< V, fRU , covEU > be a solution of the MC-
GDC problem over a set of EU devices U . If we consider as input to the MC-GDC
algorithm a new set of EU devices U ′ = U ∪ {u′}, with d(u, u′) > 2 ·R, ∀u ∈ U ,
then the new solution κ′ =< V ′, f ′RU , cov

′
EU ′ > is built from the old one κ without

affecting it, i.e. V ′ = V ∪ {v′}.

Proof. The proof derives from the operations of Algorithm 1 in a straight-forward
way. There are two possibilities when adding u′: (i) the EU device u′ is located
on a new strip compared to EU devices covered by κ, and hence is not affecting
the old solution, or (ii) the EU device u′ is located on the same strip. However,
since d(u, u′) > 2 · R, ∀u ∈ U , it can not be covered by any RU already placed
in κ.V , and hence, a new RU must be added to the covering structure through the
Disk function (see Algorithm 2).
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Proof. (Theorem 6) Let U be the set of EU devices in the target scenario. More-
over, let Gopt be the optimal solution of the MCC problem, and U opt and U

opt
be

the set of covered and uncovered EU devices by Gopt. Let Gapx be the solution
returned by our two-step approximation algorithm over set U .
First, let us suppose to execute our two-step approximation algorithm over setU opt

only. Let G′apx be the solution returned by the two-step algorithm. From the hy-
pothesis C(Gopt) ≤ M

γ
and from Equation 6.3, we conclude that C(G′apx) ≤ M ,

i.e. C(G′apx) is feasible in terms of number of RUs and is able to fully connect
the set U opt.
Let κUopt be the covering structure produced by Algorithm 1 over set U opt. Let
T (κUopt .V ∪P,E) be the 3-SMT tree returned by Algorithm 4 with terminal points
κUopt .V and Steiner points P ; the 3-SMT tree connects all the RUs of the covering
structure. Let us now suppose to repeat the execution of our two-step approxima-
tion algorithm over EU device set U ′=U opt ∪ {u} with u ∈ U opt

, i.e. adding one
more EU device which is not covered by the optimal solution Gopt. By Lemma 1,
we have that d(u, u) > 2 · R, ∀u ∈ U opt. By Lemma 2, we have that -at Step 1-
Algorithm 1 produces a new covering structure κU ′ , with κU ′ .V = κUopt .V ∪{v′},
and covEU(v′) = {u}. Let us now consider the execution of Step 2 (Algorithm
3) to connect the RUs of the covering structure. Let TR be the set of 3-SMT
trees having as terminal points all possible subsets of κU ′ .V . Let max(T ) ∈ TR
be the optimal 3-MVC tree having maximum weight, and cost lower than M .
We observe that: (i) T (κUopt .V ∪ P,E) ⊆ TR, since κUopt .V ⊆ κU ′ .V and (ii)
T (κUopt .V ∪ P,E) = max(T ), since T (κUopt .V ∪ P,E) connects the optimal set
U opt, and Algorithm 4 will certainly find it since it checks all possible 3-MVC
trees belonging to TR. In other words, the solution produced by our two-step
approach is not affected by the adding of node u. Let’s now add all other EU
devices of U

opt
one by one as before, and iterate the execution of the approximate

algorithms, till all the set U of EU devices have been considered. For the same
reasons adducted before, the output of Algorithm 4 is not affected, and still equal
to T (κUopt .V ∪ P,E). Hence Gapx=G′apx.
Finally, since Gapx and Gopt connects the same subset of EU devices, they have
the same weight, i.e. W (Gapx) = W (Gopt).

Looking at the Computational Complexity (CC) of the two-step approach, this
is mainly dominated by the 3-MVC algorithm. Indeed, the CC of MC-GDC algo-
rithm is O(N2), since the Disk function (having complexity O(N)) is executed
on each EU device, till the full scenario is covered by the RUs. The CC of the
3-MVC algorithm has been analyzed in [24]. Using the results presented in [24],
we can say that the CC of the 3-MVC algorithm is in the order ofO(n3)+O(N

M
η ),
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where η is the mean of the cost values c(u(vi, vj)) of the graph. Hence, the CC of
the MCC algorithm is still exponential, but in terms of number of RUs (M ), which
is assumed to be constrained and much lower than the number of EU devices (N ).
Moreover, the 3-MVC algorithm requires affordable computational resources over
scenarios with low values of RUs (i.e. M << N ) or acceptable values of the ratio
M
η

(e.g. large-scale scenarios), as the ones considered in Section 6.4.

6.3 The Distributed Solution for the MCC Problem
In this Section, is introduced a distributed protocol to address the MCC prob-

lem. Given the computational complexity of the centralized solutions previously
discussed, let us rely on a different approach that aims at achieving the self-
configuration of the RMN through local communications among RUs, and decen-
tralized decision making. In Section 6.4 will be demonstrated the effectiveness of
the distributed solution compared to the centralized one. Here, it will provided a
comprehensive description of the protocol’s operations, including the aspects of
mesh creation and maintenance (Section 6.3.1), exploration (Section 6.3.2) and
communication among the RUs (Section 6.3.3).

6.3.1 Creation and Maintenance of a RMN
In this study, each RUs is provided with autonomous mobility and frequency

configuration capabilities and hence cooperation is needed to guarantee the cre-
ation of stable mesh structures. More in detail, the distributed RMN algorithm
must guarantee: (i) the connectivity of the mesh, i.e. no partitions must occur
among the RUs, (ii) the Quality of Service (QoS) over the links among RUs and
between RUs and EU devices, (iii) the space/frequency exploration of the post-
disaster scenario to detect isolated EU devices. Although several swarm mobility
have been proposed in the related literature, none of them is able to fulfill all three
requirements at the same time. For this reason, here is described an extension of
the Virtual Spring Mesh scheme described in [140] and [130], where it is intro-
duced channel-aware mechanisms to take into account QoS requirements on each
link of the RMN. Let us assume that, at each time instant, multiple virtual forces
act on each RUi, i.e. ~Fi,1, ~Fi,2, ..., ~Fi,ni . Let ~F (i) be the sum of these virtual forces
acting on RUi, i.e.:

~F (i) =

ni∑
j=0

~Fi,j (6.25)

The virtual forces can be of three different types, based on the three possible
categories of links:
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Figure 6.7: The MtM, MtE and MtF forces in a RMN deployment.

• Mesh-to-Mesh (MtM) links: that acts between two RUs of the RMN.

• Mesh-to-EU (MtE) links: that acts between a RU and an EU device.

• Mesh-to-Frontier (MtF) links: that acts on special RUs (called scout RUs)
and are used to explore the scenario.

The MtM and MtE forces guarantee the connectivity of the RMN, while the MtF
forces enable space exploration and mesh mobility. Figure 6.7 shows a (possible)
deployment of the RMN, with different virtual forces applying on each link.

The details about the MtF forces will be provided in Section 6.3.2. The focus
is now on the MtM and MtE forces, that are modelled as virtual springs according
to well-known Hooke’s law:

~F = −k · ~x (6.26)

where k is the stifness constant and ~x denotes the spring displacement. In [130],
the ~x factor is defined in terms of spatial distance between the end-points of the
spring. Conversely, here this displacement is formulated as a function of the qual-
ity of the wireless link betweenthe two RUs (MtM link), or between a RU and an
EU device (MtE link). More specifically, after receiving a message from RUj or
EUj (details in Section 6.3.3), RUi computes the Link Budget index of the link
i↔ j (i.e. LB(i, j)) as follows:

LB(i, j) = Prij −RSithr (6.27)
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Prij is the power received at RUi, and RSithr its receiving radio sensitivity. The
LB index, also called fading margin [171], measures the communication reliability
and indicates if the link is going to break. The requested link budget (LBreq) is
used to model the Quality of Service (QoS) which must be guaranteed on each
link of the RMN. Finally, the spring displacement (~x) is formulated as follows:

~x = sign() · ~u · δ (6.28)

where ~u is the unit vector centred in RU , sign() is a sign function assuming
negative value whether LB(i, j) > LBreq (i.e. force is repulsive since spring end-
points are too close), and positive value whether LB(i, j) < LBreq (i.e. force
is attractive since spring end-points are too far). The factor δ is a scalar value
providing the force module, based on requested and current LB on the i− j link:

δ = α

√
max(LB(i, j), LBreq)

min(LB(i, j), LBreq)
− 1 (6.29)

where α is the propagation decay exponent that is dependent on the characteristics
of the environment. Figure 6.8 depicts the δ values, as a function of LB(i, j) and
for different values of α; LBreq is set to 20dbm. It is easy to notice that: (i) δ is 0
whenLB(i, j) meets the LB requirementsLBreq, (ii) δ increases whenLB(i, j)>
LBreq, reflecting the fact that the spring end-points are too close, (iii) δ increases
more quickly when LB(i, j) << LBreq, reflecting the fact that the two nodes are
moving out of their communication range and, hence, that the nodes must react
quickly. The second component of Equation 6.26, i.e. the stiffness constant k, is
defined separately for MtM and MtE links. If the spring displacement models the
requested link quality, the k value quantifies the system responsiveness, i.e. how
quickly RUs will re-act to changes of wireless conditions (e.g. due to mobility or
fading effects), in order to re-establish the requested QoS value (LBreq).

• MtM link. kMtM is a fixed parameter in the range [0:1] (equal to 0.5 in our
experiments).

• MtE link. kMtE is dynamically adjusted on the basis of number of EUs
connected to RUi (i.e. nEU(i)) as follows:

kMtE =
nEU(i)

max(nEU(j)) ∀j ∈ Neighi
(6.30)

We can see that the stiffness (and thus the force module) of the MtM spring
is made proportional to the number of connected EUs at the current loca-
tion, and compared to the actual CI of neighboring nodes. As a result, a
RU connecting more EU devices at the current location will oppose more
resistance to change its position than its neighbors.
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Figure 6.8: The displacement (δ) as a function of LB(i, j), with LBreq=20 dbm.

The virtual force model enable each RU to autonomously adjust its position
by computing the force ~F (i) periodically. However, in practice, additional mech-
anisms are required to avoid link breakage events caused by excessive values of
| ~F (i)|), and also to enforce mesh stabilization (i.e. convergence to stable posi-
tions). To this aim, we introduce a new metric, called link criticality, which is
computed by each RUi for each link i− j, as follows:

C(i, j) = 1− min(LB(i, j), LBreq)

LBreq

(6.31)

The value of C(i, j) in Equation 6.31 is in range [0,1], where a value close to
1 indicates an high probability of link breakage. Given this index, RUi should
avoid modifying its position with respect to RUj or to EUj if the link in in critical
condition. Similarly, let us introduce a minimum threshold on the value of C(i, j),
i.e. Cthr. If C(i, j) > Cthr, let us introduce a friction force ~FRi,j , which acts in
the opposite direction than ~Fi,j , and with intensity given by ~|Fi,j| · C(i, j). Let
Si the set of all friction forces applying on RUi, and ~Fi=

∑n
j=0

~Fi,j . Let us refine
Equation 6.25 by computing the resultant force as follows:

~R(i) = ~Fi +
∑
Si

~FRi,j (6.32)

Figure 6.9 shows an example of how the friction force works in practice, so that
RU1 avoids breaking link with RU3 thanks to the friction force F1,3.
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Figure 6.9: Example on friction forces acting between RUs: link 1 − 2 is criti-
cal, and thus a friction force FR1,2 is introduced. Through Equation 6.32, RU1

computes the adjusted resultant force R1 in order to avoid breaking link 1-2.

Every TDEF period, each RUi computes direction and intensity of ~R(i). If | ~R(i)|
is higher than a threshold value Rthr, then RUi moves towards the direction indi-
cated by ~R(i), with constant speed equal to v. Otherwise, RUi does not modify
its current position.

6.3.2 Exploration method

The exploration of the scenario is crucial to allow the RUs detecting the iso-
lated EU devices in order to connect them to the RMN. Two types of explorations
are considered in our framework: (i) spatial exploration, and (ii) frequency explo-
ration.

Spatial exploration is critical if uncoordinated mobility of each RU might eas-
ily lead to mesh partitions. For this reason, space explorations is delegated to
special RUs, defined as scout nodes. First, is defined the visibility zone of RUi
with respect to vector direction ~d as the cone centered at RUi with a sweep angle
of θ (shown in Figure 6.7). At each beaconing interval, each RUi verifies whether
there are other RUj in its visibility zone. In the negative case, the RUi decides
with probability ε whether to elect himself as scout node. The parameter ε gov-
erns the trade-off between space exploration and exploitation of already bridged
EU devices, and constitutes an important parameter for the mesh formation. For a
scout RU, is introduced an additional spring force, applied along direction ~d, and
modelled as a pure attractive force with intensity equal to Fexp (constant value).

Frequency exploration is performed by each RU. At periodic time intervals,
each RUi senses the Nfreq frequencies through its free radio interfaces, in order
to detect HELLO messages sent by the EU devices. To balance the sensing efforts
among the RUs, and to enhance the EU discovery, each RUi keeps statistics on
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the number of sensing actions performed on each frequency h, considering also
neighbors’ sensing actions. Let SEi(h) be the current statistic for frequency h and
RUi. At each TB interval, RUi senses the frequency h′, which is the least sensed
(and thus mostly unexplored) channel based on SEi(h), i.e.:

h′ = argmin∀h∈NfreqSEi(h) (6.33)

Algorithm 5: Distributed mobility/radio frequency control of RUi
Broadcast BEACON message structured as in Equation 6.34.
Compute the forces ~F (i, j) acting on each MtM/MtE/MtF link.
Compute force ~F (i) according to Equation 6.25.
Compute node criticality of each link i− j according to Equation 6.31.
Determine resultant force ~Ri according to Equation 6.32
if | ~Ri| > Rthr then

Move with speed v along the direction indicated by ~Ri.
end if
Decide frequency h to sense according to Equation 6.33.
if EUj discovered on channel h and ∃k| frequency[k]=NULL or
frequency[k]=h then

Re-configure the radio interface to operate on channel h.
Increase nEU by one.

end if

6.3.3 Communication among the RUs
Mesh creation and maintenance operations is based on periodic broadcast

communication. In this way the nodes are able to (i) compute the LB metric
at each receiving node (through Equation 6.27), and (ii) disseminate the informa-
tion about last sensed channel, to allow distributed sensing scheduling operations
(through Equation 6.33). Hence, every TBEACON interval, each RUi broadcasts a
BEACON message containing the following information:

< nEU(i), hSENSED > (6.34)

where nEU(i) is the number of EU devices currently connected to RUi, and
hSENSED is the frequency scanned by RUi during the last beaconing interval.
Estimating the Angle-of-Arrival (AA) of the message, RUi can also determine the
direction of the virtual spring of the link i − j. The impact of TBEACON on the
convergence of the mesh creation process is investigated in Section 6.4. We also
assume that isolated EU devices will periodically broadcast HELLO messages, in
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Figure 6.10: Screenshot of an OMNeT++ simulation, showing the deployment of
the RMN through the MCC distributed algorithm, on a target scenario.

order to favor localization from the RUs.
When the RUs are injected in the scenario, all the Nsdr radios have the attribute
frequency set to Free. Each time RUi detects a BEACON message from EUj
on frequency h, it checks whether it has a radio k with frequency[k]=NULL
(i.e. radio not used) or frequency[k]=h (i.e. radio already tuned to chan-
nel h). If one of these conditions is satisfied, then EUj is connected to the mesh
through RUj , by setting frequency[k]=h. In Algorithm 5 is summarized the
operations of the distributed protocol for mesh creation.

6.4 Evaluation of the Distributed MCC algorithm

In this Section, are evaluated the performance of both the Centralized MCC
and Distributed MCC algorithms. To this purpose, are modeled in OMNeT++ the
characteristics of a post-disaster scenario, based on the system model described in
Section 6.1. N EU devices are considered uniformly distributed over an area of
1500x1500m2. At the beginning, M RUs are injected in the center of the scenario
and start organizing themselves in order to create the RMN. The movement of
each RU is modelled as constant speed (equal to 3 m/s). Each RU is then provided
with three radio interfaces (so Nsdr = 2), one tuned to the CCC in order to com-
municate with other RUs, and the other two tunable to any of theNfreq channel, in
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order to connect to the EU devices. If not specified otherwise, in the experiments
will be used these values for the system parameters: Nfreq=4, α=2, TBEACON=2
seconds, LBreq = 13 dbm, RSthr=-120 dbm, Pt (transmitting power)=110 mW,
Nsdr=2. Since the goal of this study is to investigate the effectiveness of the RMN
in maximally re-establishing network connectivity in a post-disaster scenario, the
Connectivity Index (CI) of Equation 6.1 is referred as the main performance met-
ric. Four different algorithms will be compared for the deployment of the RMN:

• Centralized MCC. Is the approximated two-step algorithm described in Sec-
tion 6.2. Here, the configuration of each RU in terms of position/channels
is statically decided at the simulation startup, and no communication/coop-
eration phase is required.

• Distributed MCC. This is the distributed deployment algorithm described in
Section 6.3.

• Chain-based algorithm. This corresponds to the scheme proposed in [172],
through which mobile robots self-organize into backbone structures. In the
used implementation, the mobile robots are replaced with the RUs. During
the simulation it is created a dynamic chain structures whose head and tail
are the EU devices to be connected. Frequency allocation is performed
using the same algorithm defined in Section 6.3.2 for the Distributed MCC
scheme.

• Greedy algorithm. This corresponds to a distributed algorithm in which RUs
explores the space/frequencies independently one from each other. Each
time RUi detects another EU device or another RU in its communication
range, it decides with fixed probability (equal to 0.5 in our experiments)
whether to stop or to keep exploring the scenario.

Figure 6.10 shows an OMNeT++ screenshot of the operations of the Distributed
MCC algorithm, on an example scenario. Rectangles represent the RUs that are
depicted with different colors based of their roles in the RMN: yellow rectangles
are scout RUs, blue ones are RUs connected to EU devices, green are relay RUs.
On the other side, circles represent the EU devices where different colors reflect
the channel they are tuned to. In Section 6.4.1, it will be evaluated the CI of the
four algorithms when varying the density of RUs and EU devices. In Section
6.4.2, it will be analyzed convergence over time of the swarm mobility scheme.
Finally, in Section 6.4.3, it will be studied the impact of propagation conditions
on system performance, by also providing preliminary results on the difference
between terrestrial and aerial deployment of the RMN.
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Figure 6.11: The CI for the four RMN deployment algorithms as a function of the
number of RUs and of the number of EU devices are shown in Figures 6.11(a) and
6.11(b), respectively.
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Figure 6.12: The CI of the Distributed MCC algorithm, as a function of the num-
ber of RUs and of the EU devices is shown in Figure 6.12(a). The CI for the four
RMN deployment algorithms over the Nfreq values is shown in Figure 6.12(b).

6.4.1 Connectivity Index Analysis

Figure 6.11(a) shows the CI as a function of the number of available RUs (i.e.
M ), depicted on the x axis. The number of EU devices is fixed to 65 (i.e. N=65);
EU devices are uniformly spread out over the simulation area. As expected, the
CI of all four algorithms increases with the number of RUs, since a better cov-
erage of the scenario can be achieved; vice versa, uncovered areas might likely
occur for low values of M . Moreover, Figure 6.11(a) demonstrates that the Dis-
tributed MCC algorithm can outperform the Chain-based and Greedy approaches
in terms of number of EU devices connected, and can provide performance close
to the Centralized MCC. We found that the system performance of the Distributed
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Figure 6.13: The CI over simulation time is shown in Figure 6.13(a). The CI on
a dynamic scenario with varying number of active RUs (M ) over time is depicted
in Figure 6.13(b)).

MCC algorithm are affected by the parameter ε, which determines the percentage
of scout RUs, and thus the amount of exploration performed within the scenario (ε
is fixed to 0.1 in these experiments). Adaptive tuning strategy of the ε parameter
will be considered as future studies.
In Figure 6.11(b) is performd a similar analysis, but varying the number of EU
devices while keeping constant the number of available RUs (M=15). Conversely
to Figure 6.11(a), the CI decreases for all four algorithms when increasing the
value on the x axis, indicating the fact that 15 RUs might not be enough to con-
nect all EU devices of the scenario. Again, the Distributed MCC scheme provides
performance close to the Centralized MCC, with a significant improvement over
the Chain-based and Greedy algorithms.
Figure 6.12(a) combines previous results by showing the CI metric for the Dis-
tributed MCC scheme, as a function of the number of available RUs (in the x axis),
and of the number of EU devices (in the y axis). Clearly, the CI achieves its maxi-
mum/minimum values for extreme opposite configurations ofM andN (i.e. max-
imum for M=25, N=20, minimum for M=5, N=100). Moreover, CI is higher in
configuration with M = 25, N = 100, than configuration with M = 5, N = 20,
since the RMN can cover a larger area, and hence connect more EU devices.
Figure 6.12(b) shows the impact of available channel resources on system perfor-
mance. We consider a configuration with N=75, M=15, and we vary (on the x
axis) the Nfreq value. Based on system model introduced in Section 6.1, each EU
device is tuned to a communication channel randomly decided among the avail-
able Nfreq frequencies. Increasing this value augments the frequency diversity
of the EU devices, and poses additional challenges to the creation of the RMN,
since each RU has only two radio interfaces to communicate with EU devices (i.e.
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Nsdr=2). Three important configurations can be drawn from Figure 6.12(b): (i)
CI decreases with Nfreq for all four schemes, since more RUs might be needed to
cover the same set of EU devices, (ii) thanks to the spatial/frequency exploration
scheme described in Section 6.3.2, the Distributed MCC algorithm experiences
values of CI greater than 50% even for extreme values of Nfreq (i.e. Nfreq = 9)
(iii) spatial density of the EU devices (shown in Figure 6.11(b)) produces an higher
impact on CI performance than frequency diversity.

6.4.2 Convergence Analysis
In this Section, are provided insights on the behavior of the Distributed MCC

algorithm, and is investigated the convergence over time of the swarm mobility
algorithm. To this aim, in Figure 6.13(a) is depicted the CI values over simulation
time, for a scenario with N=65, Nfreq=4, and two configurations of M (equal to
10 and 20, respectively). The horizontal lines represent the CI values produced by
the Centralized MCC algorithm. Here, it is omitted to draw the lines of the Greedy
algorithm, since performance are much lower than the other schemes. The con-
vergence of the Distributed MCC algorithm is reflected by the fact that the CI
value increases during the initial exploration phase, till a stable value is reached at
around 4000 seconds: after that, RUs do not further modify their positions. Also,
it is possible to notice that the Distributed MCC provides equal performance than
the Centralized MCC for M=10, and only slightly lower for M=20. In both the
case, the Distributed MCC algorithm outperforms the Chain-based scheme.
Figure 6.13(b) demonstrates the adaptiveness of the proposed scheme to dynamic
network environments. The CI value is depicted over simulation time, on a sce-
nario with N=50 and Nfreq=4. At the simulation startup, M is set to 20 RUs.
From t=2000 till t=4000, is is assumed that the number of available RUs (e.g. M )
is decreased by 1 every 200 seconds, till M=10 at t=4000 seconds. This behav-
ior can be justified by assuming uncorrelated failures occurring at different RUs.
From t=4000 till t=6000 seconds, the value ofM is kept constant. From t=6000 to
t=8000, a RU is added to the scenario every 200 seconds. In this way is simulated
the fact that failures have been fixed or that new devices are being progressively
injected by the safety agency to replace the damaged ones. Figure 6.13(b) shows
that the Distributed algorithm dynamically adapts the RMN coverage based on
current availability of RUs, without experiencing deep losses of service.

In Figures 6.14(a) and 6.14(b) is investigated the impact of the beaconing in-
terval (i.e. TBEACON ) on convergence of the Distributed MCC algorithm. More
specifically, Figure 6.14(a) depicts the CI metric over simulation time, for a con-
figuration with M=20, N=65 and different values of TBEACON . Smaller bea-
coning intervals correspond to higher CI values, since the RUs can better adjust
their reciprocal positions when receiving frequent updates about the quality of
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Figure 6.14: The impact of TBEACON parameter in terms of CI and number of
clusters created among RUs is shown in Figure 6.14(a) and 6.14(b), respectively.

wireless links toward neighbor nodes. Vice versa, for TBEACON=6 seconds and
TBEACON=8 seconds, the CI decreases significantly and presents some fluctua-
tions, since link breakages can occur within the RMN. This is also confirmed
by Figure 6.14(b), in which we depict the average number of RU clusters cre-
ated during the simulation of the previous scenario. For TBEACON=1 second and
TBEACON=2 seconds, only one cluster is created, i.e. the RMN is fully connected.
For values of TBEACON larger than 2 seconds, the RMN is likely partitioned, since
RUs move outside their communication range before receiving next BEACONmes-
sage, and thus they can not activate the criticality mechanisms (described in Sec-
tion 6.3.1) that should prevent the breakages of RMN links. Clearly, using low
beaconing intervals guarantees the stability of the RMN, but also introduce a sig-
nificant communication load; for this reason, the trade-off between network over-
head and convergence of the Distributed MCC algorithm should be considered on
each target scenario.

Finally, Figure 6.15(a) demonstrates the ability of Distributed MCC to meet
QoS requirements during the RMN deployment; the QoS requirement is defined
by the LBreq value, which is statically decided before network creation by safety
agencies, based on characteristics of applications which must be supported by
the RMN. It is considerd a scenario with N=50, M=15, TBEACON=2 seconds,
and it is plotted the average LB values on the MtM/MtE links of the RMN, over
simulation time. The six curves represent different setting of the LBreq value. For
each curve, there is an initial transient phase caused by the fact that all RUs are
injected from the center of the scenario, at the simulation start. However, after
few hundreds of simulated seconds, the RUs autonomously adjust their reciprocal
positions, so that the average link budget (on the y axis) meets quite perfectly
the requested LBreq value on each MtM/MtE link. It is worth remarking the fact
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Figure 6.15: The average LB over simulation time, and for different settings of
LBreq is shown in Figure 6.15(a). The CI for different altitude from ground de-
ployment of the RMN. (Figure 6.15(b)).
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Figure 6.16: The CI for different displacement functions (Figure 6.16(a)) and
varying propagation conditions (Figure 6.16(b)).

that QoS provisioning in the Distributed MCC scheme is achieved through local
communication only, and without assuming the knowledge of the current positions
of the RUs.

6.4.3 Environment Analysis
Differently from previous experiments where it was assumed a free-space out-

door scenario without obstacles, in this Section are analysed the impact of prop-
agation conditions on the performance of the Distributed MCC algorithm and is
demonstrated the effectiveness of channel-aware mechanisms (used by the vir-
tual spring model) during RMN creation. Figure 6.16(a) refers to a scenario with
N=50, M=20. The CI values is depicted on the y axis; in the experiment, the
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exponent of the decay is varied propagation model (i.e. α) on the xaxis. The Dis-
tributed MCC algorithm is modified by considering two alternative mechanisms
to compute the displacement of the virtual spring on the MtM links:

• Distance-based: in this case, the spring displacement is computed as a func-
tion of spatial distance among the RUs, as proposed in [130]. We consider
a reference distance value of 200 meters.

• Channel-based: in this case, the spring displacement is expressed as a func-
tion of the LB metric, and computed through Equation 6.27. We consider a
reference LB value (LBreq) of 15 dbm.

For α=1.6, the reference distance value corresponds to the requested LBreq

value. Figure 6.16(a) demonstrates the ability of channel-based mechanisms to
adapt the RMN deployment to dynamic channel and propagation conditions, dif-
ferently from existing distance-based metric described in [130]. Indeed, when in-
creasing the α value, the CI of the distance-based configuration experiences a deep
fall since the reference spring displacement (200 meters) might be greater than the
RU communication range. Hence, frequent partitions might occur when RUs ad-
just their positions in order to meet the reference displacement value, according
to Equation 6.26. Conversely, using the channel-based mechanism, propagation
conditions are implictly taken into account by Equation 6.27: when increasing
the value of α, the RUs automatically adjust their positions by getting closer one
from each other, in order to meet the requested LBreq value on each link of the
RMN. This also produces a decrease in terms of CI since the RMN will cover
a smaller area; however, the channel-based mechanism greatly outperforms the
distance-based in terms of average CI values, since no partitions occur.
Figure 6.16(b) depicts the CI values experienced by the Distributed MCC al-
gorithm (channel-based mechanisms), as a function of the reference LB value
(LBreq) on the x axis. We considered three different propagation characteristics,
modeled through three different values of α. We can notice that: (i) higher values
of LBreq translate into lower CI values, due to the reduced distance among neigh-
bor RUs, and thus to the reduced coverage of the RMN, (ii) for the same value of
LBreq, the CI is highly influenced by the propagation conditions.
Finally, in Figure 6.13(b) are provided preliminary insight on the impact of the
altitude of the RUs on CI performance, and is elaborated on the possibility to de-
ploy aerial RMN to re-establish connectivity among isolated EU devices. To this
aim, is considers a Manhattan grid scenario of 500 meters x 500 meters, where
we modeled the presence of 30 buildings of different heights. Each building has
a rectangular shape and its height is randomly in range of [10:20] meters. It is
assumed that EU devices are randomly placed on the ground, at indoor or outdoor
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positions. The RMN is deployed by RUs mounted on Small Aerial Unmanned Ve-
hicles (SUAVs), and moving according the Distributed MCC algorithm described
so far. However, differently from previous analysis, we consider a propagation
model which takes into account the attenuation caused by the presence of ob-
stacles on the Line-of-Sight (LOS) between a wireless transmitter and receiver.
More details about the propagation model can be found in [173]. Figure 6.15(b)
shows the CI when we vary the altitude (h) from ground of the RMN. The con-
figuration with h=0 corresponds to the RMN deployed on the ground, as in the
analysis presented so far. The reference LBreq value is equal to 25 dbm for all
the configurations. For h < 10 meters, no variations of the CI can be appreciated,
since most of communications are subject to shadowing effects as for the terres-
trial case. Vice versa, when h ≥ 20 meters, all the MtM links experience LOS
propagation conditions, since the RUs are located over the roofs of the buildings.
This translates into an increase of the CI value, since the RUs can be more distant
one from the others, and hence the RMN can cover a larger portion of the sce-
nario. Results in Figure 6.15(b) support the idea of using aerial communication
for disaster recovery operations, as suggested in [98].

6.5 Experimental test-bed
In this Section, is provided an experimental validation of the operations of the

Distributed MCC algorithm through a small scale test bed. More specifically, the
aim is to demonstrate the ability of RUs to autonomously control their positions
so that the per-link QoS requirements are satisfied. In these experiments, the RUs
are represented by (two) small Unmanned Ground Vehicles (UGV), each provided
with wheels, an Arduino Two 1 controller, and two Wi-Fi 802.11 radio interfaces
operating on the 2.4 GHz band. The mobility of each RU is controlled by the
virtual spring model described in Section 6.3. The test-bed is built as follows:

• EU devices are represented by two laptops, placed at distance D one from
the other, in an outdoor scenario (no obstacles in-between). Each laptop is
provided with an 802.11 Wi-Fi radio.

• The RUs are placed on the straight line connecting the laptops (at random
positions when the experiment starts).

• The RUs periodically transmit BEACON messages, in order to estimate the
LB of each MtM/MtE link, and to compute the virtual spring displacement
value according to Equation 6.29.

1http:\\www.arduino.cc
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Figure 6.17: Network topology considered in the test-bed.

• The RUs must adjust their positions (moving on the straight line) in order to
enable multi-hop communication between the two laptops. A radio is used
to communicate on the MtM link, while the other one is used to communi-
cate on the MtE link.

Figure 6.17 depicts the scenario used in the experiments. Two metrics for the
analysis are considered:

1. Minimum Link Budget (LBmin). This is defined as the minimum LB value
over all links of the RMN, i.e. LBmin=mini,j LB(i, j)2. The LBmin metric
can be seen as an indicator of the end-to-end performance of the RMN,
considering the quality of the bottleneck link.

2. Link Budget Error (LBerr). This is defined as the maximum difference
between the LB values experienced on the two links of RUi, for each RUi,
i.e. LBerr=maxi|LBi,j−1 − LBi,j+1|.

It is easy to notice that the maximum theoretical LBmin value is achieved when
all nodes are placed at equal distance one from each other, i.e.:

LBmm = Ptr − PL(
d

M + 1
)−RSthr (6.35)

Here, PL(x) represents the path-loss at a given distance x according to the well-
known exponential propagation model [171]:

PL(x) = 10 · α · log10(
x

d0

) + PL(d0) (6.36)

where α is the propagation decay exponent (set to 3) and d0 is a reference distance
(set to 20 meters in our experiments).
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Figure 6.18: The experimental and theoretical LBmin values.
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Figure 6.19: The values of LBmin and LBerr when dynamically varying the num-
ber of RUs and the distanceD during the experiments are shown in Figures 6.19(a)
and 6.19(b), respectively.

Figure 6.18 shows the experimentalLBmin (dotted lines) and theoreticalLBmm

(full lines), when we vary the distance between the laptops (i.e. D). The experi-
ments are repeated by using one RU and two RUs. As expected, the LBmin values
decrease while increasing the distance D. Moreover, the simulation results over-
lap quite perfectly with the theoretical values (LBmm) for all the configurations
of D, thus confirming the ability of the distributed control algorithm to maximize

2∀i, j ∈ {EU1, RU1, RU2, EU2}, and i 6= j.
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the link quality among the RUs.
Figures 6.19(a) and 6.19(b) investigate how the Distributed MCC algorithm can
adapt the RMN deployment in dynamic environments. In Figure 6.19(a), it is con-
sidered an initial scenario with D=20, and one RU placed at a random position
inbetween. As soon as the experiment starts, the RU moves toward the central
position between the laptops. After 90 seconds, the LBmin is around 27 dBm:
this perfectly matches the theoretical result depicted in Figure 6.18 (configuration
with one RU). At time t=120 seconds, one more RU is added to the scenario3.
We can see that the LBmin increases due to the fact that the average link length
of the RMN is halved. At time t=240 seconds, one of the RU is removed from
the scenario, thus restoring the original setting of the experiment4. As a result,
LBmin drops to around 27dBm, as in the previous case. In the same Figure, we
also plot the LBerr values on the x-y2 axes. We can notice that LBerr values with
two RUs present larger fluctuations than the case with one RU, due to the relative
movements of the RUs.
In Figure 6.19(b), the same analysis is repeated but on a slighly different dynamic
environment: the number of RUs is equal to two over all the duration of the exper-
iment, while the distance D between the laptops is varied. At time t=0 seconds,
D is equal to 20 meters. We increase D to 30 meters at t=120 seconds, and to 40
meters at t=240 seconds. We do the opposite after a while, i.e. we decrease D to
30 meters at t=480 seconds, and back to 20 meters at t=600 seconds, thus restor-
ing the original configuration. The behaviour of LBmin looks as expected: the
LB decreases when the laptops are moved away (D > 20), while increases when
they approach, till it becomes equal to 27 dBm for D=20 and t=700 seconds. The
LBerr metric (on the x-y2 axis) is almost stable over simulation time, with small
variations in correspondence of topology changes at t=120, 240 and 480 seconds.
Moreover, LBerr values in Figure 6.19(b) are lower than Figure 6.19(a). Hence,
it can be argued that varying the position of EU devices produces less impact than
modifying the number of RUs. In Figure 6.19(b), a peak is observed at t=600
seconds, due to the fact that we reduced the distance D in an asymmetric way (i.e.
moving closer only one laptop of 10 meters, instead of moving both of 5 meters).
However, we can notice that the LBerr value immediately drops below the 5 dbm
after few seconds. Both results of Figures 6.19(a) and 6.19(b) confirm the fact that
the channel-aware mechanisms used by the Distributed MCC algorithm guaran-
tees an adaptive deployment of the RMN in presence of dynamic scenarios, like
the emergency ones.

3In Figure 6.19(a), this event is highlighted by the green arrow on the x−axis.
4In Figure 6.19(a), this event is highlighted by the red arrow on the x−axis.
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Chapter 7

Energy constrained systems

In the aftermath of a large-scale emergency, the breakdown of communica-
tion infrastructure negatively impacts the actions of the first responders, i.e. the
cooperation and the dissemination of information to the general population [98],
as demonstrated by recent catastrophic events worldwide (e.g. the earthquake
in Italy in 2012). For this reason, there is strong incentive towards the realiza-
tion of backup communication systems that are able to quickly self-deploy in the
first hours after an emergency situation and ensure temporary network services
in the affected area. A recent report from FCC proposes the utilization of low-
altitude, Deployable Aerial Communications (DAC) systems to support first re-
sponse operations on post-disaster scenarios because of their advantages over the
traditional terrestrial infrastructures [98]. DAC systems can provide more cover-
age than ground wireless networks as aerial links are less affected from fading and
are more suited when the mobility on the roads has been compromised. Nowa-
days, deployment of low-altitude DAC systems is feasible thanks to the increasing
availability and affordability of Small Unmanned Aerial Vehicles (SUAVs), such
as multi-copter drones. However, when planning for the aerial coverage of large-
scale emergency scenarios for at least the first 48 hours, coordinated mobility and
energy issues must be taken into account [174]. Network mobility is known to
be highly challenging in 3D environments, and only few works investigate the
creation of flying self-organizing swarms, specially designed for rescue opera-
tions [175, 39, 40, 41, 42].
In this Chapter, it will be addressed how to combine the controlled mobility and
the energy issues in the deployment of SUAV-based mesh networks for backup
communication systems in post-disaster scenarios. More specifically, as in the
previous Chapter, it will be considered an emergency scenario, where not all End-
Users (EUs) devices are connected to each other, and the aerial mesh attempts to
build the links between them. In this Chapter it will be provided improvements to
the model described in the previous one with three new main contributions: (i) it
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is extended the distributed algorithm [145, 24] presented in the previous Chapter
6 in the context of a swarm of SUAVs, that allows them to self-organize into an
aerial mesh to maximally connect the EUs on the ground. The mobility scheme
is based on the Virtual Spring force model [130] and introduces channel-aware
metrics in order to guarantee a minimum link quality on the air-to-ground and air-
to-air links. (ii) It is modelled a realistic 3D urban environment in the simulation
tool, with shadowing effect caused by buildings, and it is investigated the benefits
provided by an aerial mesh deployment compared to a terrestrial one (for example
through wheeled mobile robots), in terms of coverage and link stability with dif-
ferent altitudes. (iii) It is investigated the approaches to maximize the lifetime of
the aerial mesh by considering a scenario where SUAVs can recharge their batter-
ies through contact with the ground recharging stations. A distributed scheduling
algorithm is proposed that provide the coverage of the disaster area by the SUAVs
while maximizing the network lifetime.

7.1 System Model

ROLES and
META-ROLES
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Figure 7.1: The used subset of the Stem-Node architecture with the Battery-
Lifetime module

Let us consider an urban, post-disaster scenario shown in Figure 7.2, with
buildings of different heights, and N End-User (EU) devices located in outdoor
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Figure 7.2: The emergency scenario and the aerial mesh deployment [173].

or indoor position. In the aftermath of the emergency, isolated partitions of EUs
might emerge, who must be eventually connected through additional Repairing
Units (RUs). Each RU is constituted by a SUAV (multicopter), flying at an initial
altitude of h meters, and equipped with a wireless radio transceiver to communi-
cate with other RUs (air-to-air link) and to EU devices (air-to-ground link). Each
RU is battery-powered and consumes energy for flying and for radio communi-
cation. Here, it is used the same sub-set of the STEM-Node architecture used
in Chapter 6 with the Context Manager module equipped with Battery Lifetime
module that adds the battery-level awareness of the RU.

For the recharging procedure, let us assume the presence of fixed ground
recharging stations. This study does not rely on specific wireless technologies,
and for ease of exposition, let us assume that IEEE 802.11n wireless transceivers
are used. The objective of this Chapter is to investigate energy-efficient distributed
deployment strategies, so that RUs are able to self-organize into an aerial mesh
structure while maximizing the EU devices connected to the mesh (shown in Fig-
ure 1). Let us recall the Connectivity Index (CI) defined in 6.1. More formally,
let’s say that two EU devices u1 and u2 are interconnected at time t whether there
exists a path inside the aerial mesh from u1 to u2 passing through RUs. Let E(t)
the set of interconnected EU devices at time t. Let us use the Connectivity Index
at time t as CI(t) = |E(t)|

N
. In practice, the CI metric quantifies the ability of the

aerial mesh to re-establish the connectivity on the post-disaster scenarios.

7.2 Distributed Swarm Mobility
In the method that will be described, distributed mobility of RUs is subject to

three rules: (i) it must preserve the network connectivity of the aerial mesh, i.e. no
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Figure 7.3: The aerial mesh with virtual springs and scout RNs [173].
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partitions should occur, (ii) it must satisfy Quality of Service (QoS) over the mesh-
to-mesh (MtM) and over the mesh-to-EU links (MtE), (iii) it must guarantee the
CI metric (discussed earlier). Due to the challenges posed by 3D mobility [176,
177], here will be considered a simplified scenario in which all RUs move at the
same known and fixed altitude (h) reducing the network deployment to a 2D case.
However, in Section 7.5, it will be investigated the impact of the h parameter on
system performance.

The space is divided into a grid of GxG cells (Figure 7.3), and each RU is
aware of its current cell through a GPS interface.
The distributed swarm mobility algorithm relies on the Virtual Spring Mesh scheme
described in [130] and on the extension decribed in Chapter 6 for the distributed
creation and maintenance of dynamic (terrestrial) backbones.
The method that we already saw before, associates with each wireless link a vir-
tual spring force characterized by a natural length l0 and a stiffness constant k and
acting according to the Hooke’s law:

~F = −k · (~x− l0) (7.1)

where ~x denotes the spring displacement. As described in Section 6.3, in this
study will be considered three types of virtual spring forces: MtM, MtE and MtF.
Differently from the one defined in Section 6.3, the end-points of the MtF virtual
spring are the RUi and the center of a cell in the 2D grid space. This force will be
better explained in Section 7.2.1.

Also in this scenario, it is assumed that each disconnected EU device peri-
odically transmits a HELLO message, with its position and identifier in order to
enable its localization from the RUs. Similarly, while flying, each RUi broadcasts
a BEACON message on the Common Control Channel (CCC) in the 2.4 GhZ band
every Tf intervals containing its id, position, the number of EU devices currently
connected to (niEU ), and the set of neighbor RUs of RUi (Neighi).
Conversely, here we use the same definition of the Link Budget (LB) in Equation
6.27 and the spring displacement δ = (~x− l0) in Equation 6.29.

The propagation decay exponent α used in our scenario is equal to 2. Based
on its connection with other neighboring RUs, and discovered EU devices, multi-
ple virtual forces ~F0, ~F1 ... ~Fn act on each RU. Every TDEC intervals, each RUi
computes the resultant force ~F defined as ~F =

∑n
i=0

~Fi, and moves in the di-
rection indicated by ~R, with constant speed. To avoid fluctuations we define two
additional mobility mechanisms: (i) a minimum threshold Rthr is introduced, so
that an RU will change its position only if |~F | > Fthr, and (ii) before moving on
the direction indicated by ~F , each RU verifies through the CI metric whether any
breakage of MtM link will occur, and if so, it does not update its position.
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7.2.1 Exploration method
This phase allows the RUs to locate the EU isolated devices and connect them

to the mesh. While a too weak exploration might translate into suboptimal CI
performance, a too strong mobility of RUs, dedicated to the exploration, may
lead to the partitioning of the aerial mesh. To address both the connectivity and
performance issues, our mobility scheme delegates the exploration phase to a dy-
namically selected set of special nodes, called Scout RUs, which are placed on the
edges of the aerial mesh. A virtual spring force (with length equal to 0, and thus
attractive only) is used to drive RUs towards less explored cells of the grid. Dif-
ferently form the method explain in Section 6.3.2, here the exploration is made by
mean of an exploration grid that is used to avoid to explore areas already visited.
More specifically, the exploration procedure involves four steps:

• Scout selection. Every TSCOUT seconds, each RUi checks its position com-
pared to its neighbour RUs. In case RUi does not detect any other RU in
its visibility zone (defined as a cone with sweep angle of θ centred in RUi),
then it self-elect as scout node, with probability equal to pSCOUT .

• Direction selection. Each RUi keeps statistics about the number of times
it has visited each cell j of the scenario (i.e. vi(j)). The cell value vi(j)
is incremented by 1 each time the RU stays in the cell j for a minimum
duration interval (equal to 10 second in the experiments). Let us consider
the exploration frontier of RUi (EFi) as the set of cells located inside the
intersection of the square centered on the current cell, and of side equal to
2 · hop + 1, and the visibility zone of RUi. In Figure 7.3, it is shown an
example of the EF zone with hop=1 and θ=30. In practice, the parameter
hop defines the horizon of the exploration phase, i.e. how farRUi is looking
at when deciding its next position. Then,RUi selects the cell j that has been
less visited in EFi, i.e. j = argmin vi(k)|∀k ∈ EFi.

• Force computation. Once the next cell j has been selected, a virtual MtF
spring is defined between RUi and the center of cell j. The spring displace-
ment is fixed and equal to a reference value LBmin. On the other side, the
stiffness constant kMtF is adjusted on the basis of the amount of exploration
performed on cell j, i.e.:

kMtF =

(
1− vi(j)

vMax
i

)vmini +1

(7.2)

where vMax
i and vmini are respectively the maximum and minimum cell values for

RUi, considering all cells of the scenario, i.e. vMax
i = max(vi(j)), ∀j ∈ G × G
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Figure 7.4: The psri function for different values of γi.

and vmini = min(vi(j)), ∀j ∈ G × G. Through Equation 7.2, is expressed the
intuitive concept that RUi is more attracted by those cells that has been explored
less than the average and that the exploration force decreases when the discovery
ratio of the full scenario (i.e. vmin) increases.

7.3 Distributed Charging Scheduling
Now will be described the distributed algorithm to let RUs autonomously de-

cide when to go to recharge. The algorithm must satisfy the following require-
ments: (i) to attempt to preserve the CI by giving precedence to RUs whose de-
parture will not cause the partitioning of the aerial mesh, and (ii) to account for
the recharging need of each RU based on its residual battery energy. To fulfil these
requirements a probabilistic approach is proposed, in which each RUi is assigned
a probability pi of going to recharge, defined as:

pi(E
act
i , Emax

i ) =

(
Emax
i − Eact

i

Emax
i

)γi
(7.3)

where Emax
i and Eact

i are, respectively, the maximum and the actual residual bat-
tery capacity ofRUi. The exponent γi ≥ 1 modifies the probability pi by reflecting
the cost incurred by the departure of RUi, as discussed below. To avoid the case
of a RU having insufficient energy to reach the nearest charging station, we intro-
duce a threshold value Elim on the residual energy, below which the RU must go
to recharge. Hence, the probability pi is modified as follows:

psri =

{
pi(E

act
i − Elim, Emax

i − Elim) if Eact
i > Elim

1 otherwise
(7.4)
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In Figure 7.4 we plot the psri values, for different configuration of γi. It is easy to
notice that psri decreases with the current state of charge of RUi (Eact

i ), and that
for the same value of Eact

i , the probability is lower for higher values of γi. This
latter is defined as follows:

γi = γcriticali + γEUi + 1 (7.5)

The value of γcriticali reflects the connectivity degree of RUi, and is defined as
follows:

γcriticali = γmaxC · (1− e−#numclusters) (7.6)

Here, γmaxC bounds the maximum value of γcriticali (equal to 12 in the experi-
ments) and #numclusters is the estimation of the number of the potential clus-
ters that might be formed if the RUi disconnects from the mesh. This value is
computed by determining the rank of the matrix ANeighi , where A is the adja-
cency matrix of RUi. The #numclusters value takes into account only the 2-hop
neighbors of RUi, and thus, it provides a local approximation of disconnected
components. The second component of Equation 7.5 (γEUi ), is specific to the MtE
link, and reflects the actual EU devices currently interconnected to the node RUi:

γEUi =

{
γmaxEU · kMtE if niEU > 0

0 otherwise
(7.7)

where γmaxEU bounds the maximum value of γEUi (equal to 3 in the experiments)
and kMtE is the stiffness constant of the spring for MtE link defined by Equa-
tion 6.30. Basically, through (7.6) and (7.7), the probability psri is discounted by
considering: (i) the potential clusters that might occur, and (ii) the isolated EU
devices that might be left.

Every Trecharge seconds, each RUi decides with probability psri whether to go
to recharge or not. We assume a linear charging model, i.e. the charging time CTi

is computed as: CTi = CT r max ·
(
Emax
i − Eact

i

Emax
i

)
, where CT r max is the time

required by a full battery recharge. After charging is completed, the RU resumes
its operation.

7.4 3D Scenario Modelling
In this Section, we detail how the 3D scenario has been modeled through

the OMNeT++ simulation tool. The scenarion is populated by rectangular-shape
buildings with varying dimensions on the 3rd axes (the height). Although in the
evaluation (Section 7.5) are considered authomatic generated scenarios, realis-
tic scenarios can also be modeled through the proposed tool, by importing the
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XML maps provided by OpenStreetMaps [178] with building information. Mod-
eling the wireless propagation effects in 3D environments is highly-challenging
due to the complications of creating accurate ray-tracing models in complex sce-
narios. Hence it will be used a simplified 3D propagation model that takes into
account the attenuation effect caused by buildings on the line of sight from the
transmitter to the receiver. Although this model cannot capture the complex re-
flection/diffraction phenomena, its suitability to guarantee good approximation
for large-scale network simulations has been demonstrated in [179]. More specif-
ically, the algorithm works in three steps:

• First, it is considered the Line-of-Sight (LOS), i.e. the straight line between
the sender and the receiver (which can be two RUs or a RU and an EU
device).

• Then, it is determined all the points in which the straight line collides with
an obstacle.

• Finally, it is applied an attenuation factor to the received signal, based on
the the length of the indoor path and on the number of intersected outdoor
walls.

The pathloss (in dB) is modeled as PL[d] = α · 10 · log10(d(i, j)) + β, where
d(i, j) is the 3D distance between node i to node j, α is the propagation exponent
(fixed to 2 in our case, i.e. a free-space model is considered) and β is a zero-
mean Gaussian distributed random variable with standard deviation σ (in dB). By
computing the intersection points between the LOS and the faces of a building b,
we derive the length d′b, in meters, in which the signal travels indoor. The signal
attenuation is modelled as follows:

Sb = 2 · k + d′b · η (7.8)

where k is the attenuation factor due to the outside walls, and η is the attenuation
related to indoor propagation through dry walls, furniture etc. The parameters k
and η are set to 20dB and 1dB/mt, based on literature surveys. Finally, given B
the set of buildings of the scenario, it is computed the power of received signal as
Prx = Ptx − PL[d]−

∑B
b=0 Sb.

In order to further reduce the computation, is considered the cell-grid world
depicted in Figure 7.3, and hence is reduced B to B′ ⊆ B, i.e. the set of buildings
that are on the cells intersected by the LOS between nodes i and j.

7.5 Charging scheduling performance
In this Section are evaluated the performance of the distributed mobility scheme

(Section 7.2) and of the charging scheduling algorithm (Section 7.3) inside 3D
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Figure 7.5: The CI metric as a function of the number of RUs and of the altitude
h is shown in Figure 7.5(a) and 7.5(b), respectively.
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Figure 7.6: The average positioning of the RUs for h = 25 is shown in Fig-
ure 7.6(a). The average positioning of the RUs for h = 0 is shown in Figure 7.6(b).

scenarios modelled according the propagation model described in Section 7.4. It
is considered a scenario of 500m x 500m, with buildings of height 30m placed
at random cells of a Manhattan grid scenario. 50 EU devices are randomly dis-
tributed at indoor/outdoor locations. In Figures 7.5(a) and 7.5(b) is depicted the
CI metric (Section III) when varying the number of RUs and the altitude from
ground. More specifically, in Figure 7.5(a) is plotted the CI values against the
number of RUs, for three increasing building density configurations, namely Ru-
ral, Suburban, and Urban. Clearly, increasing the number of RUs has a positive
effect regardless of the scenario considered, since it translates into the possibility
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Figure 7.7: The average CI metric and the number of originated clusters for the
four scheduling charging algorithms are depicted in Figures 7.7(a) and 7.7(b),
respectively.

to enlarge the exploration and coverage range of the aerial mesh network. Fig-
ure 7.5(a) demonstrates the fact that the attenuation caused by buildings might
have a significant impact on the quality of MtM links, since RUs are forced to
stay closer to guarantee the request QoS expressed in terms of minimum Link
Budget LBreq (Equation 6.27). Also, frequent partitions may occur in the aerial
mesh, caused by mobility of RUs. In Figure 7.5(b) is further investigated this
issue, by varying the altitude h from ground of the aerial mesh. It is consid-
ered a modified version of the Suburban scenario (medium building density) with
building heights uniformly chosen in the range [10, 20] m. This result clearly
demonstrates that the CI is affected by the altitude h more than the number of
RUs. Indeed, CI value significantly increases when h ≥ 15m, i.e. when RUs are,
on average, just over the buildings clutter height. The case with h=0 corresponds
to the case in which mobile nodes move on the ground, and thus the mobility algo-
rithm described Section 7.2 is implemented by robot equipped with wheels. Thus,
aerial communication performs much better than ground communication, and the
CI with 5 RUs deployed at 20 m is much higher than the CI with 30 RUs on the
ground (h=0).

In Figures 7.6(a) and 7.6(b), is plottd the coverage area with varying heights
of 0m and 25m, when using the same number of RUs (i.e. 15). All the RUs are
injected at the center of the scenario at the start of the simulation. The blue color
gradients depict the probability that RUs will stop at a given position1. We see that
RUs moving in the air are able to cover much wider area than terrestrial robots,
while guaranteeing the same quality over the mesh link.

1Lighter colors indicate more frequent areas, darker colors indicate less frequent area, white
color indicates areas with probability lower than 0.01.
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In Figures 7.7(a) and 7.7(b) is evaluated the effectiveness of the distributed
charging scheme in guaranteeing a persistent coverage over the emergency area
through four scheduling approaches: (i) Distributed, which corresponds to our
solution described in Section 7.3, (ii) Centralized (lowest), which corresponds
to a centralized algorithm in which at each Trecharge interval the RUi with low-
est residual energy Eact

i is selected for recharging, (ii) Centralized (lowest with
γEUi = 0) which works as the previous, but it chooses the lowest residual energy
RUi with γEUi = 0, i.e. not connected to EU devices, (ii) Centralized (lowest
with γcriticali = 0) which works as the previous, but it chooses the lowest residual
energy RUi with γcriticali = 0, i.e. not originating mesh partitions after its depar-
ture. Figures 7.7(b) shows the average CI for the four algorithms when varying the
number of available RUs. This result demonstrates that selecting RUs on the basis
of the energy factor only, like the Centralized (lowest)method, can cause frequent
partitions within the mesh network. This is also confirmed by Figure 7.7(b) where
is depicted the average number of isolated clusters that are originated during the
simulation. The Centralized (lowest with γEUi = 0) scheme attempts to maxi-
mize the number of connected EU devices on the MtE link, and for this reason,
it outperforms the other two centralized schemes in terms of CI (Figure 7.7(b)).
Vice versa, the Centralized (lowest with γcriticali = 0) scheme attempts to pre-
serve connectivity among RUs on the MtM links, and for this reason it creates
a reduced number of clusters compared to the other two centralized algorithms
(Figure 7.7(b)). Our distributed algorithm takes into account both the connectiv-
ity of the aerial mesh and to EU ground devices through the two components of
γi (Equations 7.5 and 7.7), to give the best performance both in terms of CI and
of number of cluster partitions.
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Chapter 8

TVWS frequencies for rescue
missions

The proliferation of new pervasive mobile services and applications has in-
creased the demand of spectrum bandwidth for high speed connectivity. For this
reason and given the scarcity of radio spectrum resources, the research focus has
shifted on how to find better way to utilize the radio frequencies already allocated.
One of the most interesting solution is represented by TV White Spaces (TVWS)
frequencies that are left free or are underutilized by the TV broadcasters after the
worldwide digital TV switch-over [180].
Due to the unique characteristics of the TV channels’ frequencies (i.e. VHF/UHF),
like the good signal propagation in shadowed scenario and the low transmitting
power consumption, the TV White Spaces are becoming an attractive technology
for emergency operations [5, 181, 4, 182, 183].

Several national regulator, like FCC [6] and Ofcom [7], have already issued
specifications and requirements to enable unlicensed devices to operate in the
TVWS. According to these specifications, geolocation database (GLDB) is the
reference technique to protect the operations of the licensed TV transmitters, also
referred to as Primary Users (PUs) [6] [7]. Each time a secondary device would
like to access the TV channels opportunistically, it must first query the GLDB in
order to retrieve the list of TVWS available at its location. Clearly, the viability of
this technique strongly depends on the accuracy of the TV channel availability es-
timation, which is typically performed on the basis of extensive propagation mod-
elling, transmitters data and regulators information [180]. However, recent studies
indicate that, depending on the level of the environment complexity, the channels
availability estimation can be performed well only with a significant amount of
auxiliary information and fine-tuning [184]. This is the case of TVWS estimation
at the TV cell edge, where the TV signal is low, and hence the GLDB might fail in
accurately identifying the contour region. At the same time, it is worth noting that
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most of GLDBs work by assuming a bi-dimensional scenario modeling, i.e. the
environment is divided into cells of fixed size, and the TV availability is computed
on the basis of signal reception at the rooftop level. While this approach maxi-
mally protects the operations of licensed users, it might likely lead to sub-optimal
re-utilization of TV frequency resources in complex scenarios, where there might
be spectrum opportunities also at different heights for the same cell. For these rea-
sons, 3D TVWS spectrum database and sharing models are being progressively
proposed and investigated [185].

In this Chapter, it is proposed three preliminary yet important contributions
on the practical utilization of UASVs for TVWS deployment scenarios. First,
the design of a distributed mobility algorithm to enable the UASVs to explore an
unknown scenario in terms of space and frequency. The swarm mobility algorithm
takes into account channel-aware metrics, like sensing correlation distance, in
order to maximize the detection accuracy while considering the (limited) flying
autonomy of each device. Second, it is described how sensing reports are collected
and aggregated in order to build a shadowing map of the scenario, dynamically
adapting the spatial resolution of the spectrum database. Third, the performance of
proposed technique is evaluated through OMNeT++ simulator, and demonstrated
its effectiveness in terms of sensing coverage and accuracy.

8.1 Enhancing TVWS Database with unmanned ae-
rial vehicles

In this Section, it is introduced the method of enhancing the accuracy and
spatial resolution of existing GLDBs thanks to the utilization of a fleet of flying
sensing units, also called Unmanned Aerial Scanning Vehicles (UASVs).

Again, in this scenario will be used the STEM-Node as reference architecture.
In this case the UASVs have only one role, i.e. the scanning one and hence the
Roles decision module is not present, as depicted in Figure 8.1. A key role is
performed by the Network Actuator that is in charge of scanning the TVWS fre-
quencies in order to be aware of the frequencies occupancy. The UASVs, in fact,
are able to autonomously explore an unknown environment by sensing the TV
radio frequencies, to self-configure its own current location and scanning channel
and to share results in order to build a 3D shadowing model. The Cooperation
Manager and the Database Knowledge have the task of spreading the scan infor-
mation among the UAVs and of analysing the scan results in order to estimate the
shadowing map. The results of the cooperative sensing phase from the UASVs
can then be used for two goals: (i) fine tuning of the existing GLDB propagation
model over specific map regions (e.g. TV cells’ edge) based on the fading con-
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Figure 8.1: The Stem-Node architecture used for designing the UASV

ditions estimated by the UASVs or (ii) population of a 3D TVWS database for
a fine-grained opportunistic frequency reuse, i.e. taking also in consideration the
height of the radio transmissions.

8.1.1 Environment model
Let us define a grid scenario made by C = L×H cells of dimension dC . K is

the set of TV channels to scan. It is assumed a log-normal shadowing as reference
path loss model for the transmission over TVWS, i.e. [186]:

PLα(d) [dB] = PLα(d) + Xσ (8.1)

PLα(d) = PL(d0) + 10 · α · log
(
d

d0

)
(8.2)

where PLα(d) is the log-distance path loss with α as path-loss exponent and Xσ
is a zero-mean Gaussian distributed random variable (in dB) with σ as standard
deviation (in dB).

The operation of spectrum scanning in a log-normal shadowing path-loss may
lead to correlated shadowing scans. This will degrade the performance of those
scan reports for points that experience similar shadowing effect due to their prox-
imity. The spatial correlation coefficient ρi,k between two different radio scans
i, k is defined as follow [186]:

ρi,k = e−
di,k/D (8.3)
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where di,k is the distance between the two scans i, k and D is called decor-
relation distance. From empirical measurement [187] the decorrelation distance
can be set to D = 8m for urban environment and D = 500m for suburban envi-
ronment.
Using the log-normal shadowing as path-loss model, a free space environment will
have α = 2, and an urban environment will have α = 5 [186]. With these precon-
ditions, let us introduce a parametric definition for the decorrelation distance D in
function of the α at coordinate (x, y), i.e.:

Dα[m] =


500, if α ≤ 2

8, if α ≥ 5

((500− 8) ∗ e−2∗(α−2)) + 8, otherwise
(8.4)

Using the Equation 8.4 it is modelled the exponential decay of the decorre-
lation distance related to the environment shadowing. Each point (x, y) of the
scenario has its own characteristic α and hence it will be used interchangeablyDα

and D(x,y).

8.1.2 Scenario modelling
Let T be the set of transmitting towers on the TV radio channels inside the

scenario. For each tower ti ∈ T let us assume to know the position pti , the
transmitting TV channel kti and the transmitting power Ptxti (these information
are of public domain). Tki ⊆ T is the sub-set of TV towers transmitting on channel
ki ∈ K.

Let us define the set U , of cardinality |U | = NUASV , as the fleet of UASVs that
is in charge of exploring the scenario, scanning the TV channels and reporting the
occupancy status of all the channels ki ∈ K. Each UASV ui ∈ U , while explor-
ing the scenario, generates point reports that are formed as a pair 〈(x, y), report〉
where 1 ≤ x ≤ (dC · L), 1 ≤ y ≤ (dC ·H) and report ∈ {0, 1}. Each UASV is
equipped with two radio interfaces. One radio is an IEEE 802.11-compliant device
used to communicate with the others UASVs, while the other radio is a Software
Defined Radio (SDR) that is able to opportunely tune its listening frequency on
each ki ∈ K of the TV band.

8.1.3 Problem formulation
In order to populate the 3D TVWS database, the aim of this Chapter is to find

F : K,C → {0, 1} such that for each channel ki ∈ K and for each cell Cn,m, for
1 ≤ n ≤ L and 1 ≤ m ≤ H , the function F(ki, Cn,m) returns the occupancy of
the channel ki into the cell Cn,m.
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To better analyse the proposed function, now will be defined an analytical
frequency occupancy solution that will be used next as a comparison model. Given
the path-loss model in Equation 8.1, let Fa(ki, Cn,m) : K,C → {0, 1} be the
analytical function that calculates if Cn,m is covered by any transmitting station
over channel ki:

Fa(ki, Cn,m) =

1, if
∑
∀(x,y)∈Cn,m
∀ti∈Tki

Prx((x, y), ti) > λ

0, otherwise
(8.5)

Prx((x, y), ti) = Ptxti − (PLα(d(pt, (x, y)))− βσ(x,y)) (8.6)

where d(p1, p2) is the distance between the two points p1 and p2, λ is the sig-
nal power threshold (in dBm) to mark the channel as busy, σ(x,y) is the standard
deviation that specify the path-loss model at the point (x, y) and β is a system pa-
rameter that indicates the conservative behaviour of the calculated Prx((x, y), ti).
The β parameter defines the coverage radius of the transmitting towers: for β = 0
the probability that the signal of the transmitting tower ti reaches a point outside
the coverage area defined by Prx((x, y), ti) > λ is 0.5, for β = 1 the probability
is 0.16, for β = 3 the probability is 0.001, and so on (three-sigma rule). Increas-
ing the value of β yields to a conservative behaviour of the analytical model, since
it would increase the radius of the transmitting tower; however this strategy could
be too much conservative reducing drastically the reuse of the TVWS channels.

8.2 Scan Algorithm
In this Section, it is described the exploring strategy adopted by the UASVs to

scan the TVWS channels over the target scenario. Each UASV is provided with
an autonomous mobility system and frequency configuration capabilities. To op-
timize the scanning procedure, cooperation among the UASVs is needed to avoid
replicated actions, which might originate when exploring part of the scenario al-
ready covered by others UASVs. At the same time, this cooperation mechanism
must be carefully designed to be energy-efficient in order to avoid a useless drain
of the battery power.

8.2.1 Field Force Based Movement

To fulfil these requirements, a field-based self-coordination method [188] is
adopted, that is used for both exploring the scenario (attractive field) guiding the
spectrum scanning activities and avoiding UASVs self-collisions (repulsive field).
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Each UASV ui ∈ U maintains a list of point-reports, that is indicated as
Pui = {pui,1, pui,2, . . .}, where pui,j = 〈(x, y), report〉ji for 1 ≤ j ≤ |Pui |. While
exploring the scenario, each UASV ui broadcasts a beacon message with its own
Pui every tcoop seconds. Whenever an UASV uj receives a packet Pui from UASV
ui, it updates its report list Puj = Puj ∪ Pui . As a results, all the point-reports are
gradually disseminated within the swarm. The mobility control algorithm of each
UASV is based on the point field-force model. More specifically, let us assume
that multiple field forces can apply on each UASV ui, i.e. ~Fi,1, ~Fi,2, . . . , ~Fi,fi . Let
~Fi =

∑fi
j=1

~Fi,j be the total force acting on the ui. The force ~Fi will define the
acceleration vector for the ui. There are three possible types of field forces:

• ~FR
i (pui,j) - Repulsive forces from each point-report pui,j: these forces are

used to prevent the UASVs ui from moving on areas already scanned and is
defined as follow:

~FR
i (pui,j) = ~u · wR · e

−(ξD(x,y)
·d(ui,pui,j)

2) (8.7)

where ~u is the unit vector which has the direction from pui,j towards ui; wR
is a system parameter that defines the maximum magnitude of the repulsive
force; ξD(x,y)

is a parameter depending on the value of the decorrelation
distance D(x,y) (where (x, y) are the coordinates of the point report pui,j)
and is defined as follow:

ξD(x,y)
=
ln(1/ε)

D2
(x,y)

(8.8)

where ε is a system parameter. The ξD(x,y)
parameter is designed in such

a way that it can control the slope of the bell-shape field-force function
defined by Equation 8.7, so that at a distance of D(x,y) the force is equal to
ε · wR (see Figure 8.2).

• ~FU
i (uj) - Repulsive forces from the others UASVs: this force will keep

the UASVs away from each other avoiding both collisions and shadowing
correlation in the scanning procedure. Since the UASVs are moving around
the scenario, this force is modelled like in Equation 8.7 but it is also time
dependent. Let ∆tuj be the time elapsed from the last message reception
from UASV uj:

~FU
i (uj) = ~u · wR · e

−(ξD(x,y)
·d(ui,uj)

2+∆tuj ·τ) (8.9)

where τ is a system parameter and define the time-decay factor.
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Figure 8.2: Effects of the parameter ε on the magnitude of the force defined in
Equation 8.7 with wR = 10 and D(x,y) = 10m

• ~FE
i (x, y) - Attractive force towards the exploring point: in order to explore

the TV frequency usage, each UASV must move around the scenario. The
field force is defined as follow:

~FE
i (x, y) = ~u · wE ·

(
1− e−(ξD(x,y)

·d(ui,(xe,ye))
2)
)

(8.10)

where wE is a system parameter that defines the maximum magnitude of
the force. The point (xe, ye) is calculated by Algorithm 6 where the UASV
ui chooses nR random points in the scenario and selects the point pr that
minimize the average of the magnitude of the total forces acting on the path
from (x, y) to (xr, yr).

Algorithm 6: Calculate the exploring point (xe, ye)

Ensure: UASV ui has coordinate (x, y)
P ← {p1, p2, . . . , pnR} random points [pr : (xr, yr)]
for ∀pr ∈ P do
~FRi (pr)← average magnitude of pui,MAX on the path that goes from (x, y) to
(xr, yr)

end for
pmin ← argminpr∈P ~F

R
i (pr)

return (xmin, ymin)

In Figure 8.3 is shown an example scenario where is depicted the generated
field forces that act on a UASV.
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u1

u2

u3

u4
e

pu1,1

Figure 8.3: Example of the field forces felt by the UASV u1 drawn in red. The
scan point pu1,1 generates a force FR

i ; the point e is an attraction point that gener-
ates FE

1 ; u2, u3 and u4 generate the repulsive force FU
1 (the u4’s force is almost 0

due to the time-decay factor)

8.2.2 Creating the scanning reports
While moving around the scenario, the UASVs must scan the TVWS frequen-

cies in order to find out the current channel availability for the secondary users.
As explained in Section 8.1, the quality of a scan reports depends on both the
number of sensing samples and the spatial correlation among the samples. To ad-
dress this issue, is used a probabilistic method that enables the UASVs to increase
the chance of executing spectrum scanning operations over points-decorrelated
regions, while limiting the exploration phase over points-correlated regions.

Every tscan seconds each UASV ui performs with probability Pscan a TV chan-
nel scan. Let us assume that this operation must be performed while being in a
static position because each channel scan-report must be associated to specific
geographic coordinates. Therefore every time an UASV wants to start the scan
procedure it must stop moving. Moreover, at each scan operation the UASV will
sense all the channels ki ∈ K. The required time is defined as TK and includes:
the time of scanning that is typically in the order of few µs when using energy
detector techniques [189] and the time needed to stabilize the positioning system.
For an UASV ui, the probability Pscan is defined as follow:

Pscan(ui) = 1− |
~FR
i (pui,MAX)|

wR
(8.11)

pui,MAX = argmax∀pui,j∈Pui |~F
R
i (pui,j)| (8.12)
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The probability Pscan(ui) is be zero over the scan point pui,MAX and 1 − ε
at distance D(x,y), where (x, y) are the coordinates of pui,MAX . In this way, the
UASV will have higher probability to scan the spectrum at decorrelated locations
of the same area.

8.2.3 Creating the shadowing map
In our model, the decorrelation distance D(x,y) depends on the value of α

(propagation decay) that characterizes the point (x, y) (see Section 8.1.1). How-
ever, the values of α are unknown when the UASVs start exploring the scenario.
To overcome this problem, the UASVs will estimate the current signal propagation
and shadowing conditions relaying on the known scenario data, like the positions
of the TV towers and their transmitting power. As preliminary step before build-
ing the shadowing map, each UASV ui uses a default value α0, as initialization
value, such that α(x,y) = α0, ∀(x, y). Every time the point-reports set Pui is up-
dated with a new scan pui,j , the shadowing map is updated accordingly.
There could be two cases based on the report of the scan: busy or free. The update
procedure is described in the Algorithm 7, where the action radius of the scan
point pui,j is defined by the value of D(xj ,yj). For clarity reasons, we omitted the
sensed channel k ∈ K in Algorithm 7. The Equations in Algorithm 7 are derived
from the path-loss model described in Section 8.1.1. If the scan report is free (line
5 in Algorithm 7) then the worst-case assumption is used, i.e. the power received
at the UASV ui is assumed as being just below the sensing threshold λ.

Algorithm 7: Update of the shadow map for the UASV ui
Ensure: At the beginning α(x,y) = α0 and c(x,y) = 0

Require: Scan point pui,j = 〈(xj , yj), reportj〉
j
i available

1: for ∀(xu, yu) such that d((xj , yj), (xu, yu)) ≤ D(xj ,yj) do
2: if reportj is busy then
3: αj =

Ptxt−PL(d0)−Prxui
10·log

(
d
d0

)
4: else
5: αj =

Ptxt−PL(d0)−λ
10·log

(
d
d0

)
6: end if
7: c(xu,yu) = c(xu,yu) + 1

8: α(xu,yu) = α(xu,yu) +
αj−α(xu,yu)

c(xu,yu)

9: end for

It is easy to notice in the pseudo-code above that the shadowing map is always
kept update while scanning and it will improve in accuracy with the number of
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performed sensing actions.

8.2.4 Combining the final reports
After that sensing operations have been completed, all the UASVs return to

the base station and all the scan reports of each UASV are elaborated by a Central
Unit (CU). Let Lrep be the set of all the reports made by the UASVs. Each scan
report is associated to a specific cell of the scenario, and the final decisions are per-
formed by the CU based on the aggregate set S(Cn,m) : {〈(x, y), report〉|(x, y) ∈
Cn,m} ⊆ Lrep. However, it is worth noting that the cell size (i.e. dC) used during
exploration is a system parameter, which might not correspond to the characteris-
tic of the scenario in terms of shadowing values and propagation conditions. For
this reason, it is introduced a more accurate scheme for scenario partitioning to
identify clusters of cells that can be considered belonging to the same shadow
region, i.e. associated to similar propagation conditions. Algorithm 8 illustrates
the clustering procedure. Here, are introduced two more system parameters, i.e.
αDIFF and DMUX . The first defines the maximum difference of the α values
within each cluster, while the second is a parameter defining the maximum size of
the cluster.

Algorithm 8: Calculate the clusters set CL
CL← ∅
for ∀C(n,m) do

if ∀CLi ∈ CL⇒ C(n,m) /∈ CLi then
CLnew ← {C(n,m)}
for ∀C(x,y) contiguous to any C(w,z) ∈ CLnew do

if (abs(α(n,m) − α(x,y)) ≤ αDIFF ) AND
(d(C(n,m), C(x,y)) ≤ (Dα(n,m)

·DMUX)) then
CLnew ← CLnew ∪ {C(x,y)}

end if
end for
CL← CL ∪ {CLnew}

end if
end for
return CL

In Algorithm 8, α(a,b) is defined as the mean value on the α parameter inside
the cell C(a,b) and d(Ci, Cj) is the distance between two cells. At the end of the
clustering procedure the set CL : {CL1, CL2, . . .} is generated. Each cluster
CLi is formed by a subset of contiguous scenario cells. Let G : Cn,m → CL be
the function that returns the cluster to which a cell belongs, for each cell. The
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function S(Cn,m) is then refined as follow: S(Cn,m) : {〈(x, y), report〉|(x, y) ∈
G(Cn,m)} ⊆ Lrep that defines the set of reports belonging to any cell in the cluster
G(Cn,m). Finally we compute the function F(ki, Cn,m) as follow:

F(ki, Cn,m) =

{
1, if Busy(ki, S(Cn,m)) ≥ KoN

0, otherwise
(8.13)

where Busy(ki, ·) is a function that counts the number of busy reports over the
channel ki and KoN (K-out-of-N1) is a system parameter that indicates the aggre-
gation method: if KoN = 1 then the cell is considered busy if there is at least one
busy report (OR) while if KoN = |S(Cn,m)| then the cell is considered busy if all
the scan report are busy (AND).

8.3 Performance Evaluation
The metric used to evaluate the performance are the following:

• Coverage Index (CI) - this metric is defined as the ratio of cells having at
least one scan report.

CI =

∑
1≤n≤N,1≤m≤M S(Cn,m)

L ·H
(8.14)

where S(Cn,m) is 1 if |S(Cn,m)| ≥ 1 and 0 otherwise.

• Quality Index (QI) - this metric is defined as the quality of the final report,
for each cell, considering both the number of scan points and the correlation
between the scans. These two properties are in logarithmic relation [189]
[187]. The QI metric is defined as follow:

QI(Cn,m) =
ln(Dα(n,m)

) · ln(|S(Cn,m)|)
2

+ 1 (8.15)

If S(Cn,m) = 0 then QI(Cn,m) = 0.

• Accuracy Index (AI) - this metric is defined as the ratio of cells for which
the final scan report is equal to the analytical model, namely:

AI =

∑
1≤n≤L
1≤m≤H
ki∈K

F(ki, Cn,m)
?
= Fa(ki, Cn,m)

L ·H · |K|
(8.16)

1KoN is a rule used in hard-decision combining methods for collaborative spectrum sensing
[189]
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Table 8.1: Default parameters value
Name Value Name Value Name Value
NUSV 15 ε 0.05 KoN 1 (OR)
β 1 tcoop 5s tscan 3s

wR 10 wE 20 τ 0.003

TK 1s |K| 1 (CH 21) λ −90dBm

α0 2 nR 20 αDIFF 0.5

DMUX 2 vMAX 5m/s map size 800m×800m

2

2.5

3

3.5

4

4.5

5

Figure 8.4: The original map (on the left) and the estimated one (on the right)

where the binary operator ?
= returns 1 if the two operands are equal and 0

otherwise.

The OMNeT++ simulator is used as simulation tool. If not otherwise specified,
the default values of the system parameters are listed in Table 8.1. The parameter
vMAX defines the maximum velocity of each UASV. Since here it is considered
a small case study scenario of 800m × 800m with a single transmitter, it is also
assumed a low transmitting power values for the TV stations, i.e. Ptxt = 20dBm.
The scenario is shaped as a square map where the TV transmitter is positioned on
an corner while the UASVs perform the reconnaissance over the whole scenario.
In this study, and is assumed a 2D scenario, i.e.: is considered a fixed flight altitude
for the UASVs and we set this value to the height from the ground of the receiver
antennas, so that the system will sense the TV frequencies at the receivers’ level.
The analysis of 3D scenarios are left as future work.

In Figure 8.4 is shown the ability of the fleet of UASVs to estimate the ac-
tual propagation conditions, reflected by the shadowing map. It can be seen that
the main differences, between the real shadow map (left square) and the esti-
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Figure 8.5: The convergence analysis of the CI and the QI of the field force method
in comparison with the static scan method is depicted in Figure 8.5(a). The QI
over NUASV and ε is depicted in Figure 8.5(b).

mated map (right square), occur in locations where the UASVs were not able
to detect the TV station transmissions, i.e. where the channel was reported as
free. In this case, as described in Section 8.2.3, the UASVs assume that the value
of α is just below the transmission threshold. In Figure 8.5(a) we analyse the
convergence of the CI and the QI metrics over time. For this scenario we used
NUASV = 25 and ε = 0.01. To better understand the advantage of using the pro-
posed dynamic and adaptive method, we compared it with a static scan method.
This latter method works as follow: the scenario is split in NUASV equal parts
∆ = {δi|1 ≤ i ≤ NUASV } where each UASV ui is in charge of scan the part
δi. Each UASV explores with a snake method with a scans inter-distance of ds.
It can be noticed in Figure 8.5(a) that the static method with ds = 25m reach
very quickly the total coverage but with a low QI. When ds = 5m, instead, the CI
grows very slowly but reaching at the end an higher QI. Looking now at the field
force method, the CI metric quickly converges to 1, since the swarm of UASVs
is able to explore the whole map through the attractive force. Also the QI metric
increases over time as a consequence of the fact that more uncorrelated samples
are gathered by the UASVs. In conclusion, it can be stated that the field force
method is able to make a fast scan of the scenario while dynamically adapt the
inter-distance scanning spacing depending on the actual characteristics of the en-
vironment.

In Sections 8.2.1 and 8.2.2 is defined ε as a critical parameter for scanning and
exploring the scenario. In Figure 8.5(b), it is demonstrated that the tuning of ε
has strong influence on the QI value. For example, for ε = 0.5, the QI does not
improve even increasing the number of UASVs; this is because higher values of
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ε correspond to lower probability to execute the scan procedure. Finally, the AI
metric is analysed over the K-over-N (KoN) parameter. For low value of KoN the
accuracy index is nearly equal to 1, but when using the AND method, i.e. KoN =
|S(Cn,m)|, the performances fall down drastically. This fact can be explaining
considering the average number of scans in a cell cluster Cn,m (|S(Cn,m)|); in our
simulations this value is ≈ 200 and this implies that the probability that all scan
reports are busy is very low. Clearly, the AND approach is not feasible because it
will consider almost every cell as free. From the Figure 8.6 we can also notice the
impact of the β parameter. Greater values of β corresponds to a larger coverage of
the TV towers. In this case the conservative approach of increasing the value of β
espouse the conservative approach of low value of KoN , while goes in opposite
direction of the AND method.
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Part III

Spontaneous networks
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Chapter 9

Spontaneous networks for disaster
recovery

Current advances in telecommunications and recent trends in mobile services
suggest that the future of wireless devices will be characterized by the keyword
multi: multi-interface, multi-service and multi-reconfigurable. On the one hand,
the variety of wireless technologies available on the market is opening the door
to a plethora of heterogeneous devices provided with multiple radio interfaces,
and connected to the Internet through several different access technologies (e.g.
Wi-Fi, Wi-Max, 3G/4G, etc) [190]. On the other hand, novel mobile applications
(e.g. location-based services and mobile social networks), will coexist with the
traditional Internet-based services, determining a great range of possible Quality
of Service (QoS) requirements which must be supported by the network providers.
The way of managing the network complexity while guaranteeing the integration
and interconnection of heterogeneous devices is challenging and object of several
recent studies [191, 192]. However, the presence of different devices and wireless
access technologies might not always constitute a limitation, rather a potential to
exploit on several scenarios like the emergency ones. Recent catastrophic events
(e.g. the Japanese tsunamis or the Katrina hurricane in US) demonstrated world-
wide the fragility of fixed terrestrial communication infrastructures [5], as well
as the need for more flexible and interoperable network architectures to support
reliable communication among rescue teams and survivors [135].

Given the pervasive penetration of end-users devices (e.g. smartphones), spon-
taneous networks constitute promising solutions to implement emergency com-
munication systems in which heterogeneous devices share their resources (e.g.
Internet connection, energy power), in order to increase the network coverage,
and thus the probability to reach survivors and to coordinate with rescue teams
[193, 194, 195, 196, 101]. In addition, as the end-user devices embed sensors
such as accelerometer, gyroscope, GPS, etc., they can enable the localization of
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(a) (b)

Figure 9.1: The pre-disaster scenario is shown in Figure 9.1(a). The post-disaster
scenario with the STEM-Net is shown in Figure 9.1(b) [199].

the end-users by also providing useful information about the context and the na-
ture of the emergency [197, 198]. These spontaneous networks can guarantee
emergency communication in post-disaster scenarios where the original infras-
tructure has been partially damaged by the occurrence of unpredictable or catas-
trophic events [199]. However, the heterogeneity of devices and wireless access
technologies poses important challenges on the network deployment and manage-
ment. Furthermore, there is the opportunity in the future to integrate these spon-
taneous networks with the unmanned vehicles deployed by the recovery team.

In this Chapter, is proposed the STEM-Net architecture (introduced in Chapter
5) as a viable network model to handle the devices’ heterogeneity and to enable
spontaneous networking functionalities in post-disaster scenarios. In STEM-Net
the wireless devices (the SNs) are able to adapt their transmitting configurations,
cover different roles (e.g. router, bridge, etc) according to the system needs and
evolve their functionalities through cooperation with other nodes. Here, is pro-
vides a proof-of-concept of the principles of nodes’ mutation and evolution, by
discussing how heterogeneous end-user devices provided with SN capabilities
can dynamically self-organize into multi-hop networks, and share the Internet
access by switching among three roles: stub, transit and gateway SNs. A bio-
inspired distributed gateway selection mode is defined to allow each SN device
to autonomously decide its current role, based on the system needs and on the
individual hardware characteristics and resources (e.g. residual energy or queue
occupation).

9.1 Scenario Model
The flexibility of the Stem Node (SN) architecture described in Chapter 5

allow its implementation on several different environments and for different pur-
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poses. In this Chapter, hence, the SN architecture is instantiated for a specific
deployment, i.e. spontaneous emergency communication networks. The focus
is restricted to a specific class of devices, i.e. mobile end-users devices (smart-
phones, tablets) that are usually considered only the end-points of the communi-
cation infrastructures. In contrast, the goal of this study is to demonstrate how
these devices, augmented by the reconfiguration capabilities offered by the SN ar-
chitecture, can self-organize to create a multi-hop autonomous wireless networks.
Let us consider the pre-emergency scenario depicted in Figure 9.1(a) where the
heterogeneous end-user devices can be provided with different capabilities in
terms of radio equipments, battery energy and computational power. All these
devices are equipped with a WiFi radio transceiver and they can communicate
on a Common Control Channel (CCC) on the 2.4 GHz ISM band. Furthermore,
some of the end-user devices are also provided with a mobile Internet connection
(through the 3G/4G cellular infrastructure). Let us assume that, at a specific time
instant, an unforeseen event occurs within the scenario, so that all the devices need
to access the Internet in order to transmit emergency data. An example of such
event might be a natural disaster (e.g. earthquake). In this scenario parts of the
infrastructure may be damaged or not available (e.g. due to the excessive network
load) and the survivors, with their own smart end-device, need to transmit geo-
location data in order to help the relief operations. In this Chapter is investigated
how to dynamically deploy a multi-hop STEM-Net (Figure 9.1(b)), so that the
isolated devices can still access the Internet through a multi-hop communication
network made by all the cooperative devices.

9.2 Stem Nodes (SNs) implementation

For this study, let us suppose again that each device implements the SN archi-
tecture depicted in Figure 5.1. Due to the intrinsic user-constrained mobility of
the devices, the Mobility Actuator component is not present. Again, the Evolution
module is not present. The main architecture shrinks in the architecture depicted
in Figure 9.2.

9.2.1 Roles Definition

Three different SN roles (i.e. M=3) will be used:

• Gateway (r1): this is an end-user device with an active Internet connection
provided by a 3G/4G radio interface. Moreover, it has software capabilities
to share its connection with other devices.
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Figure 9.2: The used subset of the Stem-Node architecture for the spontaneous
network creation

• Relay (r2): this is an end-user device with routing capabilities and is capable
of forwarding the incoming traffic towards the closest SN gateway. It sup-
ports an enhanced version of the AODV [200] routing protocol described in
Section 9.3.2.

• Stub (r3): this is a device which is not involved in the network management
process (i.e. it does not serve as gateway or relay). However, it might
generate traffic flows.

Based on its own hardware characteristics, each SN has an initial set of roles
R it is able to assume and specific capabilities to evolve its network functionalities
in the future, i.e. to expand the set R. In this study, however, will not be described
the evolutionary methods that the SNs use to exchange software modules. In fact,
it will be assumed that the routing module (indispensable to assume the relay role)
and the Tethering module (indispensable to assume the gateway role) are already
installed on the end-user devices.
In this work will be analysed the decision algorithm where each SN can dynam-
ically mutate its role in order to implement the system needs. Details on how
module distribution and installation can be performed in a mesh-phone environ-
ment are discussed in [195][148].
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9.2.2 Policy Manager (PM)
The PM component is in charge of guaranteeing the satisfaction of the QoS re-

quirements for the goal functions defined by the specific communication scenario.
In the context of emergency communications, one important goal is to guarantee
satisfactory bandwidth for the STEM-Net, so that safety applications can be sup-
ported adequately. At the same time, the spontaneous network is composed of
battery-powered devices and hence network lifetime should be taken into account
during the deployment. For this reason, are considered two metrics that reflect the
status of each SN i in terms of resource utilization:

• The Energy factor (E(i)). This is defined as Eact(i)
Etot(i)

, where Eact denotes the
actual energy level (in mW) of SN i, while Etot is the energy in a full charge
battery, which is device-dependant. Although the energy ratio might not
be comparable when considering SNs that are also provided with different
battery capacities (i.e. different values of Etot(i)), the metric is formulated
in this way since it is assumed that all SNs will participate to the emergency
network deployment: hence, the aim is to discharge the SNs at the same
rate, as described in detail in Section 9.3.

• The Congestion factor (C(i)). This is a measure of the network congestion,
and it is expressed as the occupation ratio of the queue at IFQ layer. For
double-interface devices, we distinguish between CWifi(i), i.e. the queue
occupation ratio on the WiFi link, and Ccell(i), i.e. the queue occupation
ratio on the 3G/4G link. Several metrics could be used to reflect the conges-
tion of a SN; however, this formulation ofC(i) is chosen because: (i) higher
queue occupation might translate into higher packet drop probability. This
is crucial since each packet in this emergency scenario might convey crucial
information; (ii) the metric value is computed locally on each SN without
introducing additional network overhead.

9.2.3 Cooperation Manager (CM)
In STEM-Net, the role selection is performed locally at each SN, on the basis

of the system-wide requirements that must be guaranteed (e.g. network through-
put and energy lifetime maximization). To bring out a collective intelligent be-
haviour, some information must be shared by the SNs through the CM and then
maintained locally in the DataBase Knowledge module (DBK). More in detail,
each SN i maintains a Gateway List (GLi), that includes the list of SN gateways
up to h hops of distance. Moreover, each SN i will periodically share the follow-
ing information with its neighbours:

< E(i), CWifi(i), Ccell(i), D(i), role(i) > (9.1)
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where the first three factors are respectively the energy and congestion metric
defined in Section 9.2.2, D(i) denotes the average distance of SN i from the gate-
ways in its GLi, and role(i) denotes the current role of SN i, according to the
list provided in Section 9.2.1. This information is appended to HELLO messages
which are periodically sent by each SN.
Once receiving an HELLO message from SN j, the SN i extracts the data and
stores them in the Neighbour List (NLi) in the DBK.

As explained before, STEM-Net foresees the utilization of two software mod-
ules:

• Routing module. A SN can participate to the routing process and can work
as relay in a multi-hop path.

• 3G/4G Tether module. A double-interface SN can share its Internet connec-
tion with other devices, at a single or multi hops distance.

It is assumed in this study that all devices will collaborate and share their resources
to guarantee system-wide connectivity, although this might not occur in presence
of selfish behaviours.

9.2.4 Decision and Control Brain
The DCB component is in charge of deciding the current role of each SN,

based on its own status and on the system policy defined in Section 9.2.2. The se-
lection of the role is performed in order to: (i) maximize the STEM-Net through-
put and (ii) pro-long the STEM-Net lifetime, considering the additional energy
consumption required to serve as gateway. Similarly, once a Stub SN needs to
communicate data to a gateway, a distributed election scheme is integrated within
the AODV routing protocol [200] so that SNs can mutate to relay SN. The ap-
proach is based on the division of labour model that is inspired by the task allo-
cation process observed in several insect colonies. In the original problem for-
mulation [201], a set of individuals is given a set of tasks to be performed. To
execute this specific task is associated to it a numeric stimulus s, which quanti-
fies its importance for the colony. Moreover, each individual i is characterized
by a threshold θi that defines its propensity to respond to the stimulus and thus to
perform the task. A response function F (i, s) is then defined as the probability of
individual i to perform the task, given a threshold θi. In [201], the function F (i, s)
is computed as follows:

F (i, s) =
sn

sn + θni
(9.2)

where n is a steepness factor. In Figures 9.3(a) and 9.3(b) is depicted the F (i, s)
values as a function of the threshold intensity (x-axis) and of the stimulus intensity
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Figure 9.3: The shape of F (i, s) as a function of the threshold intensity (x axis)
and of the stimulus intensity (y axis), for n=1 (Figure 9.3(a)), and n=3 (Fig-
ure 9.3(b)).

(y axis). For s� θi the individual i has an high response function to the stimulus
and hence it will likely perform the task, while it will likely ignore it for s� θi.
In the proposed formulation, the stimulus measures the need for a specific role (r1

or r2) in the network, while the threshold measures the ability of an individual SN
to assume that role.

9.3 The STEM-Net Creation

In this Section, is described how the STEM-Net is deployed through the self-
configuration of the SNs, on the basis of the stimulus-response model previously
introduced. First, is detailed the distributed scheme through which the SNs pro-
vided with the gateway capabilities can decide to assume the role r1 (in Sec-
tion 9.3.1). Then, is presented the analogous scheme which allows the SNs pro-
vided with the relay capabilities to participate to the routing process. Table 9.1
shows the list of parameters and variables used by the STEM-Net deployment
algorithms.

9.3.1 Distributed Gateways Election

In a practical STEM-Net deployment for emergency communications, the
number of available Internet gateways constitutes a trade-off between the sys-
tem throughput and the energy lifetime. Intuitively, the higher is the number of
gateways, the lower is the average length of the multi-hop routes between a stub
SN and a gateway, and thus the higher the network performance. At the same
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Table 9.1: Abbreviations and Notations

E(i) energy level (0 ≤ E(i) ≤ 1) of SN i.
Ccell(i) queue occupation level (0 ≤ Ccell(i) ≤ 1) over the cellular link of SN i.
Cwifi(i) queue occupation level (0 ≤ Cwifi(i) ≤ 1) over the WiFi link of SN i.
D(i) average distance from SN i to gateway SNs.
GLi gateway list of SN i.
NLi neighbour list of SN i.
α weight (0 ≤ α ≤ 1) of energy requirements.
β weight (0 ≤ β ≤ 1) of throughput requirements.
Tsm timer for sending a STIMULUS message.
Te election phase duration.
SMgw(i) status metric of SN i (gateway).
TMgw(i) threshold metric of SN i (stub).
RFgw(i, j) probability of SN i to respond to a STIMULUS from SN j.
n stepness factor of the RF function (equal to 3 in our formulation).
Del(i) defer timer of SN i before sending a GATEWAY message.
δe seconds remaining till the end of the current election phase (0 ≤ δe ≤ Te).
GC(i) gateway cost function of SN i.
N number of newly elected gateways during current election phase.
SMrel(i) status metric of SN i, source node of the path.
TM

(j,k)
rel (i) threshold metric of SN i, receiving a REQUEST message for the path j − k.

RF
(j,k)
rel (i) probability of SN i to re-broadcast a REQUEST message for the path j − k.

Treq time limit threshold for receiving a REPLY message.
γreq fixed increase of the SMrel(i) value, at each routing creation attempt.
nretry number of route creation attempts.
pstart probability of a SN to self-elect as gateway at the network startup.
Troute time validity of each route.
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time, turning each SN with hardware capabilities into a gateway might signif-
icantly impact the network lifetime, since mobile end-user devices are usually
provided with limited energy resources. Several centralized gateway selection
schemes have been proposed in the literature of wireless networks [202]. Differ-
ently from the existing schemes, the STEM-Net solution attempts to capture the
trade-off through a distributed scheme which implements the stimulus-response
model at each local node in order to favour the emergence of the optimal system-
wide behaviour. In this case, the task corresponds to the action of self-electing
as SN gateway, the stimulus corresponds to the system-wide need of gateways,
and the threshold θi quantifies the ability of SN i to serve as gateway. Thus, it is
defined the status metric of a SN gateway i (i.e. SMgw(i)) as follows:

SMgw(i) = α · (1− E(i)) + β · Ccell(i) (9.3)

where E(i) and Ccell(i) are, respectively, the energy and congestion metrics de-
fined in Section 9.2.2. The α and β weights (with α+β=1) balance the system
requirements, i.e. throughput optimization versus battery life maximization. It is
easy to notice that SMgw(i) increase if (i) gateway SN i has low energy (and thus
must be replaced) or (ii) gateway SN i is experiencing network congestion (and
thus additional gateways should be elected). Every Tsm+r time intervals, each SN
gateway i broadcasts its SM(i), E(i) and C(i) values on a STIMULUS message,
where r is a random generated delay (with r < Tsm) which has been introduced
to avoid nodes’ synchronization. The STIMULUS message is re-broadcasted for
hs hops (in the experiments hs=2). On receiving the STIMULUS message, an
election phase is started for Te seconds, during which other SNs can self-elect
as gateways. To this purpose, each SN i is associated to a threshold metric (i.e.
TMgw(i)) which denotes its current ability to cover the gateway role and it is
defined as follows:

TMgw(i) = α · E(i)

EMax

+ β · D(i)

DMax

(9.4)

where D(i) (i.e. the average distance from gateway SNs in the GLi) has been
introduced in order to avoid electing SNs too close each other, since they might
likely experience mutual interference. Vice versa, if SNs are distant enough, the
risk of mutual interference is reduced and multiple traffic flows having as des-
tinations different gateways can proceed in parallel, leading to an effective re-
utilization of channel resources over the scenario. The EMax and DMax factors
represent the maximum metric values among all the neighbours of SN i, i.e.:

EMax = max{E(j)|∀j ∈ NLi} (9.5)
DMax = max{D(j)|∀j ∈ NLi} (9.6)
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In Equation 9.4, the α and β values balance the system requirements as in Equa-
tion 9.3. It is easy to see that TMgw(i) is in range ]0:1], where a value close to 1
indicates the fact that SN i is more suitable to work as gateway SN than its neigh-
bours. Finally, it is defined the response function of SN i to a stimulus coming
from a SN j as follows (n=3):

RFgw(i, j) =
SMgw(j)3

SMgw(j)3 + (1− TMgw(i))3
(9.7)

When SN i receives a STIMULUS message from SN j it will self-elects as gate-
way with probability RFgw(i, j) and, if this is the case, it will send a GATEWAY
message, which includes the values of E(i) and C(i). The message is then re-
broadcasted within the STEM-Net in order to reach all the SNs, which will update
their GL structure accordingly. Here, are considered two different election poli-
cies:

• Single Election. Only one SN can respond to a STIMULUSmessage coming
from SN j. This is realized through a contention-based filter as in [202].
Each SN willing to elect as gateway computes a random delayDel(i) before
sending the GATEWAY message, which is proportional to the value of the
response function RFgw(i, j):

Del(i) = (1−RFgw(i, j)) · Te (9.8)

If, while deferring, a SN overhears a GATEWAY message from another SN,
it will abort its candidature. Since the defer time depends from RFgw(i, j),
SNs with higher response values experience also higher probability to win
the election and thus to become a gateway.

• Multiple Election. With this method, multiple SNs can respond positively
to a STIMULUS message, based on the intensity of the stimulus. As in
the previous case, each SN computes the stimulus function through Equa-
tion 9.7 and decides whether to send a GATEWAY message or not. However,
differently from the previous case, a SN (e.g. SN i) does not cancel its
transmission attempt when it overhears a GATEWAY message from SN k
which responds to the STIMULUS from SN j. Instead, SN i recomputes the
intensity of the stimulus (i.e. of the status metric from SN j) as follows:

SMgw(i, j) = α · (1− E(k)) + β · Ccell(j)
N + 1

(9.9)

Here N represents the number of newly elected gateways that has sent a
GATEWAY message during the current election phase. The idea behind
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Equation 9.9 is that each new gateway will contribute in reducing the con-
tention currently experienced by SN j, assuming an equal share of traffic
loads among the available gateways (β component of Equation 9.9). Simi-
larly, the α component of the status metric is modified based on the energy
level of the newly elected node SN k. Then, SN i recomputes the response
function RFgw(i, j) through Equation 9.7, and with probability RFgw(i, j)
it computes the defer timer as before:

Del(i) = (1−RFgw(i, j)) · δe (9.10)

where δe are the seconds remaining till the end of the current election phase.

The first policy induces a gradual variation of the network topology, since dur-
ing each election phase at most one new gateway is elected. The second policy
attempts to reduce the converge time by scaling the number of gateways to the
actual system needs, expressed through the α and β values. Both of these policies
are evaluated in Section 9.4.
At the end of the election phase, the SN j that produced the STIMULUS message
must decide whether to stay as gateway or whether to leave the role. This is per-
formed in a straightforward way by comparing the benefits of having an additional
gateway in the STEM-Net against the risk of consuming all the residual energy of
SN j. It is measured such trade-off through the Gateway Cost (GC(j)) function,
defined as follows:

GC(j) = β ·
(
Ccell(j)

N
− Ccell(j)

N + 1

)
− α · (1− E(j)) (9.11)

where the first addendum estimates the network congestion reduction if SN j
keeps the gateway role, while the second addendum quantifies the energy risk
of SN j (i.e. the possibility that SN will run out of energy). If N = 0, than the
first addendum is set equal to 0. It is easy to see that GC(j) can assume val-
ues in range [-1:1], where a positive value indicates that the gain of having one
more gateway in the network will overcomes the energy constraints of SN j. If
GC(j) > 0, then SN j decides to stay as gateway with probability p (p > 0.5,
equal to 0.8 in the experiments), otherwise it decides with the same probability to
leave the role. In case of decision to leave, the SN j broadcasts a LEAVE message,
that announces the fact that SN j is not reachable anymore as network gateway.
As for the GATEWAY messages, also LEAVE messages must be re-broadcasted
network-wide. The main operations of the distributed gateway election scheme
are summarized by Algorithm 9.
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Algorithm 9: Distributed Gateway Election scheme
Operations performed by SN i, with role(i)=gateway (every Tsm + r intervals).

Compute SMgw(i) through Equation 9.3.
Send STIMULUS message by including SMgw(i), Ccell(i) and E(i) values.
Wait for Te time intervals (election phase).
Compute gateway cost function GC(i) and random value rand.
if (GC(i) ≤ 0 and p ≤ rand) or (GC(i) > 0 and p > rand) then

Send LEAVE message and set role(i)=stub.
end if

Operations performed by SN i, with role(i)=stub (during the election phase)
On receiving a STIMULUS message from SN j:

Compute response function RFgw(i, j) through Equations 9.4 and 9.7.
Compute random value rand.
if RFgw(i, j) ≥ rand then

Compute defer time Del(i) through Equation 9.8.
Set transmit=true and start Defer Timer (DF).

end if
On receiving a GATEWAY message from SNk:

if Single Election mode is used then
Cancel transmission attempt by setting transmit=false

else
Increase N (number of newly elected gateways).
Recompute SMgw(i, j) through Equation 9.9.
Recompute defer time Del(i) through Equation 9.10.

end if
On the expire event of the Defer Timer (DF):

if transmit == true then
Send GATEWAY message with E(i) value.

end if
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9.3.2 Distributed Relays Election and Routing Process

In STEM-Net, each time a SN has to communicate emergency data, it needs
a path toward a SN gateway. To this purpose, let us assume that each SN (e.g.
SN j) keeps in the Gateway List (GLj) the information about the gateway ad-
dresses and the distance from each of them, in terms of number of hops. The
GLj is dynamically updated by SN j each time it receives a GATEWAY or LEAVE
message, announcing respectively the adding/removal of a gateway SN. Although
several gateway selection policies might be implemented and used, is assumed
without loss of generality that SN j will always choose to send its data toward the
closest gateway in its GLj . On average, this choice translates into a fair load bal-
ance among the available gateways, assuming an uniform distribution of the SNs
within the network scenario. As for the gateways selection, the relays selection
for a specific source-destination path determines the end-to-end throughput and
it has an impact on the energy lifetime of the SNs along that path. Again, this
trade-off is captured through a distributed relay election scheme, which is based
on the stimulus-response mechanism of Section 9.3.1 with different definition of
the SM , TM and RF functions (described in the following). The mechanism is
then integrated into the popular AODV routing protocol [200]. More specifically,
when SN j needs a routing path toward gateway SN k, it broadcasts a REQUEST
message, including the selected destination (e.g SN k) and a status metric value
SMrel(j). In this formulation, SMrel(j) is expressed by the current queue occu-
pation level of SN j on the WiFi interface, i.e. Cwifi(j), and implicitly reflects the
urgency of the communication. Differently from the basic AODV scheme, not all
the SNs receiving the REQUEST will re-broadcast it. Instead, each SN (e.g. SN
i) receiving the REQUEST message computes a threshold metric (i.e. TM (j,k)

rel (i))
which denotes its capability to participate to the routing path between SN i and
SN k. It is considered a formulation of TM (j,k)

rel (i) as follows:

TM
(j,k)
rel (i) = α · E(i)

EMax

+ β ·
(

1−
(

D(i, k)

2 ·DMax(k)
+
Cwifi(i)

2 · CMax

))
(9.12)

Here, the first addendum (i.e. E(i)
EMax

) denotes the energy level of SN i, compared
to its neighbours, while the second addendum denotes the network performance
of SN i in case it will be included in the routing path, considering the actual queue
utilization on the WiFi interface (i.e. Cwifi), and the distance to the destination
(i.e. D(i, k)). The factor CMax represents the maximum metric values among all
the neighbours of SN i, i.e.: CMax = max{Cwifi(j)|∀j ∈ NLi}. It is easy to see
that TM (j,k)

rel (i) assumes values in range [0:1], where a value close to 1 indicates
that SN i might be a good candidate as network relay for the path j−k, compared
to its neighbourhood. The α and β factors express the trade-off between network
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throughput and energy consumption of each SN, on the basis of the STEM-Net
deployment requirements. Then, SN i computes the response functionRFrel(i, j):

RF
(j,k)
rel (i) =

SMrel(j)
3

SMrel(j)3 + (1− TM (j,k)
rel (i))3

(9.13)

With probability RF (j,k)
rel (i), SN i broadcasts the REQUEST message, otherwise

it discards it. When the message reaches SN j, it sends back a REPLY message,
like in the classical AODV protocol. It might happen that no nodes forward the
REQUEST message, and thus the routing process fails in finding the path. In
order to deal with these events, it is assumed that the source node (SN j) will
keep track of the time the first REQUEST message is issued. In case no REPLY
message is received within a time interval TREQ, it starts a new routing process,
by broadcasting a new REQUEST message and by increasing the intensity of the
stimulus:

SMrel(j) = Cwifi(j) + γrel · nretry (9.14)

where γrel is a fixed constant (equal to 0.2 in the experiments), and nretry is the
number of request retries performed by SN j. The value of SMrel(j) is normalized
to 1 in case the right part of Equation 9.14 produces a value higher than 1.

9.3.3 Network Bootstrap and Maintenance
The routing process described so far assumes that, before starting a communi-

cation, a sender SN has always at least one gateway address in its GL. However,
at STEM-Net startup, no stimulus is available, hance no GATEWAY messages are
generated. For this reason, a bootstrap mechanism is required to decide the initial
presence of the SN gateways. This problem is solved by letting each SN provided
with the GW capabilities to self-elect as gateway with a fixed probability pstart
(equal to 0.5 in our experiments). The initial number of gateways does not affect
the future network deployment, since the number of gateways is progressively ad-
justed on the basis of the current stimulus, defined by Equation 9.3. Similarly, in
order to deal with the events in which no gateway is available, it is assumed that
each SN provided equipped with the hardware capabilities will self-elect as gate-
way in case it does not overhear a STIMULUS or GATEWAY message for a maxi-
mum of 3 · Te time intervals. All messages used by STEM-Nen (i.e. STIMULUS,
GATEWAY and LEAVE) include a sequence number to prevent out-of-order or du-
plicate processing.
In STEM-Net, dynamic route maintenance is required since the network topology
can dynamically change as a consequence of the users’ mobility, the variation of
the time response functions at each SN, and the gateway election process. To ad-
dress these latter fact, each time SN i leaves the gateway role and issues a LEAVE
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message, all the routes destined to SN i are invalidated, and re-established through
the algorithm defined in Section 9.3.2. To address the general problem, a maxi-
mum time validity is associated to each route (Troute); when this timer expires, the
route is invalidated, and SNs must issue a new routing request to build a new path.

9.4 Role selection evaluation
In this Section, is evaluated the performance of the distributed role selection

algorithm for spontaneous network deployment in emergency scenarios. More
specifically, in OMNeT++ is modelled a scenario of 800mx800m, with N smart-
phones randomly placed on it. Each device is assumed to have a limited battery
capacity, initially chosen randomly in the range of [1500:2000] mA/h. End-user
mobility is not considered in our analysis. All the mobile devices are provided
with a Wi-Fi interface, but only one third of them (i.e. N

3
) is able to access the

Internet through a 3G/4G Internet connection, and thus can assume the gateway
role (r1). At a specific time instant, an emergency event occurs in the network,
so that all the smartphones need to transmit data to Internet, directly (in case they
serve as gateway), or indirectly (i.e. sending data to an active gateway through the
multi-hop ad-hoc network). Let us assume that each device implements the SN ar-
chitecture of Figure 5.1, and that modules’ exchanges and software upgrades have
already been performed according to the dissemination scheme presented in [148].
This means that the role-set R of each SN will not change during the simulation,
however each SN can dynamically mutate its current role, choosing among the |R|
possible alternatives. Readers interested in understanding the phases of modules
exhange and upgrade can refer to [148]. Here, the focus is on the evaluation of
distributed network deployment strategies. Unless otherwise stated, the values of
simulation parameters are listed in Table 9.2. The following metrics are studied
in the analysis:

• Network Throughput (NT): this is defined as the amount of KB/s which are
forwarded outside the STEM-Net by gateway SNs on the 3G/4G cellular
links.

• Delivery Ratio (DR): this is defined as the ratio of packets which are cor-
rectly forwarded outside the STEM-Net, over the total load generated by
the SNs.

• Network Delay (ND): this is defined as the average delay experienced by
packets to flow from source nodes (i.e. stub SNs) to gateway SNs.

• Energy Lifetime (EL): this is computed as the time interval (in hours) from
the network startup till the instant the first SN runs out of power.
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Table 9.2: Simulation Parameters

Network size 800mx800m
Number of SNs {20,30,40,50,60,70,80,90,100}
Traffic load of each SN [100-1000] KB/s
Battery capacity [1500-2000] mA/h
WiFi rate 54 Mb/s
3G/4G rate 1 Mb/s
Transmit power 7 dBm
Transmit radius 200 meters
α (Equation 9.3) 0.5
β (Equation 9.3) 0.5
Tsm (stimulus beaconing) 5s
h (stimulus propagation hops) 3
Troute (time validity of each route) 10s
Election policy Multiple gateway

• Gateway ratio (GR): this is computed as the average number of SN gate-
ways concurrently active inside the network, over the total number of SNs
(i.e. N ).

The following four different schemes of gateway selection are implemented in the
CDB of each SN:

• STEM-Net: in this case, each SN provided with an active 3G/4G connection
decides whether to elect as a gateway or not according to the bio-inspired
approach described in Section 9.2.4.

• Probabilistic-based: in this case, each SN decides with a fixed probability (
i.e. p) to self-elect as gateway. Are evaluated two configurations for p=0.8
and p=0.2.

• Distance-based: in this case, each SN self-elects as gateway in case it does
not detect any other gateway at a distance equal or lower than a threshold
(i.e. d). Are evaluated two configurations for d=1 and d=3.

• Best Gateway: in this case, a single SN gateway is elected in the network,
by choosing the one having the maximum residual energy, in a centralized
way.

In Probabilistic-based, Distance-based and Best-gateway schemes, distributed gate-
way elections are performed every Tsm time intervals, and AODV is used for
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Figure 9.4: The NT and DR metrics as a function of the number of SNs are shown
in Figures 9.4(a) and 9.4(b), respectively.
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Figure 9.5: The GR and EL metrics as a function of the number of SNs are shown
in Figures 9.5(a) and 9.5(b), respectively.

routing. In STEM-Net, routing is performed according to the distributed relay
selection scheme described at Section 9.3.2. In Section 9.5, is shown the system
performance when varying the number of SNs. In Section 9.5.1, is repeated the
same study when varying the load produced by each SN. Finally, in Section 9.5.2,
is investigated the performance of the four schemes in a dynamic network sce-
nario, and is further characterized the impact of design requirements (expressed
by the α and β parameters) on the STEM-Net deployment.
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9.5 Connection Analysis

Figures 9.4(a), 9.4(b), 9.5(a) and 9.5(b) shows the NT, DR, GR and EL met-
rics described above as a function of the number of SNs (N ). Each SN produces
a constant load of 100 KB/s. For the Probabilistic schemes, the higher is the
network density, the higher is the number of gateways, and hence the lower are
average path length and the packet drop probability due to channel interference or
to queue overflow at intermediate hops. This is reflected by Figure 9.4(a), which
shows that the Probabilistic (p=0.8) scheme guarantees the highest throughput for
increasing values ofN . The performance of STEM-Net is lower than Probabilistic
(p=0.8) and Distance (d=1), since the number of gateways is dynamically adjusted
based on network congestion conditions and not on the number of SNs compos-
ing the emergency network; however, STEM-Net still outperforms the other three
schemes. In contrast, the Best Gateway scheme produces the lowest throughput,
due to the fact that all the outbound traffic is directed toward a single node. Fig-
ure 9.4(b) confirms the previous analysis in terms of DR metric. Figure 9.5(a)
depicts the GR metric, which is computed by considering the ratio between the
actual number of SN gateways, over the maximum number of electable gateways
(i.e. N

3
). As expected, the GR value is constant for the Probabilistic scheme, and

equal to the p parameter. Viceversa, for the Distance-based scheme, the GR val-
ues decrease with N , due to the fact that SN gateways are more likely located at
a distance lower than h hops. Also the GR values of STEM-Net show a decreas-
ing trend. This can be justified by considering two aspects of STEM-Net: (i) the
response function of Equation 9.4 takes into account the average distance among
SNs, and prevents electing gateways too close one from each other, specially on
high dense networks; (ii) the stimulus function of Equation 9.3 takes into account
the network congestion level, which in the experiments setting does not increase
linearly with N , since each SN produces a moderate traffic load. The ability of
STEM-Net to self-adapt to variable system loads is made more evident in Sec-
tion 9.5.1. Finally, Figure 9.5(b) depicts the Network Lifetime (NL) metric as a
function of the number of SNs. The situation is the opposite of Figure 9.5(a).
The Probabilistic-based scheme (p=0.8) produces the worst performance, since it
involves the largest number of active gateways, which will faster consume their
batteries compared to the other schemes. Viceversa, approaches with lower GR
(Figure 9.5(a)) maximize the lifetime, and the Best Gateway provides the highest
performance, since at each election phase only one SN consumes its battery as
gateway, and the SN with the highest residual energy is selected. Figure 9.5(b)
confirms that STEM-Net is able to prolong lifetime even in dense network scenar-
ios, as energy issues are accounted in the selection process of both gateway and re-
lay SNs (Equations 9.4 and 9.12). Moreover, combining Figure 9.4(a) and 9.5(b),
it becomes evident that STEM-Net is able to guarantee the best-tradeoff between
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Figure 9.6: The NT and ND metrics as a function of the load produced by each
SN are shown in Figures 9.6(a) and 9.6(b), respectively.
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Figure 9.7: The GR and EL metrics as a function of the load produced by each
SN are shown in Figures 9.7(a) and 9.7(b), respectively.

throughput and energy issues, in accordance with the network requirements re-
flected by the values of α and β (both equal to 0.5). Altering these coefficients, an
unbalanced network deployment privileging one of the two issues can be dynam-
ically guaranteed by STEM-Net, as demonstrated in Section 9.5.2.

9.5.1 Load Analysis
Figures 9.6(a), 9.6(b), 9.7(a) and 9.7(b) show the NT, ND, GR and EL metrics

described above as a function of the load (in KB/s) produced by each SN. The
configuration considered is with 30 SNs in the network (N=30). Figure 9.6(a)
confirms that STEM-Net guarantees an end-to-end throughput close to the Prob-
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Figure 9.8: The GR value in a dynamic environment varying the number of SNs
(in Figure 9.8(a)) and supporting single or multiple gateway election (in Figure
9.8(b)).

abilistic scheme (p=0.8), and higher than the other schemes. At the same time,
the ND of STEM-Net gradually decreases while increasing the traffic load orig-
inated by the SNs (Figure 9.6(b)), and is much lower than Probabilistic scheme
(p=0.8). This can be justified since STEM-Net adapts the network deployment
by increasing the number of SN gateways, and hence reducing the average path
length. This is also confirmed by Figure 9.7(a), which depicts the GR metrics.
When the load increases, also the response function used by SNs to self-elect as a
gateway increases, and this leads to higher values of the GR metric for STEM-Net.
Viceversa, the GR values are almost constant for all the other schemes, in which
the number of gateways is decided only on the basis of the number of SNs (fixed
in this analysis), and not on the congestion level. Figure 9.7(b) completes the
analysis by showing the EL metric. Again, schemes relaying on less SN gateways
(i.e. Best gateway and Probabilistic) guarantee higher lifetime. However, con-
sidering both 9.6(a) and 9.7(b), STEM-Net guarantees the best trade-off between
throughput and energy issues.

9.5.2 Dynamic and Parameter Characterization Analysis

In Figures 9.8(a) and 9.8(b) is further illustrated the ability of STEM-Net to
adapt the network deployment to dynamic load and network conditions. Specifi-
cally, is considered a network environment in which the number of SNs (i.e. N )
is varied during simulation time (t). As before, each SN produces a constant load
of 50 KB/s. At the simulation start, there are 40 active SNs in the scenario (i.e.
N=40). From instant 100, is added one SN every 20 seconds, till N=60. From
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Figure 9.9: The GR value in a dynamic environment varying the load produced
by each SN is shown in Figure 9.9(a). The GR of STEM-NET as a function of the
SN mobility is shown in Figure 9.9(b).

t=600s, one SN leaves the network every 20 seconds till the initial network con-
figuration (i.e. N=40) is reached at t=1000. Figure 9.8(a) depicts the GR metric
over simulated time for the four schemes introduced earlier. In STEM-Net, the
number of gateways is almost constant during all the simulation, due to fact that
the load introduced by incoming SNs is low, and does not trigger the need of ad-
ditional gateways. As a result, the GR metric shows the inverse behaviour than N
(i.e. it decreases when N increases and viceversa). In Figure 9.8(b), is refined the
previous analysis, by showing the GR metric for two different configurations of
STEM-Net, when single or multiple gateway election mechanisms (Section 9.3.1)
are used. The multiple election mechanism produces slightly higher values of
the GR metric, since more than one SN may respond to the same STIMULUS
message on the basis of the probabilistic filter of Equation 9.7, and thus may self-
elect as gateways. However Figure 9.8(b) shows that such difference is minimal,
since, regardless of the election mechanism used, the increasing number of SNs
does not trigger the need of additional gateways, at least from the point of view
of congestion (while active SNs with low energy values are still replaced, due to
the E(i) component of Equation 9.3). In Figure 9.9(a) is depicted the GR metric
for a second dynamic network environment, in which the overall number of SN
is fixed (and equal to 40), while the load produced is varied by each SN during
the simulation time. More specifically, at simulation start, each SN produces a
constant load equal to 10 Kb/s, which is increased to 1 Mb/s from t=50 till t=200,
and again reduced to 10 Kb/s for t > 400. The dynamic variable load models a
configuration in which the SNs switch to a different (safety-related) application,
or modify the amount of data they produce for first responders (e.g. multime-
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Figure 9.10: The STEM-NET role distribution is shown in Figures 9.10(a) (rout-
ing protocol of Section 9.3.2 is used) and 9.10(b) (basic AODV is used).

dia traffic). From Figure 9.9(a), it is possible to observe that: (i) for t > 100,
the GR value increases in STEM-Net as a consequence of the additional traffic
load, which determines higher values of the Ccell component of Equation 9.3, and
in turn triggers the creation of new gateways, (ii) when the load decreases, the
number of gateways in STEM-Net is automatically scaled down, (iii) the Single
and Multiple Election mechanisms produce on average the same number of SN
gateways under the same traffic load, however the Multiple Election scheme guar-
antees a faster reaction and protocol adaptation to the network dynamics. In the
analysis performed so far, it is assumed a stationary deployment of the emergency
network, i.e. without considering the impact of SN mobility. Figure 9.9(b) depicts
the GR metric in a configuration with 30 SNs (i.e. N=30), moving according to
the MassMobility model of OMNeT++. The maximum speed (in m/s) of the
SN is varied on the x-axis. The GR metric decreases when increasing the average
speed of the SNs. This is due to the fact that each SN can overhear more gateways
in its neighborhood, and add them to the local GL data structure described in Sec-
tion 9.2.3, leading to a possible decrease of the response function of Equation 9.4.
An additional mechanism is required to refresh the GL structure, so that each SN
can detect when a gateway is moving out of the threshold distance (h hops).

Figures 9.10(a) and 9.10(b) illustrate how the role selection is performed in
STEM-Nwt, considering the three roles foreseen by the architecture. Is consid-
ered a configuration with 30 SNs, and the traffic load is varied produced by each
SN (on the x-axis of both Figures). Are considered two different configurations
of the STEM-NET architecture. Figure 9.10(a) refers to the full configuration of
STEM-Net considered so far, while Figure 9.10(b) considers the case in which the
stimulus-response mechanism is disabled for routing (Section 9.3.2), and the clas-
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Figure 9.11: The impact of α and β on system performance is shown in Fig-
ure 9.11.

sical AODV is used instead. Both the Figures show these trends: (i) the number of
SN gateways increase with the network load according to the motivations already
provided before, and (ii) the number of SN relays is intrinsically dependant on the
number of gateways. More specifically, the number of SN relays increases when
the load is below the 100 KB/s, since multi-hop routes are required to reach the
additional gateways created. However, the more gateways are determined, the less
is the average length of the route, and this explains the reduction of relays for high
load values (e.g. 1 Mb/s). Moreover, comparing Figures 9.10(a) and 9.10(b), it
is evident that the leftmost configuration creates less relay SNs. This is reason-
able, since when using the stimulus-response mechanism (Section 9.3.2), only a
fraction of the potential receiver of an AODV REQUEST message will forward it,
and more specifically only the nodes with energy and congestion values below the
threshold.

Finally, Figure 9.11 clarifies the role of the α and β parameters on the STEM-
Net deployment. It is considered a configuration with 40 active SNs, each trans-
mitting 50 KB/s. On the x-axis, is varied the α value (β value is simply 1-α).
On the same Figure, is plotted two lines corresponding to the goal functions of
the stimulus-response model, i.e. network lifetime (on the x-y axes) and network
throughput (on the x-y2 axes). The trade-off between the goal functions is made
evident by the fact the throughput maximization is achieved with α=0, which is
also the configuration providing the lowest lifetime values. The correct setting
of α and β is outside the scope of the paper, and it is generally considered an
input parameter, provided by the scenario administrator (if any) or by the user ap-
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plications. However, the previous analysis shows that -based on the desired goal
function- the STEM-Net self-deploy in order to maximize the requested metric
(NL or NT ).
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Part IV

Tools for design and performance
analysis
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Chapter 10

Simulators for networks and
controlled mobility systems

We can state that simulation allows the analysis of a system’s capabilities, ca-
pacities and behaviors without requiring the construction of or experimentation
with the real system [203]. This statement is of remarkable concern when the
system under analysis deals with numerous and complex components whose cost
is non-negligible. One possible example of expensive equipment consists in net-
works of Unmanned Aerial Vehicles. To make an experiments (to analyse for
example a network protocol) worth and meaningful, in fact, we should consider
many flying vehicles at the same time, which would make the operations costly
and would introduce safety problems. for this reason the simulative approach is
more viable and useful before any kind of prototyping development phase.

In the specific context of communication protocol design and control system
definition in a UAVs fleet, the current literature presents many existing solutions
that could be used to separately simulate a communication network and a forma-
tion control of UAVs. However, when the level of detail needs to be mixed, as
for a packet-level simulation regarding the networking part and an accurate sim-
ulation of control surface with significant flying models for the control part, the
number of existing simulative tools that can be used decreases significantly. The
literature for simulation systems that can run at the same time networking and
control methods with high level of details is scarce. From a networking simula-
tion standpoint there is, in fact, the need to have a node movements rendering that
is the most accurate possible. In the field of UAV’s wireless communication, the
technology available is dependent on radio transmissions and thus subject to inter-
ference figures strictly dependent on relative movements of each communication
pairs.

For these reasons, in this Chapter is introduced a novel approach into the sim-
ulation of networked flying robots that integrates two existing solutions and lever-
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age both their own capabilities and the validation already carried out upon them.
More in detail, will be devised an architecture capable of integrating the FL-AIR
simulator [204] with a mainstream network simulator, NS-3 [205]. It is leveraged
the capability of FL-AIR and NS-3 to: (i) be able to simulate real-time systems
and (ii) be deployed on top of the networking interfaces of real Linux systems. In
this way, the two components of the proposed architecture can exchange data and
be able to use each others’ strong-points to simulate a wide spectrum of complex
scenarios in the context of UAVs fleets. In this Chapter is proposed a simulation
architecture and its related software and is proved the system capabilities to ren-
der both networked control systems [206, 207] and distributed networked control
systems [208].

10.1 Actual simulation tools

In this section are mainly listed separately network simulators and control
simulators. This is because the literature of both network and control system
simulator is wide but, concerning only integrated solutions, it is indeed scarce. For
each part are showed the most interesting existing solutions. In this way are made
clear the choices that are made concerning the proposed system’s components and
the faced design challenges.

10.1.1 Flying Drones Simulators

Two main possibilities arise from the literature in the context of UAV simu-
lators. The first involves pilot-training software suites like [209], [210], [211],
which are classical flight simulators that implement realistic flying models. The
number of instances of this kind of software is increasing quickly, thanks also to
the new discipline of drone racing and its necessity to train pilots. While they
can provide a realistic flight model and good dynamic behavior, the mentioned
simulators are not capable to simulate an autonomous flight as they are tailored to
human interaction. Moreover, they are often distributed as closed source software,
thus it is quite impossible to adapt them to simulate autonomous fleets of UAVs
performing specific missions.

In the field of robotics, instead, open source and customizable specific UAV
simulators are easier to find. The two most popular are Gazebo [212] and Morse
[213]. Both are well documented and can be integrated with robotics middleware
like the Robot Operating System (ROS) [214]. Unfortunately, ROS is not oriented
towards real time simulation and is not well suited for developing low level con-
trol laws for UAVs. At the same time, Gazebo is capable of interfacing towards
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popular flight controllers like APM [215] or Pixhawk [216], usually not available
on Morse. Both are capable to simulate fleets.

Despite the advantages of Gazebo over others simulators, this study will fo-
cused on FL-AIR, a simulator developed at the Heudiasyc laboratory (see Section
10.2.1 for more details). The main advantage of this simulator lies in its extreme
lightness in terms of resource utilization, which make it perfect for scalable envi-
ronment. As it will be described in Section 10.2.3, FL-AIR is tailored to low-level
control of UAVs and it also perfectly integrates real robots. Another advantage of
using this simulator is the easiness of the transition from simulation programs to
real experiments and prototypes.

10.1.2 Network Simulators
The network simulation software can be classified in two large categories:

commercial or open-source software. Some of the most important commercial
software suites that have been thoroughly exploited in scientific literature are the
Qual-Net [217] and OPNET suites [218]. For evident reasons in this work will be
preferred the use of open source simulation solutions. In this perspective, histor-
ical works on network simulation are represented by the projects of GloMoSim
[219], NS-2 [220] and JiST/SWANS [221], all of them no longer under active de-
velopment. Actively maintained project are instead the OMNeT++ [222], wsnet
[223] and NS-3 [224] software suites. For the aim of this work, the most suit-
able network simulator needs to fulfil the following characteristics: (i) a strong
scientific literature background; (ii) the possibility of configuring protocols at all
levels of ISO/OSI protocol stack; (iii) the capability to simulate at any level of
detail, specifically at the packet-level and (iv) the ability to operate in real-time
interfacing directly with the operating system real devices.

According to these needs the NS-3 network simulator is chosen among the
others since it fulfil all the described requests.

10.1.3 Others coupled simulators
In literature are presents others attempts of building bidirectionally coupled

simulators. However, these attempts are not regarding the simulation of flight
drones. In the road vehicular mobility, for example, there is the integration of the
Simulation of Urban MObility (SUMO) simulator with both NS-3, through the
iTETRIS Control System (iCS) [225], and OMNeT++ through the Veins frame-
work [226]. These simulators are specifically designed for traffic simulator and
analysis of V2X communications. The proposed solution of integration between
the two simulators, NS-3 and FL-AIR, differs from these two cited vehicular sim-
ulator because we want to avoid the adding of others external modules (like iCS)
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that would increase the complexity of the general system. Another bidirectionally
coupled simulator is RoboNetSim [227]. The architecture of this simulator is sim-
ilar to the one proposed in this Chapter. In fact, it propose the integration between
a network simulator (NS-3) and a robot simulator (ARGoS [228]). Differently
from ARGoS, FL-AIR has the attractive characteristic of an easy portability with
real devices. With this property, it is possible to generate, with the same imple-
mented code, both the simulator program and the executable program to execute
directly on the real device.

10.2 Architecture definition
For the proposed coupled simulator proposal we leverage the virtual interfaces

that the Network Simulator 3 (NS-3) is capable of manage, that make possible for
it to interface directly with the operating system and software-simulates network
devices in real-time. The coupled simulator architecture is capable to use these
interfaces to connect FL-AIR’s UAVs. In this way, all the data traffic exchanged
among the autonomous robots passes through NS3 working in real-time mode.

10.2.1 FL-AIR
As stated before, is used a simulation framework called FL-AIR, currently

being developed at [229]. This tool has been created to ease integration and testing
of researchers’ algorithms. It is composed of different autonomous applications
running on Linux systems. One of them is the World Simulator. Figure 10.2
summarizes FL-AIR’s internal functioning in the case of two simulated UAVs.
Each different composing application is represented by a block and is connected
to a Ground Control Station through UDT sockets [230]. The Ground Control
Station is FL-AIR’s monitoring and multiplexing block. Its purpose is both to
display information and implement commands coming from other blocks.

The FL-AIR simulator relies heavily on socket communication to implement
the data excanging among its components and, most important of all, among the
UAVs, being them simulated or real. The World Simulator subcomponent is, in
fact, a specific program which manages the dynamics of the UAV and provides the
implementation of virtual sensors and actuators. It can also contain an interface
to an already deployed Optitrack system [231]. Since the communication occurs
between two different block via socket communication, these programs can be
either UAVs simulated as processes in the same machine or application running
on real robots, relaying commands and sensed data.

FL-AIR implements an hardware abstraction layer by means of interface classes
to each kind of sensors and actuators; thus the only difference between a simu-
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lation program and a real drone is the use of a specific implementation of the
interface (virtual or real one). UAV’s state machine and securities check are also
done by specific classes. The excanging of information between the UAVs and
the World Simulator is made via shared memory. The shared memory is intended
as the one provided by operating system standard libraries. In this way the World
Simulator can compute the UAV state of through its discretized dynamical model
[232]. The model output is used to update UAV status in the virtual 3D world:
it handles collisions and keeps track of positions that are then sent back to the
simulated UAVs control models. It is to note that multiple UAVs can be simulated
using this scheme.
The £d environment is provided by the Irrlicht 3D engine [233] (see Figure 10.1)
for visualization and also to simulate sensors that need interaction with the envi-
ronment (cameras, lidars, ultrasonic sensors, etc). The World Simulator is also
compatible with Xenomai [234] (a real time extension to the Linux kernel), which
allows to have strict bounds on the dynamic model outputs and strict constraints
on the synchronization among simulator modules. For the results shown in this
Chapter, the display part of the simulator operates in non real-time mode for ease
of prototyping.

In FL-AIR, the UAVs (being either real or simulated) communicate directly
using UDP sockets. This means that all the traffic generated by the very UAV’s
network interfaces (simulated or real) is routed through the computer hosting the
Ground Control Station and, optionally, the World Simulator. Furthermore, FL-
AIR supports network remote controls to manually pilot the drones.

10.2.2 Network Simulator 3
NS-3 [224] is an open-source project of a discrete-event network simulator in

which the simulation core and models are implemented in C++. The main ob-
jective of NS-3 is to provide models of how packet data networks operate and
perform. Furthermore, it allows its users to perform studies that are difficult or
even not possible to implement in real systems, thanks to its capability to be arbi-
trarily extended.

As said before, NS-3 can easily create and manage virtual devices in its host
machine. The NS-3 network simulator has the ability to work in the so called
real-time/emulation mode. In this mode, the simulator can exchange packets in
real-time (the best possible it can do) with the outside world through virtual net-
work interfaces. Hence, it can generate traffic towards real networks and drive a
simulated network with packets coming from real world. As the UAVs communi-
cation is done in FL-AIR by using sockets, it is easy to route the packets through
NS-3 virtual interface in place of the local ones. To allow this routing a set of
tools from the Linux Kernel is used: Linux containers (LXC), TAP devices and
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Figure 10.1: Overview of Flair 3D environment. Two virtual cameras are dis-
played on the right.

network bridges.

• LXC (Linux Container) [235] is an operating-system-level virtualization
method for running isolated Linux systems (containers) on a control ma-
chine. The main characteristic of LXC is the ability to create a lightweight
virtual machine with an environment as close as possible to a standard Linux
installation but without the need for a separate kernel.
Despite the appearance of increasing the resource burden of the architec-
ture, the use of LXCs provide multiple advantages: (i) ease of installation,
(ii) complete isolation of the application that will run into the containers
and (iii) possibility to freely configure network devices. The containers will
host the UAV application: the sockets the UAV application will create will
be also automatically hooked by the LXC and become available to be routed.

• TAP devices are virtual network devices. These devices are different from
the real network device due to the fact that the packets that travel through a
TAP device are managed by user-space software.
As will be explained later, the TAP devices will be managed entirely by the
Tap Bridge Module of NS-3.

• A network bridge is a device that is used to join two or more network seg-
ments. A bridge behaves transparently like a virtual level-2 network switch
where both real devices and virtual ones can be connected to it.

154



UAV 1
program

UAV 2
programshared memory

World Simulator

sensorsactuators

actuators

sensors

actuators

sensors

Host OS

local IF local IFlocal IFlocal IF

DS3
(remote control)

ground control
station

optitrack

local IF

Figure 10.2: Overview of Flair.

10.2.3 Interworking
Now will be described the architecture that enable the connection between the

Flair and the NS-3 simulator.
The proposed architecture is called CUSCUS (CommUnicationS-Control dis-

tribUted Simulator). Flair and NS-3 will be run in parallel within CUSCUS and
set up according to the scenario to simulate.
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Figure 10.3: The Stem-Node architecture implemented in CUSCUS

Looking at the main architecture of a STEM-Node (see Figure 10.3 we can notice
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how the different modules of a STEM-Node will be implemented in CUSCUS.
The Network Actuator is implemented in NS-3 because it will deal with the com-
munication issues; the Mobility Actuator is implemented in FL-AIR since it is
able to model very accurate mobility control models. Finally, the other modules
can be implemented in both the simulators, depending on the characteristics of the
simulated scenario.
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Figure 10.4: Overview of CUSCUS architecture. The red indicates the NS-3 sim-
ulator, the blue indicates the FL-AIR modules and the green parts indicate the host
pc

As we can see from the main CUSCUS architecture pictured in Figure 10.4,
each LXC will envelope a FL-AIR’s UAV application and intercept all the gener-
ated traffic. The network bridge connects the LXC and the TAP device. Finally
the TAP device is the link between the host machine and the NS-3 module.

After creating CUSCUS as capable to intercept the traffic coming to and from
FL-AIR, is exploited the Tap Bridge Module [236] on NS-3. This module is ca-
pable of integrating the real UAV host application into the NS-3 network host via
the TAP interface. These are created on the host running NS-3 and all the traf-
fic that is generated from and directed to the TAP device is intercepted by the
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NS-3 module that will transparently connect the application with the simulated
network. More specifically, there are three basic operating modes of this NS-3
module: ConfigureLocal, UseLocal and UseBridge. Their basic functionality are
essentially identical but they differ on the way they create and configure the bridge
devices. In this work is used the UseLocal mode that has the characteristic of us-
ing an existing TAP device previously created and configured by the user, in order
to be more flexible in connecting the NS-3 simulator with FL-AIR.

In Figure 10.4 is depicted the main architecture of the CUSCUS framework.
Here we can easily notice the connection between the two simulators made by the
TAP-bridge-LXC chain. The architecture’s main features are:

• Each UAV control application i is loaded in its own container (Container i
in Figure 10.4). In this way the application will run as if it is loaded on a
real UAV. Since these applications and the World Simulator run on the same
real host machine, they can still exchange data through the shared memory.

• Each simulated UAV has two components: once into the LXC container,
that describes the control strategies defined in the UAV application and the
other in NS-3 (as ghost node i) that describes the UAV’s network behavior.

• In order to let NS-3 be aware of each UAV position and orientation, the
World Simulator will update constantly the position and orientation of each
UAV in the shared memory of Figure 10.4. In this way, the mobility model
implemented in NS-£ can maintain update the node position and orientation
just reading from the shared memory.

In conclusion, a closed loop is maintained: while the UAVs move in Flair, their
position is relayed to NS-3 and the communication channel model is modified ac-
cordingly. The packets created by the UAVs will travel through the TAP-bridge-
LXC chain toward NS-3.
In the architecture depicted in Figure 10.4 we can notice that the Ground Control
Station and the remote controller modules are placed outside NS-3. Moreover, a
second network interface (eth1) is added to each LXC to connect these modules
(Ground Control Station and remote controller) with the UAV application without
passing through NS-3. This architectural choice is only for simplify the analysis
made in Section 10.3. These modules can indeed be easily put inside NS-3 to
simulate also the communication issues between the UAVs and the remote con-
trollers. However, this is an example of the CUSCUS architecture flexibility, that
allows the user to completely customize its own environment.

Looking at the CUSCUS main architecture, it can be noticed the architectural
design of the system that results from the introduction of a TAP-bridge-LXC chain
for each UAV control application. Despite the apparent architectural complexity, it
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is important to point out that the delays added to the network packets are negligible
(as we will see in the Section 10.3) as these last are directly managed by the host
operating system, that will fast route them through the chain.

10.3 CUSCUS performance
To evaluate the feasibility to deploy CUSCUS will be performed a set of ex-

periments to test and measure some benchmarks. For the experiments is used a
Dell XPS 8500 workstation with an Intel® Core™i7-3770 CPU @ 3.40 GHz and
16 GB of RAM memory. The entire CUSCUS, comprised of NS-3 and FL-AIR
runs on this host machine. The results have been averaged over 20 simulation
runs.

In the experiments are analysed the scalability of the CUSCUS simulator with
respect of the number of simulated UAVs and the impact of the delay overhead
introduced by the proposed architecture. The FL-AIR UAV application used is
a formation control algorithm that enable the creation of a circle of UAVs that
move arount the center of the scenario. The distributed control system employed
on each UAV takes its own position and orientation from a simulated Optitrack
system and tries to maintain the same distance between all the nodes while they
circle. As the number of nodes increases, the UAVs will arrange themselves at the
vertexes of a polygon with an increasing number of sides. The UAVs keep a fixed
altitude of 10 m for the whole simulation.
On the NS-3 module, each UAV is equipped by a single IEEE 802.11 interface
and hence is used a Ricean fading model, as for UAVs the signal on the LOS path
is much stronger than the one on indirect paths. It is assumed no packet fragmen-
tation and that the nodes always stay in each others’ connection range.
In the experiments the robots sample their position and broadcast it periodically,
each Tb seconds. For the analysis are defined two kind of delays: the architectural
delay and the network delay. The former is the overhead introduced by CUS-
CUS that the packets experience when they are routed through the architectural
components; the latter is due instead to the simulated network behavior.

A first index that can be used to evaluate the performances of CUSCUS is
composed by the physical resource used by the host during the simulation. In
Figure 10.5 are depicted the percentages of CPU and RAM usage increasing the
number of nodes. As we can see, the trend of the resource used by CUSCUS is
linear in respect of the simulated UAVs number. This result shows the scalability
of CUSCUS, which is able to exploit the available resources efficiently.

The second test is done in order to analyse the architecture, i.e. the archi-
tectural delay introduced by CUSCUS in the TAP-bridge-LXC chain (see Section
10.2.3). This measure is important as it can estimate the time delays introduced
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Figure 10.5: Resource Usage at the host varying the number of UAVs.

by the CUSCUS structure. In Figure 10.6 is shown the delay [µs] the packets ex-
perience in the path from Flair to NS-3. The broadcast time Tb is set to 50ms for
this experiment. We can notice from the Figure 10.6 that the architectural delay
introduced is constant and it stands around 70µs. This result shows that the delay
introduced solely by CUSCUS is negligible and stable with respect to the UAVs
number, i.e. the traffic generated by the simulation scenario does not influence the
variation of the architectural delay.

The last experiment shows the suitability of the CUSCUS architecture for the
study and analysis of distributed networked control system. For the experiment
are executed a series of tests, modifying the number of UAVs and the Tb value
in order to study the impact of using a simulated communication network for the
exchange of control system’s messages. The scenario used is a modified version
of the precedent one: the nodes will not retrieve the positional information of the
other UAVs directly from the Optitrack system. They will instead use the one
their neighbours have broadcasted through the simulated NS-3 channel. In this
way are measured the error introduced in the formation control inside Flair due
to the network delays.

In Figure 10.7 we can see a screenshot of the CUSCUS simulator in execution.
In this experiment four drones are simulated in order to test the formation control
algorithm. In the same Figure, is shown also the packet exchanging between
the drones (the Linux terminal in the bottom-right part of Figure 10.7). In this
particular screenshot it can be notices the send and the receive process executed in
Drone 0 and Drone 1. The terminal prints are executed directly on the containers
where the UAV programs are running. The data packets, that are broadcasted by
each drone, travel via the eth0 interface of actual container (see Figure 10.4), pass
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Figure 10.7: Screenshot of a formation control algorithm simulated in CUSCUS
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through the simulated network created by NS-3, and finally reach the destination
drone via, again, the eth0 interface.

Let us define error [m] as the distance between the actual position of the sim-
ulated UAVs and their reference position in the formation. The reference position
is the position that nodes should be at and is used by the control algorithm to
guide the UAV. Figure 10.8 shows this error, as the result of these tests. In the
case where the UAVs get the position of the neighbours UAVs from the Optitrack
system (Tb = 0ms in the figures), the error is reduced to minimum and it is due
only to the control algorithm itself. Instead, when the simulated UAVs take the
information from their neighbours, there is a delay introduced by the network that
destabilize the control algorithm.
From these experiments it can be inferred the following conclusions: (i) the Tb
value increase strongly impacts the formation error, whereas (ii) the number of
UAVs does not affect this error. The former conclusion comes from the fact that
with big Tb, the control algorithm is running a distributed control system with
more and more outdated information about the neighboring nodes’ positions. The
latter comes from the fact that, in this particular case, communications issues such
as packets collisions and, hence, packet retransmissions, have negligible impact
on the wireless communication network. It is to remark that the collision prob-
ability is very small since the exchanged packets are also very small. They are
composed by only the sender node’s position and orientation.

In conclusion it can be stated that the CUSCUS framework is able to execute
reliable distributed networked control system simulations by keeping time over-
heads constant when the number of simulated UAVs varies. Hence, it enables the
user to study and analyze practical instances of this kind of control systems.
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Conclusions
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Chapter 11

Conclusions

The actual deployed technologies for public safety networks are not able to
face the issues that arise in the aftermath of a natural or human disaster. In fact, the
lack of communication infrastructures or the damage that these latter experience
during the disaster, make the first recovery operations difficult to be fulfilled by
the rescue teams.

11.1 Thesis results

In this thesis it is presented a new vision for next-generation public safety sys-
tems based on autonomous vehicles and spontaneous communication networks.

In the first part of the thesis the concept of staminal network (STEM-Net) is
proposed, where the so called STEM-Node is able to modify its properties in order
to adapt to the environment requests. These nodes are able to cooperate each other
in order to implement system-wide behaviours and are capable of self-configure at
multiple layers of the protocols stack on the basis of their hardware configurations
assuming multiple network roles. Furthermore, a STEM-Node has autonomous
mobility capability to modify and control the node’s location. These special nodes
can increase their capabilities by evolution: in this way a node is able to add new
modules to its own possible functions set, so that possible newer issues can be
managed by the node. The characteristics of evolvability, adaptability, reliability
and resilience bring multiple advantages in the use of the STEM-Node architec-
ture compared with more traditional approaches.
Given the ability of self-controlled mobility, the deployment of a swarm of un-
manned vehicles brings new opportunities in the rescue operations for emergency
scenarios. To deal with this powerful capability of self-movement, the vehicles
must be supported by efficient mobility control systems that are able to move
the vehicle in the best possible way. This is crucial for the Unmanned Aerial
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Vehicles (UAVs), where the motion control systems play a very important role
for the mission outcome. In fact, the mobility controller and the communica-
tion network links are strictly correlated. For this reason in this thesis is deeply
analysed the literature about the mobility-aware communication protocols and the
communication-aware mobility controllers. Then is proposed a new architectural
stack layering, called Networked Behaviours layers to help the researcher in de-
veloping new systems that will be able to deal with both the communication and
the mobility control issues.

The last post-disaster emergency events occurred around the worlds have high-
lighted that in these scenarios the available network communication infrastructure
is unable to manage the effort needed in these situations. For this reason in this
thesis is proposed an efficient distributed algorithm to be deployed on autonomous
unmanned vehicles that is able to re-enstablish the network connectivity. This
technique will give more opportunities to the rescue teams for cooperating and
managing the emergency situation. The swarm of unmanned vehicles have two
main functions: i) maintaining the network connectivity among the vehicles in-
side the mesh network and ii) help the search and rescue operations by looking
for survivors in the disaster area by giving them the possibility of communication.
With this system, the rescue teams will be able to have constant connectivity dur-
ing the operations and to have direct contact with the survivors.
The proposed algorithm is derived from a nature-inspired technique using virtual
spring forces that enable the vehicles to maintain the right inter-vehicle distance to
both avoid network link disconnection and allow the scenario exploration with the
aim of searching for survivors. To evaluate and validate the proposed algorithm, it
is analysed and compared with a mathematically derived analytical method. This
method is an approximated solution with an upper bound in the error compared
with the optimal theoretical solution. The outcome of deep analysis and com-
plete simulations is that the proposed distributed algorithm is comparable with
the analytical one and hence is able to execute the task of re-establish the network
connectivity in a way that is very close to the optimal solution.

To speed-up the rescue operations, the use of UAVs is undoubtedly one of the
possible choices. These vehicles have, in fact, the ability of fast movements by
fling above the disaster area. Furthermore, the aerial vehicles have the advantage
of the line-of-sight for the communication link. One drawback of this technology
is the fast drain of the battery energy. The autonomy of these kind of vehicles is
in the order of ten of minutes. To overcome this limitation, this thesis proposes
a distributed method of charging scheduling where the UAVs continuously swap
from the active state, where they are acting as repairing unit in re-establishing the
network connectivity, and charging state, where they recharge the battery energy
in a specific recharge station. The proposed scheduling method investigated ap-
proaches to maximize the lifetime of the aerial mesh by considering a scenario
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where the UAVs can recharge their batteries by the contact with the ground charg-
ing stations. The proposed distributed scheduling algorithm ensures a guaranteed
coverage area by the UAVs, while the network lifetime is maximized.

One of the main problem of emergency communication network is that the
most common wireless technologies used by the end-user devices (WiFi, 3G/4G,
ecc. . . ) are in general crowded in the emergency scenarios. This issue is one of
the causes that bring the communication networks unable to support the emer-
gency operations. One of the most promising technologies that will overcome
these problems are the Cognitive Radio Networks (CRNs) over TV-White Spaces
(TVWSs). Those frequencies are very useful for rescue operations due to the low
shadowing loss that effects these frequencies. However, to use these frequencies,
the national regulators have decided that any user that wants to transmit over these
frequencies must query a geolocation spectrum database that knows which are the
free usable channels for each location. The informations stored in this databases
are based only on analytical transmission models that can be inaccurate for com-
plex environments. In this thesis, hence, is proposed a system that is able to
increase the precision of the data stored in the database by making real frequency
scans using a fleet of unmanned aerial vehicles that make real measurements in
the scenario giving more capillarity precision to the data stored into the geolo-
cation spectrum database. The proposed distributed exploration/scanning method
consider the use of unmanned vehicles (called Unmanned Aerial Scanning Ve-
hicles, UASVs) that are able to concentrate the scanning operations especially
where the shadowing loss is high and hence more scanning operations are needed
to extract more accurate scanning reports. The developed algorithm is based on a
field-based self-coordination method that envisage the use of attractive/repulsive
field-forces. These forces are derived from the actual shadowing characteristics
making this technique self-adaptive to the exploring scenario. The analysis and
the simulations have shown the capability of the proposed method to make accu-
rate free/busy decisions of the scanning frequencies and, furthermore, is able to
build an accurate shadow map of the scanned area.

The survivors of a disaster event are generally isolated from the main commu-
nication networks. However, given the plethora of smart devices that permeated
the end-used market, we can assume that each survivor is equipped with a smart
device that is able to create a spontaneous communication network. In this way
the possibility of having a connection link towards the external networks (Internet
or the rescue team network) will increase considerably. In this thesis is proposed
the establishing of a spontaneous network by using the STEM-Net architecture
where each end-user smart device can act not only as a simple end-user device,
but also as router to help other survivors to communicate inside the spontaneous
network, or as a gateway to enable the users to communicate towards the external
networks. The proposed algorithm is inspired from the stimulus/response method
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used in the swarm intelligent research field, where the devices have a different
intensity of stimuli of doing a specific task, while having a threshold that limits
the execution of that specific task. The analysis and the simulations demonstrated
the ability of this method in increasing the lifetime of the whole spontaneous net-
work (the end-user device are battery powered) while guaranteeing enough data
throughput for the emergency communications.

Finally, in this thesis is developed a simulator tool for the research and the
analysis of complete networked behavioural systems that include the design of
both mobility control systems and communication protocols. In fact, as said be-
fore, the spatial motion has high impact on the communication network perfor-
mance, and vice-versa. For this reason, is needed a simulator tool that is able
to integrate both the communication protocols and the mobility controller de-
sign. The developed simulator, called CUSCUS, integrates in a single tool the
Network-Simulator 3 (NS-3) and the control system simulator (FL-AIR). This tool
is a lightweight real-time simulator where the two components of the proposed
architecture can exchange data and are able to use each others’ strong-points to
simulate a wide spectrum of scenarios in the context of UAVs fleets.

11.2 Future works
The research field of use of unmanned vehicles in emergency scenarios is rel-

atively young. There are in fact some arguments that must be deeply analysed:

• Deployment agility. The deployment speed and the adaptivity of the de-
ployed system is of fundamental importance. The first hours of the opera-
tions are in fact crucial. For this issue, the use of UAVs is the main promis-
ing technique. However the ability of these kind of vehicles in creating a
communication network is still an open issue.

• System lifetime. After the deployment of the vehicles swarm, this system
must supply the rescue team for all the time needed for the rescue opera-
tions. Faster recharge mechanisms must be developed in order to cope this
issue.

• Standardization of the communication technologies. Different public
safety agencies use different communication technologies over different
wireless communication frequencies. A standardization operation must be
started in order to allow fast communication among the different organiza-
tions that operate in the emergency field.

• Heterogeneity of the vehicles. A single type of vehicle could be insuffi-
cient to support the rescue operation in a specific environment. A system
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that would operate in such conditions must support the heterogeneity of the
vehicles in order to exploit all the different vehicles characteristics: agility
and fast deployment for Small UAVs (SUAVs), fast deployment and long
lifetime for Big UAVs (BUAVs), long lifetime and direct contact with the
responders for the Unmanned Ground Vehicles (UGVs).

• Technologies integration. Analyse the full integration between the spon-
taneous networks of survivor smart devices and the temporary network of
autonomous self-organizing unmanned vehicles set up by the public safety
agencies.

• Real test beds. After the design of new public safety communication net-
work systems, a real test bed on field must be executed to validate the de-
veloped system.

In conclusion, the work presented in this thesis wishes for the use of more
and more enhanced technologies during emergency scenario in order to save the
highest number of lives, reducing the rescue operation time by helping the rescue
teams in their important work.
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