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Abstract

Body-centric and cooperative communications are new trends in telecommunications

field. Being concerned with human behaviour, body-centric communication networks,

also known as Wireless Body Area Networks (WBANs), are suitable for a wide vari-

ety of applications. The advances in the miniaturisation of embedded devices to be

placed on or around the body, foster the diffusion of these systems, where the human

body is the key element defining communication characteristics. Cooperative com-

munications paradigm, on the other hand, is one of the emerging technologies that

promises significantly higher reliability and spectral efficiency in wireless networks.

This thesis investigates possible applications of the cooperative communication

paradigm to body-centric networks and, more generally, to Wireless Sensor Networks

(WSNs). Firstly, communication protocols for WBANs are in the spotlight. Perfor-

mance achieved by different approaches is evaluated and compared through experi-

mentation providing guidelines for choosing appropriate protocol and setting protocol

parameters to meet application requirements. Secondly, a cooperative Multiple In-

put Multiple Output (MIMO) scheme for WBANs is presented. The scheme, named

B-MIMO, exploits the natural heterogeneity of the WBAN propagation channel to

improve energy efficiency of the system. Finally, a WSN scenario is considered, where

sensor nodes cooperate to establish a massive MIMO-like system. The analysis and

subsequent optimisation show the advantages of cooperation in terms of energy effi-

ciency and provide insights on how many nodes should be deployed in such a scenario.
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Introduction

This thesis focuses on the paradigms of body-centric and cooperative communications,

whose concepts are presented in next sections, along with the motivations support-

ing the study performed and the research approach followed. The PhD study was

conducted at the Department of Electrical, Electronic and Information Engineering

”Guglielmo Marconi” (DEI), University of Bologna, Italy. Part of the research (Chap-

ter 3) reported in this thesis was done in collaboration with Prof. Mérouane Debbah

and Prof. Luca Sanguinetti of CentraleSupélec, Gif-sur-Yvette, France. Most of of the

research activities were performed within frameworks of the European Commission-

funded FP7 projects WiserBAN [1] and Newcom# [2].

Wireless Body Area Networks Concept

The increasing use of wireless networks and the constant miniaturisation of elec-

trical devices have empowered the development of Wireless Body Area Networks

(WBANs) [3]. WBANs (also called Body Area Network (BAN) and Body Sensor

Networks (BSNs)) are composed of wearable and implantable sensors and/or actua-

tors, capable of communicating among them and with external devices through radio



Introduction

interfaces, to monitor physiological signals collected from a human body. A WBAN

can be defined as a collection of low-power, miniaturised, invasive or non-invasive,

lightweight devices with wireless communication capabilities that operate in the prox-

imity of a human body [4]. On one hand, WBANs enable new applications and thus

new possible markets with respect to Wireless Personal Area Networks (WPANs) and

WSNs, while, on the other hand, the design is affected by several constraints which

call for new paradigms and protocols. With respect to WSNs, the presence of the

human body affects the radio wave propagation, leading to a specific and peculiar

radio channel, which has to be properly accounted for in the design of protocols [5].

The diversity of envisioned applications, which span from the medical field (vital

signs monitoring, automatic drug delivery) to the entertainment, gaming and ambi-

ent intelligence sectors, creates a set of technical requirements with a wide variation

in terms of expected performance metrics (e.g., throughput or delay). Therefore,

scalable and flexible architectures and protocols are needed.

The requirements for achieving a nearly invisible WBAN radio microsystem are:

• the sensor nodes must be ultra-miniature, e.g. fit within very tiny/thin hous-

ings such as miniature hearing aids, cardiac implants, insulin pumps, cochlear

implants,

• the wireless link must be ultra low-power, for use in lifestyle and biomedical

applications, using tiny power sources,

• the antenna and radio must adapt to around-the-body propagation losses due to

various node placements on or in the body, but also variable conditions due to

moving parts,

2



Cooperative Communications Paradigm

• the node must include high performance data-processing capability, which is

needed to process, fusion the sensor data coming from many sensors placed

around the body, and extract the relevant features for further transmission,

• the communication protocol must be very versatile such that it can satisfy a wide

range of application requirements corresponding to different application fields.

Current available solutions addressing the increasing demand for WBAN specific so-

lutions are using non-specific WPAN solutions. These WPANs, which are typified by

Bluetooth or ZigBee wireless solutions, enable the realisation of proto-WBAN solu-

tions that allow basic WBAN system realisations, but present major limitations in

terms of power consumption and size.

Since the introduction of the WBAN concept, there were several attempts to stan-

dardise various aspects of WBANs but no standard has managed to satisfy the ever-

expanding application requirements. The novelty and the fast expansion of WBAN

applications provide a perfect playground for researchers, offering them a wide set of

degrees of freedom to play with.

Cooperative Communications Paradigm

Emerging classes of wireless networks, such as ad-hoc and sensor networks and cellu-

lar networks with multiple hops, often consist of a large number of nodes in different

geometric locations. Compared with classical point-to-point systems, these new types

of network are extremely difficult to analyse and optimise. Therefore, new theoret-

ical and practical techniques are needed to augment classical communication and

networking theory and practice.

3



Introduction

Cooperative communication and networking is one of the emerging technologies

that promises significantly higher reliability and spectral efficiency in wireless net-

works. Unlike conventional point-to-point communications, cooperative communica-

tion is a new form of diversity that allows users or nodes to share resources to create

collaboration via distributed transmission and processing of messages [6]. This coope-

rative diversity concept is similar to the MIMO system but is applied on a network

level. As a result, it is often called a distributed MIMO or network MIMO. It repre-

sents a paradigm shift from a network of conventional point-to-point links to network

cooperation.

Cooperative communication paradigm is envisaged in various application fields,

ranging from cellular networks [7] to WSNs [8], and depending on the design, it

can achieve different performance gains, such as achievable rate, energy efficiency,

reliability, etc. A WSN can use cooperative relaying to reduce the energy consumption

in sensor nodes, hence lifetime of sensor network increases. Due to the nature of the

wireless medium, communication through weaker channels requires huge energy as

compared to relatively stronger channels.

Cooperative communication schemes typically increase the complexity of the sys-

tem drastically, both in terms of hardware and communication protocols. The main

challenge research community is facing is to exploit the cooperative communication

idea while keeping the system practically feasible.

Structure and Contribution of the Thesis

The topic of this thesis is the application of the cooperative communications paradigm

to WBANs and WSNs in general. It is structurally divided into three parts.

4



Structure and Contribution of the Thesis

• First part, Chapter 1, deals with design, implementation and performance

evaluation of communication protocols for WBANs. Presented research was

conducted through the European Commission-funded FP7 WiserBAN project,

whose aim was creating an ultra-miniature and ultra low-power Radio Frequency

(RF) microsystem for WBANs, targeting primarily wearable and implanted de-

vices for healthcare, biomedical and lifestyle applications. The project required

a customised communication protocol capable of achieving stringent applica-

tion requirements. The protocol stack developed within the WiserBAN project

was one of the first practical implementations of protocol stack for WBANs. In

particular, the focus of Chapter 1 is mainly on Medium Access Control (MAC)

protocols. Different approaches to the design of MAC protocols are presented

and compared through experimentation on a hardware platform intended for

WBAN applications. Conclusions drawn from this part provide guidelines to

WBAN communication protocol designers about the performance and limita-

tions of synchronous and asynchronous MAC protocols and how to tune protocol

parameters to reach required performance.

• Second part, Chapter 2, presents a cooperative MIMO beamforming scheme for

WBANs. The considered application scenario consists of sensor nodes, placed on

a human body, which are transmitting data to sinks in an indoor environment.

WBANs are known for the heterogeneous channel conditions experienced by

nodes placed on different parts of the human body. This effect is a due to body

shadowing which dominates channel gain. The consequence is that some nodes

cannot communicate while the body is in certain positions with respect to the

receiver. Cooperation among nodes can greatly ameliorate this effect. The

5
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proposed idea exploits the natural heterogeneity of the WBAN propagation

medium in order to boost energy efficiency and Block Error Rate (BLER) in an

interference-limited scenario. Numerical results, obtained through simulations,

show the benefits of cooperation in a highly heterogeneous system as WBANs

and shed some light on the problem of cooperating node selection problem in

WBANs.

• Third part, Chapter 3, deals with cooperation among nodes in WSNs. This

research was partially conducted through the European Commission-funded

Newcom# (Network of Excellence in Wireless Communications) project. Consi-

dering the future mass deployment of sensor nodes, a simple cooperation mech-

anism is proposed which requires minimal overhead. The mechanism exploits

the fact that sensor nodes are usually deployed to measure the same environ-

mental parameters, such that the data they are transmitting is either the same

or correlated. Having in mind a network of inexpensive devices, various real-

istic effects are modelled and taken into account, namely channel estimation

error, hardware impairments, imperfect synchronisation, data correlation and

external interference. Exploiting recent achievements in massive MIMO field,

asymptotic regime, in which the number of sensor nodes grows without bounds,

is considered to simplify analysis and optimisation of various design parame-

ters. Simulations are used to validate the analysis and the results show that

asymptotic analysis is sound even for relatively low number of sensor nodes.

This research brings the massive MIMO toolkit from cellular networks world

to WSNs and provides insights on the energy efficiency maximising number of

cooperating nodes in WSNs under various realistic performance hindrances.

6



Chapter 1

Communication Protocols for
Wireless Body Area Networks

In this chapter an important aspect of WBANs, the communication protocol, is dis-

cussed. A real implementation of a protocol stack, developed for the purposes of

the European project WiserBAN, is presented with the focus on the performance

evaluation of the MAC layer protocols.

1.1 Introduction

Communication devices have to agree on many aspects of the data to be exchanged

before successful transmission can take place. Rules defining the set of message ex-

changes are called communication protocols. There are many properties of a trans-

mission that a protocol can define. Common ones include: packet size, transmission

speed, handshaking and synchronisation techniques, address formatting and mapping,

flow control and routing.

The Open System Interconnection (OSI) model is a conceptual model that char-

acterises and standardises the communication functions of a telecommunication or
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Figure 1.1: OSI model.

computing system regardless of their underlying internal structure and technology.

Its goal is the interoperability of diverse communication systems with standard pro-

tocols. The model partitions a communication system into abstraction layers (see

Fig. 1.1). The original version of the model defined seven layers, although a protocol

stack can implement only a subset of these layers. A communication standard defines

one or more layers in the OSI model.

Given a huge variety of applications of communication systems with very different

requirements, each communication protocol is tailored for a specific application or

a set of applications with similar requirements. Since WBANs target a very niche

application field, custom communication protocols are typically employed. However,

some standards for WBANs already exist. In Section 1.2, Institute of Electrical and

Electronics Engineers (IEEE) standards used in WBANs will be presented. First, the

overview of WBAN protocols literature is given.

8



1.1 Introduction

1.1.1 Related Works

Many works dealing with WBAN application requirements can be found in litera-

ture. [9] presents the concept of BANs and gives an overview of the corresponding

use cases and application scenarios. Authors propose a set of requirements referring

to technical (radio interface) characteristics of WBANs. Work presented in [4] gives

a comprehensive study of the proposed technologies for WBANs at Physical (PHY),

MAC, and network layers. [10] also aims at reporting an overview of WBAN main

applications, technologies and standards, issues in WBANs design, and evolution.

The paper reports some case studies, based on both real implementation and experi-

mentation on the field, and on simulations.

Many communication protocols meant for different WBAN applications are be-

ing developed and can be found in literature. For example, [11] and [12] present

a comprehensive study of MAC protocols developed for WBANs, emphasising the

importance of energy efficiency in such networks. Authors discuss design require-

ments for WBANs identifying major sources of energy dissipation and investigating

the existing designed protocols focusing on their strengths and weaknesses. In [13],

a comprehensive survey of recent MAC protocols for WBANs has been presented,

highlighting and clarifying all the significant changes and improvements that each

MAC protocol introduces.

MAC protocols can roughly be categorised into synchronous and asynchronous

ones, along with hybrid combinations of the two.

Asynchronous MAC protocols generally employ mechanisms to keep duty-cycle

of the radio low to achieve energy efficient operation. This is motivated by the fact

9
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that idle listening1 is a major cause of energy wasting [3]. As a consequence, many

approaches for duty-cycling in MAC protocols can be found in the literature. In S-

MAC [14] nodes periodically wake up, receive and transmit data and then return to

sleep. When a node wakes up, it exchanges synchronisation and schedule information

with its neighbours and, once devices are synchronised, information is exchanged.

T-MAC [15] improves S-MAC by shortening the active period if the channel is idle.

B-MAC [16] is a Carrier Sensing Multiple Access (CSMA)-based protocol, where

nodes wishing to transmit data to an intended receiver, first transmit a preamble

that is slightly longer than the sleeping period of the receiver, to wake up the target

node. WiseMAC [17] is ALOHA-based protocol, which uses a technique similar to B-

MAC, but it reduces the length of the preamble. Another low power MAC protocol

which is the most similar to the one proposed in this work is X-MAC [18]. The

protocol works as follows: nodes in the networks exchange sleeping and awake phases.

Transmitter wishing to send a packet starts transmitting a burst of short preambles

until the receiver detects one of them. Once the receiver becomes aware that it is

the destination of the data packet, it responds with an acknowledgement frame and

then the data is exchanged. Whenever any non target receiver detects a preamble it

goes back to sleep. Once the data is exchanged, the receiver stays awake for a given

interval of time, until the awake period expires and then goes back to sleep.

As far as synchronous MAC protocols are concerned, many works dealing with per-

formance estimation of standard WBAN protocols, based on simulations and mathe-

matical modelling, can be found in literature. In [19] mathematical model is presented

in order to determine the theoretical throughput and delay limits of WBAN using

1Idle listening is a phenomenon when a device is keeping the radio in reception mode when no
packets are being exchanged in the network.
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the Carrier Sensing Multiple Access with Collision Avoidance (CSMA/CA) proto-

col defined in the IEEE 802.15.6 standard for an ideal channel with no transmission

errors. The throughput and delay results are presented as a function of payload

size and the limits are derived for different frequency bands and data rates. In [20]

network performance of an IEEE 802.15.6 CSMA/CA-based WBAN is evaluated in

terms of Packet Loss Rate (PLR), packet delay and throughput. The evaluation has

been performed through simulation by considering two different channel models for

on-body communication. In [21] PLR is estimated as a function of channel quality,

diversity order, and Signal to Noise Ratio (SNR) values for all User Priority (UP) de-

fined in the IEEE 802.15.6 standard. Performance is evaluated by means of analytical

modelling and simulation considering a Rician fading channel as a reference model.

Possible improvements of the IEEE 802.15.6 standard were proposed in several papers.

In [22] it has been shown that choosing an appropriate length for Exclusive Access

Phase (EAP) and Random Access Phase (RAP) period can have a great impact on

MAC performances under non saturation condition. Analytic model was validated by

simulation showing that a correct period length can minimise delays allowing more

fair resource’s assignment. Other possible improvements of the standard were pro-

posed investigating the energy efficiency issues and the synchronisation mechanism

has been identified as one of the main culprit for the energy consumption. The Med-

MAC synchronisation algorithm proposed in [23] allows to keep synchronisation when

devices are sleeping so to save from 25% to 87% of energy with respect the traditional

IEEE 802.15.6 MAC standard.

11
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1.1.2 Thesis Contribution

As it could be seen from the literature overview given in the previous section, most

works rely on mathematical modelling and/or simulations to evaluate the performance

of MAC protocols in WBANs. The work presented in this chapter is based on an

actual practical implementation of a full protocol stack for WBAN. Conclusions are

drawn from results of a comprehensive experimental campaign.

Performance is evaluated in terms of PLR, average packet delay, average energy

consumption and throughput. Regarding the energy consumption measurements,

a rigorous methodology is devised which allows for in-depth analysis of protocols

behaviour. In particular, the overall energy consumption of the radio transceiver is

broken-down to fraction corresponding to radio states, such as Transmitter (TX),

Receiver (RX), standby, etc., which helps in understanding how protocols can be

tuned to achieve required performance.

The protocol stack implements two MAC modes to cope with heterogeneous ap-

plication requirements of different use cases, a Superframe (SF)-based MAC and Low

Power Listening (LPL) MAC. The two MAC modes represent synchronous and asyn-

chronous approach respectively. Modes are first examined separately and it is shown

how to trade-off different performance metrics by setting protocol parameters. More-

over, considering different application scenarios (topology, traffic, node placement,

etc.) showed strong and weak points of each mode. Secondly, the two modes are

compared in order to determine the their suitability in different settings.

The main contributions of this chapter can be summarised as follows:

• a real implementation of a protocol stack for WBANs on a hardware platform
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intended for WBANs is presented;

• numerical results are achieved through experimentation, thus many aspects in-

visible to simulations and mathematical modelling are shown;

• implementation of two MAC modes, representing synchronous and asyn-

chronous approach, allowed for a fair comparison between them. Even tough

results are obtained for a particular implementation, conclusions can be drawn

about the two families of protocols;

• important guidelines are provided which allow proper parameter setting for

satisfying specific application requirements.

The rest of this chapter is organised as follows. Section 1.2 summarises features of

two IEEE standards used in WSNs and WBANs. In Section 1.3, WiserBAN project,

through which this research was conducted, is presented. It describes application

scenario and requirements and the overall implemented protocol stack. Section 1.4

deals with the MAC layer of WiserBAN stack and introduces the two MAC modes.

Experimental setup and numerical results are presented in Section 1.5 and finally

conclusions are drawn in Section 1.6.

1.2 Standard Solutions for WBAN

Starting in 2003, various IEEE and Internet Engineering Task Force (IETF) standard-

isation bodies started putting together a framework for the communication protocols

of the emerging systems. IEEE 802.15 is a working group of the Institute of Electri-

cal and Electronics Engineers IEEE 802 standards committee which specifies WPAN
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standards. Two standards most prominently in use in WBANs are IEEE 802.15.4

and lately IEEE 802.15.6. The overview of the two standards in given in the sequel.

1.2.1 IEEE 802.15.4 Standard

IEEE 802.15.4-2003 (Low Rate WPAN) deals with low data rate but very long battery

life (months or even years) and very low complexity. The IEEE 802.15.4 Working

Group2 focuses on the standardisation of the bottom two layers of OSI protocol

stack, physical (Layer 1) and data-link (Layer 2) layer. The higher layers are normally

specified by industrial consortia such as the ZigBee Alliance3. The first edition of the

802.15.4 standard was released in May 2003. Several standardised and proprietary

networks (or mesh) layer protocols run over 802.15.4-based networks, including IEEE

802.15.5, ZigBee, 6LoWPAN, WirelessHART, and ISA100.11a.

IEEE 802.15.4 wireless technology is a short-range communication system in-

tended to provide applications with relaxed throughput and latency requirements

in WPANs. The main field of application of this technology is the implementation

of WSNs, that are key underlying technologies in the Internet of Things (IoT) and

Smart City (SC) frameworks.

In the following some technical details related to the PHY layer and the MAC

sublayer as defined in the standard, are reported.

The IEEE 802.15.4 PHY layer operates in three different unlicensed bands (and

with different modalities) according to the geographical area where the system is

deployed. However, Direct Sequence Spread Spectrum (DS-SS) is mandatory every-

where to reduce the interference level in shared unlicensed bands.

2See also the IEEE 802.15.4 web site: http://www.ieee802.org/15/pub/TG4.html
3See also the ZigBee Alliance web site: http://www.zigbee.org
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PHY layer provides the interface with the physical medium. It is in charge of

radio transceiver activation and deactivation, energy detection, link quality, clear

channel assessment, channel selection, and transmission and reception of the message

packets. Moreover, it is responsible for establishment of the RF link between two

devices, bit modulation and demodulation, synchronization between the transmitter

and the receiver, and, finally, for packet level synchronization.

IEEE 802.15.4 specifies a total of 27 half-duplex channels across the three fre-

quency bands, whose channelisation is depicted in Fig. 1.2 and is organised as follows:

• 868MHz band, used in the European area, implements a cosine-shaped Bi-

nary Phase Shift Keying (BPSK) modulation format, with DS-SS at chip-rate

300 kchip
s

(a pseudo-random sequence of 15 chips transmitted in a 25 µs symbol

period). Only a single channel with data rate 20 kbit
s

is available and, with a

required minimum −92 dBm RF sensitivity, the ideal transmission range (i.e.,

without considering wave reflection, diffraction and scattering) is approxima-

tively 1 km;

• 915MHz band, ranging between 902 and 928MHz and used in the North Amer-

ican and Pacific area, implements a raised-cosine-shaped BPSK modulation for-

mat, with DS-SS at chip-rate 600 kchip
s

(a pseudo-random sequence of 15 chips

is transmitted in a 50 µs symbol period). Ten channels with rate 50 kbit
s

are

available and, with a required minimum −92 dBm RF sensitivity, the ideal

transmission range is approximatively 1 km;

• 2.4GHz Industrial Scientific Medical (ISM) band, which extends from 2400

to 2483.5MHz and is used worldwide, implements a half-sine-shaped Offset

15



Chapter 1. Communication Protocols for Wireless Body Area Networks

Figure 1.2: Spectrum allocation chart and channelisation for WPAN applications in

IEEE 802.15.4 standard.

Quadrature Phase Shift Keying (O-QPSK) modulation format, with DS-SS at

2 Mchip
s

(a pseudo-random sequence of 32 chips is transmitted in a 16 µs sym-

bol period). Sixteen channels with data rate 250 kbit
s

are available and, with

minimum −85 dBm RF sensitivity required, the ideal transmission range is

approximatively 220m.

The ideal transmission range is computed considering that (although any legally ac-

ceptable power is permitted) IEEE 802.15.4-compliant devices should be capable of

transmitting at −3 dBm. Since the 2.4GHz band is shared with many other services,

the other two available bands can be used as an alternative.

Power consumption is a primary concern, so, to achieve long battery life the energy

must be taken continuously at an extremely low rate, or in small amounts at a low

power duty cycle: this means that IEEE 802.15.4-compliant devices are active only

during a short time. The standard allows some devices to operate with both the

transmitter and the receiver inactive for over 99% of time. So, the instantaneous link
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Figure 1.3: IEEE 802.15.4 SF structure.

data rates supported (i.e., 20 kbit
s
, 40 kbit

s
, and 250 kbit

s
) are high with respect to the

data throughput in order to minimise device duty cycle.

IEEE 802.15.4 defines two different operational MAC modes, namely beacon-

enabled and non beacon-enabled, which correspond to two different channel access

mechanisms.

In the non beacon-enabled mode nodes use an unslotted CSMA/CA protocol to

access the channel and transmit their packets [24].

In the beacon-enabled mode [24], instead, the access to the channel is managed

through a Superframe (SF), starting with a packet, called beacon, transmitted by

WPAN Network Coordinator (NC). The SF may contain an inactive part, allowing

nodes to go in sleep mode, whereas the active part is divided into two parts: the

Contention Access Period (CAP) and the Contention Free Period (CFP), composed

by Guaranteed Time Slots (GTSs), that can be allocated by the NC to specific nodes

(see Figure 1.3). The use of GTSs is optional.

In CAP, CSMA/CA channel access algorithm is employed. Description of this

algorithm will be given later on in the chapter.

To overcome the limited transmission range, multihop self-organizing network
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topologies are required. These can be realised taking into account that IEEE 802.15.4

defines two type of devices: the Full Function Device (FFD) and the Reduced Function

Device (RFD). The FFD contains the complete set of MAC services and can operate

as either a NC or as a simple network device. The RFD contains a reduced set of

MAC services and can operate only as a network device.

Two basic topologies are allowed, but not completely described by the standard

since definition of higher layers functionalities are out of the scope of IEEE 802.15.4:

the star topology, formed around an FFD acting as a NC, which is the only node

allowed to form links with more than one device, and the peer-to-peer topology, where

each device is able to form multiple direct links to other devices so that redundant

paths are available.

1.2.2 IEEE 802.15.6 Standard

The latest international standard for WBANs is the IEEE 802.15.6 which aims at pro-

viding an international standard for low power, short range, and extremely reliable

wireless communication within the surrounding area of the human body, supporting

a vast range of data rates for different applications. Short-range, wireless commu-

nications in the vicinity of, or inside, a human body (but not limited to humans)

are specified in this standard. It uses existing ISM bands as well as frequency bands

approved by national medical and/or regulatory authorities. Support for Quality of

Service (QoS), extremely low power, and data rates up to 10Mbit/s is required while

simultaneously complying with strict non-interference guidelines where needed. This

standard considers effects on portable antennas due to the presence of a person (vary-

ing with male, female, skinny, heavy, etc.), radiation pattern shaping to minimise the
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Figure 1.4: Spectrum allocation chart for WBAN applications in IEEE 802.15.6 stan-

dard.

Specific Absorption Rate (SAR) into the body, and changes in characteristics as a

result of the user motions.

The first degree of flexibility introduced by this standard is related to the choice

of the PHY layer. To meet the wide variety of system requirements coming from the

different applications, a unique PHY solution does not seem a feasible option, and

hence the proposal defines three possible alternatives (see Fig. 1.4):

a) Narrowband PHY (optional): a compliant device shall be able to support trans-

mission and reception in at least one of the following frequency bands:

• 402-405 MHz: Medical Implant Communication Service (MICS) band; it is

widely accepted although the available bandwidth is limited;

• 420-450 MHz: Wireless Medical Telemetry Service (WMTS) band; available

in Japan;

• 863-870 MHz: WMTS band; available in Europe;

• 902-928 MHz: ISM band; it is available for use without license in North

America, Australia and New Zealand;

• 950-956 MHz: available in Japan;
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• 2360-2400 MHz: this is a newly proposed frequency band to be adopted for

WBAN applications;

• 2400-2483.5 MHz: ISM band; it is available worldwide, but there could be

coexistence issues with other standards using the same band.

b) Ultra Wide Band (UWB) PHY: it is divided into a low (3.25-4.75 GHz) and

a high (6.6-10.25 GHz) band, both consisting of operating channels of 500MHz

bandwidth each. UWB PHY is specifically designed to offer robust performance for

high quality, low complexity and ultra low power operations, all primary aspects

when dealing with WBANs, where human safety and coexistence issues are of

utmost importance. Two types of UWB technology are considered: impulse radio

(IR-UWB) and frequency modulation (FM-UWB). Two operational modes are

also defined: default for medical and non-medical applications, and high quality of

service for high-priority medical applications. Both modes shall support IR-UWB

as mandatory PHY, whereas the default one also supports FM-UWB as optional.

c) Human Body Communication (HBC) PHY: this PHY solution uses the

human body as a communication medium. The band of operation is centred at

21MHz with a bandwidth of 5.25MHz.

Interested reader can refer to [25] for the complete set of specifications of PHY

layer.

Even if different PHY solutions are presented, just a single MAC protocol is pro-

posed. In order to support different applications and data flow types (i.e., continuous,

periodic, non-periodic, and burst), each one characterised by specific performance re-

quirements, the MAC protocol should be as flexible as possible, combining both,
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Figure 1.5: IEEE 802.15.6 SF structure for beacon mode access.

contention-based and contention-free, access techniques. The standard also provides

several UP values in order to diversify and prioritise nodes channel access, according

to the information they have to transmit (e.g., background data, video traffic, medical

data, or emergency traffic). A WBAN coordinator could decide whether to operate

in one of the following three access modes:

a) Beacon mode with SF: the coordinator establishes a common time base by

sending beacon packets that define the beginning of an active SF. It shall also

divide each active SF into applicable access phases, ordering them as shown in

Fig. 1.5 and defining their duration. The duration of any phase may be set to

zero, except for the RAP 1, which must have a minimum guaranteed duration.

The coordinator may also maintain inactive SFs, where it transmits no beacons and

provides no access phases. In the Managed Access Phase (MAP), the coordinator

may schedule intervals, or send poll or post packets to nodes. A poll is defined

as a control frame used to grant nodes an immediate polled allocation (i.e., non-

recurring time interval for uplink traffic), or to notify a node of a future poll or

post. A post is a management or data type frame sent by the coordinator to

inform a node of a posted allocation, which is a non recurring time interval that
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the coordinator grant to itself for downlink traffic exchange. Further details on

polled and posted allocation techniques can be found in [25].

In the EAPs, used only for the transmission of emergency data, RAP, and CAP,

nodes compete for the medium access using CSMA/CA or Slotted ALOHA tech-

niques. IEEE 802.15.6 versions of CSMA/CA and Slotted ALOHA are explained

in details in Sec. 1.4.1.

b) Non-beacon mode with superframes: in this mode, a coordinator may have

only a MAP in any SF, and it may organise the access to the medium as explained

above for the MAP phase in the beacon enabled access mode.

c) Non-beacon mode without superframes: a coordinator may provide unsched-

uled allocation intervals. After determining that the next frame exchange will take

place in non-beacon mode without SF, a node shall treat any time interval as a

portion of EAP or RAP, employing CSMA/CA-based random access to obtain a

contended allocation [25].

As it could be seen, the huge variety of channel access techniques proposed in the

standard gives a great flexibility to the protocol, but at the same time it is not so

immediate for designers to choose the best option for the intended application, and

to find the optimal solution.

Security aspects are also accounted for in the standard, and they are addressed

with nodes choosing among three different security levels. Level 0: unsecured commu-

nications; it provides no measures for message authenticity and integrity validation,

confidentiality, and privacy protection. Level 1: authentication but not encryption;
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messages are transmitted in secured authenticated but not encrypted frames, provid-

ing measures for authentication and integrity validation, but not confidentiality and

privacy protection. Level 2: authentication and encryption; it results in the most

secure transmission conditions provided by the standard. The security selection sets

off a security association between devices for activating a pre-shared master key, or

generating a new one. As part of message security, replay protection is also provided.

1.3 Reference Scenario: WiserBAN Project

The WiserBAN project was a European project, aiming at creating an ultra-miniature

and ultra-low-power radio frequency microsystem for WBANs [1]. WiserBAN dealed

with WBANs and is about improving personal sensing capabilities by using miniature,

unobtrusive, long-lifetime sensor nodes. WiserBAN delivered innovative wearable and

implantable radio microsystems which enable concrete exploitation perspectives in

a broad range of industrial segments such as healthcare, biomedical, wellness, and

lifestyle. It generated high societal and market impact and enabled major technolog-

ical breakthroughs.

WiserBAN developed a highly integrated ”radio & antenna & data-processing”

microsystem which reduces significantly the barriers in terms of size and power con-

sumption of existing wireless solutions. The ambitiousness of the project can be

recognised in its declared goals:

• develop a radio microsystem that fits in a 4mm×4mm×1mm (16mm3), hence

a factor nearly 50× smaller in size than WPAN solutions (∼ 1000mm3 range);

• develop an ultra low-power radio targeting the mW power consumption level,
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hence a factor of 20× to 50× better in autonomy than Bluetooth, Bluetooth LE

or ZigBee by combining Micro Electro Mechanical Systems (MEMS) and deep-

submicron Complementary Metal-Oxide Semiconductor (CMOS) technologies;

• provide miniature antenna technologies that are optimised for 0.2−2m around-

the-body propagation, and which will be tiny (30 − 100mm3 range), hence

a factor of at least 10× smaller antennas than existing 2.4GHz solutions (∼

1000mm3 range);

• co-develop the antenna and radio microsystem and provide smart antenna adap-

tivity to various embodiments and varying environments around the body, for

example owing to moving body parts, whereas existing solutions provide fixed

and inflexible solutions that suffer from propagation losses and impedance shifts;

• embed a data processing unit within the microsystem, and achieve 10× bet-

ter sensor data processing efficiency compared to microprocessors used in to-

days WPAN radios, by integrating a high-performance low-power Digital Signal

Processor (DSP) core on the same chip as the radio, and therefore without im-

pacting on the size of the microsystem;

• develop a flexible/reconfigurable and low-power radio baseband and protocol,

for enabling long autonomy, interference-robust and reliable WBAN communi-

cation, and compliance with existing and emerging WBAN standards;

• develop a heterogeneous System-in-Package System in Package (SiP) platform

that addresses the miniaturised assembly of the wireless microsystem compo-

nents: the RF and DSP System on Chip (SoC), the antenna interface, the RF

and low-frequency MEMS devices, and applicative ASICs of the end-users;
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Figure 1.6: WiserBAN scenario.

• demonstrate industry-driven wearable and implanted WBAN prototypes, show-

ing that MEMS and RF Integrated Circuit (IC) technologies can create a ultra-

miniature and low-power microsystems.

1.3.1 Use Cases and Requirements

The WiserBAN project addressed primarily the following wearable and implantable

use cases: hearing instruments, cardiac implants, insulin pumps and cochlear implants

(see Fig. 1.6). In such applications where miniaturisation and unobtrusiveness are a

must, only limited wireless connectivity and autonomy can be achieved using todays

wireless solutions because of their excessive size and power consumption. WiserBAN

pushed wireless microsystem technology beyond the state of the art by delivering an

ultra-tiny and ultra-low-energy radio that enable WBAN capability and novel product

perspectives for wearable and implanted devices for use in lifestyle and bio-medical
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applications. WiserBAN also aimed at developing a dedicated communication proto-

col stack, able to cover considered use cases, shown in Fig. 1.6. In all the use cases

nodes have to communicate with a Remote Control (RC), that is the smart phone

of the user, embedding a µSD card with the WiserBAN chip. To give a flavour of

application requirements diversity some examples follow. Monitoring application has

a periodic bidirectional traffic and requires a PLR below 10−2 and a maximum delay

below 100ms. For an application where devices are remotely controlled, the traffic is

aperiodic, unidirectional and has the same requirements as monitoring application.

In the case of audio streaming the requirements are much stricter. Target PLR and

maximum delay are 10−5 and 50ms respectively, while the required throughput is

160 kbit/s.

1.3.2 System Architecture

One of the aims of WiserBAN project is to develop a dedicated protocol stack, tar-

geting some specific use cases, as shown in Fig. 1.7. In particular, at the PHY layer,

three different modulation schemes are implemented:

• PHY 1: IEEE 802.15.4-compliant PHY; it adopts a Minimum Shift Keying

(MSK) modulation with spreading, resulting in a bit-rate of 250 kbit/s;

• PHY 2: it is derived from PHY 1 removing the spreading; just MSK modu-

lation is used with a bit-rate of 2Mbit/s;

• PHY 3: Bluetooth Low Energy-compliant PHY, which uses a Gaussian Mini-

mum Shift Keying (GMSK) modulation, with a bit-rate of 1Mbit/s.
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Figure 1.7: WiserBAN protocol stack.

Figure 1.8: WiserBAN protocol frame format.
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As for the MAC layer, one of its main functions consists in the management of

access to the radio resource, when more than one device (other than the NC) are part

of the network. WiserBAN stack implements two MAC modes:

• SF based MAC: a synchronous MAC mode intended to handle high traffic

with multiple nodes in the network, i.e., audio streaming to hearing aids. It

can adapt to the application requirements by changing the structure of the

SF. Major limitation is the necessity for maintaining the synchronisation in the

network which introduces an energy consumption floor;

• LPL MAC: an asynchronous MAC mode intended primarily for use in low

traffic setting and energy constrained devices, i.e., implanted devices. Perfor-

mance can be tuned up to a certain level by setting the parameters. Its lack of

proper collision avoidance technique makes this mode unsuitable for networks

with high number of nodes.

The two MAC modes will be presented in details in Sections 1.4.

For what concerns higher layers, Logical Link Control (LLC) provides an interface

between upper layers (e.g., Application (APP)) and MAC, managing the data flow

toward the MAC. Data coming from APP is sorted into flows according to perfor-

mance requirements. LLC is monitoring QoS, based on feedback from MAC, and is

capable of changing MAC parameters in order to meet the requirements. It is also

in charge of reporting to higher layers about the actual QoS achieved. WiserBAN,

being a simple network with only few nodes, does not have a proper network layer.

Some network layer capabilities are handled by MAC layer directly, such as relaying

which is basically a rudimentary form of routing. APP layer is an interface between
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the transceiver SoC (Icycom, WiserBAN) and the end user SoC. The communication

between the two is established through an Serial Peripheral Interface (SPI) bus.

The fact that the WiserBAN project is an actual implementation of WBAN con-

cept implies that some features are project-specific, most prominently hardware plat-

form which has a great impact on the overall performance. However, all the experi-

ments are done on the same platform allowing for the generalisation of conclusions.

Another project-specific aspect of the presented work are the use cases which de-

termine application requirements. Luckily use cases range from low-power low-traffic

implanted device to high-throughput audio streaming equipment, representing a wide

spectrum of nowadays WBAN applications.

In the following, the focus is going to be on MAC layer protocols and their per-

formance.

1.4 MAC Design for WBANs

1.4.1 Superframe-based MAC

In SF mode, channel access control is practically realised by the NC through the

establishment and the maintenance of SFs, whose length, TSF is defined as the time

interval between two consecutive beacon packets (see Fig. 1.9). The SF may consist of

active and inactive portions. During the latter nodes can go into stand-by state to re-

duce their power consumption. As shown in Fig. 1.9, the WiserBAN SF active portion

is divided into several parts, inspired by IEEE 802.15.4 [24] and IEEE 802.15.6 [25]

standards:
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• Beacon period: reserved for the transmission of the beacon by the NC. It

contains network management information;

• Poll period: where nodes have reserved mini-slots to send an

Acknowledgement (ACK) to the NC in case the beacon is correctly received;

• Relaying period: used for multi-hop transmissions4;

• CFP: where nodes access the radio channel through a Time Division Multiple

Access (TDMA)-based scheme, where a certain number of time slots is allocated

to nodes with more stringent application requirements;

• CAP: where nodes compete for the access to the channel according to the

CSMA/CA or Slotted ALOHA algorithms;

• ACK portion: mini-slots are assigned to the nodes to communicate if data

exchange during the current SF were successful or not.

Information about TSF, as well as the durations of periods constituting the SF,

is contained in the beacon packet and can be tuned in real-time according to the

requirement demanded by the application, through the LLC layer. CAP must be

always present in the SF since control packets (e.g., CFP slot requests) are exchange

in it. If no other traffic needs to be managed in it, its duration, TCAP, is set to the

minimum possible value.

WiseBAN MAC adopts three channel access protocol solutions for CAP: the

CSMA/CA in the two versions proposed in the IEEE 802.15.4 and IEEE 802.15.6 stan-

dards, and the Slotted ALOHA algorithm as defined in IEEE 802.15.6 (see Fig. 1.9).

4Although the protocol stack does not implement a proper network layer, some of its features
are present including multi-hop transmission which greatly improves the performance in a highly
variable WBAN channel
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Figure 1.9: WiserBAN SF structure.

1. IEEE 802.15.4 CSMA/CA Algorithm (Fig. 1.10): it is implemented us-

ing units of time called Backoff Periods (BPs) with a duration of 320 µs. For

each transmission attempt, every node in the network should maintain three

variables, namely Number of Backoffs (NB), Contention Window (CW), and

Backoff Exponent (BE). NB is the number of times the algorithm is required to

backoff while attempting the current transmission. It is initialised to 0 and it

can assume a maximum value of NBmax. CW is the contention window length,

whose initial value is equal to 2. It defines the number of BPs where no activity

on the channel should be detected before a new transmission can start. BE

is the backoff exponent related to the number of BPs a node shall wait before

attempting again to sense the channel. It varies between BEmin (initial value)

and BEmax. Once CAP starts, a node with a packet to transmit will first delay

any activity (backoff state) for a number of BPs randomly drawn in the range
[

0, 2BE−1
]

. After this delay, channel sensing is performed for one BP. If the
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channel is sensed as busy, CW is reset to 2, while NB and BE are increased

by 1, ensuring that BE ≤ BEmax. If NB ≤ NBmax the node should return in

backoff state and wait for another random interval of time. If the channel is

assessed as idle, CW is decremented by 1 instead. If CW> 0, the node waits

for another BP and then it sounds the channel again, acting as described before

(busy or idle state). The algorithm ends either with the data transmission for

CW = 0 or with a failure, when NB ≥ NBmax, meaning that the node did not

succeed in accessing the channel in a maximum number of attempts.

Figure 1.10: IEEE 802.15.4 CSMA/CA algorithm flowchart.

2. IEEE 802.15.6 CSMA/CA Algorithm (Fig. 1.11): in this case the time

is divided into slots of 125µs. When a node has data to be sent, it randomly

chooses a Backoff Counter (BC) in the interval [1,CW(UP)], where CW(UP) ∈
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[CWmin(UP),CWmax(UP)]. The values of CWmin(UP) and CWmax(UP) depend

on the user priority (UP), larger CW values for data with less stringent re-

quirements. If the channel has been sensed as idle for a Short Inter Frame

Space (pSIFS)= 50 µs, the node decrements its BC by one for each idle slot

that follows. Once the BC has reached zero, the node can transmit its frame.

The CW is doubled every two failures, ensuring that it does not become larger

than CWmax(UP). If the channel is found busy, the BC is locked until the

channel becomes idle again for pSIFS.

3. IEEE 802.15.6 Slotted ALOHA Algorithm(Fig. 1.12): time is divided

into slots, whose duration depends on the length of the frames that have to be

transmitted. Each node wishing to perform a transmission obtains a contended

allocation in the current ALOHA slot if z ≤ CP(UP), where z is a random value

in the interval [0, 1], drawn for every attempt. CP(UP) is the Contention Prob-

ability set according to the result of the last contended allocation, and whose

value depends on the UP (smaller for lower priority data). If the node did not

previously obtain any contended allocation or succeeded in the last contended

allocation it had obtained, it shall set the CP(UP) to its maximum value, which

depends on the user priority. If the node transmitted a frame requiring no ACK,

or the ACK was received at the end of its last contended allocation, it shall keep

the CP unchanged. If the node failed in the last contended allocation it had

obtained, it shall halve the CP(UP) value every two failed attempts, ensuring

that it does not become smaller than CPmin(UP).
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Figure 1.11: IEEE 802.15.6 CSMA/CA algorithm flowchart.
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Figure 1.12: IEEE 802.15.6 Slotted ALOHA algorithm flowchart.

1.4.2 Low Power Listening MAC

LPL is an asynchronous MAC protocol. In LPL, nodes alternate sleeping and listening

periods. The duration of the sleeping period is denoted as TS, while the duration

of the listening period is denoted as Ton (see Fig. 1.13). A node, having data to

be transmitted to a given receiver, or a set of receivers, transmits a burst of short

preambles, in order to get synchronised with the receiver(s). Preambles are separated

by a short interval of time reserved for a potential reception of an ACK. The period

between the transmission of two consecutive preambles is denoted as TP. Preambles

contain the addresses of all the intended receivers and the transmitter waits for the

ACK from all these nodes. Before the transmission of the first preamble the node

listens the channel for a given interval of time (Ton), in order to avoid collision with an
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Figure 1.13: LPL protocol.

ongoing packet transmission. To be sure that the intended destination node receives at

least one preamble, the transmitter needs to send preambles for at least TS. When the

transmitter receives all the ACKs coming from the intended receivers, it stops sending

preambles and transmits the data packet. The value of TS depends on the application

requirements in terms of maximum tolerable delay. The interval TP accounts for time

needed for transmission of preamble, turn-around time and ACK wait time. As for

the duration Ton, its minimum is hardware dependent and has to be in such away

that it guarantees the reception of the preamble frame, while its maximum is related

to energy consumption requirements.

The protocol includes a strategy to manage different levels of UP assigned to

nodes. During the listening phase which precedes the preamble burst transmission,

the transmitter may receive a preamble coming from another node in the network.
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If the received preamble has been sent by a node having a lower UP (see Priority

field in Fig. 1.8), an ACK with a flag (No ACK flag in Fig. 1.8) is sent in order

to stop the ongoing preamble burst coming from the other node. At this point the

node having the highest UP will send its own preamble burst. On the other hand, if

the received preamble has a higher UP, the node will check whether it is one of its

intended destinations. In the case it is, the node sends and ACK and data transfer

occurs, otherwise the node will perform random back-off uniformly distributed within

an interval of time, denoted as TBO, and it will repeat the procedure starting from

channel listening. The priority mechanism is very important in a WBAN application

scenario since some packets (i.e., emergency packets) need to be transmitted with the

lowest possible delay.

If the transmitter has more than one packet for the same node, it will indicate

this by setting a parameter contained in the data frame properly (Pending Packet

Indicator field shown in Fig. 1.8). Therefore, if such parameter is set to 1, the

receiving node will not go to sleep mode as it usually does, but it will wait for

the packet. As a consequence, the transmitter does not send preambles for any of the

subsequent packets but only for the first packet in the chain, as it is aware of the fact

that the targeted node is waiting for the data packet. Depending on the scenario,

this mechanism can greatly increase the energy efficiency of the protocol.

The key point of LPL is that if there are no packets to be transmitted in the

network, the nodes spent most of the time in sleep mode, thus maintaining low duty

cycle, expressed as Ton

TW
. This implies that LPL is suitable for applications where the

network traffic is low and irregular. On the other hand, LPL lacks proper collision

avoidance techniques which limits its performance in a network with multiple nodes
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and moderate to high traffic.

1.5 Performance Evaluation

For the sake of performance analysis, WiserBAN stack has been implemented and

tested on the Icycom platform provided by WiserBAN project partner Centre Suisse

d’Electronique et de Microtechnique (CSEM).

1.5.1 Study Methodology

1.5.1.1 Experimental Platform

Icycom is a radio frequency SoC integrating a 868 − 915 MHz low power RF

transceiver, MSK modulation and data rate of 200 kbit
s
, a 32 bit 120 µA

MHz
dual-MAC

DSP Reduced Instruction Set Computing (RISC) core with 96 kB of SRAM. The

SoC runs off a 1V supply, compatible with a single alkaline cell, and is optimised

for long battery life, consuming less than 2.5mA in active receiving mode, 40mA for

10 dBm transmission and 1 µA in standby with real time clock running. Additional

peripherals such as a voltage-divider to address lithium batteries, ADC, SPI, I2C,

UART, I2S, etc., are all included on the same chip, resulting in a compact system

solution. Icycom targets portable industrial, scientific and medical band applications,

in particular those that need long battery life and/or signal processing, such as WSN

and medical. More details about Icycom SoC can be found in [26, 27].

1.5.1.2 Scenarios

In the measurements, two settings were considered, both in an indoor environment:
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• ’on table’: devices located on a table at the same distance from each other,

appositely chosen larger than two wavelengths5(λ ∼ 35 cm) in order to avoid

near field propagation problem. Transmit power set to 10 dBm, such that

connectivity issues are avoided and only the MAC performance is evaluated;

• ’on body’: devices located on a human subject, in the right hand and on the

chest, simulating cardiac implant use case. Transmit power set to -20 dBm (to

simulate the attenuation experienced by an in-body implant), such that a more

realistic environment is accounted for. The subject was walking back and forth

in a room 5 × 3m on a straight path 3m long, keeping the 1m distance from

the walls.

’On body’ setting was used only for evaluating the impact of propagation medium

on performance. Difference in current draw when transmitting 10 dBm and -20 dBm

is compensated6 for in the reported energy consumption measurements such that

performance is only affected by MAC layer aspects of connectivity issues and not

hardware itself.

Regarding the network topology, two were considered:

• Point-to-Point (P2P): the data exchange occurs between two devices of the

same hierarchical level;

• Star: several End Device (ED) are connected to a NC. A Star topology with

n EDs is denoted as Star-n topology.

5For antennas shorter than half of the wavelength of the radiation they emit (i.e., ”electromag-
netically short” antennas), the near field is the region within a radius (d ≪ λ), while the far-field is
the region for which d ≫ 2λ.

6The same level of current is considered in both cases.
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Given the heterogeneity of the WiserBAN use cases, protocol performance was

measured considering various traffic types. They can be categorised based on:

• Application types:

– Query-based application: communication is initiated by a short query

packet from the NC to an ED(s) which then responds with a data packet;

– Monitoring application: EDs are periodically or randomly generating data,

which is then sent towards the NC.

• Traffic generation types:

– Periodic traffic: a data packet or a query is generated every TPG seconds

(Fig. 1.14 a));

– Random traffic: a data packet or a query is generated at a random instance

within an interval of duration TPG seconds (Fig. 1.14 b)).

TPG determines the traffic intensity. It can be also expressed as packet genera-

tion rate fPG = 1
TPG

.

1.5.1.3 Metrics

In the subsequent performance analysis the following metrics are considered:

• PLR is the ratio between the number of lost packets (packets not correctly

received by the intended receiver, NC) and the overall number of packets gen-

erated by transmitter(s). Packets get lost due to the following reasons:

– collisions, i.e., simultaneous transmissions from two or more nodes;
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Figure 1.14: Traffic generation types.

– bad channel conditions caused by the link between the transmitter and the

receiver being shadowed by body parts, a sudden deep fade, etc.;

– bad synchronisation, for example the intended receiver is not in reception

mode when the transmitter starts transmitting the packet.

PLR is computed by simply counting the number of correctly received packets

and the total number of generated packets during the experiment;

• Average delay [ms] measures the average amount of time elapsed between the

generation instant of a packet at the APP layer of transmitter and its reception

at the APP layer of the receiver. In a query-based application, average delay

represents the average amount of time elapsed between the generation instant

of query at the APP layer of the NC and the reception of reply at the APP

layer of the NC. Major part of packet delay is due to channel access mecha-

nisms as well as Retransmissions (RTXs), but packet delay also includes actual
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transmission time, processing time, etc. Packet delay is computed by means of

timestamps. The average is than taken over all the successfully received packets

in the experiment;

• Throughput
[

kbit
s

]

represents the amount of useful information, consisting only

of APP layer payload, i.e, excluding all the headers, correctly received by the

NC in a unit of time. As such, it measures the efficiency of a network expressed

as the transfer rate of useful and non-redundant information. APP payload will

be denoted simply as payload in the following. In an ideal protocol, through-

put would be equal to PHY layer bitrate, however the necessary presence of

PHY and MAC headers introduces overhead which is not negligible. Collisions

make a great impact on throughput, especially in a high traffic multi-terminal

network. Network throughput is typically plotted against the offered traffic in

order to show the protocol capabilities of handling traffic generated in the net-

work. The analytical expressions for evaluating the offered traffic G
[

bit
s

]

and

the throughput S
[

bit
s

]

is hereafter reported:

G =
N(Payload [bit] + Header [bit])

T [s]
(1.5.1)

S =
NRXPayload

T
(1.5.2)

where:

– N is the number of nodes in the network. it is used to evaluate the amount

of traffic generated in the period of time T by the whole network (assuming

each of N nodes generates on average 1 packet every T seconds);

– T is the average period of time between two subsequent packet generations;
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– Nrx is the average number of successfully received packets in a period of

duration T , given by NRX = N(1− PLR);

– Payload is variable payload size and Header is total header size, including

PHY and MAC header, equal to 19 bytes.

Network throughput is measured by simply counting the amount of useful in-

formation successfully received by NC during the experiment and dividing it by

the total duration of the experiment;

• Average energy consumption
[

J
h

]

or
[

mJ
packet

]

measures the energy efficiency of a

protocol. The energy consumption of a device can be expressed as a sum of the

energy consumed by all its parts (processor, peripherals, etc.). In WBAN de-

vices, and even more generally WSN devices, the energy consumption is mostly

determined by the radio transceiver activities. Having this in mind, the first

step is to characterise the energy consumption of the radio interface. Icycom

platform (see Section 1.5.1.1) is powered by a Direct Current (DC) power supply

with a 10Ω resistor connected in series. The voltage drop across the resistor,

observed on the oscilloscope, is proportional to the current drawn by the plat-

form. Knowing the current and the voltage supplied to the platform, the power

is simply calculated as a product of the two. The scheme of this measurement

and oscilloscope screenshots are presented in Fig. 1.15. The radio interface of

Icycom platform is realised as a state machine. The defined states are:

– OFF, which corresponds to radio interface turned off and other parts of

the platform, such as processor, timers, etc., running. It represents the

energy consumption floor;
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– ON, which corresponds to initialised radio interface;

– PM0, the radio interface in power mode zero;

– STANDBY, when the radio interface is in stand-by mode, that is the radio

is ready to switch to either RX or TX state;

– RX, where the radio is ready for reception;

– RXR, during an ongoing reception or listening;

– TX, when the radio is ready for transmission;

– TXT, during an ongoing transmission.

The state machine has such a complex structure because Icycom platform allows

for different power consumption states in which different parts of the platform

are switched off, such that a trade-off between energy consumption and wake-up

time can be found. In the experiments this feature was not used for the focus

was on the effects of the MAC protocols rather than hardware platform. By

going through all the states sequentially the power of each of them is measured.

The result of this measurement is presented in Table 1.1.

Once this was done, the time spent in each state during the measurements

needed to be determined. For this purpose a software module was built. The

main idea is to compute the time spent in each state by using an on-board timer.

A timer was used in the free run mode, meaning that it will increment the value

of its counter with a given frequency. This frequency was set to 1MHz such

that the time resolution of a measurement is 1 µs. Whenever the radio changes

state, a callback function is invoked. The callback function adds the value of

the counter to the total time spent in the last radio state and resets the counter.
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For example, let us suppose that the radio changes its state from state A to

state B. When the radio entered state A, the counter was reset, i.e., its value

set to zero. When the radio switches from state A to state B, the value of the

counter represents the amount of time, in µs, spent in state A. Once this value

is added to the overall time spent in state A, the counter is reset, such that

when the next change occurs it will contain the time spent in state B. The

results are displayed at the end of the measurement. This mechanism is very

precise for monitoring activities of the radio interface.

If we denote the set of states as S, the energy consumption of the platform can

be expressed as

E =
∑

s∈S

PsTs (1.5.3)

where Ps and Ts are power and time spent in state s, respectively.

In the following we are going to group states with similar purpose to facilitate

the analysis of the results.

The above described methodology allows for a very precise measurements which

can be used to verify the models used in simulators. Although the actual nu-

merical results are hardware dependent, the general behaviour and trends are

general since they are based on common features of all the platforms.

To tune the performance of the system, certain trade-offs between these metrics

need to be made. For example, if the energy consumption is not constrained, by

employing sophisticated synchronisation and scheduling mechanisms collisions can be

avoided, thus boosting PLR and throughput. Some of this trade-offs will be discussed

in the following sections.
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Table 1.1: Radio states power

State Power [mW] State Power [mW]

OFF 1.98 RX 4.59

ON 1.98 RXR 8.25

PM0 1.98 TX 4.59

STANDBY 4.59 TXT 9.99
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Figure 1.15: Energy consumption measurement setup.
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1.5.2 Experimental Results

1.5.2.1 Low Power Listening

In the following experiments monitoring application and random traffic were consid-

ered, with TPG = 200ms, in a P2P topology. Payload size in range [20 and 100 byte]

was used. Numerical results were achieved by averaging over 10.000 packets generated

by EDs and transmitted towards the NC. The protocol performance was evaluated in

terms of PLR, average delay, average energy consumed per data packet transmitted

or received at transmitter and receiver side, respectively.

Regarding the comparison between ’on body’ and ’on table’ measurements,

results are reported below. Fig. 1.16 reports the average packet delay as a function

of the payload size in these two settings, while Table 1.2 reports comparison between

energy consumed. It is clear that in case of ’on body’ measurements the transmitter

will spend more energy, since the connectivity issues on the body make it harder to

establish a communication with the receiver. The latter leads to a higher number of

transmitted preambles. The average packet delay increases for the same reason.

Given that the performance trends of the two settings are the same, apart from

the offset, and practical complications related to ’on body’ measurements, in the

following only ’on table’ setting will be considered.

In order to understand how the performance can be tuned, several measurements

with different parameters were performed. During the first set of measurements the

value of TW was varying while keeping Ton and TP fixed, while in the second set of

measurements, values of Ton and TP were varying, keeping the value of TW fixed.

Fig. 1.17 reports the average energy consumed per packet by the transmitter and
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Figure 1.16: Average packet delay, ’on body’ and ’on table’ measurements.

Table 1.2: Average energy consumption of transmitter for ’on table’ and ’on body’

scenario

Payload size B ’On table’ mJ
packet

’On body’ mJ
packet

20 0.4600 0.4940

40 0.4740 0.5060

60 0.4800 0.5120

80 0.4890 0.5200

100 0.4930 0.5260
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Figure 1.17: Average energy consumed varying TW.

receiver, as a function of TW, for different payload sizes and parameters Ton and TP

set to 5 and 3.5ms respectively. Fig. 1.18 reports the average packet delay as a

function of TW for the same set of parameters. Energy consumed at the transmitter

side increases with TW, as expected, since the transmitter spends more time in the

awake phase. On the other hand, the energy at the receiver side decreases with TW,

as the energy spent by the receiver does not depend on the number of preambles sent

before the packet and since the duty cycle decreases with TW. Regarding the delay,

both average and maximum delay increase with TW, because the transmitter finds

the receiver in sleep state for longer intervals of time.

Fig. 1.19 reports the average energy consumed per packet by the transmitter and

receiver as a function of Ton, having set TW = 100ms and payload size equal to 20B.

Theoretically, optimal performance is when TP and Ton have the same value, but

due to hardware constraints, an offset between them had to be introduced, in order
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Figure 1.18: Average packet delay varying TW.

to guarantee correct preamble reception. This offset is empirically determined to be

1.5ms. Apart from the total energy consumed by the transmitter and the receiver,

behaviour of different contributions of transmitter energy consumption is presented.

TXrandom is the random part of energy consumption, the one that accounts for all the

preambles sent before data packet (Fig. 1.13, while TXdeterministic accounts for the rest

of the energy consumption. The deterministic part is increasing with Ton, because the

listening duration increases both before the first preamble and during idle listening.

The same is true for the total receiver energy. It can be seen that the random part

decreases when increasing Ton because the average number of preambles sent before

data packet (Nmean) decreases. However this dependence is not linear like the one

for the deterministic part due to the fact that average number of preambles does not

decrease linearly with Ton, as it is reported in Table 1.3. This implies the existence
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Figure 1.19: Average energy consumed varying Ton.

Table 1.3: Average number of preambles sent before data packet.

Ton [ms] 5 10 15

Nmean 15.11 6.39 4.27

of the minimum in the curve representing the total energy spent by the transmitter.

The delay is barely affected by the variation of these parameters, since it is pri-

marily dependent on TW.

Apart from P2P, star topology was investigated as well. The considered star

topology network consisted of two or three EDs and a NC. In this network the

node having a packet to be transmitted may find the channel busy, in which case it

will backoff for a random interval of time uniformly distributed within the interval

TBO=[0-16]ms. Once this interval expires, the node will repeat the procedure as in
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Figure 1.20: Network throughput in different star topologies.

the case of the first transmission attempt of the same packet. Due to this fact, both

the average and the maximum packet delay increase with the number of transmitters,

as it is reported in Table 1.4. The impact of the collision avoidance algorithm can be

observed in the network throughput curves.

Fig. 1.20 reports the throughput, S, as a function of the offered load, G, in the

scenarios with one receiver and one/two/three transmitters. We can see that for the

low offered load three scenarios show similar performance. This is due to the fact that

when the traffic is low nodes find the channel idle with high probability, which further

implies that channel access mechanism will rarely be invoked. On the other hand,

when the offered load is high, there is significant difference between the curves due

to the back-off mechanism, which introduces intervals of time in which the resources,

i.e., time, are not being used.
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Table 1.4: Average and maximum packet delay.

Point-to-Point Star 2 TX Star 3 TX

Average delay ms 60.97 103.96 179.56

Maximum delay ms 111.78 311.12 576.34

In all of the described experiments PLR was investigated as well. Since in all cases

it was below 1%, no conclusions could be derived.

1.5.2.2 CSMA/CA IEEE 802.15.6

The setup for the following measurements is ’on table’ setting and Star-3 network

topology. Monitoring application was considered where Periodic traffic is used to eva-

luate the average packet delay and the PLR, while random traffic is used to evaluate

the network throughput. In the case of periodic traffic, TPG is equal to TSF while in

the case of random traffic different traffic intensities (TPG) are considered.

Another important parameter is the superframe duration, TSF, which is set to

200ms. SF is composed of beacon period (5ms), CFP (10ms), CAP (60ms) and

inactive period (135ms).

In the following figures, first the average delay is shown as a function of the payload

size by considering different values of UP and number of RTXs.

Fig. 1.21 shows the average delay delay of each node, each one transmitting with

a different user priority; the curves are related to the number of RTXs. Node 3, being

the one with the highest UP, experiences the lowest average delay independently

on the number of RTXs. Due to the lowest CW, it is always the first to successfully
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Figure 1.21: Average delay for a heterogeneous UP network.

access the channel. On the other hand Node 2 and Node 3 compete strongly to access

the channel; therefore their mean delay significantly increase, with number of RTXs.

CW strongly impacts the performance, a larger CW will decreases the number of

collisions but each node will wait on average longer to access the channel. This starts

to be evident with a larger network, as it is shown in Fig. 1.22.

In order to see clearly how the CW value impacts the delay, it is useful to fix the

number of devices in the network and show, in the same graph (see Fig. 1.23), the

curves obtained with different value of the CW.

From the Fig. 1.23 we can see that, at 48B payload size, the average delay coincides

for each curve. It means that the value of the CW exactly counterbalances the effect

of the average delay introduced by the backoff procedure and the delay introduced by

collisions, meaning RTX. For packet of a lower size, a higher CW value will results in
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Figure 1.22: Average delay for different network sizes, all the nodes with the same

UP.

an increasing waiting time before accessing the channel. In this case the probability

to have a collision is lower and therefore also the delay introduced by RTXs will be

lower. On the other hand this argument applies inversely when packets have a bigger

size.

In Fig. 1.24 it is possible to analyse the impact that the number of RTXs and the

CW has on the PLR behaviour as a function of the payload size. In particular an

interesting result is that the PLR get worst for a number of RTXs lower than 2, being

not possible to double the CW. Moreover the PLR has an almost flat behaviour: when

the CAP is big enough to fit all the RTXs, the PLR coincides with the probability

that at least two devices choose the same random back off value, and this is clearly

independent from the payload size.

In the Fig. 1.25 the obtained results of throughput measurements are reported. It
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Figure 1.23: Average delay for a three nodes-network with the same UP.
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Figure 1.25: Network throughput for different RTX.

is possible to note that increasing the offered traffic above certain value (∼170 kbit
s
) the

achieved throughput distances itself considerably from the ideal MAC throughput.

This is the effect of the saturation of throughput, thus the inability of network to

handle a certain amount of traffic. In particular, when the offered load is very high,

the resources are wasted in collisions and backoffs, such that the channel is successfully

used only a fraction of time. In extreme cases, the channel might get ’congested’ by a

huge number of unsuccessful attempts, and the throughput gets lower with the offered

load.

1.5.2.3 Comparison Between Protocols

In this section SF-based and LPL MAC are compared. The most important param-

eters of the two protocols are summarised in the Table 1.5. They were chosen such

57



Chapter 1. Communication Protocols for Wireless Body Area Networks

Table 1.5: Parameters of SF-based and LPL MAC

SF-based LPL

Superframe duration 100ms TS 95ms

Beacon period 5ms Ton 5ms

CAP duration 50ms TP 3ms

Inactive period 45ms

that the typical delay requirement (∼100ms) is met in both cases.

For these experiments ’on table’ setting is considered and a P2P network. The

traffic is query-based and random. Packets sent by ED have a 100B payload.

Fig. 1.26 presents the average energy consumption per hour as a function of

a packet generation interval, TPG, for the two considered protocols. Behaviour of

the two protocols can now clearly be observed. In the case of SF-based MAC with

CSMA/CA-based CAP the average energy consumption per hour is almost constant

because vast majority of the energy is consumed in idle listening7 during CAP which

is independent from packet generation interval and flattens the curve. On the other

hand LPL suffers much less from idle listening. This makes TPG significantly affect

the energy consumption: the lower the traffic intensity, the lower the energy con-

sumption. Namely, in the case of LPL, when there are no packets to transmit, duty

cycle is only 5%, while in the case of IEEE 802.15.6 CSMA/CA it is 55%. This makes

the increase in idle listening more significant in the case of IEEE 802.15.6 CSMA/CA.

To better illustrate the cause of different curve behaviour in Fig. 1.26, we report in

7Idle listening occurs when the device keeps the receiver on even if there is nothing to be received.
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Figure 1.26: Average energy consumption per hour for SF and LPL MAC.

[Average energy consumption per hour for SF-based and LPL MAC.]

���

����

���

�		 
� ��

�
�

���

��

�����
�������

�		 
� ��

Figure 1.27: Time spent in different radio states for SF-based and LPL MAC.

[Time spent in different radio states for SF-based and LPL MAC]
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Fig. 1.27 the distribution of time the device spent in different radio states for the two

protocols. For simplicity we grouped similar states into one more generic state. More

specifically states OFF, PM0, and STANDBY become state OFF, states RX, RXR

become state RX and states TX, TXT become state TX. The pie-charts clearly show

the ability of LPL to mitigate idle listening with respect to IEEE 802.15.6 CSMA/CA.

This quality is very appreciated when the traffic intensity is low, like in the case of

many WBAN applications used for monitoring body parameters.
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Figure 1.28: Node lifetime for SF-based and LPL MAC.

[Node lifetime for SF-based and LPL MAC.]

Starting from Fig. 1.26 and considering a battery with a given capacity we can

estimate the node lifetime. In Fig. 1.28 we report the node lifetime as a function of

the TPG for the two considered protocols. It is derived from Fig. 1.26 considering

a commercially available battery of 2.4Ah capacity. We can see that with LPL
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Table 1.6: Delay of SF-based and LPL MAC.

Protocol Average delay ms Maximum delay ms

LPL 61.0 111.8

SF 27.2 91.9

it is possible to achieve a lifetime double of the one achieved with IEEE 802.15.6

CSMA/CA. More precisely with the considered value for TS and battery capacity,

the lifetime is 130 days, this value can be further increased to meet the cardiac implant

requirement by using a large battery and increasing TS. In fact, it is the value of

TS that determines the magnitude of the latency. Moreover the fact that the cardiac

implant is continuously polled by the coordinator every 1500ms, is quite far from the

reality. In a more realistic scenario the implanted device uses a larger value of TS for

most of the time, then, when waken-up by the coordinator, it can decrease TS to a

lower value imposed by the coordinator.

To show the low energy consumption does not come without consequences, per-

formance in terms of packet delay is evaluated. Table 1.6 shows the average and

maximum delay for the LPL and SF-based MAC. It can be seen that the SF-based

MAC fulfils the requirement of 100ms imposed on the packet delay from the the audio

streaming application, while the maximum value obtained by the LPL MAC is grater

than 100ms. The average value of the latency is much smaller for the SF-based MAC

than for the LPL MAC, this is mainly because of the transmission of preambles.
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1.6 Conclusions

Communication protocols for WBANs need to satisfy a wide range of requirements,

based on the specific use case. An IEEE standard, 802.15.6, is introduced to cope with

this task, however most systems today are still using proprietary protocols. In the

scope of a European project WiserBAN, a custom protocol stack was implemented.

Particular attention was on its MAC and LLC layers. Given heterogeneous use cases,

such as multimedia and implanted devices, the MAC modes were implemented, SF-

based and LPL MAC. SF-based MAC is a synchronous protocol intended for use

primarily in a high traffic scenario with multiple EDs. On the other hand, LPL MAC

is an asynchronous protocol which offers great energy efficiency in a low traffic setting,

but suffers from the lack of proper collision avoidance techniques.

In order to validate that the developed protocol satisfies the application require-

ments, a series of measurements were performed. First, results of the experimental

campaign aimed at evaluating the two MAC modes separately was reported. The

lessons learned are on how to tune the performance by setting protocol parameters.

Trade-offs, such as average delay vs. average energy consumption in case of LPL or

PLR vs. average delay in case of SF-based MAC are discussed and clear guidelines

are given about what performance can be achieved and in which way. Second part

was related to the comparison between the two MAC modes. Based on experimen-

tal results we can understand the expected lifetime of each mode, thus helping us

understand the suitability of different protocols for different applications.
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Chapter 2

Cooperative Communications in
Wireless Body Area Networks

The previous chapter presented different approaches to the design of MAC protocols

for WBANs. Although they have a big impact on the system performance, MAC

protocols have their limits. To further improve the performance, novel paradigms

are required. This chapter discusses the concept of cooperative communications in

WBANs.

2.1 Introduction

MIMO systems are communication systems where terminals use multiple transmit and

receive antennas to exploit multipath propagation. Systems with multiple antennas

can exploit, besides the usual time and frequency, the spatial dimension, with large

improvements in terms of diversity, interference mitigation and throughput. For this

reason they are among the key technologies in modern wireless transmission systems.

The advantages of multiple antennas can be summarised in the following.

• Array gain; This is the increase in the average SNR at the receiver due to
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coherent combination of signals. It can be obtained for both multiple trans-

mit or multiple receive antennas, requiring Channel State Information at the

Transmitter (CSIT) and Channel State Information at the Receiver (CSIR),

respectively;

• Diversity gain; In the presence of fading, the received power level can present

large variations. Diversity is used to reduce the variations of the SNR level

due to fading, by sending each information symbol through different channels

with independent fading levels, and then combining the outputs. In a NT ×

NR MIMO channel there are potentially NT × NR links. Spatial diversity can

be obtained with multiple receiving antennas with CSIR (receive diversity),

and with multiple transmit antennas (transmit diversity). Transmit diversity

is possible both with CSIT (beamforming) and even in the absence of CSIT

(Alamouti code [28], Space-Time Codes (STCs) [29]);

• Interference mitigation; Multiple antennas can be used as a spatial filter to

reduce the power received from co-channel interfering sources. The enhanced

robustness to co-channel interference increases the number of served users per

unit area in wireless cellular systems;

• Spatial multiplexing; In MIMO channels with multipath it is possible to trans-

mit up to Nmin = min{NT, NR} parallel streams over the same band, with an

increase of the link throughput. Multipath multiplexing, also called spatial mul-

tiplexing, is not possible for Single Input Multiple Output (SIMO) or Multiple

Input Single Output (MISO) channels.
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Depending on the available Channel State Information (CSI), different combina-

tions of the above mentioned advantages can be obtained. This is achieved through

weight vectors. Weight vectors are complex vectors which are applied to the signal

before transmission (in case of multiple transmit antennas) and/or after reception

and before combining (in case of multiple receive antennas).

When communication terminals cannot be equipped with multiple antennas (as is

the case with WBANs), cooperative MIMO technique (also known as virtual MIMO)

could be exploited. Cooperative MIMO inherits most of the advantages of MIMO

systems, with the difference that antenna elements are independent devices forming

Virtual Antenna Arrays (VAAs). On one hand, this fact imposes additional overhead

needed for establishing and maintaining VAAs. On the other hand, channel correla-

tion, an issue often experienced by collocated MIMO systems, is almost surely absent,

thus boosting diversity1. Cooperative MIMO concept can be applied on WBANs,

where devices on a body are equipped with a single antenna and where requirements

in terms of reliability and energy efficiency are very stringent.

2.1.1 Related Works

Pioneer works in the field show that even though it introduces some communica-

tion overhead, cooperation among nodes increases reliability and reduces the total

energy consumption [30]. To the author’s knowledge, the first work suggesting the

application of the MIMO concept on WBAN is [31], where it is shown that the use

of MIMO significantly improves the channel capacity with respect to conventional

systems. In this work cooperating nodes, deployed on the body, are assumed to be

1Diversity gain can be limited by power imbalance, i.e., the fact that not all the links have the
same power.
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connected through wired links. Wireless communication among cooperative nodes is

considered in [32], where results show that, apart from the increase of capacity, sig-

nificant advantage can be obtained in terms of interference rejection. The application

of cooperative MIMO on WBANs is further investigated in [33] where the authors

develop a simple but effective cooperative diversity scheme for UWB-based WBAN.

As far as the study of MAC protocols for cooperative MIMO systems is con-

cerned, [34] presents NetEigen, a protocol which does not only mitigate interference,

but also maximises the desired received signal power. The latter effect is achieved

by properly setting both transmitter and receiver weight vectors. Most recently, a

cooperative scheduling framework that closely relies on NetEigen MAC has been pro-

posed in [35]. Partner selection protocol for cooperative indoor-to-outdoor wireless

access is presented in [36]. The protocol proposed in that work takes into account

both pathloss and Rician K-factor as link quality metric and achieves a great increase

in network lifetime. A network-coding-based cooperative ARQ MAC protocol is pre-

sented in [37]. The scheme proposed in that work achieves better energy efficiency

with respect to state of the art protocols without compromising the offered QoS.

A good overview of MAC protocols for cooperative communication systems is given

in [38].

It is worth noting that cooperative beamforming implies additional transmit power

constraints with respect to standard beamforming. Since each element is an actual

device with its own power amplifier, a constraint on transmit power of each element

needs to be imposed. It is well known that this limits the performance gain achieved

by the standard beamforming, but still provides great advantage over Single Input

Single Output (SISO) case [39].
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2.1.2 Thesis Contribution

In contrast with the previous works, this thesis presents BAN Multiple Input Multiple

Output (B-MIMO), a cooperative MIMO scheme envisaged for WBANs. B-MIMO

applies cooperative beamforming to WBANs, by optimising the number of cooper-

ating nodes according to their channel conditions. Due to the heterogeneity of the

WBAN channel, nodes experience very different behaviours. Nodes shadowed by the

body need to cooperate to reach the requested SNR, while nodes in good channel con-

dition may not benefit from the cooperation with nodes that suffer from bad channel

quality. B-MIMO reduces the number of cooperating nodes, depending on channel

status, with the objective of reducing the energy consumption as well as the level of

interference.

B-MIMO is applied to an indoor scenario where different bodies have data to

transmit to a selected sink. Realistic settings, including nodes distribution and chan-

nel model, are considered. The proposed solution is compared to a non-cooperative

system and a cooperative MIMO solution, where all nodes in the WBAN cooperate

and no selection is applied. Results show that the proposed technique improves the

performance in terms of energy efficiency, and also in terms of BLER when the system

is interference-limited. Performance is evaluated by considering different well-known

scheduling strategies: maximum throughput, proportional fairness and round robin.

The design of a novel scheduling strategy is out of the scope of this thesis.

The rest of this chapter is organised as follows. Sec. 2.2 introduces the reference

scenario and the channel model. The communication protocol and the cooperative

MIMO scheme based on beamforming are described in Sec. 2.3. Sec. 2.4 motivates the

need for new cooperation schemes and formalises the problems to be solved. Sec. 2.5
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describes the proposed B-MIMO scheme while Sec. 2.6 briefly presents the well-known

scheduling algorithms considered in the paper. Numerical results and conclusions are

reported in Sec.s 2.7 and 2.8, respectively.

2.2 Reference Scenario and Channel Model

An indoor environment is considered (i.e., a hospital room) with several people (pa-

tients) inside (see Fig. 2.1). Each patient is equipped with a WBAN consisting of

three nodes placed on left hip, heart and right ear. The nodes located on the body

have data to transmit towards the sinks. Cooperative beamforming is used to trans-

mit data towards a sink. Sinks, with multiple antennas, are placed on the walls of

the room. Bodies, represented by elliptical cylinders in 3D, are located in random

positions and with random orientations in the area.

Human body is a very specific propagation environment where body shadowing

plays a major role. In order to properly account for the propagation environment,

the channel model based on an extensive measurement campaign presented in [40]

is used. In [40] measurements are performed in an indoor laboratory furnished with

tables, chairs and some general equipment such that the model captures the effects

of a real environment. The identified model is the most suitable for our scenario,

since it is based on measurements performed by locating nodes exactly in the same

positions considered in this work.

According to [40] the channel attenuation can be modelled as:

P (d, α)|dB = G0(d)|dB + S(α)|dB + F |dB , (2.2.1)

where d is the distance between the transmit node on body and the sink, α is the
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Figure 2.1: Scenario 3D.
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Figure 2.2: Scenario 2D.

relative angle between the body and the sink (see Fig. 2.2), G0(d) is the mean chan-

nel gain, S(α) is the body shadowing component of the channel transfer function, F

is its fading component. For more information on the channel model and the rele-

vant parameters, refer to [40]. A fixed 20 dB loss is applied when the signal passes

through a body. As for the on-body communication, it is assumed that all nodes may

communicate among them without losses by employing techniques presented in [41]

and [42].

2.3 Communication Protocol

It is assumed that:

• a wired connection among sinks is present, such that they can maintain syn-

chronisation;
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• time is divided into frames, starting with a query sent by the sink(s).

Upon reception of queries each WBAN will associate to the strongest sink and the

association is announced by short packets transmitted by each node in the WBAN.

Considering that a CSMA-based protocol is used and the small size of packets, it is

safe to consider lossless communication in this phase. The importance of this step is

twofold:

• each sink will know how many WBANs are associated to it;

• each sink can estimate the uplink channel for each WBAN associated to it.

Frames are divided into time slots, assigned by each sink to the WBANs associated

to it. Once a sink defines the schedule, at the beginning of each time slot, it will poll

the WBAN which is scheduled to transmit in that time slot. Poll packets include

previously computed channel estimation and the target source (one out of the three

nodes, randomly selected by the sink). Once the source node receives the poll, it

computes the beamforming weight vector (based on the full channel estimated by the

sink) and it transmits a broadcast packet, containing the beamforming weights and

the data to be transmitted, to the cooperating nodes. This packet is also used for

synchronisation, and it is followed by the cooperative data transmission towards the

sink.

Let’s consider a cooperative MIMO scheme and take into account the fact that

each antenna element has its own transmit power limitations. In the following, the

number of antennas at the useful transmitter is denoted by N
(0)
T , the number of

antennas at the receiver is denoted by NR and the number of antennas of interferer i
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is N
(i)
T . Received signal, when affected by Nint interferers, can be expressed as2:

y = H(0)α(0)x(0) +

Nint
∑

i=1

H (i)α(i)x(i) + n (2.3.1)

where y ∈ CNR×1 is a vector, x(i) ∈ C is the input symbol of transmitter i, H(i) ∈

CNR×NT is the channel gain matrix between transmitter i and the receiver, α(i) ∈

CNT×1 is the weight vector of transmitter i, and n ∈ CNT×1 is the thermal noise

vector. It is assumed that E{n · nH} = σ2
nI , where σ

2
n is the thermal noise power

per antenna element. The output symbol after the linear combiner at the sink can

be expressed as

z = wHH(0)α(0)x(0) +

Nint
∑

i=1

wHH(i)α(i)x(i) +wHn (2.3.2)

where w ∈ CNT×1 is the weight vector of the receiver. Consequently, SNR and Signal

to Interference Ratio (SIR) are given by

SNR =
P

(0)
t |wHH(0)α(0)|2

σ2
n

(2.3.3)

SIR =
P

(0)
t |wHH(0)α(0)|2

∑Nint

i=1 P
(i)
t |wHH(i)α(i)|2

, (2.3.4)

where P
(0)
t and P

(i)
t are the total transmit power of the useful transmitter and inter-

ferer i respectively. In the case of collocated MIMO beamforming, the method for

computing the transmit weight vector which optimises SNR is well known and pre-

sented in [43]. In order to properly account for the fact that antennas are distributed

and not collocated, the following constraint on the transmit power of each element is

imposed

|α(i)
j |2 = 1

N
(i)
T

, i = 1,2,. . . ,Nint, j = 1,2,. . . ,N
(i)
T (2.3.5)

2The following notation is used: I ∈ CNT×NT is the identity matrix, E{·} denotes expectation,
and {.}H denotes the conjugate transpose.
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which means that all cooperating devices, equipped with their own power amplifiers,

have the same transmitted power, i.e., power allocation strategies cannot be applied.

Transmit weight coefficients can thus only affect the signal phase, ensuring construc-

tive summing at the receiver.

Unfortunately, the presence of the constraint (2.3.5) makes the problem of the opti-

misation of vectorsw and α(i) very cumbersome. As a consequence, some sub-optimal

techniques are generally applied. In particular, the algorithm for the evaluation of

the transmit and receive weight vectors presented in [39] is used.

In order to make a comparison between the previously described cooperative sys-

tem and a non-cooperative one, the following scheme is considered. A single sink

is present in the area under observation with antennas placed in the same positions

as in multi-sink case (all antennas in Fig. 2.2 belong to the same sink). As in the

previously described system, at the beginning of each frame, the sink sends a query

to which each node of each WBAN responds with a short packet. Upon reception of

query responses, the sink estimates the uplink channel of all nodes in the scenario.

Source nodes, one per WBAN per slot, transmit data towards the sink without co-

operation. This means that the number of transmitted packets in a slot is equal to

the number of WBANs in scenario, denoted as NBAN. It is assumed that the schedule

of transmissions is know at the sink, e.g., nodes of a WBAN transmit in ascending

order of their addresses. Since the sink knows the uplink channel, it can employ Zero

Forcing (ZF) to separate transmissions of different nodes. Considering xNBAN×1 to be

the vector of transmitted data, received signal vector in each slot can be expressed as

y = Hx+ n (2.3.6)
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where H represents the channel matrix between all the sink antennas and all the

nodes transmitting in the current slot. ZF implies

z = (HHH)−1HHy = x+ (HHH)−1HHn (2.3.7)

where zNBAN×1 is the vector of combined signals. As it can be seen, the interference

is cancelled out, but the system performance still depends on channel conditions of

each node. On one hand, this scheme introduces less overhead with respect to the

cooperative MIMO, since there is no signalling within WBANs. On the other hand,

there is no transmit diversity.

The analysis of MIMO ZF-based system performance is out of the scope of this

thesis and it is introduced merely for benchmarking against cooperative system.

2.4 Problem Statement

Due to the heterogeneity of the channel, nodes of the same WBAN can achieve very

different performance. To illustrate the previous consideration, Fig. 2.3 presents

the Cummulative Distribution Function (CDF) of SNR achieved by nodes placed

in the three different on-body positions considered in this thesis. It can be seen

that performance strongly depends on the position of a node. Moreover, if a channel

model typical for WSNs would be considered, the nodes would achieve not only similar

performance but also the SNR at the considered distances would be much higher, both

of the effects originating from the lack of the dominating shadowing component. The

latter motivates the need for analysing WBAN scenario separately from the WSN

scenario.
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Figure 2.3: CDF of SNR for nodes placed in different positions on body.

A solution of the problem of performance heterogeneity can be solved by coope-

ration among nodes: nodes experiencing bad channel conditions can cooperate with

other nodes, to reach the requested QoS. On the other hand, when the source has

good channel conditions, cooperation with nodes having a bad channel could be use-

less. In fact, nodes experiencing a bad channel do not contribute significantly to the

power received by the destination sink, while they may cause significant interference

towards other sinks. The other drawback is that energy is wasted for a transmission

which makes a negligible positive or even negative impact on the overall performance.

Questions on which this thesis sheds some lights are:

• how to select cooperating nodes?

• how much can the system benefit from proper node selection?
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2.5 B-MIMO

As an answer to the node selection problem, B-MIMO is introduced. B-MIMO is a

cooperation scheme where each node will participate in the cooperative transmission

only if its contribution to the overall power received by the intended destination is

above a given threshold, denoted as χ. Each node can compute its contribution once

the poll packet, containing the channel estimation, is received. According to [39], in

order to compute its transmit weight, each node needs to compute also the receive

weight vector of the sink. Given the channel estimation and the receiver weight vector,

an ’equivalent’ MISO channel, h̃
(0)
, can be estimated

h̃
(0)

= wHH(0). (2.5.1)

In order to quantify the individual contribution to the overall received power of each

node, we define the ratio ψi as

ψi =
h̃
(0)
i α

(0)
i

h̃
(0)
α(0)

, i = 1,2,. . . ,N
(0)
T (2.5.2)

Therefore, if ψi is larger than χ, node i will cooperate with the source, otherwise it

will not participate in the transmission towards the sink.

The method for selecting the value of parameter χ will be described in section 2.7.

2.6 Scheduling algorithms

The proposal of a new scheduling algorithm is out of the scope of this thesis and

three well-known algorithms are considered to schedule transmissions from WBANs

connected to the same sink: maximum throughput, proportional fair and round robin.
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The goal of the first one is to maximise the overall network throughput, disregarding

the fairness. Proportional fair, on the other hand, tends to equalise the through-

put among all the WBANs associated to the same sink, thus maximising Jain index,

which represents a measure of fairness [44]. Round robin is the most simple schedul-

ing algorithm in which all WBANs get the same number of time slots, disregarding

any performance of fairness metric. All three algorithms can be modelled using the

same mathematical formula. Suppose that in each time slot weight coefficient can

be assigned to each WBAN. Each sink will assign the next time slot to the WBAN

having the highest weight. Weight of user i in slot k is given by:

Wi,k =
xαi,k

(
k
∑

j=1

xi,j)β
(2.6.1)

where xi,k is the estimation of performance achieved by user i if slot k is assigned to

it, and α, β are coefficients defining the behaviour of the scheduling algorithm.

Achievable rate, given by R = log2(1 + SNR)
[

bit
sHz

]

, is chosen as the performance

metric to be used by the scheduling algorithm, The achievable rate is estimated

by sinks without taking interference into account since sinks can estimate SNR but

cannot predict the interference. By setting α = 1 and β = 0, the weight coefficient

depends only on the nominator. This means that the slot will be assigned to the

user that might achieve the best performance, which leads to maximum throughput

algorithm. On the other hand, if α = 0 and β = 1, the slot will be assigned to the

user achieving the least throughput in the current frame, thus leading to proportional

fair algorithm. By setting both α = 1 and β = 1, equal importance is given to

the numerator and denominator. In the considered scenario, where channel is fixed

during a frame, the latter brings to round robin scheduling algorithm. Fine tuning
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Figure 2.4: Scheduling scheme - example of round robin.

can be done by making different combinations of values of α and β.

Each sink schedules transmissions disregarding the schedule of other sinks. Con-

sequently, there might be interference among WBANs associated to different sinks.

The communication among sinks is limited to synchronisation maintenance.

An example of round robin is shown in Fig. 2.4.

2.7 Numerical results

In this section, first, metrics for performance evaluation are introduced, then some

guidelines for setting parameter χ are provided and finally system performance, when

different scheduling algorithms and cooperation schemes are employed, are compared.

Results have been obtained through a proprietary simulator, written in C++. A

simulation round represents one frame which consists of one hundred time slots. In

each round WBANs position and orientation are randomly and uniformly distributed

in the observed area. Results are obtained averaging over 10000 rounds. Unless stated
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Table 2.1: Simulation parameters.

Parameter Value Parameter Value

PT 0 dBm Slot duration 8ms

σ2
n −110 dBm Frame duration 800ms

γSNR 10 dBm Packet size 1 kB

γSIR 3 dBm Bitrate 1 Mbit
s

NT 3 Square room side 10m

NR 3 Body height 180 cm

χ 5% Sink height 120 cm

otherwise, parameters used in simulations are given in Table 2.1.

2.7.1 Performance Metrics

Performance is evaluated in terms of BLER, that is the percentage of packets (i.e.,

blocks of bits) generated by the different WBANs which are not received correctly

by the destination sink. BLER is determined based on SNR and SIR: if during

transmission both, SNR and SIR, are above two given thresholds γSNR and γSIR,

respectively, the packet is considered to be successfully received, otherwise the packet

is lost.

Energy efficiency, η
[

bit
s J

]

, is also evaluated. Energy efficiency can be defined as the

average number of bits per second received by the sinks, per Joule of energy spent.

Since the overhead generated in the network in order to establish the VAAs and to
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perform the beamforming transmission is the same for all the cooperative strategies

and scheduling algorithms, only the energy spent in cooperative data transmission is

considered.

Another considered metric is network throughput S
[

bit
s

]

, defined as the amount

of useful and non-redundant information successfully received by sinks per unit of

time. It is a metric propotional to BLER and the amount of generated traffic in the

network.

2.7.2 The Impact of the Threshold χ

In section 2.5 parameter χ, representing the threshold for the individual contribution

of each node to overall received power at the sink, is introduced. Increasing χ lowers

the number of nodes participating in cooperative transmission, meaning lower trans-

mit power per WBAN. The effect of the reduction of transmitting nodes is twofold:

the number of packets lost due to low SNR increases but the number of packets lost

due to low SIR decreases, because the interference power is lower as well. Since the

considered scenario is mostly noise-limited, the overall effect is that the BLER value

is slowly growing with χ (see Table 2.2). On the other hand, the energy consumption

per WBAN decreases since the transmit power is lower. Energy efficiency takes into

account both BLER and energy consumption. The latter is the dominant factor as it

can be seen in Fig. 2.5 which shows the energy efficiency as a function of χ.

In the following, χ is set to 5%, since further increasing χ keeps energy efficiency

almost constant, while causing BLER to rise.
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Figure 2.5: Energy efficiency as a function of the threshold χ.

Table 2.2: BLER for different values of parameter χ.

χ 0 2% 4% 6% 8% 10%

BLER 0.2817 0.2950 0.3025 0.3108 0.3148 0.3193
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2.7.3 B-MIMO versus non-cooperative system

Following results were obtained considering round robin scheduling algorithm.

Fig. 2.6 reports the energy efficiency achieved by B-MIMO and a non-cooperative

ZF-based system as a function of number of WBANs in the scenario, denoted as

NBAN, and two levels of transmit power. Since the increasing number of bodies in

the room decreases the probability that there is a line of sight link between the

transmitting node and the sink, BLER increases with NBAN. This effect is more

evident when the transmit power is low (PT = 1mW) because in that case, line of sight

connection is required for successful communication. Transmit diversity, introduced

by cooperation, prevents BLER from increasing rapidly with NBAN, thus making B-

MIMO more energy efficient than the non-cooperative solution. In both cases, using

lower levels of transmit power is more energy efficient since improvement in terms of

BLER is not sufficient to counter-balance the increase in power consumption.

However, the fact that the number of simultaneous transmissions is limited by the

number of sinks makes throughput achieved by B-MIMO saturate fast (see Fig. 2.7).

On the other hand, the number of simultaneous transmissions in ZF-based system is

limited by the number of sink antennas. If the transmit power is high enough, such

that few packets are lost, this system is capable of achieving high throughput.

2.7.4 B-MIMO versus Cooperative MIMO

Fig. 2.8 shows BLER as a function of number of WBANs in the scenario, denoted as

NBAN. Both cooperative MIMO and B-MIMO schemes are considered when the three

previously described scheduling algorithms are employed. The maximum throughput
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Figure 2.6: Energy efficiency of B-MIMO and the non-cooperative system.
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Figure 2.7: Throughput of B-MIMO and the non-cooperative system.

82



2.7 Numerical results

algorithm offers the best performance in terms of BLER, which is expected since

sinks will assign all the slots to the WBAN having the best link quality, thus overall

BLER of the system will be equal to the one of the best performing WBAN. As

the number of WBANs increases, the variety of link qualities increases, meaning

that the probability that at least one WBAN has a good connection with its sink is

higher. The latter justifies the decreasing trend of BLER with NBAN. In the case of

proportional fair if a WBAN is performing badly, it will be assigned more slots in

order to ’catch up’ with other WBANs. The latter implies that if there is at least one

WBAN with a bad link to its sink, it will be assigned most of the slots in the frame,

thus causing an increase in BLER. Round robin represents an intermediate solution,

where BLER slightly increases with NBAN due to the increasing level of interference.

In such scenario, cooperative MIMO outperforms B-MIMO in terms of BLER, since

less power is transmitted in the B-MIMO and the system is mostly noise-limited,

therefore the advantage of B-MIMO over conventional cooperative MIMO vanishes.

On the other hand, B-MIMO outperforms cooperative MIMO in terms of energy

efficiency because the energy saved due to lower transmit power is more significant

then performance loss in terms of BLER. The latter is presented in Fig. 2.9, where

energy efficiency is shown as a function of NBAN.

Since the energy consumption is independent on scheduling algorithm, the energy

efficiency of different scheduling algorithms depends only on the BLER. Having taken

into account the previous statement, the best performance is achieved by maximum

throughput algorithm since it achieves the lowest BLER. On the other hand BLER

of round robin and proportional fair is increasing with the number of WBANs in

scenario, which brings to the inverse behaviour of the energy efficiency curves.

83



Chapter 2. Cooperative Communications in Wireless Body Area
Networks

1 2 3 4 5 6 7 8 9 10

0.1

0.2

0.3

0.4

N
BAN

B
L
E

R

 

 

Maximum throughput−BMIMO

Round robin smart−BMIMO

Proportional fair smart−BMIMO

Maximum throughput−cooperative MIMO

Round robin−cooperative MIMO

Proportional fair−cooperative MIMO

Figure 2.8: BLER for different scheduling algorithms and cooperation schemes.
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Figure 2.9: Energy efficiency of different scheduling algorithms and cooperation

schemes.
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It is worth noting that even though maximum throughput offers the best perfor-

mance in terms of both BLER and energy efficiency, it is the least fair scheduling

algorithm: its Jain index is the minimum possible. On the other hand, proportional

fair maximises this metric at the cost of higher BLER and lower energy efficiency.

In order to consider an interference-limited system, the transmit power is set to

10 dBm and the noise power to −120 dBm, such that no packets are lost due to low

SNR, i.e., losses are only due to low levels of SIR. Note that in the presence of more

sinks (i.e., more WBANs transmitting at the same time), the scenario can become

interference-limited, even if the receiver is characterised by a larger noise power.

Fig. 2.10 presents BLER as a function of the number of WBANs in an interference-

limited scenario. First we can note that all the three scheduling algorithms have

similar behaviour. This is explained by the fact that the scheduling is based on

SNR which is not the dominant metric for BLER performance in an interference-

limited scenario. Maximum throughput is still performing the best, since WBAN

with the highest useful signal power has higher probability of having good SIR, while

proportional fair and round robin achieve almost the same performance.

An interesting fact is that by employing B-MIMO we achieve not only better

energy efficiency, but also a noticeable performance gain in terms of BLER over

cooperative MIMO, due to lower generated interference. The conclusion is that

apart from energy savings, B-MIMO systems can achieve performance improvement

in interference-limited scenarios.
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Figure 2.10: BLER for different scheduling algorithms and cooperation schemes in

interference-limited scenario.

2.8 Conclusions

Owing to the particular propagation environment, WBANs require special attention.

Body shadowing, dominating channel conditions, introduces great performance varia-

tions among nodes located at different positions on body. To ameliorate this problem,

the cooperation paradigm appears to be a promising solution. Nodes, experiencing

unfavourable channel conditions, rely on other nodes of the same WBAN to transmit

their data. However, not all of the other nodes have to be in good channel conditions

themselves. If cooperating nodes are not properly selected, cooperation can lead to

excessive interference and energy consumption.

This chapter presented B-MIMO, a cooperative beamforming scheme thought for

WBANs. An indoor scenario is considered where multiple WBANs are present and
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nodes of the same WBAN establish a VAA to transmit data towards a sink. In B-

MIMO, cooperating nodes are selected according to the channel conditions thus avoid-

ing transmissions which do not contribute sufficiently to the overall power received

by sinks. Comparing B-MIMO with a non-cooperative system shows clear advan-

tages of cooperation, most important being transmit diversity which greatly boosts

performance in terms of BLER thus achieving better energy efficiency. Comparison

between B-MIMO and a cooperative solution where all nodes in the BAN belong to

the VAA demonstrates the advantage of the novel solution in terms of energy effi-

ciency and also in terms of BLER, in interference-limited scenarios. The decreasing

of the number of cooperating nodes, in fact, decreases the energy consumption and

the level of interference generated by WBANs.
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Chapter 3

Cooperative Communications in
Wireless Sensor Networks

This chapter extends the work presented in the previous chapter by considering a

more general scenario, WSNs. WSNs and WBANs share certain features, such as

the need for energy efficiency and hardware simplicity. Consequently, the cooperative

communications concept is considered as a way to improve performance of WSNs as

well.

3.1 Introduction

WSNs have recently gained increasing attention as a practical technology being intro-

duced to different applications. A considerable number of these applications require

transmission of the acquired data over long distances using transmission resources

available only at sensor nodes. In this situation, direct transmission from a source

node to a sink over a fading channel often presents difficulties mainly due to the large

amount of energy required to establish a reliable transmission, fostering an inefficient

use of batteries. MIMO systems are well known for their capability of achieving high
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spectral efficiency in the presence of fading channels [45]. However, the need to in-

stall multiple antennas in sensor nodes can be problematic for economic and practical

reasons. To extend the advantages of MIMO systems to single antenna devices, the

idea of deploying a Virtual Multiple Input Multiple Output (V-MIMO) architecture

appears to be very promising.

The advantages of MIMO and V-MIMO systems were already introduced in Chap-

ter 2. While Chapter 2 was dealing with the application of cooperation paradigm on

WBANs, this chapter is focused on cooperation in WSNs in general. WSNs have

different characteristics from WBANs not only in terms of propagation medium and

network sizes and topologies, but also in terms of application requirements. This mo-

tivates the need for analysing cooperative schemes in WSNs separately from WBANs.

3.1.1 Related Works

Many works in the literature deal with cooperative schemes for WSNs. One of the first

studies was presented in [46], where an extended form of multi-hop communication

systems is introduced which allows the application of MIMO capacity enhancement

techniques over spatially separated relaying mobile terminals to drastically increase

end-to-end capacity. The authors deduce an explicit resource allocation strategy in

terms of fractional bandwidth and power allocation to each relaying hop over ergodic

Rayleigh flat fading channels. [47] presents a multi-hop cooperative WSN, with nodes

grouped in cooperative clusters that exploits transmit and receive cooperation among

cluster nodes. It is shown that the proposed scheme achieves diversity equal to the

equivalent MIMO system and significantly reduces energy consumption with respect
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to the non-cooperative channel. In [48], the importance of time and phase synchro-

nisation in distributed beamforming systems is shown and a distributed algorithm is

proposed to deal with this issue. [49] presents a close-to-optimal node selection mech-

anism for distributed beamforming in cognitive radio networks. Results of this work

showed that using the proposed method it is possible to save a big fraction of the total

required energy per transmission and thus enhance the greenness of the network.

Regarding the optimisation of cluster size in non-cooperative WSNs, [50] proposes

a new technique to determine the number of clusters and choose the best cluster heads

based on the energy level of sensor nodes. The authors claim an increase in network

lifetime with respect to the original cluster-tree network. Some works address this

issue considering cooperative schemes: [49] derives a close-to-optimal number of nodes

and a selection method for distributed beamforming. In [51], the optimal cluster size

minimising the outage probability under a Rayleigh fading channel is derived for a

cooperative WSN.

3.1.2 Thesis Contribution

Despite its promises, the deployment of a cooperative MIMO architecture in WSNs

poses several technical challenges mainly because of the large amount of signalling

required to enable cooperation among sensor nodes. To overcome this issue, this

chapter presents a simple mechanism characterised by low overhead and suitable

for cheap sensor nodes with limited hardware capabilities. Consider that WSN is

organised in clusters, wherein nodes of each cluster cooperate to transmit data to

one or more sinks located in the same cluster [52]. This multi-cluster scenario is

analysed by employing the Wyner model [53], which simplifies the analysis and allows
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for intuitive interpretation of results. Communication between sensor nodes and

sinks is established through a Time Division Duplex (TDD) scheme and exploits

channel reciprocity. The proposed precoding scheme is based on beamforming and it

is suitable for WSNs where nodes are measuring the same parameter.

The aforementioned works, as many others in the literature, do not account for

many realistic aspects of WSNs, such as hardware limitation and imperfect synchro-

nisation. To fulfil this lack and move towards a practical scenario, the WSN under

investigation is considered to be affected by inter-cluster interference, imperfect syn-

chronisation, hardware impairments, channel estimation errors and data correlation

within clusters. Having in mind future dense deployment of sensor nodes and in-

spired by recent achievements in massive MIMO field, the asymptotic regime, where

the number of sensor nodes grows without bound, is considered. Under asymptotic

assumption the analysis gets tractable and allows for optimisation of different net-

work parameters. The main focus is on finding the number of sensor nodes which

maximises the Energy Efficiency (EE) and how this parameter changes with various

network settings, such as the number of sinks per cluster and the level of external

interference. Comparison between the optimisation results and Monte Carlo simula-

tions proves that it is sound to consider the asymptotic regime even for relatively low

number of sensor nodes.

The remainder of this chapter is organised as follows. Section 3.2 describes chan-

nel and signal models and introduces the notation whereas the problem formulation

is illustrated in Section 3.3. A simplified single-cluster scenario is analysed in Sec-

tion 3.4 in order to introduce basic intuition about the problem under consideration.
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Figure 3.1: Time division duplex protocol.

Section 3.5 presents the analysis of a multi-cluster scenario with more realistic as-

sumptions. Conclusions are drawn in Section 3.6.

3.2 Reference Scenario

Consider a WSN composed of L clusters, each consisting of N sensor nodes and K

sinks (see Fig. 3.2). All sensor nodes and sinks are equipped with a single antenna

and operate over a bandwidth B. A double index notation is used to refer to each

node or sink in a given cluster. Under this convention, ”node n in cluster i” is denoted

as node ni and ”sink k in cluster l” is denoted as sink kl. 1

3.2.1 Channel Model

In this work, a block flat-fading channel with coherence time T is considered. The

transmission is assumed to take place according to the TDD protocol shown in

Fig. 3.1, with Ts being the time required to transmit a symbol and M being the

number of symbols transmitted within a frame. As presented in the figure, the trans-

mission phase is preceded by a training phase during which pilots, of length τ symbols,

1Matrices and vectors are denoted by upper-case boldface and lower-case boldface letters respec-
tively. (·)H is used to denote the Hermitian operator and tr {·} to denote the trace of a matrix.
Diagonal matrix with entries an is denoted by diag {a1 . . . aN} and Z+ indicates all strictly positive
integer numbers.
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Figure 3.2: Scenario.

are sent by sinks with 0 ≤ τ ≤ M . Pilots enable sensors to estimate the channels.

The TDD protocol is assumed to be matched to the coherence time (i.e., MTs ≤ T ).

Therefore, the channel can be considered as reciprocal and the sensors can make

use of pilot-based estimates for data transmission. Let’s denote as hnikl the channel

coefficient between node ni and sink kl and assume that

hnikl =
√

dniklwnikl (3.2.1)

where wnikl ∼ CN (0, 1) is the small-scale fading channel and dnikl accounts for

the pathloss. For the sake of compactness, the following notation is used hikl =

[h1ikl . . . hNikl]
T , H ikl = diag {h1ikl . . . hNikl}, wikl = [w1ikl . . . wNikl]

T and W ikl =

diag {w1ikl . . . wNikl} to denote the channel/fading vector/matrix between all nodes

in cluster i and sink kl.
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3.2.2 Signal Model

It is assumed that sensors within a cluster l measure the same parameter such that

the transmit data vector sl = [s1l, . . . , sNl]
T has correlation matrix C = E[sls

H
l ], with

Cn,n = E[|snl|2] = 1 ∀n and Cn,m = E[s∗nlsml] = c ∀n 6= m, where c defines the level

of correlation between data of different nodes within the same cluster. On the other

hand, data from different clusters are assumed to be uncorrelated.

Let us denote by vnl the precoding coefficient used by node nl and assume that it

is computed as:

vnl =
1√
λnl

K
∑

k=1

hnlkl (3.2.2)

where λnl is chosen such that the following constraint E{|vnl|2} = 1 is satisfied.

Therefore, from (3.2.1) it follows that

λnl =
K
∑

k=1

dnlkl. (3.2.3)

In a more compact form, V l = diag{v1l, . . . , vNl} may be written as

V l = Λ
−1/2
l

K
∑

k=1

H lkl (3.2.4)

with Λ
−1/2
l = diag{λ−1/2

1l , . . . , λ
−1/2
Nl }. Let V̂ l be an estimate of V l and assume

that hardware impairments (such as non-linearities in amplifiers, clock drifts, I/Q

imbalance in mixers, finite-precision Analot to Digital Converters (ADCs) and so

forth) affect transmission. Similar to [54–56], hardware impairments are modelled as

a reduction of the original signal by a factor
√

(1− ǫ2) (where ǫ is related to error

vector magnitude) and replacement of such a loss with Gaussian distortion noise with

the same power. LetΦl be the matrix that describes imperfect synchronisation among
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nodes of cluster l. Then, the signal received at sink kl takes the form

ykl = hH
lklΦl

(

√

p (1− ǫ2)V̂ lsl + ηl

)

+

L
∑

i=1,i 6=l

yikl + nkl (3.2.5)

where p is the transmit power and nkl ∼ CN (0, σ2) is the thermal noise. The term

yikl accounts for the interference generated by cluster i at sink kl given by

yikl = hH
iklΦi

(

√

p (1− ǫ2)V̂ isi + ηi

)

(3.2.6)

with

ηl =
√
pǫV̂ lξl (3.2.7)

accounting for non-ideal hardware. In (3.2.7), it is assumed that ξl ∼ CN (0, IN),

such that the distortion noise at sensor nl is distributed as ηnl ∼ CN (0, pǫ2|v̂nl|2).

3.2.3 Pilot-based Estimation of Precoding Coefficients

Observe that dnlkl corresponds to the long-term average channel attenuation, which

changes in time some orders of magnitude slower that the fast fading component

wnikl. In practice, this means that dnlkl is constant for a sufficiently large number

of reception phases to be accurately estimated at the sensor. For this reason, in all

subsequent discussions it is assumed that quantities {dnlkl; ∀k, l} are known at sensor

nl. Therefore, only the estimation of
∑K

k=1 hnlkl is left.

In the training phase, sinks of the same cluster are assumed to be perfectly syn-

chronised. This can be justified by the fact that sinks can be complex devices em-

ploying sophisticated synchronisation mechanisms. Moreover, relatively low number

of sinks per cluster guarantees the feasibility of the procedure and limits the overhead.
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The pilot signal transmitted by sinks in cluster l can be represented by a determinis-

tic vector ul ∈ Cτ×1 with elements of power pτ . Therefore, the power of the channel

estimation phase can be expressed as

PCE = K
pτ

µSINK
(3.2.8)

where 0 < µSINK ≤ 1 accounts for the transceiver efficiency of sinks. It is assumed

that pilot sequences used in different clusters are mutually orthogonal and that the

pilot reuse factor is such that the so-called pilot contamination effect is negligible.

The collective received signal xnl ∈ Cτ×1 at sensor nl is given by

xnl =
K
∑

k=1

hnlklul + nnl = νnlul + nnl (3.2.9)

where nnl ∼ CN (0, ς2IN) represents the additive noise at node nl during the pilot

signalling. To keep the complexity of nodes at a tolerable level, the least-squares

estimator of νnl is employed, defined by

ν̂nl =
1

τpτ
uH

l xnl. (3.2.10)

The variance of the estimation error is given by E{|νnl− ν̂nl|2} = ς2

τpτ
. Plugging (3.2.9)

into (3.2.10) and using (3.2.2) yields

V̂ l = V l +El (3.2.11)

where El ∼ CN
(

0, 1
λnl

ς2

τpτ
IN

)

is the diagonal estimation error matrix.

Observe that a single pilot signal (i.e., τ = 1) from all sinks would be sufficient

to estimate the precoding coefficients at all sensors. This is a consequence of the

adoption of the precoding scheme in (3.2.2), which requires sensor nl to have only

knowledge of the composite channel
∑K

k=1 hnlkl. Different precoding schemes based on

knowledge of {hnlkl; k = 1, . . . , K} would require τ ≥ K. This might not be feasible

when K is relatively large.
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3.2.4 Synchronisation Error

In any distributed system (such as the one considered in this work), nodes within a

cluster cannot be assumed to be perfectly synchronised in time. The cause for im-

perfect synchronisation ranges from hardware to communication protocol limitations.

The transmissions of nodes are dispersed in time. Considering as a reference time the

target time instant of transmission, t0, the actual transmission instants of each node

can be modelled as a random variable tnl, uniformly distributed in range [− tmax

2
, tmax

2
],

where tmax is the maximum synchronisation error represented as a fraction of symbol

time Ts. Assuming an Orthogonal Frequency Division Multiplexing (OFDM)-based

system, i.e., WiFi-based WSN, the dispersion in time domain can be represented by

phase shift in frequency domain φnl = ej2πtnl [57]. The overall effect of synchronisa-

tion error is expressed as a complex diagonal matrix Φl = diag{φ1l, . . . , φNl} which

multiplies the channel matrix HH
ll

2 from left. Synchronisation error only introduces

phase shift implying that the elements of matrix Φl are complex numbers with unit

modulus. Matrix Φl is unknown to the transmitters, as is the channel estimation

error, therefore these effects cannot be compensated.

In the subsequent analysis, real and imaginary part of φnl, R{φnl} = cos (2πtnl)

and I{φnl} = sin (2πtnl) respectively, are to be examined separately. First and second

order moments of the two random variables are given by

E[R{φnl}] = sinc (tmax) (3.2.12)

E[|R{φnl}|2] =
1

2
(1 + sinc (2tmax)) (3.2.13)

2Matrix HK×N
ll is the channel gain matrix between all sinks and all nodes in cluster l
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and

E[I{φnl}] = 0 (3.2.14)

E[|I{φnl}|2] =
1

2
(1− sinc (2tmax)) . (3.2.15)

where sinc(x) = sin(πx)
πx

. The effect of imperfect synchronisation is twofold: it reduces

the useful received signal and introduces an interference-like term due to unmatched

phases of the received signal components.

3.3 Problem Statement

One of the most common way to define the EE is as a benefit-cost ratio, where the

service quality is compared with the associated energy costs. In this chapter, the EE
[

bit
J

]

of cluster l is defined as

EEl =

(

1− τ
M

)

K
∑

k=1

rkl

PTl

(3.3.1)

where rkl
[

bit
s

]

denotes the achievable rate at sink k in cluster l and PTl

[

J
s

]

accounts

for the total consumed power. The factor
(

1− τ
M

)

accounts for pilot overhead. The

total consumed power is computed as

PTl
=
(

1− τ

M

)

PTXl
+

τ

M
PCE +NPSEN +KPSINK (3.3.2)

where PTXl
accounts for the power consumption of the sensor nodes in transmission

state, PCE of the pilot transmission phase whereas PSEN and PSINK are constant

quantities accounting for the fixed power consumption required by each sensor and

sink, respectively, for running the circuitry. The objective of this chapter is to examine
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the solution of the following problem

max
N∈Z+

EEl=

(

1− τ
M

)

K
∑

k=1

rkl
(

1− τ
M

)

PTXl
+ τ

M
PCE+NPSEN+KPSINK

. (3.3.3)

In the sequel, two types of scenarios are considered.

• single-cluster scenario; this simplified scenario is investigated to gain some in-

tuition about the structure of the problem. By ”simplified scenario” it is meant

that perfect synchronisation among nodes of the same cluster is considered and

data transmitted by nodes of the same cluster is the same, not just correlated.

Apart from the analysis of the EE-maximising number of nodes in the cluster,

similar analysis is conducted on the EE-maximising training sequence duration.

• multi-cluster scenario; more elaborate scenario where the communication is hin-

dered by inter-cluster interference as well as all the above mentioned realistic

impairments. In this case, Wyner model [53] for interference is employed to fa-

cilitate the analysis. EE-maximising number of nodes in the cluster is examined

as a function of level of interference. It is also shown how different impairments,

such as imperfect synchronisation, affect system performance.

In both cases analysis and optimisation are performed considering the asymptotic

regime in which the number of nodes per cluster grows without bound. It is then

proven that the analysis is valid even for a relatively low number of nodes per cluster.

This assumption is inspired by future mass deployment of WSNs (IoT and smart

environments) and recent advancement in massive-MIMO field.
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3.4 Single-cluster Scenario

To gain some insights in the structure of the problem being solved, a simplified

single-cluster scenario is considered where data transmitted by nodes is the same and

synchronisation among nodes is perfect. Translating this statement in mathematical

equations yields:

• L = 1, allows for dropping double indices such that node nl can simply be

denoted as node n and sink kl can be denoted as sink k,

• φnl = φn = 1, thus ΦN×N
l = ΦN×N = diag {1, . . . , 1}, allows for omission on

matrix Φ in all equations;

• Cm,n = 1, ∀n,m, allows for simplifying the following expressions sN×1 = 1N×1s

and subsequently V s = vs, s being data transmitted by nodes and v =

[v1, . . . , vN ]
T being the precoding vector.

3.4.1 Energy Efficiency

Substituting (3.2.11) into (3.2.5) and using (3.2.4) and assumptions presented at the

beginning of Section 3.4 one gets the expression for a received signal at sink k

yk=
√

p (1− ǫ2)hH
k Λ

−1/2hks+
√

p (1− ǫ2)hH
k es+

+
√

p (1− ǫ2)
K
∑

i=1,i 6=k

hH
k Λ

−1/2his+ ǫ
√
phH

k η + nk. (3.4.1)

In equation (3.4.1) there are five terms:

•
√

p (1− ǫ2)hH
k Λ

−1/2hks represents the useful signal;
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•
√

p (1− ǫ2)hH
k es is the ”noise” term due to imperfect channel estimation;

•
√

p (1− ǫ2)
K
∑

i=1,i 6=k

hH
k Λ

−1/2his is ”interference” due to simple and sub-optimal

beamforming-like precoder;

• ǫ
√
phH

k η is the ”noise” term due to hardware impairments;

• nk is the thermal noise.

Apart from the first term, all the others have a negative impact on communication

and are either ”interference” or ”noise” by nature.

The achievable rate at sink k is [55, 56]

rk = B log2 (1 + γk) (3.4.2)

where γk is Signal to Interference and Noise Ratio (SINR) given by (3.4.5) with D

being defined as D = diag{|v1|2 , . . . , |vN |2}. From (3.2.5), it turns out that

PTX =
1

µSEN

[

p
(

1− ǫ2
)

E
{

v̂H v̂
}

+ pǫ2E
{

ηHη
}]

(3.4.3)

where µSEN ∈ (0, 1] accounts for the transceiver efficiency of sensor nodes. Using

simple calculus we obtain

PTX =
p

µSEN

(

vHv +
ς2

τpτ
tr
{

Λ−1
}

)

. (3.4.4)

Putting all the above results together, the expression for EE takes the form in (3.4.6).

3.4.2 Analysis and Optimisation

To gain some insights into the structure of the solution of the problem expressed in

(3.3.3), it is assumed that the number of sensors N grows without bound while the
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γk =
p (1− ǫ2)

∣

∣

∣
hH
k Λ

−1/2hk

∣

∣

∣

2

p ς2

τpτ
hH
k Λ

−1/2hk + p (1− ǫ2)
∣

∣

∣

∑

i 6=k

hH
k Λ

−1/2hi

∣

∣

∣

2

+ pǫ2hH
k Dhk + σ2

(3.4.5)

EE =

(

1− τ
M

)

B
K
∑

k=1

log2 (1 + γk)

p
µSEN

(

1− τ
M

)

(

vHv + ς2

τpτ
tr
{

Λ−1
}

)

+ τ
M

pτ
µSINK

K +NPSEN +KPSINK

(3.4.6)

number of sinks is kept fixed. For notational convenience, the following notation is

used

Ak = E







dk
√

∑K
i=1 di







Bk = E

{

dk
∑K

i=1 di

}

(3.4.7)

and

Ck = E

{

d2k
∑K

i=1 di

}

Dk =
∑

ℓ 6=k

E

{

dkdℓ
∑K

i=1 di

}

. (3.4.8)

Observe that the above coefficients depend only on the average channel attenuation.

The following result can be easily proved.

Lemma 1. If N grows without bound, then 1
N
γk − γk → 0 almost surely with

γk =
p (1− ǫ2) |Ak|2

p ς2

τpτ
Bk + pǫ2 (2Ck +Dk)

, (3.4.9)

and 1
N
PTX − PTX → 0 almost surely with

PTX =
p

µSEN

(

1 +
ς2

τpτ
E

{

1
∑K

i=1 di

})

. (3.4.10)

Proof. The results easily follow using simple statistical arguments and from observ-

ing that vHv =
∑K

i=1 h
H
i Λ

−1hi from which using (3.2.1) and (3.2.4) it follows that

1
N

∑K
i=1 h

H
i Λ

−1hi − 1 → 0 almost surely.
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Lemma 1 shows that SINR and the total transmit power on nodes increase linearly

with N . Although valid for N growing without bounds, next this result is used for a

system with a large but finite number of nodes. Using (3.4.9) and (3.4.10) into (3.4.6)

leads to

EE =

(

1− τ
M

)

B
K
∑

k=1

log2 (1 + γkN)

(

1− τ
M

)

α(τ)N + βτ +NPSEN +KPSINK

(3.4.11)

where α(τ) and β are introduced for compactness and defined as

α(τ) =
p

µSEN

(

1 +
ς2

τpτ
E

{

1
∑K

i=1 di

})

(3.4.12)

and

β =
K

M

pτ
µSINK

(3.4.13)

respectively.

Lemma 2. For N and K given, the value of τ maximising (3.4.11) is

τ ⋆ =









1

M

1±
√

M2

cN

(

NPSEN+KPSINK

M
+ β

)

1− M2

cN

(

NPSEN+KPSINK

M
+ β

)









(3.4.14)

with

c =
p

µSEN

ς2

pτ
E

{

1
∑K

i=1 di

}

. (3.4.15)

Proof. The result follows setting ∂EE/∂τ = 0 and solving with respect to τ .

Finding the optimal N⋆ for a given τ is a cumbersome task due to the summing

over sinks. A possible setting in which this can be easily accomplished is when the
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Figure 3.3: Symmetric scenario setting.

sinks are uniformly distributed over a circle (see Fig. 3.3). In these circumstances,

the symmetry implies that γk = γ, ∀k so that (3.4.11) reduces to

EE =

(

1− τ
M

)

BK log2 (1 + γN)

αN + βτ +KPSINK
. (3.4.16)

Now the EE-optimal value of N , when τ is given, can be found.

Lemma 3. For τ given, the value of N maximising (3.4.16) is given by

N⋆ =
e(z

⋆+1) − 1

γ
(3.4.17)

where

z⋆ =W

(

γ (βτ +KPSINK)

αe
− 1

e

)

(3.4.18)

and W (x) is the Lambert function defined by the equation t = W (t)eW (t) for any

t ∈ C.
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Proof. The proof relies on using the same augments of Theorem 2 in [58]. Let EE =

g log(1+bN)
c+dN

denote the objective function in (3.4.16). Note that ∂EE/∂N = 0 if and

only if

1

ln(2)

b(c+ dN)

1 + bN
− d log(1 + bN) = 0 (3.4.19)

or, equivalently,

bc− d

1 + bN
= d
(

ln(1 + bN)− 1
)

. (3.4.20)

Plugging z = ln(1 + bN)− 1 into (3.4.20) yields

bc

de
− 1

e
= zez (3.4.21)

whose solution is eventually found to be z⋆ = W ( bc
de

− 1
e
) where W (·) is the Lambert

function. Since z⋆ = ln(1 + bN)− 1, the result in (3.5.17) follows.

3.4.3 Numerical Results

The above presented model was implemented in Matlab. Sensor nodes and sinks are

assumed to be uniformly distributed within the observation area, a square of side a.

The results are obtain by averaging over 1000 realisations of positions and all the

other random variables, such as noise, fading, etc. The network parameters are given

in Table 3.1. Those related to the energy consumption are taken from the datasheet

of a popular WSN device, TI CC2530 [59], while PHY layer parameters are inspired

by the IEEE 802.15.4 standard [60].

Fig. 3.4 illustrates the energy efficiency as a function of N for different values of

K when τ = 5. As can be seen, increasing K improves energy efficiency but the

optimal number of nodes N needs to be increased accordingly. Observe that the

maximum region of the curve tends to become flat as K becomes large, meaning that
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Figure 3.4: Energy efficiency as a function of N for τ = 5.
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Figure 3.5: Energy efficiency as a function of τ for N = 30.
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Table 3.1: Single-cluster scenario simulation parameters.

Parameter Value

Area side length: a 500 metre

Path-loss model: dnk 10−3.53distance−3.76
nk

Sensor nodes transmit power: p 1mW

Pilot transmit power: pτ 100mW

Circuit power sensor nodes: PSEN 20mW

Circuit power sinks: PSINK 100mW

Total noise power: Bσ2 −107 dBm

Transceiver efficiency sensor nodes: µSEN 0.08

Transceiver efficiency sinks: µSINK 0.3

Hardware impairments: ǫ2 0.17

Bandwidth: B 5MHz

Frame duration: T 8.25ms

Number of symbols in a frame: M 256

Symbol time: Ts 32µs

certain error in the computation of the optimal N can be allowed without losing in

performance. This will prove useful later on in the discussing about the performance

loss due to selection of sub-optimal N .

Fig. 3.5 illustrates the energy efficiency as a function of τ when N = 30 andK = 1,

3 and 5. As it can be observed, the EE-optimal value of τ decreases when increasing

K. This is due to the fact that the energy consumption of pilot transmission phase

increases with K and becomes the dominant part of the overall energy consumption,
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mostly because pilots are transmitted with high power. In this setting, the gain in

terms of achievable rate obtained by increasing τ is counter-weighted by the increase

in energy consumption.

The results of Figs. 3.6 and 3.7 refer to the asymptotic analysis. In particular,

Fig. 3.6 shows the optimal number of sensor nodes, N⋆, as a function of K for τ = 1

and 5. It can be seen that N⋆ increases linearly with K with a slope that depends

on τ . The difference between the values of N⋆ obtained by simulations, N⋆
sim, and

asymptotic analysis, N⋆
as, does not exceed 10%. Fig. 3.7 illustrates the energy effi-

ciency achieved by the optimal number of sensor nodes N⋆
sim and N⋆

as as a function of

K for different τ . As it is seen, N⋆
as achieves the same performance as N⋆

sim, mean-

ing that it is safe to use (3.4.17), instead of running simulations, in order to get the

EE-optimal value of N .

From the analysis of a single-cluster scenario it is possible to some conclusions.

The EE-optimal number of sensor nodes increases linearly with the number of sinks.

The analysis shows that as the number of sinks increases, the energy consumption due

to pilots transmission becomes dominant and, consequently, the EE-optimal duration

of the channel estimation phase gets shorter. It can also shown that when all the sinks

are symmetrically distributed within the observation area, the optimisation problem

is simplified and asymptotic analysis provides a closed form solution for the optimal

number of sensor nodes.

In the next section, a multi-cluster scenario with realistic aspects, such as imper-

fect synchronisation and data correlation, taken into account is analysed.
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Figure 3.6: Optimal number of sensor nodes, N⋆ as a function of K.
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Figure 3.7: Energy efficiency achieved by N⋆
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as, as a function of K.
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3.5 Multi-cluster Scenario

In this section, a multi-cluster scenario is considered. This adds the inter-cluster

interference to the analysis presented in the previous section. Nodes of the same

cluster are assumed to be imperfectly synchronised (see Section 3.2.4) and data they

are transmitting is considered to be correlated, with correlation matrix CN×N (see

Section 3.2). The objective of the following analysis is to understand how the inter-

cluster interference affects the EE-optimising number of sensor nodes and how the

synchronisation error affects the overall performance of the system.

3.5.1 Wyner Model

To facilitate the analysis, the Wyner model [53] is employed (see Fig. 3.8):

• All the nodes within a cluster experience the same pathloss towards the sink

antennas, dnlkl = dll, ∀nl, kl;

• All the nodes from the neighbouring cluster experience the same pathloss to-

wards the sink antennas in the observed cluster, dnikl = dil = αdll, ∀ni, kl;

• All the nodes from the second neighbouring cluster experience the same pathloss

towards the sink antennas in the observed cluster, dnjkl = djl = α2dll, ∀nj, kl;

• Interference from all the other clusters is neglected.

The parameter α is defined by the proximity between the clusters (see Fig. 3.8) and

0 < α < 1.
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Figure 3.8: Wyner model.

3.5.2 Energy Efficiency

Plugging (3.2.4) and (3.2.11) into (3.2.5) and exploiting properties of Wyner model

(described in Section 3.5.1) one gets

ykl =

√

p (1− ǫ2) dll
K

wH
lklR{Φl}W lklsl

+

√

p (1− ǫ2) dll
K

wH
lklI{Φl}W lklsl

+

√

p (1− ǫ2) dll
K

wH
lklΦl

K
∑

m=1,m6=k

W lmlsl

+
√

p (1− ǫ2) dllw
H
lklΦlElsl

+ ǫ
√

pdllw
H
lklΦl

(

√

1

K

K
∑

m=1

W lml +El

)

ξl

+ yikl + yjkl + nkl. (3.5.1)
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Note that yikl and yjkl can be expanded in a similar way. However, this is omitted

for the sake of conciseness. The achievable rate at sink kl is thus given by

rkl = B log2 (1 + γkl) (3.5.2)

where γkl is computed as

γkl =

p(1−ǫ2)dll
K

A
p(1−ǫ2)dll

K
B + p(1−ǫ2)dll

K
C(α) + p

K
ς2

τpτ
D(α) + pǫ2dll

K
E(α) + σ2

(3.5.3)

with

A = wH
lklR{Φl}W lklCWH

lklR{Φl}wlkl (3.5.4)

B = wH
lklI{Φl}W lklCWH

lklI{Φl}wlkl (3.5.5)

C(α) = wH
lklΦl

∑

m6=k

W lmlC
∑

m6=k

WH
lmlΦ

H
l wlkl (3.5.6)

+ αwH
iklΦi

K
∑

k=1

W ikiC

K
∑

k=1

WH
ikiΦ

H
i wikl

+ α2wH
jklΦj

K
∑

k=1

W jkjC

K
∑

k=1

WH
jkjΦ

H
j wjkl

D(α) = wH
lklwlkl + αwH

iklwikl + α2wH
jklwjkl (3.5.7)

E(α) = wH
lkl

K
∑

k=1

Wlkl

K
∑

k=1

WH
lklwlkl (3.5.8)

+ αwH
ikl

K
∑

k=1

Wiki

K
∑

k=1

WH
ikiwikl

+ α2wH
jkl

K
∑

k=1

Wjkj

K
∑

k=1

WH
jkjwjkl
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being coefficients depending on fading and synchronisation error only. From (3.2.5),

it turns out that

PTXl
=

1

µSEN

[

p
(

1− ǫ2
)

E
{

tr{V̂ H

l V̂ l}
}

+pǫ2E
{

ηH
l ηl

}

]

(3.5.9)

where 0 < µSEN ≤ 1 accounts for the transceiver efficiency of sensor nodes. Using

simple calculus and assumptions from 3.5.1 we obtain

PTXl
=

p

µSEN

1

K

(

tr{
K
∑

k=1

WH
lkl

K
∑

k=1

W lkl}+
ς2

τpτ

N

dll

)

. (3.5.10)

Putting all the above results together, the expression for EE takes the form in (3.5.11).

EEl =

(

1− τ
M

)

B
K
∑

k=1

log2 (1 + γkl)

(

1− τ
M

)

p

µSEN

1

K

(

tr{∑K

k=1
WH

lkl

∑K

k=1
W lkl}+ ς2

τpτ

N
dll

)

+ τ
M
K pτ

µSINK
+NPSEN +KPSINK

(3.5.11)

At this point EE-optimising N can be found by performing an exhaustive search over

the integer set, i.e., performing Monte Carlo simulations of (3.5.11) for each possible

value of N . However, to gain more intuitive insights in the structure of the solution

of (3.3.3) the asymptotic analysis is performed, presented in the next section.

3.5.3 Analysis and Optimisation

The analysis is conducted in the regime in which the number of sensors N is infinitely

large.

Lemma 4. If N grows without bound, then 1
N
γl − γl → 0 almost surely with

γl (α) =

(

1− ǫ2
)

dllc sinc2 (tmax)

(1− ǫ2) dll (1− sinc (2tmax)) +
ς2

τpτ
(1 + α+ α2) + ǫ2dll (K + 1) +Kdll (α+ α2)

.

(3.5.12)

116



3.5 Multi-cluster Scenario

Moreover, 1
N
PTX l

− PTXl
→ 0 almost surely with

PTXl
=

p

µSEN

(

1 +
ς2

τpτ

1

Kdll

)

. (3.5.13)

Proof. The results easily follow using simple statistical arguments and asymptotic

results.

Lemma 4 shows that the SINR and the transmit power increase linearly with N .

Although valid for N growing without bounds, next we use this result for a system

with a large but finite number of sensors. This yields

EEl =

(

1− τ
M

)

BK log2 (1 + γl (α)N)

κ+Nθl
(3.5.14)

where θl and κ are introduced for compactness and defined as

θl =
(

1− τ

M

) p

µSEN

(

1 +
ς2

τpτ

1

Kdll

)

+ PSEN (3.5.15)

and

κ = KPSINK +
τ

M
K

pτ
µSINK

. (3.5.16)

Now, the EE-optimal value of N can be found is α is known.

Lemma 5. For α given, the value of N maximising (3.5.14) is given by

N⋆ =
e(z

⋆+1) − 1

γl
(3.5.17)

where

z⋆ = W

(

γl (α)κ

θle
− 1

e

)

(3.5.18)

and W (x) is the Lambert function defined by the equation t = W (t)eW (t) for any

t ∈ C.
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Table 3.2: Multi-cluster scenario simulation parameters

Parameter Value

Intra-cluster distance: a 100 m

Pilot sequence length: τ 1

Data correlation factor: c 0.8

Maximum synchronisation error: tmax 0.5 Ts

Proof. The proof relies on using the same augments of Theorem 2 in [58] and it follows

the same line of reasoning as the proof of Lemma 3.

A close inspection of (3.5.17) reveals that N⋆ increases with α. This is because

higher interference level brings to lower SINR, with ensuing reduction of the achiev-

able rate. This can only be compensated by increasing N⋆. Another interesting

observation is that N⋆ must increase with K. This is due to the fact that when K

increases, the energy consumption of sinks becomes the dominant component of the

overall energy consumption, due to the high transmit power of pilots and complex

circuitry of sinks (PSINK). In this setting, increasing N , while being beneficial for

the achievable rate, does not affect the total energy consumption too much, implying

that EE-optimal N should be higher.

3.5.4 Numerical Results

As with the case of single-cluster scenario, Monte Carlo simulations have been used

to validate the analysis above. Results are obtained averaging over 1000 realisations

of all the random variables, such as fading, noise, etc. The network parameters are
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Figure 3.9: Energy efficiency vs. N for K = 3 and α = 0, 0.5 and 1.

given in Tables 3.1 (where applicable) and 3.2.

Fig. 3.9 plots the energy efficiency as a function ofN forK = 3 and different values

of α. The curves obtained from the asymptotic results of Lemma 4 closely follow the

ones obtained through Monte Carlo simulations. This proves that the asymptotic

analysis is accurate even for a relatively low number of sensor nodes. As expected,

the energy efficiency decreases with α due to the higher level of interference.

Fig. 3.10 illustrates the EE-optimal value of sensor nodes as a function of α for

K = 1, 3 and 5. Firstly, notice that the closed form solution obtained through (3.5.17)

is very close to the values obtained through simulations. The difference between the

two is higher for higher values of K. However, for high values of K, i.e., K ≥ 5, a

wider range of values of N achieves similar energy efficiency (see Fig. 3.11) such that
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Figure 3.10: EE-optimal value of sensor nodes N⋆ vs. α for K = 1, 3 and 5.

N⋆ computed by (3.5.17) achieves energy efficiency very close to the optimal one.

Secondly, as predicted at the end of Section 3.5.3, N⋆ increases with α and K.

Fig. 3.11 reports energy efficiency as a function of N for α = 0.5 and different

values ofK and tmax. A large performance gap can be observed between the case where

synchronisation is perfect, tmax = 0, and the case where the maximum synchronisation

error is tmax = 0.5. The global maximum of the energy efficiency is obtained for

K = 1, while the value of N⋆ depends on the level of de-synchronisation among

nodes. Fig. 3.11 also gives an insight about the solution of the reverse problem: if

N is given, find the EE-maximising value of K. These remarks would not change for

other values of α and c.
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3.6 Conclusions

In this chapter, a cooperative MIMO scheme for WSNs was presented. The scheme

exploits the fact that sensor nodes are often employed to measure the same parameter,

so that the data they are transmitting is correlated. Under such assumption, the pro-

posed mechanism proves to be very energy efficient while maintaining low overhead.

Data transmission phase is preceded by training phase in which sinks transmit pilot

signals which are used by sensor nodes for channel estimation. In the subsequent anal-

ysis, nodes are assumed to have imperfect CSI, thus limiting the performance gain

of cooperation. After the training phase, nodes of the same cluster transmit data

together towards sinks using a simple beamforming-based precoding scheme. Consi-

dering cheap sensor nodes implies the necessity of taking into account certain realistic

impairments from which this kind of devices are known to suffer from. ”Distortion

noise” is a well known performance hindrance, especially affecting devices with low-

cost RF components (amplifiers, filters, Digital to Analog Converters (DACs), etc.).

Another important aspect to take into account was synchronisation among nodes of

the same cluster which proves to be greatly affecting the performance and requires

special attention by the system designer. Finally, having in mind the future massive

deployment of WSNs, external, i.e., inter-cluster, interference plays a major role in

system performance and needs to be analysed carefully. Under previously described

settings, the problem under investigation was: how many sensors should be deployed

to maximise the energy efficiency?

Firstly, a simplified single-cluster scenario was considered. This analysis was useful
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because it allows for obtaining the basic intuition of the optimisation problem by re-

ducing system complexity. From this scenario it could be seen that the EE-optimising

number of sensor nodes, N⋆, increases with the number of sinks, K, because the over-

all energy consumption becomes dominated by sinks such that the ”cost”, in terms

of energy consumption, of employing more nodes is not relevant. Monte Carlo simu-

lations were used to validate the asymptotic analysis, which is proven to be accurate

even for a relatively low number of sensor nodes and thus can be safely used for

performance optimisation. Another important conclusion is drawn about the EE-

optimising duration, τ , of the training phase. It is shown that τ depends on K and

that if K > 1, τ should be kept at its minimum, i.e., τ = 1. Some of these conclusions

are later used when analysis is performed on a more complex model.

Secondly, the multi-cluster scenario, where inter-cluster interference plays a signifi-

cant role, is considered. System model was extended, with respect to the single-cluster

case, to include all the above mentioned realistic effects. Wyner model was employed

for analytic tractability and the asymptotic analysis was used to compute a closed

form expression for N⋆. This allowed to get some insights on how N⋆ is affected by

the network parameters. In particular, it turned out that N⋆ must increase with the

inter-cluster interference level as well as with the number of sinks in each cluster.

While the former conclusion is inherited from the single-cluster case, the latter is due

to the need for compensating the decrease of SINR due to increasing interference. It

is also shown that the imperfect synchronisation greatly affects the performance and

that in the future deployment a lot of attention needs to be given to this problem.
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The general topics investigated in this thesis are related to the body-centric commu-

nications and cooperative communications paradigm.

Body-centric communications are characterised by the human presence defining

their distinctive communication characteristics among other wireless systems. On one

hand, the human body represents a unique propagation environment susceptible to

different sources of channel variability. On the other hand, different application fields,

especially healthcare and biomedical, require reliable and ultra-low power communi-

cation systems. To meet the requirements, improvements are necessary in several

fields, one of which is protocol design.

This thesis presented a protocol architecture implemented for the purposes of

the WiserBAN project. Given their huge impact on overall system performance,

the spotlight was on the design of MAC protocols. To cope with heterogeneous

use cases (wearable and implanted devices) two MAC modes were implemented:

Superframe (SF)-based and Low Power Listening (LPL) MAC. SF-based MAC is

a synchronous protocol intended for being used primarily in a high traffic scenario

with multiple devices. On the other hand, LPL MAC is an asynchronous protocol



Conclusions and Future Work

which offers great energy efficiency in a low traffic setting, but suffers from the lack

of proper collision avoidance techniques. To guarantee interoperability and varying

traffic rates and topologies, seamless transition between the two modes is allowed.

Presented protocol was implemented on a hardware platform, developed by project

partner (CSEM), intended for WBANs. In order to validate that the developed proto-

col satisfies the application requirements, an experimental campaign was conducted.

Performance was evaluated in terms of average packet delay, average PLR, average

energy consumption and throughput. First, the two MAC modes were evaluated

separately. The conclusions are drawn about performance tuning through protocol

parameters. Trade-offs, such as average delay vs. average energy consumption, in the

case of LPL, or PLR vs. average delay, in the case of SF-based MAC, are discussed

and guidelines are given about how to favour one performance metric over the other.

Once this was done, the two MAC modes were compared. The results provide insights

about the suitability of the two MAC modes based on the use case. LPL mode should

be used if the main objective is network lifetime, while if the main objective is high

throughput, especially in larger networks, usage of the SF-based MAC is mandatory.

Some of the issues in WBANs cannot be properly solved only through the com-

munication protocol. Body shadowing proves to be a major obstacle to reliable and

efficient communication. Moreover, nodes of the same WBAN, may experience very

different channel conditions. A method for solving this problem is cooperation: other

nodes of a WBAN are used for transmitting data generated in a WBAN. However,

if cooperating nodes are not properly selected, cooperation can lead to excessive in-

terference and energy consumption.

This thesis presented B-MIMO, a cooperative beamforming scheme for WBANs.
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An indoor scenario is considered where multiple WBANs are present and nodes of

the same WBAN establish a VAAs to transmit data towards a sink. In B-MIMO,

cooperating nodes are selected according to the channel conditions, thus avoiding

transmissions which do not contribute sufficiently to the overall power received by

sinks. Comparison between B-MIMO and a cooperative solution where all nodes in

the BAN belong to the VAA demonstrates the advantage of the novel solution in terms

of energy efficiency and also in terms of BLER, in interference-limited scenarios. The

decreasing of the number of cooperating nodes decreases the energy consumption and

the level of interference generated by WBANs.

As a future research direction, cooperative schemes involving body-to-body com-

munication should be considered. It is not hard to imagine advantages offered by

cooperation between WBANs (e.g., higher diversity, reduced interference, etc.) and,

to benefit from it, advanced PHY and MAC layer mechanisms need to be studied.

Finally, the thesis presented a cooperative MIMO scheme for a broader scenario,

that is a Wireless Sensor Network (WSN). In WSNs, sensor nodes are typically

employed to measure the same parameter or the same set of parameters, meaning

that the data nodes are transmitting is the same, or at least correlated. The previous

assumption allows for the proposed cooperation scheme which greatly boosts energy

efficiency. The scheme is characterised by simplicity and low overhead. Since sensor

nodes are simple devices with limited hardware capabilities, a realistic analysis needed

to take into account various, often disregarded, effects. These effects include CSI

errors, hardware impairments and imperfect synchronisation. The contribution of this

part of the thesis is the analysis and optimisation of multi-cluster WSN affected by

the above mentioned issues. Having in mind future mass deployment of sensor nodes,
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asymptotic analysis, inspired by recent advances in massive MIMO field, is employed.

It allows for derivation of closed form solution of the optimisation problem. Monte

Carlo simulations were performed to prove the validity of the asymptotic assumption

for a high but limited number of sensor nodes. The results show that the number

of nodes needs to increase with the number of sinks and the level of inter-cluster

interference.

To extend and further generalise the presented work, a stochastic geometry ap-

proach should be considered. Considering variable-structure clusters and geometrical

distributions would allow for drawing general conclusions on the energy-efficiency of

cooperative WSNs.

Although the cooperative communications concept is currently one of the hot top-

ics in the field of telecommunications, the experimentation is not keeping up with

the theory. There are few test-beds and even fewer commercial systems exploiting

the advantages of cooperation. Further research should attempt to experimentally

validate models used in this and many other works from the literature.

128



Bibliography

[1] WiserBAN - Smart miniature low-power wireless microsystem for Body Area.

http://www.wiserban.eu/, 2013.

[2] Newcom# - Network of Excellence in Wireless Communications.

http://www.newcom-project.eu/, 2012.
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CentraleSupélec for making my period abroad fun and productive and Prof. Claude

Oestges of UCL for helping me improve my thesis.

I would also like to thank all my colleagues from Radio Networks group. It was

the greatest crew (ever :)) one could assemble to work and have fun with. Thank you

Andrea for bearing with me.

Finally, I would like to thank my family, especially my parents, for the support

and motivation they gave me.


	Table of Contents
	Abstract
	List of Acronyms
	List of Figures
	List of Tables
	Introduction
	WBAN Concept
	Cooperative Communications Paradigm
	Structure and Contribution of the Thesis

	Communication Protocols for WBAN
	Introduction
	Related Works
	Thesis Contribution

	Standard Solutions for WBAN
	IEEE 802.15.4 Standard
	IEEE 802.15.6 Standard

	Reference Scenario: WiserBAN Project
	Use Cases and Requirements
	System Architecture

	MAC Design for WBAN
	Superframe-based MAC
	Low Power Listening MAC

	Performance Evaluation
	Study Methodology
	Experimental Results

	Conclusions

	Cooperative Communications in WBAN
	Introduction
	Related Works
	Thesis Contribution

	Reference Scenario and Channel Model
	Communication Protocol
	Problem Statement
	B-MIMO
	Scheduling algorithms
	Numerical results
	Performance Metrics
	The Impact of the Threshold 
	B-MIMO versus non-cooperative system
	B-MIMO versus Cooperative MIMO

	Conclusions

	Cooperative Communications in WSN
	Introduction
	Related Works
	Thesis Contribution

	Reference Scenario
	Channel Model
	Signal Model
	Pilot-based Estimation of Precoding Coefficients
	Synchronisation Error

	Problem Statement
	Single-cluster Scenario
	Energy Efficiency
	Analysis and Optimisation
	Numerical Results

	Multi-cluster Scenario
	Wyner Model
	Energy Efficiency
	Analysis and Optimisation
	Numerical Results

	Conclusions

	Conclusions and Future Work
	Appendices
	Bibliography
	Publications
	Acknowledgements

